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EHN L/12/78

CHANGES - REV. ) TO0 REV., )2

- Section
- 1.3

2.0 )
3.2.b.1

3.2.hk.2
3.2.b.Y
3.3.4

- 3.3.8.2

3.4.3
3.4.2.1

3.4.3.2

3.5
3.8
5.2.2.1

L.0

Clarifies S1/THETA project. objectives wuithout compromising .

product line objectives.
No. 1L - a reference for security design objectives.

Clarifies between sensing and recording in the power
system.

Hore precision on which disks are brought up by sxngle
button power-on.

"Quietizing” dropped as a generally required option.
Feature matrix moved to section 1}-.1.S.

Auto Power Recovery is to requxre a 2.5 second ride-
through MG Set.

- Further definition of short and long warnings.

5} - Same functiona less implementation detail.
19} - (learer terminology.
13} - Eliminates redundant information.

Clarification of intent relative to compllers and
compiler users.

0.S. independence made a general product set requirement.

In the matrix - added WPASCAL {Uirth PASCALY.

17} - Corrects compatibility objective of ALGOL LD
relative to ALGOL LB

(lassification "medium+ large and very large" revised.
0.S. independence requirement moved to Section 3.Y4.1.

.CYBER 180 will comply with basis DoD security requirements.

Haximum terminal capacity {logical} has been.expanded.

The Basic 0.5. is also prohibited from source code
release for system software security considerations-

Dual State link is a I?D/L&U feature only.

NMF shared peripherals restricted to RNS and Front-ends.
User validation phased over 2 releases-

Accounting phased over 2 releasés.

Tasking added to R}.

Job. Dependency to R2.

180 state Basic tape 1/0 and volumes to Rl.

Online maintenance of tape in Rl via C170.

Index Sequential to Rl.

All of DBNS phased.

Section
7.4.4.9

7.4.4.10.1
?.5.)
8.2.3

B4

B.u.?

B.bL.Y
9.1

10.4.1
10.4.2

11-}.2
‘1%.1.5

1k.2
3L 4.2

12.3.1

12. Yy.2-3
2.5
32.7.2

"12.7.2.2.5

Tuwo sentences were removed as .irrelevant:

1. Restricting objectives to Rl
2. Comparative CPU times. :

Paragraph removed = not directly related to objectives.
BASIC speeds and benchmarks redefined. )
Will support CYBERAMA.

Clarification.

HTTR average includes necessary trips for parts.
Clarify assumption regarding degraded interruption.

Clarifies critical PSR status of initial release.
Dod Security Compliance is no longer excluded.
Clarifications modification for performance is encouraged.

Clarification of intent. remote maintenance -interfaces
are standard. the subsystem remains to be def’ned-

2 port NUX is part of the basic malnframe in both C170
and (180 state.

" N6 Set Options reduced to eliminate proliferatxon of

development projects.
Maintenance cost objectives stated in dollars and .

Hinimum THETA configuration is 4HB. Haximum defined
real memory now is 32MB.

Clarifies future termlnals intent and relation to
value added networkse.

System Power cost changes.
Previous forecasts have been dropped.
Schedul clarification.

Some items delayed until L/?j.



% Change Summary - CYBER 180 AO/R Second Draft of Rev. € {Rev. 11}

Section

1.3

1.3.1
2.3.3
2.0
3.%-3-1

3.%.%.2

3.2-1.4

3.2
3.2.4
3.2.4.2

3.2.4.3

3.2.4.4

3.2.b.1

Peo |0 v Revll

Hajor Objectives ~ The specific areas of emphasis forb
S1 and THETA have been noted along with potential for
impact on priority trade-offs.

The release dates for S} have beeh clarified.
The base for performance measurement remains CYBER 73.
Reference 10 has been updated and reference 15 added.

Per request of Engineering the terminology for input/
output unit has been revised.

The ﬁrobable support of a two .I0U configuration has been
noted and a reference to varying memory capacities added.

Minor wording changes to reduce the confusion regarding
common memory vs. shared memory {the latter is low cost
communication medium for dual mainframe configurations
only}. All other multi-mainframe configurations are
independent of requirements for a common memory and the
term has been dropped.

Batch processing has been dropped in priority and further
clarification on the relationship between transaction :
processing and time-sharing has been made-.

¢} Clarifies the S) channel restrictions

f} defines the 2 port console multiplexor and reserves
1} port for remote hardware and software maintenance.

Clarifies the PP's restricted accessing to central
memory as a software restriction. C(larifies PP software's
relationship to controlware.

Adds requirement for controllaers to interface to the
configuration environment monitor.

Defines the minimum functional characteristics of the
basic operator control consoles beyond which operating
system or diagnostic software cannot use. Clarifies
the role of the CYBER 170 CC545 console with regard to
these requirements {the role of the CCS45 in C180
systems remains weckly defined.}

Temperature monitoring and power control need not be
"internal™ to a mainframe. Clarifies the use of the
deup01nt recorder. on 180 systems. Revises the power
requirement for multi-mainframe configurations to greater
power supply availability for shared elements. Clarifies
motor generator sets options.

Section

Jegebe?

3.2.b.Y4

3.2.k.5

3.3.2

3.3.4

3.3.7

3.3.8.2

3.3.9.5

3.3.9.6

©3.3.10

3.4.1

3.4.2.)

3.4.2.2

ninor wording changes to clarify the role of automatic
pouwer recovery. Requires that automatic power recovery
be implemented in a safe manner.

The time constraints of short and long warnings are
clarified. .

CEN does not monitor ESH ar EfS.

Added bullet regarding one button

power for equipment other than the basic elements..
.C(larifies the relationship of equ1pment monitoring and
power availability to peripherals in a multi-mainframe
configuration.

A reference to PP usage has been drOpped {1t was redundant
to the earlier description}.

The entire section'on Transaction Processing has been
replaced.

Sentence calling program structuring a subset of CYBER 170
Segment Loader has been dropped+ was misleading. The
discussion of relative importance of loading performance
vs. generalized library format has been clarified.

The requirements for interchangeable file formats. etc.
have been clarified to apply to compilers and system
utilities {removing the requirement from data management
subsystems} .

Functionally remains the same~ the implication of multiple
separate files has been removed.

Further modification/clarification to the accounting section

A minimum configuratxon'for pure 170 state has been added
to support performance objectives in section 7.

The applicability of these general product set techn!cal
requirements to interpretive compilers is clarified. Severa
minor typographical corrections are made within the paragrap!
The very last bullet regarding CYBER 180 system interface
standard was redundant and removed.

Requires that Class I-III compilers must all honor the
System Interface Standard. Hinor changes support levels
in the descriptive matrix. Add transaction interface

to the matrix.

(larifies FORTRAN's relationship to ANSI standard.
Restructures C0BOL section with no change of content.
Clarifies BASIC relationship between interpretive and
object code generation. Several minor editorial changes
made to the other paragraphs with no change in substance.



Section

3.4.2.3 Editorial changes have been made to improve clarity . ' )
without changing basic content. "Random memory management™ 5.2 "Minor degradation in performance"™ means compile speed.
dropped - only a'confusion factor. ‘ 5.2.4 Global cross‘'reference listings apply to PASCAL. SYHPL,
3.4.3.1 Requirement for a Direct access method has been added. . and the assembler. . . )
i < . 1 rt a : o7 .
;Z??t??ilicgﬁzqaéézgaczzgimmgzééd?g onger suppo : k.0 This section has been completely rewritten in response to
many que§tions. It should be carefully reviewed. although
3.4.3.) The last bullet regarding design trade-ogfs waf removed. it is still preliminary. R ’
i i i he d orit
Lg::i;?formatlon also appears in the design pr bt 7.0 The relationship of the Bnvironments and Workload Spec
) : - to these performance objectives is déscribed.
3.4.3.2 The DBNS requirement description of concurrent access
drops "improved performance for key batch jobs.”™ Dual 7.1 Ibe BNCBO performance base has been corrected {the base
logging and dual recording has been changed to a separates ine had been measured incorrectly on a CYBER 73}.
medium priority. item. ) 7.2 : Performance ratio for P3 PASCAL-X changed from 8.7 to
A definition of data base sizes has been added. Several ) 8.4 and special cases dropped to conform to the objectives
minor editorial changes are made to this section. in Rev. B. This section has been revised for greater
. N . clarity.
3:.4.3.4 Data Dictionary System{s} allous a choice betueen one . :
generalized or two specialized products. ?.2.3 " The block copy performance requirement applies to all
. ' systems not just THETA.
3.4.4.) APL 2 replaces APLUMN.
) i ?.3.2 Requirement clarified to specify dual mainframe shared
3.4.4.3 Some priority changes have been made for DDL. All ) memory not a generalized common memory. -
“priority u's dropped. The paragraph has been flagged :
as preliminary. , 4.2 Terminology for the IOU cleaned up.
3.4.4.8 APL work space conversion utility has been added. ' ?.4.4.3 . Qlarifies relationship of block and record sizes.
3.h The introduction has been expanded. P.4.4.3 Clarifies the number of exchanges permitted.
3.6.3.2 The dual state requirements have been reorganized for .44y Eliminates abnormal termination and paging as considerations.
clarity and generality. Some restrictions have been added.
and this section should be carefully reviewed. 7.%.4.9 This paragraph was reuritten.
3.b.2-3 The objectives for CYBER 1,70 FTNS5 conversion aids have T ?.4.4.10 New section on Network Product$ Performance {with several
been relaxed. The approach for CYBER 180 conversion . changes from the earlier draftl}. .
aids has changed. . )
. 7.5.) Wirth PASCAL added. BASIC production and development
3.b.2.b The requirement to process 170 work spaces has been ‘ added. SYNPL field length requirements reduced and PL/I
relaxed to the ability to convert those work spaces. objectives deferred. _
3.5.3 File Conversion - this is a new section which replaces ?:85.2 THETA Nath Library performance increased. : :
the corresponding section that appeared in AO/R Rev. B. . . :
) - 8.2.%.3 Cache/MNap bypass does not apply to Sl.
3.8 This section has been expanded and some of the line speed - - )
requirements changed. 8.2.1+ 8.2.2 Have been organized by responsibility area {hardwares
‘ _ : and 8.2.3 software+ diagnostics or combinations} and minor editorial
4.3 The relationship between 17?0 and 180 maintenance software o changes have been made. . R

products has been raworded for clarity.

. The requirement to repair memory concurrent with system
' operation has been dropped {it is not feasible}. The
requirement to repair the second CPU of a dual CPU mainframe
has been added.



Section

8.2.4.3 ,
8.3.31.1

8.3.1.2
8.3.2.1

8.4.3/8.4.Yy

8.L.2
8.L.5
9.2

10.%

10.4.3

10.4.2

Applicable to mainframes only.. Subparagraph 3}A} clarifies
off-line engineering file ‘analysis capabilities. ¢

FCO's for THETA revised to more.accurately reflect
current schedule projections.

First year software maintenance costs are increésed
to more accurately reflect the special support requirements
of that early time period. .

System hardware maintenance cost objectives have been
corrected {they were previously calculated against the
wrong base cost}.

System lost time for 0S interruptions has been changed
to reflect processor speed. :

Clarification of parts availability. System availability
objectives have changed due to increased THETA NTTR and
reduced N0S/180 rerun time.

"The DPSR objectives for S1 have been divided into
processor. memory and IOU. Totals are corrected.

Correction to Sort objective.
.New requirements on subsystenm reliability.

STARLOD as a computational faciiity will not b ]
by current design activities. y " @ precluded

This'section and its sub-sections have been edited for
claritys and more detail. Minor revisions have been
made~ as wgll- The section should be reviewed carefully.

Ug may support the C180 parallel FMD on THETA/370 state.
Hinor. changes in CMU interpretation requirenents.

a} the ipportant distinction that a CYBER 170 lower
system will deadstart and run an A170 deadstart tape
rather than vice versa is clearly spelled out. This is
an important distinction.

¢} clarifies PP access to central memory.

e} makes on-line remote maintenance an objective for
software enhancements to the A170 state. Note that this
maintenance must use standard communications subsystems.

Benchimark configurations have been added.

(onfigufation cost adjusted for changes in component
cost objectives.

0.5. lost time assumptions revised.

.
\

Section
"10.8.7

“30.8.3

10.8.8 .

11.1.2

13.2.M

1).1.5

1.2
1.3

2.3
2.3

12.3.3
2.4

12.5.5
2.k
2.7

Minor changes ln'availabllity objectivess as a result
of revised NOS objectives. -

NOS objectives modified.

The relationship between CYBER 170 and CYBER 180
maintenance software objectives is clarified.

Cost distribution betueen the basic S1 and the 2 port
HUX has changed. The total remains the same.

The target manufacturing cost for the basic I0 Unit
has been raised to compensate for added requirements
on this product since Rev. A of the AO/R.

H6 Sets and power control panels added to this section

with corresponding changes in the configuration appendix.

Component Maintenance Cost Objectives have been revised.

Previous error in THETA processor functional inherent
HTBF has been corrected and NTTR increased to reflect

. the greater complexity of the machine. - I0U configurations

having fewer channels than PP's have been elinminated.
{Note~ it is not a requirement to have -at least tuo
channels more PP's.

Development cost has been updated.

Peripherals Supported has been revised to include (180
0.5. release objectives and to make minor typographical
changes. . .

Terminal Supported has been added.

Changes in response to cost objectives changed elsewhere
in the document. Revises target communications
configuration. More information on system power support.

Most recent shipment forecast has been added.
Corrections to schedule objectives.

Appendix 6 - ﬂigration‘Action Plan - a first preliminary
plan has been added to this document.
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" Since there were some pervasive terminology changes in this document
{e.g.~ CYBER 180 superceded CYBER 80}, the automatic change bar mechanism

of text editor did not work reliably.
changes which are "worth mentioning”.

follous:

|

ction

[

3.1
.3.3

3.3.1.2
314204

3.1.2

3.3.2.3

3.2.2

3.2.4

We have hand-marked those
A summary of those changes

a} Sl target ship date has been added to this list.

The speed objective for the high end 180 processor
is now 3L x CYBER ?3. and the paragraph disclaiming
_the S1 system has been removed.

An added embhésis on the long term nature of CYBER 270
to CYBER 180 migration.

Raferences - Under 10} - the shipmant forecast reference
has been updated. ’

Haximum central memory size changed from LU4NMB to 32MB.

‘The requirement for shared common memory in all multi-
mainframe configurations has been removed and failure
mode requirements restated. The reasons for dropping
common memory were configuration flexibility and CEN

and NCU control of shared components {especially common
memoryl. :

The qualifying phrase "listed in priority order for
design trade offs™ has been modified to "for functional
design trade offs™. UWe hope this will clarify the
intent to provide a basic design which will support

transaction processing but not compromise time-sharing
system performance.

Communications/Networks has been moved to section
305'

Central Nemory - In setting the THETA central memory
cost/performance is not a driving factor. The THETA
system is performance driven with manufacturing cost
being a secondary consideration.

170 Unit {IOU} - This has been restructured to incorporate

the I70 Unit for the $7 system as well as S2. §3. THETA. .

Some configurability limitations of S1 I0U's are reflected.

. .
B .

Praft 1 of CYBER 180 AO/R+ Rev. €
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Sectiqn

‘J.2.He’

3.2.4%.3

J.2. 4.4
3.2.5

3.2:h.1

3.2.b.2
3.2.b.3
3.2.5L. 4
3.3.575

3.2.7

3.3

3.3.2

" 3.3.4

3.3.5.2

.

4 : f a peripheral
h on functional usage ©
T:ecg§22gr§§ the C180 operating system has beenreégi?gigons.
zoomore clearly illustrate the intent of_those e

v
Hulti~-mainframe configurations will support shared
access tapes-

i he
An editorial comment was removgdtfro:rzailgigzﬁ gizagrap
i nt for ASCII character N an ‘.
L?ipqiguégzggility in €180 mode CCS54S console is introduce

ission structure has
triction on channel transmissio .
Zzznrﬁzmoved- {The maintenance channel gzﬁtgcol.ls
similar to but cheaper than that of the .

i i i S} is added. one
uirement for air cooling for
euzign power-on removed as a requ1remeqt for ECS+ and

i-mainframe
requirements against the power system 1n multi-main
configurations were added.

Automatic Power Recovery - This was added in response
to a PLM requirement.

System Initialization - The nature of'thgf§tgrage device
containing firmware/controlware was clarified.

i lassify the
itoring = This wuas expanqed to ¢ t .
ii:gimo¥°32rﬁing§ that must be monitored by the mainframe

i i dds configuration
i tion and Environment Monitor & : 2
ggggz?z;aand clarifies. multi-mainframe requirenents

: i i formance monitor
ce Monitor - The optional per )
zgq;OESinbg available on-the'SL- The sen;ence E?gardxng
0S and compiler support requirements was droppe

Operating Sy§tem - Multiple progessor: were added as a
mandatory harduware support requirement.

System Code 0rganization was rewritten for clarity.
Transaction Processing - this is a new section.
' h showing the
Memory Nanagement - the paragrap i
gggtinztioz betueen central and bulk and private and

- is
common memory was removed because of the ﬁ? emzzsgce.
on common memory as A3 multi-mainframe linking
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Section
3.3.8.2

3.3.8.5.3
3.3.9.b

3.3.9
3-3-}0'

3.4.1

J.4. 4.2

3.4.4.3

3.4.5

3.b

3.b.)

Draft 1 of CYBER 180 A0/R- Rav. C

Basic Record Manager - A distinction has beaen made
between basic record manager capabilities {sequential
and byte-addressable} in N0S/180 and advanced access
methods which are part of DMS180. The objectives for
basic record manager remain essentially unchanged.
Index sequential and multiple index file organizatxons
are part of the advanced access methods.

Unit Record Equipment - reuritten for clarity.

Accounting - a bullet was added for support of
application accounting.

Networks - this was moved to section 3.8.

Minimum N0S/180 Configuration - this was expanded to

~include minimum configuratidns for running dual state.

A bullet was added regarding the use of common modules
within the product set.

Languages - this is a new section outlining a general
language strategy for the C180 line.

Data Management - this section has been significantly

..axpanded from its predecessor.

ﬁesign Objectives/Priorities - definition of execution
speed was clarified.

Language Processors - Sort/Merge and the Implementation
Languages were removed. PASCAL and JOVIAL and ALGOL-L8
vere added. This PASCAL should not be confused with
the implementation language- PASCAL-X.

Support Services - Sort/Herge was added to this paragraph
and Advanced Access Methods were moved to data management.

Data Nanagement - this section has
been completely revised in conjunction with the revised
data management objectives.

Utilities - Index Management dropped and Data Base
Creation and File Conversion/reformatting added.

Migration - the intent to add the migration plan to
the (180 AO/R is announced here. It is not part of this
document but will be added before the final submission.

Requirements for dual state 0.S. processing have been
expanded and reuwritten.

Draft 1 of CYBER' 180 A0/R+ Rev. C

Page Y4

3.be2.Y

3.L.2.5
thru
3.b.2.8

3.7.1

5.)

5.2
b.0
7.3
7.2

7.2.1

The relationship of CYBER 170 SYMPL to product migration
is revorded.

The use of a CYBER 18D common code generator for FORTRAN
was introduced. The second section on breakages from

€170 FORTRAN 5 has been expapded and rewritten.

COBOL - some 0.S. and data dependent breakages will
be converted by the €180 product and a (0BOL-5-mode
compile option will be allowed. -

The €180 product migration assumptions for BASIC have

been rewritten with the emphasis on conversion aid
coverage being placed in the C170 product.

All this material is new.

On-Line Monitor - Bullet ? added requirements to the

independence of this on-line monitor.

Networks - this is a new. separate section consolidating

previous netuork comments. It is preliminary and will

be extended for the final revision C.
The standards list is now Appendix H.

Tools and Services - parts of the text of this material
have been written as a result of a recent C180 tools
working group. This section represents the latest
understanding of tools requirements.

Product Phasing Objectives - this section has been
completely rewritten and reflects preliminary information
vith regard to all three (180 software releases. Ue
expect to have a detailed definition of the contents

of R} of C180 software by 1Q79.

System Performance Goals -~ Goals for the S) and THETA
systems have been added.

Processor Performance - Goals for the Pl and THETA
have been added along with several new footnotes
detailing assumptions for this chart.

Hemory Assumptions - assumptions for the Pl processor

have been added. There are no assumptlons or constraints
applied to the THETA processor as is explained in footnote
9 to the preceeding section.
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Section
7.2.2
7.2.3
?.3.)

7.4.2

74,4

A?' l.ll"L

7.4.4.8"

?.4.4.9
7.5.1

7.5.2
7.5.3
7.5.4
d.l.}-l
8:1.1.3
8.1.3
8.2

8.2.1

Cache Assumptions - P} and THETA have been added.
Block Copy Performance has been added.

Central Memory Requirements - have been added for Sk
and THETA.
o

I0U Performance has been updated to include the S1 IOU.

Record Manager - the instruction count allocations have
been raised to reflect clarification of a mis-understanding
regarding CALL overhead and to represent a better
understanding of the requirements for key operations.

Periodic Functions - a new section combining all known
sources of periodic CPU overhead.

The loader performance requirements have been restated
and movéd to this position.

Dual state performance requirements are new and preliminary.

Lanéuage pPerformance Level - an introductory paragraph
has .been added and objectives revised for several
compilers.

Requirements on FORTRAN and €OBOL run fime code efficiency
have been consolidated into one paragraph.

DMS180 - performance requirements have been withdrauwn
and will be resubmitted at a later time.

Sort/HMerge performance'réquiremgnts have been separated
from record manager time and raised.

Duty Factors - the duty factor assumptions for peripherals
have been clarified.

Component Criticality - some redundancy has been allowed
for the IOU.

Associated RAM Requirements - this i; a new paragraph
in response to the previous A0/R review comments.

RAM Features - the cost/performance/reliability trade-offs
for THETA CPU are outlined.

The parity checking on major data paths requirement is
less rigid for THETA than for other processors because
of the very demanding performance objectives.

Draft ) of CYBER 180 AO/R+ Rav. €
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Section

B..E'E

8.2.3

. B-E-‘!-B

8.3.1.Y
8.3.1.2

8.3.2.1

8.4.7
8.5.3
8.6.1

8.L.2

8.b.Y
10.2.1

10.1.2

Capability to fault -a PPU was added. The requirement

to provide information for customer maintenance was
dropped to discourage third party maintenance. The
descriptions of supporting data integrity and continuity
of system operations have been clarified.

Micro-program control is .not,a THETA requirement. The
description of the system maintenance panel has been
dropped from this section. The requirement that mno )
operator intervention be required for deadstart recovery
condition logging has been added-

The first bullet under tests is a consclidation of

two previous bullets reuorded for clarity. The
requirement for 100% protection of customer security has
been added to "Tests” and "Diagnostics”.

-Number of FCO's per equipment per year has been added

as as information only item.

The .percentage distribution of PSR bug reports betueen
the operating system and the DIS180 has been changed.

The objectives for hardware maintenance costs as a
percentage of manufacturing cost have been revised
downuard. }

'RAW Performance Objectives - S1 and THETA have been

added thruout. .

Net Availability - the statement regarding rerun time
has been changed to reflect use of fixed values in
allocating rerun time against system net availability.

DPSR rates have been established for THETA.
DHS180 has been expanded to reflect the revised plan.

DNS180 has been expanded to include the revised plan.
The operating system and sort/merge product input
data failure rates have been revised.

DNS180 PSR receipt rate has been raised.

CYBER 170 Features Supported - this section has been
reorganized for clarity and also adds information regarding
instruction stack purging. pass instructions used for AL70
featuress and maintenance support of ESH maintenance .
features.

CYBER 17D Features Unsupported - this has been reorganized
similarly to 10.}.1.
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Section
10.1.3

" 10.4
10.5
10.7
10.8
10.8.7
111

1%.1.1

1L.2.2

13-%.3
3k-1.5

1.2

11-3

31-4.1

1k.4.2
1i.6
2.2

Advanced €170 Features - additional information added
regarding the use of the PP in A170 state.

CYBER 170 State Software - this section supersedes the
previous one on compatibility and outlines the extent

.to which C170 software will be modified and enhanced

in conjunction with C180 hardvare-.

CPU Performance - Pl and THETA have been added to this
chert and S3 objectives raised.

Mainframe Costs - S1 and THETA have been added. S2
and 83 vere revised slightly-

RAM - S1 and THETA values have been added thruout.

Net Availability - Method of determining rerun time is
redefined and S} and THETA are added to avallability
objectives.

Component Cost Objectives - Introductory remarks on
memory costs have been omitted. as no londger applicable.

CPU's - Option for 1L KByte control memory for the P2
has been dropped. THETA CPU costs have been added.

S1 System Cost Objectives'have been added.
Hemory - THETA memory has been added.

Other -~ 752 console and S) interface to high performance
console controller have been added.

Component Maintenance Cost Objectives as a percentage
of manufacturing cost have been revised.

THETA and S1 have been added to Component Reliability
Objectives. .

Central Memory Sizes - S1 and THETA have been added
to this table.

Central Hemory sizes above 32 MB have been dropped.
Preventive Maintenance - SL and THETA have been added.

Appendix B - Standards was moved to Appendix H.

{The unnumbered pages caused human factors problems.}
It vas replaced with (180 System Objectives Summary
which has been updated to include S1 and THETA.

N
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Section

2.3

1.4

12.5

2.4

12.7

Appendix € =« Peripherals Supported - It is planned to
support FHD parallel recordlng on a CLBU channel:*in the
€170 statea for THETA.

. 8000 and 20,000 line per minute non-impact printers
have been added.

v
« bOD card per minute reader and 100 card per minute
punch have been dropped.

+ LL8Y1-2 data channel converter costs have been revised.

. bbB3 channel coupler and CYBER 18-5 batch terminal
‘have been added.

Appendix D - System Configurations -and Costs =~ the
configuration information for S1 and THETA systems have
been added and the configurations for S2 and S3 have
been adjusted.

Appendix E - Shipment Forecasts - has been revised
in accordance with various C130 program forecasts.

Appendix F -~ S} System development milestones have
been added.

Appendix G - Nigratjon Action Plan - this is a new
section which will be furnished with the next update
to this revision of the AO/R:

-/
E«/H. Nichehl
Director

Architectural Design & Control

paj
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1.0 INTROOUCTION
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1.0 INIRODUCTION

1.1 DEFINITION

Thase Archltectural Objectlves/Requlrements (AO/R) defiine the
generel goals establlished by COC for the CYBER {80 (C180) Ilne.
The goals for CYBER 180 hardware operating as a CYBER 170 (Ci70)
(advanced CYBER 170, or C170) are In Sectlon 10.

Where sections contaln pretimlinary Informatlon, they are noted
by the symbol, (#), where they contaln “informatlionat”™
abjectives, thaey are noted by (#I).

This document satlisfles the reauirement for individual Oesign

Objectlives (D0) documents for elements of the CYBER 180 llney and’

supersedes all exlsting CYBER 160 and IPL D0°’se.

1.2 DOCUMENT ORGANIZATION

The Archltectural Objectlvas/Requirements (AO/R) are In three
partst the Introductlony, which dascribes the system In general
ob)ectives form$ the bodys, which dascrilbes the major functlonal
elements and charactarlstics of the system In speciflc termsi the
appenclicesy which furnish detalfed speclfics of the system
definitione.

1.3 HAJOR OBJECIIVES

fre major deslign objactives Intluencing the CYBER 130 oare
tisted befow in priority ordert
o TIMELINESS
e RELIABILITY/AVAILABILITY/HAINTAINABILITY

« SPAN OF PRODUCT OFFERING

COMP ANY PRIVATE DRAFY

QAN E W

- -
N -0

MR N R S e
NP, OO®NDW S W

NN N
NoWnsw

o NN
N OoOOe

(7]
(=]

L W W ERE N ey
SN roOOINONVE

ARCHITECTURAL DESIGN AND COMTROL

1-2

'CYBER 180 ARCHITECTURAL OBJECTIVES/REQUIREMENTS

06/08/78

o~ e

1.0 INTRODUCTION
1.3 MAJOR OBJECTIVES
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» COST/PERFORMANCE

« USABILITY

« PROTECTION/SECURITY
- S;ORAGE STRUCTURE

A batance among these general objectives Is to be msintalned.
No hlgh priorlty factor Is to be allowed to compromise a lower
factor below acceptable levels.

The, speclfic objectives'of low manufacturing cost for the Si
and hlgh CPU performance for the THETA system are to receive
speclal emphasls. Any exceptlons are noted In the text of the
AD/R where known, and will be fully deflned In the spaclflc
products® DR*s. :

1.3.1 TIHMELINESS

Several planning dates are key fto. the CYBER 180 oroduc3
detinitiont

3) Shipment of new hardware In CYBER llﬁis'a'c -
S1 - 12719780 tinternal release)
- 3715/81 (extarnal reteasa)
S2 -~ 1715780
S3 - 11/701/60
THETA - T8O
b) First release of CYBER 180 state 0O.S. 12/01/81.

Deslgn trade-ofls which cummuiatively sffect the program

schedule more than three months will be submitted ftor upper

management review and spprovale

13,2 RELIABILITY/AVAILABILITY/NAINTAINABILITY (RAM)

It Is a requlrement to maximlize time between [nterruotionse to
continue operatlons In degraded mode and to minlrlze rapalr time
and coste Emphasis will be placed on softtware checkling/recovery
features and hardware asslsts to RAM (to the extant of adding
13-15% to manutacturing costl,

COMPANY PRIVATE ORAFT
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1.3.2 RELIADILITY/AVAILABILITY/MAINTAINABILITY (RAM)
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Hardware redundancy wil! be required for hlgher MT 8F
conflgurationsy passing this cost to those users requlirling It.

1.3.3 SPAN OF PRODUCT OFFERING
= —

The hardware/software system 1ls to span a large range
($150-2000X In 1976 manufacturing cost ferms) of configuratlonsy
“aoplications and processing powveras The {lne Is to encompass
central processors of the range 1 to 36 times the speed of CYBER
3. (In the context of ¢this documenty the CYBER 73 may be
assumed to be equlvalent to the CYBER 172, but the measurement
base rermalns CYBER 73.)

1.3.3.1 Apnilcatlons -

CYBER 180 Is to be cost/performance effective In support of
general sclentific and englnesring applicationse It Is required
to eftectivaly function In network and data base environments and
to atlow usar access In transactlons batch or timesharling modes.

1.3.3.2 Conmpatibitity Withio Ihe Lina

! CYBER 180 1s to be compatlble across Its range In gource
‘1anguages,y Instructlon set, data formats, recording medla and the
(igser Interface. Featura and capablilty subsetting are acceptable
"“for high and low parformance contlguratlons.

1.3.3.3 Commopnality

To reduce development, manufacturing and malntenance costse
comron elements are to be used across CYBER 180, At fleast?

Software product set

Baslc operating system

170 channels and controllers

Peripherat devicas

Parlipherat and controller dlagnostics
Model~Ilndepandent tasts, B8e«dey mamory tasts
Dlagnostic utilltles

e o @

Additlonallyy, CYBER 170 elements wlil be carrled forward to
the CYBER 180 lline, where possibie.
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1.0 INTRODUCTION . v
1e3.3.4 Contlinuity
e e et e e 2 e e 0 0 2 e 9 W e e e e ————a o ——— D e e
1.3.3.4 Continulty
v
An  Incremental progression In processing power, system
throughput and system capabillty Is to be achieved through
harcware conflgurabliity, spaclal lzad softuare schadquling

h!gorlfhms_and §glectlve additlon/deletlon of software features.

1.3.3.5 Implemantatlon Gopntrol

A broad range of appllcabliity for the hardware/software
products Is to be assurad through speclflcation and use of
gnglneerlng standards, softvare conventions and cormon
Leplerentation tools.

1.3.4 COST/PERFORMANCE

The CYBER 170°s market strength Is high system throughput,
This remains a major deslgn tactor for CY3ER 160, howevery, the
priority Is tower than Lt has been for CYBER 170 systems.

‘1e345 USABILITY
T - o -

——

CYBER 180 is to emphaslze wusabliity by aopllicatlions
programmers., Aopllcatlon programs are to be easy to develop and
debuge The Interactive Interface Is to be simple to (earn and to

‘usee

The major design criterion ls to define the essentlial features
of the user Interface In » simple and consistent manner. HWhere a
trageo!! must be made batwaen NOS/NOS-BE evolution and
simplicltyes simpllclty prevalis.

1+3.6 PROTECTION/SECURITY

CYBER 180 Is to supply a baslc level of hardware/software
protection whlich signiflcantly exceeds CYBER 170, More
sophlisticated securlity and checklng features must b2 furnished as
software optlons, (It 1Is expected that a requlirement for
“certlitiable securlty” will exlist 'during the lifetime of CYSER
180.)
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1.3.7 STORAGE STRUCTURE

o 2 2t e 20 e 2w I e e e et 2 e e o 2t v o0 B0 B 0 0t 0 O

1.3.7 STORAGE STRUCIURE

A major CYBER 180 objective ls provislon of progressively mors
powérful memory and storage capabliltles relstive to CYBER 170
and early vaerslons of CYBER 1080. Thls Includess

- large real memorles
- virtual memory mechanlism

Longer range CYBER 180 objectives are to effectively support
new storage technotogles and storage hlerarchles.

-

1.% MIGRATION

After having daflned a product fine which s competitive In
the rarketplace of the 1980°s, migratlon of the exlsting CYBER
170  customer base becomes a major conslideration In CYBER 180
definltions Converslion from a CYBER 170 to a CYBER 180 state
system must be significantly tess expensiva than conversion to a
competitor system. The migratlon <trategy will emphaslize 3an
extended perlod of conversion from CYBER 170 state to CYBER 160
state.

The chlet elements of the mlgration strategy aret
3) Hardware

CYBER 170 State - CYBER 180 hardware Is to be capabile of
replacing a CYBER 170 malnframa and executing lts code
unchangads Exacutlon of the CYBER 170 Instructlon set on
CYBER 180 hardware Is deflned as CY3ER 170 state. (Refer
to Section.10 for all objectives of the CYDER 170 state.}

Perlonerals - selacted CYBER 170 perlipheral devices and
controffers will be supported In CYBSR 180 natlve state,

b) Opera?lng Svs?em

Target Ooeratlng System ~ define a target operating system
specification for CYBER 180 and then "bend™ CYDER 170
systems and products toward that ftarget. The drlving
forces on the user Intertace are simpllclty and
consistency.

Multipte Job streams - Inltlal varslions of the CYBER 180
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operating system will support a dual-state CYBER 170 and
_CYBER 180 Job stream.
e

c) yroduct Set

Product Set Development - apply as much new CYBER 170
product set developmant to CYBER 180 as possibie (even it
It mears delays to the 170 programle Advise wusers of
recommended source and data usages whilch wlill ease thelr
converslon to CYBER 180.

User Programs - alm for source Ulanguage compatiblliity
between CYBER 180 8and the equlvalent 1981 CYBER 170
product. The driving force on ths user Interface Is
data/machine Independance.

d) Oa'a/Flles

A saet of logical recording conventlons witl be estubllshnd
on both tlnas to eass flle conversion.
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CYBER 180 Product Line Plany, FeVince/B.L.HlsSnery Aprit
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P L L o L L L

¢ Reference 6 |Is considered to be the base hardware snacltlcation
for this AO0/R, although 1t now Is superseded by the CYBER 180
Mainframe MIGDSy ARH1700.
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3.0 CHARACTERISTICS AND FEATURES

3.1 CONFIGURATIONS

3.1.1 HARDHARE CONFIGURATIONS

It Is the Inteht of CYBER 180 to achleve s smooth progresslion,
ot computing power by offering a fimited number of
mutl tl-processor and multi-mainframe growth optlons at esach systenm
tevets This timlted number of contlguratlions Is chosen to allon
simpter deslagn and Installation characteristics to lmprove cost

eftractiveness. Cost data for varlous conflguratlions Is contalned

In Appendix D

3.4.1.1 Yerminoloay

Terms to reference hardware efamentss

Malnframe = central -processor(s) + central memory + [/0
unit

Malnframe system = Malnframe & Perlpherals

Oeslignators used to reference hardware aelements (excent
THETA) 3

Central orocessor = Pn
Central memory = Mn

Hainframe system = Sn
Input/Output Unit = In

where targer n Indlcates Increased caspaclty and/or speed.
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3e1e1le2 Mainframe Systems

3.1.1.2 Halntrame Systems

A CYBER 180 mainfcame system is 60m6¥y centered with emphaslis
on conflguratlion growth and connectablflityst

- i1MByte-32MByte central memory.* Each memory accessible byt
- 1-2 ldentical cantral processor unl%s.

-~ 1 lor (#) 2) I/0 Unitsy each consisting oft
~ 5-20 Perlohera! Processors (PP)
- B=24 channals

* Varles by system type (seca 11.%.1)

3e1.143 Reconfiaurablilty

Speclflc device classes may be required to run the systam but
not speclflc device modalse .

Facliltles  wlill te provided that allow tor Indremantatl svsten
expanslion with minimum slte dlisruption. It wil! be possible to
add or delete perlpheral devices from 3 runninj system.

Faclititles Wit be provided that allow for ‘dynamlc
reconflguration around falled critical componants (esoeclially
CPU*s in a two-CPU system, memory, and PP°s).,

It wlil be possible to power-uo and power-down all eaquipmant
without affect to the MIBI. In additlon, power-up and power=-down
shall not require the asslstance of a malntenance englneer,

3elele% Multl-malnframe_Systams

Hultiple malnframe system support will Includel

- Job/flle routing via I/0 channel connections {local or
remote) to 3 dual CY3ER 180 or to a CYBER 180-CYBER 170
malnframe system.

~ Shared mass storage devices, maqnetic taps devicase
communlcatlons front-end, mass storage fites and
Input/output queues amnong two to four malntrare systems
running the CYBER 180 operating system. Jobs executing In
dlfterent malnframes have the same flle sharing
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3eleles Multi-malnframe Systenms B . 3e10241 Software Feature Configurabiftlty
capabllltles as two Jobs execyting In the same malnframes 1 max Imum capabllilty software conflguratlons.
Jobs may be dedlcated to speclfic mainframes (eegey jobs 2
using non-shared equlpments or requliring a unlque processor 3 3.1.2.2 Reconflqurabliity .
type)a ' . ;

In the general multl-malnframe configuration toose counting 6 Reconfliguration ot specliflec critical software components to
tee9ey no direct access common memory element) ls usaed for system T obtaln different system performance, - capablilty and RAM
controle. An optional dual malinframe conflgyuratlion using a shared 8 charscteristics will be possible In 38 user®s running productlon
area of one malnframe®s central memory for coupling 1s 9 " environment.
supported. 10

: 11

) In the evant of . a singlte malnframe fallure the remalning 12
malntrames can contlnue to functlon In a3 multlple malnframe 13
envircnrent, In the event of a mass storage fallure 14
(device/controlier) only the falled physical element would be 15
inaccessible to the maintrame complex. Conflgurations that allow 16
for dyramic reconflguration around Iink-medlum falfures are 17
supported. i8
19

20

3.1+2 SOFTHARE CONFIGURATIONS 21
¢ IR S o 22

. . 23

The system wlli support concurrent processing In any or all of 24
‘the fotlowing operating modes (listed In oprilorlty order for 25
functlonal deslgn trade offs?? 26

124
@ transactlon and limited tlime~sharlng 28
s general puroose tlme-sharing 29
« batch lremote and local) 30
31

The Intent 1s to provlide a baslc deslgn which wlil support 32
transaction processing but not compromise time-sharing system 33
per formance. A1l modes of operation must meet conflguration and 34
performance requlirements. 35

’ 36

The system Is to be capable of optimization for a speclflc 37
operating mode, Implementatlion of 3 time-crltlcal operating mode 33
witl rot be snecliflically supported nor dellberately precluded. 39

40
3.142+1 Softnare Feature Conllaurablilty :;
: 43

Software feature deslgn and Implementatlon wll! suoport COC's 1
saparate element orlcing strateqye A__{imited _numher of m3ajor 45
software teatures and products will be developed and offered as 46
optional capabilitles. The system deslgn wlll also aliow for ['Y4
feature and capablilty subsaetting to achleva hlgh parformance or 48
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3.2 HARDWARE ELEMENTS
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3.2 HARDWARE_ELEMENIS

3.2.1 CENTRAL PROCESSOR (CPU)

A serles of CPU*s are required to support a range of
performance and appllcations? specltically, capablilties for
Sclen?l!lc._BDP and for CYBER 170 state.

The CYBER 189 CPU wlll ba based on the CYBER 180 Malnframe
MIGOS, ARH1700.

3.2.1.1 Instructlon Set
The natlive CYBER 180 Instructlon set will handle the
appllications above with emphasis ontg

- 1inkage for swl?chlng control between CYBER 180 and CYBER
170 state.

- floating polnt orlentatlons emphasizing executlon speeda

- EBOP orlentation, emphasizing balance between Instruction
speed and code compactiona

- memory management, emphaslzing protection and 1 arge
address spacess

320442 Yirtua) Memory Hechanlsm

Provide 2 virtual memory mechanism to support a large virtual
address spsce by means of segmentatlion and paglnge The mechanism
Is to Include protection schemes for Inter/Intra Job protection,

3.241.3 Other CPU Features

i

Software manaqed. interrupt drlven processora

~ Flxed supoort to connect an optlonal performance
monltoring faclitity {not to exceed 0.2%Y CPU costy
excluding raal estate costs).

& Process separatlon (protection) and memory Intertocks.
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< Procedure switchling assistance, including
operatlonss * .

3.2.2 CENTRAL MEMORY

Central memory objectives aret

- Span the product range (excluding THETA) with
cost/performance. Thls imoliest

« Exploiting the advantages of cost reductlions |
component technologye

e Use of cache memory In the CPU for pe
Improvementsa ’

e« Minlmize costs/bit l1ncluding cache costs
volatlllity. ls acceptablel.

= MHaximlze avallablilty throught

. Single Error Correctlon/0Oouble Error Oetectlon

e Raconflqurabliity around faulty memory etement

- Loglcal byte aqqrgssabl}ltv
3.2.3 (#) BULK MEHORY

Bulk Memory ob]éctlves aret

= Provide - facliltles to ful ty utltlze bullk
technologles @.9+y electronic beam access memory {
bubble type device whan avaitable.

~ Optlonally support bulk memory to supplement
memory.

= Bulk memory wll! be addressed In the same manner 3
memory {Including exaecutlonde.

= Bulk memory wil! be nan-volatile (l.e.y retains Information

24 hours wlthout powar)e Softwarae witt! not comoen
volatite medlae.
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3.2.4- 170 UNIT (IOU)

The 1I/0 Unlt provides the input/output capablilty tor CYBER
180, In 180 state, 170 stats and dual state opaeratlonse. The
prirary objectives aret :

- support for CYBER 170 state.

- suypport 2a ngh speed I/0 system archltecture that performs
most of the equipment orlented functlons for the CPU,

- provide connectablilty to CYBER 170 paripheral deviceses
- provide flexlble conflguration optionse
To satisfy these objectives the IOU shall providel

- 8) CYBER 170 as a subset of the full peripheral processor
(PP) Instructlion set.

b) Any combination of 5-20 PP*s [In Increments of 5.
c) Anv.comblnaflon of 8-24 channels In Increments of 2

- 8t least 1 channel per PP

- both of 3 channel palr are of the same channal type
(170 or 180) .

= S1 supports onty C170 channels up to a maximum of 22,

d) Full cross connectlon between PP's and central memory.
@) Full cross connection between PP's and channels

- tinlted to 10 x 12 on Si, restricting S1/170 state
conflgurations to 10 PP*s (one cluster) maximume

- 20 PP Si contlgurations (180 state only) reaqulre two
channels for cluster Interconnection.

- CYBER 180 state 0.Se and malntanance software wlil
restrict thelr use of full PP=-channel
Interconnectabliity In antlicipation of future models
aliminating this capabliitye

f) Provide a two-port operator console multiplexor (see
sectlon 3.2.44%4),

- one port reserved for local operator consola.
- one port reserved for remote malntenanca.
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Perlpheral devices supported In both CYBER 170 state and CYRER
180 state use the CYBER 170 channel and unmodlfled controllar,
Changes In controfware and recording format are allowed for CY3ER
180 mode supporte N

Je2olol Qbanug[;

~ The channel contig.ration allows connectlon of COC 3000 Serles
(via 3 CDC 6681 Data  Channal Converter or equlvalent), 6000
Serlesy CYBER 70 or CYBER 170 perlpnheralse.e In additlon., a unliqua
CYBER 180 channe! will be oprovided that has tha tollowing
capabltitiess

® high transfer rate, see Sectlon T
= channel width ot 16 data blts plus parlty

¢ cost effliclant electrlcal transmlission scheme for cable
lengths up to 200 ftt,

- error’ detectlan, error lsolations, and error reportlng
hardware which atliows system RAM objectlves-to be met.

3.2.4.2 Perlpheral Progessocs

The PP*s wlll be 16-bit processors that use the GYBER 170 PP
Instructlon set.s 1In additlons Instruction set extenslons 3allow
the addressing of all of central memoryy 3and the afflclant

. transmission of 8-blt orlentad data.

To insure system integrity, the level of function performad by
the PP and 1Its access to central remory s restricted by the
deslign of the softwares As a C180 system element, the PP m3yinly
performs functions related to Ilnout/ocutput operatlonse
Predominately compute orlented functlons (2.9.y Schedullng the
CPU) are not pertformed by the PP, PP*"s are dedlcated to perfora
specltlc functions (e.g.y mass storage 1/0, tave I/0, (front-end
I/0). Cantratl memory request queues managed by the operating
system describe loglcal tunctlions (eeQes fill these buffers f(rom
position X of dlsk Y} to be operformed by the PP, The PP
interprets these requests into device dependjent operatlions. It
also performs baslc error recovery operatlions.

The system functlon of monlitoring for software 3and hardware
arrors or fallures ls performed by 3 PP (On-llne Monltor)e.

COMPANY PRIVATE . . ORAFT
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C180 PP software will be treated as controlware {see
" 5a2a2el)e :

3.2.4.3 Device Controllers

Device controllers will provide the following capabillitlas
{except where not aopropriate to the device typelt

- shared .access or multipte °'datas stream 3s necessary to
support multi-malnframe systems {RMS, tapes and
communications front ends only) :

- support several models of the same device or device class

- attachment of up to 64 devices

- maximum overlap of oparatlons on separate devices

- slngle functlonal deslgn for a device class

- orovldo. intertace to CENM for power contral and

environmental monltoring (see Je2.5.5%.

J.2.4.5 Qpercator Consolg

The operator control console for CYBER 180 consists of one or
more Interactlive terminals which Interface to the CYBER 180 0S by
means of standard Interactive termina! mechanlsms. The Intent Is
fimlted operator/system interaction.

Baslc operator control console functlonal characteristicss

- 300 baud for remote consoles

9600 baud for local consoles .

~ CRY screen of 24 llnas by 80 characters
- cursor control canablliity

~ standard ASCII keyboard

No CYBER 180 {(nor new 170 state) operating system or dlagnostlic
software will require functional capablilty greater than that of
the baslc control console to operate.

Extendad system statys display capablliity wlll be avallable
using more powerful, optional disptay consolesy which provide a
superset of the tunctlonal characterlstics of the basic control
console and whlch may .replace 1Ite {The current Ci70 CC-54S
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3.2.4.4 Operator Console
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console {only) wlitl be alloned to (11t thls  reauirenent on an
excaptlion basls.)
L]

The operator Interface wlill supportt

= siingle, multiple and remote ooerator console ’

contigurations.

= minimum requlrements for operator Interventlon (l.e.,
design to execute In an unattended manner).

= use of standard I/0 Infertfaces and equipments for
operator communicatlons. :

3.2.4.5 Perlpheral Oeviges
Perlpherals to be supported are (isted In Appendix C.

30245 HAINTENANCE CHANNEL

.

There will be a HNaintenance Channet with the follonlng
characteristics? )

- Connect to the CPU*sy memory, I/0 Unit and other
Intetilgent devices In the system.

- Provide the' means for mastér clearing/inltintizing the
connected systnm elements.

- Provide the Interface for the Environment Monltor and
Per tormance Henltor.

= Provide 3 privileged access to the systemn for. malntenancs

and reconfliguratione.

3.2.6 HARDHARE SUPPORT FACILITIES
There will be a set of hardware support facliiitles which
provide the followling functlionst
- Power-on/Environmental Monltorling
- System Inltlatlizatlon
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= On-Line System Monltorling
- O0ff-Line Dlagnostlic Control

3.2.6.1 Power_Systenm

The baslic system will have temperature monitoring and power
control tocal' to each equipment and operatling Independently of
all other system equlpmentse. The Dbaslc system equipment
requlrerents ares :

- MG Set/Controller

- Power Control Box (include dewpolint sensing for llaquld
cooled system) '

- Environment (temp/humidity) recordlnjg

- Terminator Power Supply

- Chilled water Is an acceptable requlrement for S2, S3, and
THETA systems$ S1 must be alr cooled.

For ‘operatlonal! convenlences it wlill! be possible to power up

the malntrame and certaln periphdérals from a single power-on
but ton. This wit! apply as a nminlnum to all malnframe
components, to all controllersy, and to system dlsk drive and
controflers. The system will also Include a manual emergency off
control. '

Myttipte malnframe systems wli! be treated as separate
malntrames each having thelr own power supplys elther from thalr
own MG set or from a single HG set via toad controllers.
Eflerents common to these malnframes (e.gey memory, disks, atc.?
shall elther have thelr own, Independent power supply or wuse @
singte MG set via load controllers.

MG sets wlll be oftered elther at minlmum cost or with maximum
reflablilty (to the system). fThe high rallabliity sets wltl
provida a 2 1/2 second rlde-through capablilty. See sectlon
11«1.5 tor detalise
3.2.6.2 Automatic Power Recowery

As an optlons an automatic power recovary feature wlll be

provideds This feature will have the following capabliitlest

- Hhen the pover supply 1s Interrupted for a perlod not
exceeding one hours power wlll sutomaticalfy be returned to
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3e2.642 Automatic Power Recovery
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kay system elements. ) .

- A deadstart slignal- witl be provided and a recovery
deadstart can be performed wlthout oparator asslistance.

- Equipment seauenced up wltl Incliude as a3 minimumt atl
malnframe components} systen dlskss permanent flle disks
and thelr controllerss remote terminat
multiolexers/ front-ends (le«y 25500 and other MGs§ magnatlic
tapes and unlt record equlpment will be excluded.

Thils option witt require a Conflguratlion and Envirantent
Monitor (CEM) and 2.5 sec rlde-through as part of the
contfligurations, There may be Jlega! Imollcations which could
nutllty this oblective, Howeveres untll 1these legatlties 3re
resolvedy development snould assumes the obJective standse, 3and
desigr this feature wlth tha approprlata safety features.

3.2.6.3 Sx:Lem.lnLlLaiLzallnn

System Initlatlzatlion places a minimum set of hardware In a
Known operational state, ready to deadstart the operating system
or execute off-!'lne dlagnostics. fhls automated oprocess is
Inltlated by pressing the system Inltiaiization button. The
minlrum set of hardware Inltlallzed 1s the hardcore system
elements whlch arae those affected by one-button power  on, plus
the system consolee As each hardcore elemant s Initlatlzed,
confidence tevel tests are run agalnst Lt betore proceeding to
the next element.: The tinal step of system [nitlatlzatlon Is to
pass control to the Operating System. The Off-Line O0Olagnostic
Monltor or the Operating System will have the responsioliity for
Inltlallzing the remalnder of the systemes .

The system Inltlaltlzation process begins In the I0U and
. raquirest

- aPP

- A prestored program accesslble by that PP trom read only
memorya

- A storage device containing the ftirmware/controlware for
the hard-core system elementse Under normal operating
conditions this will be the system mass storigea daevice?
otherwlise It will be 2a removable media device (see
3.3.100.
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3.2.6.3 System Initiatization

P e

- A console, as In paragraph 3a2.4.4a

The prestored program valldates the PP belng Inltlallzed and
validates and provlides the code nacessary to read a record from
the Input devices The MIBF of these comoonents slgnlficantly
exceacs the system MIBF and wlll not be less than 10,000 hours.

3.2.6.4 System Monltorina

fFor hardeare support monltoring In the on-line and off-tine
environment see Sections 3«7.1ls and 3J.T.2.

Att! mainframe componants shall be monitored for environmental
caonaltions out of rangee Mainframe components compriset
procassorsy I0U, memorlas (excluding ECS)y and ECS coupler In
CYBER 170 state. Environmental condlitions shall be divided Into
two categorles?

Short Harnings

Thesa are warnings of an imminent fallure, typlcatly to a
system critlecal elemant, which shall be raported by
interruoting the CPU a minimum of 2.5 seconds before the
fallure occurs, :

Lona Harnlnas

Long warnings are oprovided wlthout Interrupting the CPU
whanever environmental conditlons are such that an elenent
may be axpectad to power down uniess tha conditlon clears.,
These warnings shall be provided & minimum of 2 minutes prior
to power-down,

3.2.6.5 Contlgucatlon and _Enviconment Honltor SCEM)

An optlonal Conflguratlion and Environment Monltor will be
developed that performs the following functlonsst

- Monltors systems for environmantal /power faults and
warningse. HWhen presant In the system, the CEM Will monltor
the malntrame components for environmantal/power faults and
warnings. The minlmum types of equlpment to be monltored
ara (sea Appendlx C for more detalllds

- Processor .
~ Memory
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Je2.665 Conflguration and Environment Honltor (CE%) .
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System dlsk controller

System disk v

Permanant tile controller

Permanent file device

Base wunit record equlpment ({(batch or conmrunicatlon
orlented) .

- Monitors environmental status Information from the comoufer
room such as dewpointy power brown-out, etc.

- Dlsseminates alerts to processors that Indlicate a system
fallure is Imminent,

« Powers~-up and powers-down malinfrare components and selected -

perlpheral equlpment under program control as an energy
conservatlion measure,

- Provides one-button power on/off to equlpment other than
the baslc group speciflied in paragraph 3.2.6e¢10

- Connects to a maximum of 6% system elements - or elenment
groups (e«gde.y a group of disks or magnetlic tapas).

In multiple malnframe confligurations?

- The CEM Lls optlional to each malnframe,

- A malnframe monltors ltself and 1ts perloherals.

- Shared operlioherals 3are monitored by one mainframe only.
Note that whaen one malnfreme Is powered down the shared
peripherals, witl stitt be -avallable to the other
malnframe. Howevery, if the malnframe which ls powered down
was responsible for monitoring environmental condltlons on
the shared peripheralse then they w{il no longer be
monitored. .

3e247 PERFORMANCE MONITOR

Except for S1 the CPU wlll support an optional Performance
Monitor hardware facliity that collects data describing the
dynamics of system execution. fThis data Includes measures of
Interrupt frequency, processor state changesy cache management,
etce that can be used In the analysls of system performanca.

Test points are furnished on the IOU to allow monitorling of
external device and channel utillizatlon by means ot commarcially
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3a2.7 PERFORMANCE MONITOR
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avallable recordlng devices«a Sultable test polnts wlil also be
furrlshed on the Si.

Pertformance Monlitoring wlt! be extendables wlli not Interfere
with the system when (Inactive and willt not wvilolate system
security. ’

3.3 QPERALING SYSTEM

The CYBER 180 operating system (NOS/160) has the folloning
deslgn objJectlivest

1) Take advantage of CYBER 180 hardware capablfitles.
2) Hake user Interfacest

a) NOS/170 compatible, or

b) Key migratlion Intertaces of NOS/i70 may be mapped onto
N0OS/180 Interfaces through command language procedures

~ or object llbrary programs and services, or

c) Extenslons beyond NOS/170.

3) Satlsfy tha needs of the software productss In prlorlity
crders

a) FORTRAN (interactlvaysbatch)
b) Communications

c) Data Management

d) CO390L

e) BASIC

t) APL

Earty rateases of NOS/180 are primarliy concernad wilth the
migration of NOS/170 users. CYBER 180 hardware supoort wlil be
phased across several releases.

Hangatory
) - dual state (CYBER 170 and CYBER 180}
- large reatl memory
- sejmented virtual memory
- rings o! protectlion
- I/0 channel bandwldth
- multlole processors

Hiahty Desfrable .

- code segment sharing
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- dynamlc paging

Dasicable .
- dats segment sharling
- two speed memorles (central/bulk)
- key/lock protection

CYBER 180 hardware and NOS/180 use multiple malnframes
primary path for  Increased avallablilty with gronth,
supoorts the dlistribution of major system functlions
separate malnftrames or subordinate processorse

3.3.1 SYSTEM STRUCTURE

as the
NOS/180
arong

N0S/180 has four major functlonal elements, e3ch with lts own

objectives, guldellnes, Interface rules and restricted
functions. The elements arel

set of

1) Monltor functlons - the tundamentat functions of softwire

that translate hardware condltlions and slgnals

into

standsrd software conventlons and data structures and that

manage the CPU, NOS/180 and stand-alone CYBER 170

require an Lmplementation of monltor functlonsa

Monlior Oblectives

~ Correct functlonal dlstrlbution
- Reliabillity of function
- Speed.

state

2) Baslc Operating System (BOS) functlions - baslc functlons

most closely associated with manajlang system

elenents

(Jobsy ‘tasksy files, memory, perloherals). B80S functions

are primitive and are not directly Intertaced
userse PP functlons are part of B80S.

RO3 Oblectives

- Correct functlonal distribution

- Rellabliity of tuactlon

- Spead of function and program call
- Stablilty of Interface detinlitlon

-~ Effective use of CYBER 180 hardware

by end

- Conslistent and synmetric Iinterfaces for atl afements

3) Support Functlons - general service tunctlons avallable to
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3.0 CHARACTERISTICS AND FEATURES 3.0 CHARACTERISTICS AND FEATURES
3o3.1 SYSTEM STRUCTURE i o . 3¢3.3 JOB PROCESSING
executing programs (e.9.y loadery baslc record .managers i owner of the job.
operator communication)e These routines are structured to 2 .
sllow selaective replacement by user or slite supplled 3 The Job deck/flle structure resembies NOS/i7T0} a set of
routines. . . g comrand language statemants folloned by'dats elements.
Support Oblaectivas 6 4 jJob step Is the work done as a resuit of a single command In
T the Job deck/file. Job steps execute saquentialiy wlithin a Job.
- Performance of the functlion and the pragram call 8
- Rellablllty of function 9 A task Is an Instance of execution of a program. Multlple
- Stablilty of specification . 10 ‘tasks can execute withln a single job step. E€Each .task has Its
- Adaptability to future change wlithout forcing user 11 own address space (set of memory segments), Tasks may be
conversion untl! the new featura ls used 12 Inltlated elther synchronously or asynchronousiy to  the
: 13 Inltiating taske
§) Extended Operating System (EO0S) functlons - functions that 14
manage the flow of worke. EOS opraovides the command 15 Att. command (anguage statemants are processed within the
fanguage ~ Interface . to the and user, An  NOS/180 16 environment of the job. Termlnal sesslons are processed as a
configuration may have multiple Instances ot €0S, each ir Job3i logln Is Job inltlatlon and jogout Is Job termination.
tallored to the needs of dlfferent usars (@eQae i8
transactlon orlented aopllcatlon). 19 Jots may submlt other jobs for orocessina. .NOS/130 :provides
20 commands to asslst wusaers and ooerstors In controlling the
EQS._Qhlectives g; progress of submitted Jobs.
" - Easa of use . 23 . . .
= Adaptabliity to future change wlthout converslion or 2L 3.3.4 TRANSACTION PROCESSING
retralning 25
~ Performance 26
- Pachkaging er NOS/180 processes transactlons using conceots (user's
28 vienwnoint) simltar to those of CYBER 170 TAF/NOS. Yransactlions
29 are processed utllizing the taskina faeatures of NOS/1A0. and
3.3.2 SYSTEM CODE OPGANIZATION 30 permlt transactlon apolications to have the same 3ccess to system
31 resources (l.e., tapes, tlles, databasesy private packs, etc.}
e 32 as do batch-mode and Interactive-rode jobs. fransaction

Where posslible NOS/180 system functions execute In the same 33 processing Is offered In NOS/180 In a mannar whlch pernlts
environment as user programse System funct{ons execute at more 34 tradeof! of performance versus features, Ind oprovides effective
orotected ring tevels. One copy of the code tor these functions 35 control of the system rasources devoted to such processinge
ls shared among multiple user programs. NOS/180 also suopcrts 36
many features In the manner of utlliity programs with mechanisms 37 NOS/180 supports multicle transactlion aootications with
for adding, deleting and overriding these proqgrams. 38 concurrent access to shared databasese Individual 23oplicatlions

39 may be remotely contralled by Aoplication Adminlstrators,

®0 Recovery of transactlons Is coordlnated with data manigement and

3.3.3 JOB PROCESSING L2 commuricatlons products so as to provide a system which festuraes
. :§ hlgh Integritys, contlnuous operatlon, and ease of use.

A lob Is the major unlit of work managed by NOS/180. Users and 44 Hhile recognlzing the neaed for hlgh-pertormance  transactlon
HCS/1A0 submit Jobs to perform nwork wilthin the systeme Resource L'} processingy CY3ER 130 emphaslzes the low to mld performance ranae
assigrment and wusage accountling Is assoclated with a Job. Efach 45 in commerclally-oriented aoplicationss A baslc transactlon
job ras a sinjle owner and Is known by 3 unlaue n3me. Access to 47 processing caoablility willl be provided In NOS/180 R2, and 2
resouirces and protected elements In the system Is granted to the L8 competlitlve transactlon procassing capabltity will be provided In

COMPANY PRIVATE . . DRAFT
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NOS/180 R3.

NOS/180

transactlion processing objectlives include the

fol lowing?

1)

21

3

)

S)

6)

n

8)

Icansaction _Prioritlasa_ It witl ba -possible to process
transactlons on the basls of transaction prlority wlithin
an aopllcation. It wil! be posslible to alter " a
transactlon®s priorlty durlng lts executlon.

MMF . _Load-Levellnge_ It witl be possible to achleve
load-levellng In 3 multl-malntrame conflguratlon by
sharing an apptication's transactlon {oad batween
maintramess. This witl pot be dynamic ltoad-~leveling. Atl
transactions from a given termina!l are processed on a
slngle maintrame, Terminal connectlon Is made at LOGIN by
NHP*s Communlication Supervisor.

Slnale__0Onperas_ Each transactlon applicatlon wlil have s
single owner. This owner wiil also own all resources of
the apolications and wlil be accountable for all resources

consumed by the applicatlion.

Iask _Ghaipsa. It wit! be posslibie for one task to Inltiate
another task or task chalns with the opntlon ot continulng
executlion or awalting completion of the called task or
task chalne. . .

Coanmunlcation BlogKke. A variable-length data block may be

passed from one task to another durlng a *ransactlon.
This block may be saved between transactlons.

unsalticited Input._ When an unsollclited lnput Is recelved,

a communicatlion block wiil be prepared with tha
appropriate entrles,y and an initisl task nwlll be
inltlated. Applicatlons wlil be capable of accepting

unsollclted Input while a transactlon Is In progresse.

Yernlpnal__Statuse_ It witi be possible for a terminal user
to status the system at any time. A  terrinal wuser may
receive the Input and output messages assoclated with the
1ast successfully comoleted transactlon for the terminale.

NAM__MHMaessagess_ It wltl be possible to Inltlate executlon
of a task as a result of a termlnal being newly connecteds
reconnected durlng recoverys, disconnecteds or logged out
from an application, .

COHPANY PRIVATE DRAFT
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9)

12)

13)

14)

15)

16)

in

18)

Standacd _Intertaces,_ Transactlon acpllcations "will wuse
standard NOS/180 Interfacese 3nd will h3ave the samea accass
to system resources (e.g.y tapesy flles, databases, and
natwork products) as do other aopllications.

ftack _Control., DOMS180 wilt provide lock capablliities at
record type and Individual record lavels. .Record types
and records whlch remaln locked but not accessed for some
Instaltatlion~defined timeout perliod will be unlockeds

Qulet=Pointe_ DMS180 will process Qulet-Polnt reauests.
Most database fallures wlil be recovered by OMS1A0 wlthout
user aoolication interventlion or knowledda.

Cancel/checkpoint. 045180 witl process
Checkpoint requestss and wlil ensure that "all or none” of
each set of updates are performad.

Yest Mode. It wilt  _be possible for Appllcation
Administrators to test selectad transactlons In a "llve”
environment without endangering databases.

Database Recoverye_ In the event 3 database [s not ftully
recoverable, it wlll be possible to restore tha database
concurrantiy with other system operatlonse.

Messasa_Routlngs_ Termlinals witl be able to send ressages
and transmit flies to a single destinaticn, or broadcast
to @ number of destinatlons. Each dastination wray bae a
device, a user, or a network queue} and may be referenced
by logical namee This (faclilty. wllil be COC®s Message
Contro! System (MCS) otfering.

Page__Browsinas_ Olsplisy terminal outputs which exceed one
page (screen) wlll be quaueds and an alert wlll be glven
at the terminal Indicating more pagas are avaliable. The
operator may access these pages randomly or sequentlalivy.

Eormatted 1/Qs Applticatlon Administrators will be able to
craste new or modify exlsting screan Image dafinltlons
from remote consoles using Format Servicess. These lmrage
definitlons wlll be used during formattad-scraen 1/J.

0tf-Lipe_Spoollings._ Terminal operators wlit ba able to
perform display-to-tape cassette operations In 3n off-line
(locat) modes and fater transmit the cassette messagas to
a host computers .
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19) Yecminal/Protocol _Sucports_ NOS/180 network products wiflt
suoport the terminal types and i{ina protocols deflined In
Sectlon 3.8 and Appendix C.

20) Qistributed _Processings. Transactlon applilcatlons wltil be
able to distribute thalr functlon and database throughout
a computer network by routing messages to network gueuese.
Messiage routing will be performed using standard NOS/180
Interfacese.

3e3.5 MEMORY MANAGEMENT APPROACH

" NOS/180 use of the CYBER 180 memory organlzation has the

foltoning objectlvest

1) Increase rellabllity and Integrity of all softwara products,
especlaliy the operating system.

2) Increase  sacurlity and protection of user and system programs
and data.

3) Provide cdvorage of a broad range of conflgurations.

4) Increase flexibliity to meet future requlrements for naw
features and capabillties In an upwards compatible fashlone

S)  Share code and data among system 3and usar jobse

6) Support uniform addressing across code and data as experlence
and technology dlctate.

The memory o! CYBER 180 is managed at two levaelsy virtual and
resf. Virtual memory machanisms provide ¢the user's view of
mamory while real memory managaement 1Is assoclated wlth the
physical memory resourcas of a CYBER 180 system.

3.3.5.1 Yictual Memory Manazement

Virtual mamory (or user memory) ls 8 sat of memory segments,
Individual segmaents are unlts ot protectlon and sharing within a
task®*s address spacee.

Access to segments ls regulated by access mode controly ring

protection, and key/lock hardware features of the CYBER 1830

hardware. Shared sagmants can have dlfferent access and
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protectlion rlghts for each task®s address spaces Segments can bae
transferred between tasks within a Job and can be paged.

N [
The system sottware Is a set of segments, some ot whlch aopaar

In every task®s address space. This sharing Is nanaged by

NOS/7180. -

3.3.5.2 Real Hemory Hanagenent

NOS/180 wusaes pajlng hardware to manage the allocation and use
of real memory. Paglng allowst

1) Overcomml tment of virtual to real memory.
~2) Pertormance ootlmizatlon of virtual memory use.
3) Memory degradatlon and partitioning. ’
Job swapplng ls also used to manage real memory.
3.3.543 Cache Manaaemant
Soltware management of the CPU cache 1Is required when one
processor accesses 8 segment thet may be written Into by another

processor. Io avold confllctse NOS/180 bypasses cache rerory for
such segmaentse

3.3.6 USER INTERFACES

The wuser Interface supports a wide varlety of users. NOS/140
functions will be made avallable to as many access modes (e.ges
Interactivey batch, operator) as possibie. These tunctlions wil}

ba ldentical externally within the constraints of tunctlonal:

sacurity and hardware, regardless of the mode of 3access.

The NOS/180 command statements are a simple fangusgsa that
adheres to the CYBER 180 system Interface standards The command
language includest

- Control tunctions to dlrect Job flow (e.gey conditlioral,
lteratlve and assignment statementsi.

« Functlons that define and manage the Job environnment
throuah varlables used by the command {3angu3ige and
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executlng programse. NOS/180 services use these varlables
{eegey flle descrintionsy oprogram descrlptlionss job step
termination status) to Interface betwaen the user and the
operating system.

- Executlon of programs and assignment of resources (e.g.e

fitesy equlpment, memorylde.

- Executlon of predeflned sequences of command statements
from procedure flitas, User command calls and command
procedure calls are Interchangeable 3s need dictates.

~ Operator control functlonse

NOS/180 provides complate and descriptive status and error
Information to -the wuser. - All status and error Llnformation
presented to a user [s controffed by a systam message generator
utltity. A user may select the level of detall deslred for
Information messages recelved from the system.

3+43.7 LOADER/LIBRARIES

The NOS/180 1loader 1loads object modules Into memory and
establlshes Jlnkages to other object modulese It accepts object
modules output from compllars or the f(Ink-editor via sequentlal
or llbrary flles. Multipte system and wuser Jlbrarles are
supportedes A default search tlst Is unique to each Job (user)
and can be modified during Job executlon,

The link-edlitor structures programs and combines object
modules.s The user structures programs to control the workling set
slzey, to group modules functlonally and to Improve performance.

H0S/180 provides source code and object {lbrary malntenance
utltlties. The packaging of programs and fibrarles Is Important
to operformance [n NOS/180. The (link-editor and the object
fibrary malntenance utlilty support thls packaglng process. In
NOS/180 the objective Is high performance loading from an object
tlbrary In preference to supporting a broadly generallzed llbrary
flle format for source and obJect llibrary flless Any (lbrary
file Is processable by the record mansger and by the general tlle
utiflitles,
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3.3.83 INPUT/OUTPUT
3.3.8.1 flles

A flle stores Intormation (Jobse datae programs, tlbrarlies)
within the system environment. It has one swner and is a prilrary
object of securlty and protectlon controlse Flle access may ba
shared among multiple users at the discretlon of Its owner. and
users. :

NOS/180 supports permanent flles (rejlstered and saved for
subsequent access) and temporary flles {(dliscsrded at job
terwination). NOS/180 supports multiple cycles of 3 permanent
tite.

One permanent flte mechanism ls provideds The user may access
a flle dlrectly or Indlirectly, lLe2.e 8 cooy of the filas

Mass storage flle labels describe the attributes of the flleas
The attrlbutes Include tile lcentification, flle organization and
structures accounting Intormationy type of d3ta 23s well as
optloral user Informations The lavel Is normally transparent to
the wuser, but the user may atter attributes (those that will not
cause Integrity or security wvliolatlons) during the 1lfe of the
fite.

NOS/180 supports automatic permanent flle archiving and
.retrleval from tapes and the Mass Storye Subsysterm.

3.3.8.2 Baslc Record Managap

The baslc record manager suopports sequential and by te
addressable flle organlzatlonse The advanced accass methods are
described In sectlon 3,443 on DNS180. The NOS/180 biaslc record
man3ger deslign prlorltles aret

1) Support the FORTRAN user (performancae simpliclity)
2) Provide an Interchangeable file format between products

J) Support the Oata Management and advanced access methods
products 4

4) Support the COBOL usear
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5) Comply with ANSI standardse

The baslc record manager provides 3 conslstent Interface to
sequentlally accessed flles across ali{ device typess There Is at
least one Interchangeabla f{lle format among wusers of all
compllers and systam utilities.

Record manager provides record locking facliitlies for at least .

one mass storage tile organlization In support of shared flles
modifled by concurrent users.

Record manager supports the record~partition-file hlerarchy In
.4 sequentlal file organlzatlion. These flles are processed
seaquentlally or randomly, Dellimiters {e«.ges raecord boundarles,
oartlthns) and ‘contro! Informatlon (e.desy compresslion, deleted
records) are processed by the record manager,

The NOS/1B0 system files sre processable by the record manager
and are recorded using one of the standard ‘flle organlzatlonse.
For racord orlented fltles thers 1s a slingle default (lla
organlzatlion and record format that Is usad by all compllars and
utititlies.

. 3.3.8.3 Physical Input/Quiput

The physlical [/0 manager transfers data betweon memory and

davicess A few primitlve physical 1/0 functlons are provided.

" They are device Independent} the same functlon ls dellined for all

devices and does the same thing for at! whare meanlngful (1f not
an aporopriate status Is raturned).

Physlcal I/0 transfers byte streams and ls unawaras of ths
foglcal structure (eegey records) of the flle, Fllas are
recorded on permanent medla (tape, dlisk) such that the system can
recover partlally destroyed flles and determine how much data was
lost.

Physlcal [/0 performance objectlives ara tot

- Minlmlize disk access tlme or tape “start-up" time
a) minimize the number of requests lssued
b) transfer as much data as possible oer reguest
c) achleve overtap between I/0 and processings

- Take advantage of maximum device transfer ratese
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- Provide seek and latency ootimization

3.3.8.4 Seament Level Access v

A file may be assoclated with 3a memory seqrent so that the
data elements can be referenced as a byte string In memory.

3.3.8.5 Device Mand!ing

3«3¢845.1 MAGNEVIC TAPE

N0S/180 supoorts unlabelled tapes and ANSI standard tabelfed
tapess” A flle always resident on magnetlc tape can ba reglstered
In the permanent fllie system.

3.34845.2 ROTATING MASS STOAGE
Each rotatlng mass storage device ls self describing such that
ussge Information (e.gey davice label, allocatlion and flaw rao,
flle data) can be determined Independent of Intormation recorded
" external to the device. Flexible conflguratlion cavablillitles are
provided to altow tor onllna reconfiguration and maintenance.

NOS/180 requires alt mass storage devices of the same type to
have the same sector slza. Different device types can have
dit ferent sector slzes. ! .

<

Space ls allocated on mass storage In terms of allocation
unlts (one or more sectors). The system dynimlcally 3sslgns
allocation unlts to a file as 1t 1s written, The wuser c3n
optlorally speclfy the number of alliocatlon unlts to be allocated
to a flle at any one asslgnment. NOS/180 also provides opntlons
to opreatlocate a speclfled numbar of allocatlion units to a tlile
and to dlrect allocatlon to a speclfic device.

NOS/7180 orovides tor removal and transpart of m3ss storage
devices wlithln a system and between NJIS/180 systems. A set
conceot ls used to manage mass storage devices., A set Is one or
more foglcally related mass storage volumes. One volume can ba a
member of one set only. A set may contaln one or wore fllaese
whlch may span volumes wlithin a set but may not span sets.
NOS/180 requires an online system set for system filess queue
fltes and default reslidency for user flles.
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- 343e845.3 UNIT RECORD EQUIPMENT

The NOS/180 batch facliity handles local and remote unit
record equlipment. It provides a unlfled oxternal Intaerface for
users and onerators to local or remote devices. Thls [nterface
Inctudes Job structure, Job/flie routing and job contraol
comrands/dlsplayse. The batch faclllty wuses the N0OS/180 flle
Interface to access local and remote batch devicese

3.3.9 SYSTEM MANAGEMENT

3.3.9.1 Resourcce Controlf

NOS/180 regulates all user access to system resources (Qe«Jey
device asslgnment, memory managements madla mountingle Inltlal
user valldation based on wuser ldentliflcation and mode of
overation (e.g., batch, tlme-sharling, transactlon) establlishes
Vimlts for use of avallable system resource (e.ge.y devicas,
memoryy CPU)e The user may schedule the use of resources wlthin
those (imltse Resources are asslgned and released dynamlically
during task executlon.

For named resources (@.9+y mass storage fllesy tape flles,
volumes) NOS/180 maintalns a catalog to assocliate the name wlth
the resourcey, to reguiate access to the resource, and to store
attributes of the resource and Its usage. Non-cataloged
resources (e.gey tapes) are also processed by N0OS/180.

Resources are made operation3al or non-operational at deadstart
or by operator asslgnment or by the system error
detection/recovery process. Operating system functions are
provided to ldle down and free up devices. Non-oparatlonal
rasources may be asslignad to valldated malntenance Jobs.,

3.3.9.2 Error_Dlagnostics_and_Recoyery

NOS/160 emphaslzes error checking and recoverya Ouring
" executlon NOS/1808

- logs errors In the system engineering ftile
- executes recovary sequences for parlipheral eaulpments
- raconflgures around falled components
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3.3.9.3 COn=1lne Halntepance

.

Maintenance/dlagnostlc Jobs may execute concurrentiy wlth user
jobs. These Jobs use standard Job and operator services -plus
privliteged operating system functions to asslst in tault
detectlon and [Isolatlon. Initlation o! mailntenanca/dlagnostic
jobs and thelr use of systam resources ls subject to standard
access control mechanlsms,

The On-1ine Monitor ls responslible for malntenance action when
the Environmental Monltor  detects an Imminent systen/device
fallure or when the IOU, processors or remory fall. It possibla
the faltlng element 1is dynamically reconfigurad out of the
systam.

When the system cannot functlon normallys the 3approoriate
dlagnostlc sequence will be lnltlated and the operator alertad.
NOS7180 wllt attempt to save all jobs In process prlor to glving
control to a diagnostic seauence. . :

3.3.9.4 System Deidstart/Recovery

NOS/180 supports many conflgurationse The aperating
configuration Is establlished or altered 3t deadstart. - Several
fevels of recovery from system crashes are provided (e.g.,
recover jobs from the last system checkoolnty recover jobs In the
swap gueuey recover contents of Input/outout aueues).

The on-1lne monitor alerts NOS/180 when a Frardware systen
talture Is Immlnants The mlnimum level of recovery lncludesilob
and output queuese permanent flles and alt valld swao flles. For
an environmentatl tallure ths system Is 1dled and a system
checkpoint Is taken ensuring the recovery of all Jobs. Opar3tors
may ldie the system and Inltlate the system chackpoint sequencae

st any time assuring recovary of the system environment aftec 23

restart recoverye.

Most systam software ls replaceable In a productlon
environment without reauiring a system deadstart. Sorfe ooerator
schedullng control Is requlred (e«gas ldte the system) when
charging the baslc system modules.
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3.3.9.5 System Statistics

N0S/180 records usage and parformance Informatlon on system
fitese This Information Includes?

- job and system activities.

-~ usage statlsticss equipment errors encountered and types of
system recoverjese. For non-fatal errors (esgey sollid
singte blt faltures In memory), thresholds prevent logging
the same error repeatediy.

- use of system resources and charge Informatlon.

- securlty events (e.ge.s access denlals, user
conflguratlion changes, access to secure objects).

ltoginsy

- Job and system executlion data tor parformance analysis.

3.3.9.6 Accounting

NOS/180 accounting provlides detectlon, measurement, and
recording of system use for the purpose of bltiing and cost
recovery. This Includest

- support tor appllcation accounting which allows asuthorlzed
applilcations to unlt price theler services (8.9.+ charge for
the numper of plots produced rather than the resources used
to generate the plots).

- conslstent accounting Information for each execution ot »
process based on 3 slingle billing unit that reflects all
<harges accrued by 3 Job. The single bllling unlt Is a
functlon of detallied system wusage Informatlon that ls
avallabte to users and Instatfations personnel to support
chargese The usage Information Is recorded In a set of job
resource and appllication usage counters. These countars
are oprotected from dlirect access by 3 job but may be
interrogated during executlon with N0OS/180 reauestse

= Installatlon options allow talloring of which rasources
usage eavents or serwlces are to comprise the bllillng unit
and of the relative “welght*” of each datum wused In the
blifing wunit algorithme Authorlzed applilcatlons may also
alter the "welght” of eacH datum used In the bliling wunlt,
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- accounting Information for resources or services whose usa
Is controllable by thes user Is svaitable In “user™ terms
(eegey Nnumber of flles sccessed, humber of linear equatlons
sotved).

- support of a hlerarchy concept of accounts, projects wlthin
accounts and members (users) wlthin projects. Lilmlts can
be placed on accounts, projects and users.

- support for bllling and Inter-installation cost recovery In
multl-computer networkse
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3.3.10 MINIMUM NOS/180 CONFIGURATION

Ratlo of Horkioads (170/180)
100/0 70/30 30/70 0/100

Processor i 1 1 i

Memory iM8 2H8 2MB -1M8

1/0 uUnit R § 1 1 1
- PP*'s 10 1501072) 15(08/5) 5
~ Channels 12 16 16 8

Mass storage splndies 3 W2/2)  412/2) 2
(100MB each) ,

Removable device tape tape tape tape or

for system dlisk

instattation

Job input  device’ 1 1 1 1

" Job output device 1 . 1 1 1
System console CCSh5 CC545 CC545 1

3.4 PRODUCT SET

A major CYBER 180 development constraint Is to aoply future
CYBER 170 product set development to CYDER 160 whereover
posslbie. Hithln  that constralnty, the CYBER 180 oroduct set
ob)jectlives aret

1) Span
Provide a single product set to span the CYBER 180 range
without breaks In compatibliltye Use common modules (code
generators, run time tlibrarles) nhere fesslblea

2) Migratlon
Maximize wuser source code compatliblifity between the
then-current CYBER 470 and Inltlal CYBER 180 product
verslons.

3) Usabitity
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Present a conslistent external user Interface across the
- whole product set. Hinlmlize local conventions and soeclal

cases for one oroduct. v

4) €xecutlon Efflclancy

Exceed product set parformance and reflablility objectives

established In Sections 7 and 8.

3e4.1 GENERAL PRODUCT.SET TECHNICAL REQUIREMENTS

The tollowlng requlrements Bpply to all product set members.

Requlrements on the production of object code do not apoly
products whlch generate no object code (inctuding Interpreterl,

= Code sharling will be supporteds?

to

« Product set members will be sharable (l.e., oné copy of
code In memory at execution tlre which Is wutlitlzed by

all users)e.
e« Compltier generated object code will be sharable.

- Detine and adhere to a conmon system interface.standard
providet

to

« ObJect code communicatlon across the product set (e.g.y

a COBOL program can call a FORTRAN subroutinel.

« Common object taext format to allow tha linking of

object programs produced by two or more compliers.

« One or more record and tlle formats comron across the

product set.

« One or more data representations common across the

product set.
« Compatible external wusar Interfaces to ali slimil
CYBER 180 product set membersy Including the calls

ar
to

all compllersy, tha output formats from 311 corpllers,

and dlagnostlic massages from all compilars.

- Provide statlsticaly pertormance and system debuqgglng

facititles ftor both system and user fevel usae.

= For products covered by standards In Apoendix B8 f(e8.g.¢
BASICy, COBOL, FORTRAN)y provida ootlons to flagy accent

and/or reject alt non-standard statements.

« Atl compliers will atlon?
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« Initiating a batch compllatlon by an Interactlve user.
e Interactive communlcatlons wlth a terminal durlng
executlon of user programs.

-~ Common modules wilf be used whare oractical to provide
reduced development and malntenance costs and conslstency
of results (e.g.y common math tlbrary and numerlc¢
converslon routinas.)

- CYBER. 170 based products will retaln thelr baslc designs
and techniques In thelr CYBER 180 Implementatlons,
Modlflcatlons arse made according to the "following
guldetinest

o Exlsting functlional structures (e«gdey Dhases/pDassasy
ovarlays) are ratalneds These structures provide the
togical grouping of code and data mneeded to 3ssist
NOS/7180 memory management. NOS/180 comrands and loader
directives that manage those structuraeas are not the
same as NOS/170.

e NOS/180 1{oader tables are slmitar to CYBER 170 and
Include separate sectlons for code and data. Loading
functlons Interpret tables and organlze codes and data
Into separate segmentse

« Code Is sharable among multiple users of a ‘compller.
Separate data segments are asslgned for each Instance
of executlon. Product set programs are not aware of
this sharlng since It s managed by NO0OS/180.

e Product set programs manage memorv.wlthln thalr data
segmants according to conventlons defined In the CYBER
180 System Interface Standard.

« NOS/180 record manager 1s. used for Input and output
tfitas. The Internal character data format [Is 8-blt
ASCII.

e Product Set software (Compllers, Data Managemant and
System Utititles) Is to be as Independent from the
operating system as possibhblea. After the Inltlal 0.S,
ratease, no new product releas2 or re-ralease may
require a new verslion of the 0.5. It 3 partlcular
feature requlres speclal 0.S. asslstancea, the
remalnder of the new product must stil! run on the
previous operating system release.
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Jele2 LANGUAGES

L
The CYBER 180 language strategy ls orlented towards three key

user ftanguaqes} FORTRAN, COBOL and BASIC. €ach of thaese has B

distinct” orlentatlon towards sclentifticy buslness, and
time-sharlng respectively. The lmportance of FCRTRAN snd COBOL
In the rarketplace [s well-known, and both wltl continua COC
strengths developed on previous machlne (lnes. BASIC s
_currently the most common time-sharing orlented l3ngu3ge.

These threa languages wll! place a high oremlums on CYAER 170
compatlibllilty In order to e3se user 7lgratlon, wlll have the
stitfest requirements on performance (partlicutarly FORIRAN), ana
witl oprovlide the fullest support of the language. Trade-o!fs In
the operating system for product set support will be made In
favor of these languages,

Tre remalnlng langusges wlil play more supporting roles Iin the
CYBER 130 product offerings A possible exception to this Is APL,
which 1s currentty enjoylng an [Increase In wusage and could
eventually eaqual BASIC Iln usage. ' .

3.4.2.1 Compliac_Classes

Another way of looking at the CYBER 180 language strategy Is
through the concept of compiler classes. This conrcept centers on
the degree to which a language ls supported and Interfaced with
the rest of the system. All classas will conform-to the System
Interface Standard.

A Class_L compller Is fully suoported and Interfaced to the
system In terms of feature richnesss debuqqling alds, usablilty,
Interface to other systems, access to operating sysfem featuras,
etce.

A Class__II_compiler Ls not tully supported In all aspects but
nonetheless provides an Imoortant fanguage wlth heavy customer
use. Certaln characteristlics witl wusually be stressed over
othersa

A Class.III_compiler will be required to meet only the minimum
fanguage standards and will be Implemented and supported more as
a tree~standing apoilcation package. It Is meant oprimarlly to
respond to RFP®s and to ba able to say we have Ite A Class III
compller Is expected to use common compifer elements (e.gey
common syntax table generator) to the greatest extent posslbla,
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even at the expenss of performancea
Usage trends for class II and class III comollers will be

watched closely and the relatlve priorlty of these compllers may
change. For example ALGOL-60, ALGOL-68, and PASCAL all may be
able to satlsfy the non-U.S« market individualliy. 1If so, one

wit! be plcked and stressed over the others.

The follonlng chart breaks down the CY3ER 130 ftanguages Into
classes and provides more datall on the level of support provided
by eache The ftanguages are Ilsted In decreasing order of
oriorlty. :
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Degree Supported L Integrated

L D e T T R T et

1
2)
3)
4)
2]

6)
7
8)
9)

10
11)
12)
13)
14)

15)
16)
in
18)

H =
M=

blank =

Usabliity features
Oebugging asslists
Code optimlzation options

Cr T L

3=-36
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.

Access to operating system features

Interface to other systems
(e.g.. 0OMS1801Y.

Handl Ing varlety of stdedata

Common calling seaquence

types

Complle speed and efflclency
Speed and elficlency of generated

coda

Conformince to ANSI/ISO Std.

Extenslons to standard
Mlgratlion tools
Tralning

User documantatlon

Performance Measurement asslstance
Quality and slze of test base

CYBER 170 comoatiblility
Transactlon Interface

extenslve support
redium support
tittte or no support

J.4.2.2 Individual_Langupaes

- FORTRAN

CLASS!Y

-

]
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XX

Thlis Is the most Important (anguage for CYRER 140.
provide both a productlon mode

and a devefopment
dlagnosticsi both modes

mode
wliilt
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supporte FORTRAN usage 1ls expected to remaln very high
with virtually all slites using It} requlrements wiil be
driven by Systems.

cosoL

ceBOL 1s almost as Important as FORTRAN. It wlil fully
supoort the new ANSI standard. The expanded sor
Instructlons of the CYBER 180 wiltt make 1t much more
performance competlitlves The forecast 1Is for lncreased
overall usage by our customer base! requlirements for COB0L
also come from Systems.

8ASIC

C180 DASIC. Is Intended primarlly for I[Interactive use.
BASIC wlll! Initlally offer an Interpretive mode and later
an option to produce complied object code. It will conform
to the new ANSI standard plus extenslons for enhanced C170
compatiblilty. Usage ls expected to remalin constant over
the next 5 vyears} requirements come oprimarliy from
Services.

APL

APL Is Intended for [nteractlve use. While the current
torecast does not project an Increase In use on C1i70 (stifi
fess than half of BASIC)y some Industry sources: see a
dramatlc Increase In use In the 1980°s.

ALGOL-60

ALGOL requlrements come primarily from Systems outslde the
U.S. Usage projectlions are not currently avaltables
honevery elther PASCAL or ALGOL-68 could replace ALGOL-60
and Its current poslition In that markaetplace wlthin the
1382 timeframae.

PASCAL

PASCAL Is the language delined by Hirth, rather than the
C18C Implementatlon languagey PASCAL-X. It Is grouing In
popularltyys particularly In the unlverslity and overseas
environments, Reguirements are driven primarity by
Systems, PASCAL may oe the best cholce to push due to |ts
acceptance In the U.S. and Its potential for replacling
ALGCL In the European market.
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- PL/I
PL/I Is orimarlly Intended to fespond to RFP*s and will be
2 minimafl impiementafions Requiremenys are dr-iven
primarily by systems. -

- JOVIAL, ALGOL-68

If provided at all, the primary requlirerent would be to
satlsty RFP*ss Speclfically these two compllers will not
be planned ftor developaent from R{D funds. Development
nould be tled to speclfic accounts and funded at least
partialiy from COS.

JOVIAL could be one of three deflnad varlantsty J3» J4 or

J74. The requlrement for JOVIAL would coma from certain -

U.S. Government contractse. ALGOL-6A s compietaly
different from ALGOL~60 and would not be a reolacerent
untess marketolace abandons ALGCL-60 In favor of ALGCL-6%.
Requirements for ALGOL-68 would come from the overse3ss
Systems markaets, partlcutarty from th2 acadamlic wortd.

3.%42.3 Common_Comniler Elamepts
It 1s a CYBER 180 objective for corpllers to share conrponents
wherever possible and bpractical, and where schedule oermltsa
- Listed betow are the major areas of commonallty to be consliderad?

- Common Code Generator (CCG)

FORTRAN and SYMPL will ©both wuse the <Ci83 CCG. COBOL,
PASCAL-X, and BASIC will be designed so that they can
eventually Intertace to CCG. Other compliars will be
required to use CCG unfess shown to be Impracticale

- Common Math Llbrary
Atl mathematlcal languages (FIRTRAN, ALGOL-60, PL/I, SASIC,
APLy JOVIAL) will usa a common math Ilbrary, includling
numerlcal conversion routinas.

« Common Syntax Fable Generator
This wlll be consldered for all Class III; and pertaos

Class II compllers. This can simplify the syntax analysls
phase of complliatlion at the expense of compllatlon speed.
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= Common Cradle Components

The cradle code s those modules used by compliers and the
common code generator to perform service functlonse Thase
modules should shleld the compliler from tha 0S interface to
provide a more easily changable set of complliers. Possible
modufes are 1I1/0y control card cracklng, cross refarence
mapsy dlagnostic Interface, termination procassing, etc.
The use of common cradle modules must be enforced In
certaln areas for all compllers to achleve the degree of
compatibllity speclfied In the SIS.

- Common Debug Alds
This covers such things as Interactlive debugy traceback,

and post-mortum dump analysis. All compliters are potential
users of these common components.
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3.6.3 (#) DATA MANAGEMENT (JMS180)

The oprilmary objective of OMS180 Is to span the range of CYZER
180 vorocessors and .appllcations wlth a set of secure- and

compatible OMS capabliitiese. Target aoplications areas may be

supported by separate products rather than one data base
manager. The compatibllilty across separate products wlll be
almed 3t unlform user Interfsce conventions, utliities 3and some
forms of Interchangeablie media.

The baslc vehictes for DMS180 are CYBER's DHS1i70 and EDMS
systems. These products will be wused as the deslgn and
experlence base for selectlng those OMS capablititles ta offer »s
separate products In speclflc applications areas. Hherever
feasibley, exlistlng CYBER 170 source code wl!l be wused to
Irplerent the elements of DMS180. :

The future need for ANSI compltlance Is recognized although the
current directlon Is obscure. OMS180 wlt! syopport one data model
which Is orlented towards CODASYL and which wlll eventually
provide a minimum tevel ANSI compllance. . .

OMS180 Includes products suoporting two distinct environmentst
file processing and data base processing. °~Flle processing s
provided by the advanced access methods of the Record Manaqger}
data base processing Is provided by the DBMS. In addltlon, a
complementary set of support ftunctlons wlll support both
environnentss These Include a query languajey data dlctlonary,
and report wrltéres Uniike DOMS170, OMS180 wilt! stress the
dif terences between the two anvironments In order to get the
proper marketing mlleage out of both. The emohasls wlll be on
conslstent and complamentary external |[nterfacesy, cormon only
where they should be.

© 3.ke3.1 Flle Processing

Flle processing capabltlitles wltl Includet

~ Advanced Access Methods (Dlrect, Indexed Sequential and
Multliole Indexing? oproviding concurrent updating of =»
single file by multiple users.

- Flte Management wutllilty supportiny converslion batween
record manager flles and to and from certaln I9M tormats,
as well as record qualification, reformatting, etc. Thls
utillty wlit be functionally equlvaltent to C170 FCRM obut
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nwitt stress wusabllility and conslstency ulth other C130 D0BN
products over C1i70 compatiblility.

- Except where provided explicltiy by the flanguage (l.e.y
C0B0L) access to AAM files wlil be provided by a common set
of Interface routines tor altl Class I and II compllers.

3.4+3.2 Data Base Processina

The C180 DBMS wifil be based primarliy on EDNS which provides a
J-tevel schema {conteptual, physlcal, and external) and
CODASYL-type set processing as deflned by the EOMS ™COSET™
approach. A tong term obJactlive Is to provlide support for the
ref{ational data model plus any CODASYL extenslons required to
meet the minlmum ANSI standardse Support of a “DMS170 View™ ls
described In Sectlon 3.6.2y Product Set Translitlon,.

The data base requlrements described balow define a
“tradltlonal . DBHS" with (tlttle uniaueness over the competltion

with the exceptlion of the EDNS phlliosophy on Intormation,

processling and Its 3-schema aoproache ADEC Is currently
Investliqating the desirabll ity of addlitlonal
requlrements/capabliitles In support of our key Industrlies and
the sclentlfic orientation of our tradltional buslness. Such
additional capablillties would be Intended to nprovlide a
competltive edge In certaln key areass rathar than Just meeting
the competlitlon.

DBHS Reaulcaments Importance

- Concurrent access from transaction, batch, and High
interactlive environments. In order to provide for
ease of application checkout, and a better fit In
the Services environment, the OBMS, as an optional
capablility should be able to execute ln a
non-concurrent mode.

- System |s to be geared towards the transactlon Hlgh
environment wlth the other two environments of
second3ry Importances Usar Intertace will be
compatible across all three environments.

- Host languaqge Intertace to atl Class I compllers Hlgh
(FORTRAN, COB0L)y plus selected Class II
comollers where the need |s clear. DML will be
processed by 3 pre-processor rather than through
modifications to the host tanguage compller,.
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- Data base Integrity. Thls Includes optionatl
Integrity constraints to prevent orphan racords
from existing In the data basey, journal fogglng
and audlt tralls, and proper coordinatlon of
concurrent processing,

- Dual loyging 3and dual recording should be
provided as an option.

- Data base securlty. Thls Includes sccess control
to the Item tevel, access controls on data dlctlonary,
schemay, and utitlty usaga and dilsplay, and preventlon:
of dlrect user processinj of data basa files (le.@ay
clrcumventing the OBMS).

- Data base recovery. Thls Includes off-1ine recovery
uslng Jjournal’ logs and automatic recovery from
system fallures, with minimal operator intervention,
and on-llne rollback of Incomplete transactlons.
Coordlnation of recovery with user-detined,
operator inltlated and possibly automatically
tlred qulet points Ls requlred.

- Multiple data base supoort. The abllity to orocess
multiple data bases concurrently, and to add and
delete data bases without having to taka the DANS
down.

- Abltity to “down™ certaln parts of a data base for.
repalry dumplng, etces wlthout having to take the
entire data base downe

« The DBAMS access method will usey, at a minimum,
the baslc mccess methods of the C180 Record
Manager. It wlll, howevaer, be transparent to the
usery l.e.y he will not ba able to access the data
base outside ot the 0BMS. Multlple access paths to
dsts basa racords and data compression will be
providedes

- Data Independence. Programs accessing data
bases (or conventlonal files for that matter)
nwlt! be Independent oft medlum and devlice
typey, volume resldencys 3and storage structure,
format and address. 0Data base programs should
be Insulated from changes to the physlcal data
. base (e.gey a program should be tied to Its
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3121313_9313_2333 Processing : ’ 3244303 End-User Query Language
external schema} 1t should not have to be recomplied 1 tanguage provides extenslve query capabliitles, a simple update
when the conceptual or physical schema ls changed 2 capablilty, and an expanded dlisplay capabillty providing at least
and the external schama doas not)e TVTrade-offs 3 headlngsy pB3inge and minlmatlt formatting.s The query lanquaga
should be made In favor of lIncreased program and & also Interfaces to the stand-atone tepsrt wrliter for more
data Indeoendence over performance or lmplemenfa- S conpllicated reports.
tlon convenlence. 6 .
[ 4 Query Language objectlives Include?
- Dlstributed Data Base and Multli-Malnframe Supporte. Medlum 8
The DBMS must be abte to support a shared data 9 = The exlsting Qu tanguage wit!t serve as the base
base by multlpie mainframes. Some form of distri- 10 speclticatlone This wlil be signiticantly reduced In slze
buted data base capablillity will be requiradj the 11 and complexltys and minimal extenslons added to support new
extent and exact mechanlse Is not known at this time. 12 capabliilties of EDMS and the expanded dlsplay capablitity.
13 .
= The DBMS wll! be orlented towards medlum 3and targe Hiqgh 114 - A common language tor both tile and O08MS environments.
size data bases, but must be able to handle very 115 Some language features wllt be restricted to one or the
Varge data basess 116 other environment.
17 . -
smalt up to 1 miltlon bytes 118 - The query.language should operate In both a batch and
medlum up to 100 milttlon bytes 119 . Interactive modes
large up to 2 blitlon bytes 120
very targe up to 9 trlltlon bytes 121 - Where posslble the aquery language should share common
) 22 modules with C180 compliers. This ensures conslstency of
- Masintenance eases Tha deslgn of the 08MHS shall Medlum 23 numeric processing and conversliony and reduces develoogent
- contaln a malntenance mode to ald users lsolate and 24 costse
document software errorse. Hhere possible these 25 : .
alds should work automatically without having to be 26 - A stand-alone schema for conventlonal files wiill not be
turned on. er provided. Insteady the descriptlion wlil come from el ther
28 end-user dlirectlves or the data dictlonary,
- Tralninge Must adequately cover the Information High 29
theory behlnd EDMS as well as the standard “how to 30 -~ It would be desirable for a user to be able to procass
use the product.” 31 flles and a data base at the same time. Thls allows hlr to
32 Interact betwe>n the two environments and to convert fron
0BMS by Its nature Is s complicated products It is therefore 33 one to the other, Thls has 3 low orlority and witl not be
important that deslign tradeoffs be made In favor of ease of use 34 done 1! 1t overly compilicates elther environment.
and slimpllclty of Installatlion over ttexiblllty of «capablliltles 35
and performance beyond the AO/R objectlvas. Rellablility ls also 36 Deslgn tradeot!fs In the query language will be made In favor
very Important for DBMS as Ilts use generally reaquires a msjor 37 of auallty of codey and human englneering over per.formince and
customer commltment and Increased vulnerablillty of his operations 38 features. Where commands must take considerable processing time-
to the systeme In shorty the DBMS should do what [t does weltl 39 to completey perlodic statuses should be provided to keep the
and be easy to fearn and usae. 40 user Intormed of progress.
41
3.4.3.3 End-User_Query Lanauale #3 J.4.3.4 Data Dictionary
&
(11
The C180 Quary Languaga should appear to the user as a single 45 The C180 Data Dictlonary System{s) wlll be wused to describe
product supporting both a conventional file and data basa %6 both conventlonal fliles and OMNS180 data basess In the data base
environmente. First priority ls support af data bases, o7 anvironment the data dlctionary system will be Integrated with
conventlonal flles 1s o! secondary Importances The quecy 3

the data detfinitlon capablilitles of the DBMS,.
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3.4.3.5 Repoct Hclter

The C180 Report Hritar wlli be a stand-alone package which
wil! be able to produce reports from both the conventlonal flle
and data base environments. It would be deslrable for the Report
Wrlter to ba able to function both Independentlyy, without the
need for an initial procassing step with the query l3anguiages as
well -as In conjunctlon wlth the query language where it
simpllfles wuser orocessing. Report HWHriter dlrectlves, where
possible, will be compatible with thelr Ci170 QU counterparts.

3.4.3.6 Forelgn_Systems

The system wlli not prevaent the use of 3 foralgn. data base
management system, @sges TOTAL In 1tleu of the CYBER 180 0BM
system. Forelgn and CYBER 180 DBN systems are not requlred fto
share data bases but must be capable of sharlng physical
resources.
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J.4.4 PRODUCT SET DESIGN OBJECTIVES/PRIORITIES

o
. The prlority matrices which follow Indlcate resource and
deslign trada-offs to be made In pltanning subject productse Glven
that 8 product meets mlnimum feature tlevel and tunctlonal/RAM
performance requirementsy design and resource ootimization shout4d
be made In a manner which emphaslizes the hlgher orlorlty
trade-offse The definltlons of these deslgn trade-offs aret

COMPATIBLITY - Source tevel comoatiblilty with ~ the
predecessor CYBER 170 product If no specltication Is no'ed in
“REMARKS"e

REAL MEMORY USE - The “workling set slze"” (or maximum overlay
tength) to orocess a nominally slzed task (compliation or
otherl.

EXECUTION SPEED =~ For complilersy efficlency of generated
object code In terms of CPU speed In executing representative
saequences of code} for other productse CPU and throughput
time to process representative product inputse.

COMPILE SPEED - CPU and throughput timea to process source
input.

CODE COMPACTION =~ Efflclency of gener3ted object code in
terms of Instruction space necesssry to execute
representatlve sequences of coda.

TEST BASE SIZE - A wide range of wuser appilcatlons is
expected to be run agalnst this product, Hhere resource
trade-offs exlsty they should be diracted toward a targe and
comprehenslve test base.

FEATURE RICHNESS = Emphasls ls to be glven to adding user or
marketlng requested features to thls product beyond those
necessary to minimally support standards and other products
reaculirements, ’
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3elals2 Support Services
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3.4.4.3 {#) Data Manaaement_ (DMSL80) 1 3.4.5 UTILITIES TO BE SUPPLIED ;
' 2
3 . 3
-------------- cmececmccman=t % B et e S L L &
TESI BASE SIZE ! 5 PROGRAM 1 Source code malntenance . 5
------ R D el Ll b L ! 6 ORIENTED ! Object code maintenance, 6
EXECUTION SPEED i | ! L4 ! Link editor 4
Lt D2 S Rttt DL L cmmmeet ! ! 8 1 Line and text edltor 8
REAL MEMORY USE 1 L) ! 9 ! Text and source code formatters 9
LR R mememeem—e——— ] ! 1 ! 10 i Oebugalng alds 10
FEATURE praness N I B 11 i e Ot ~em——- .——-- 11
em——— L Lt DD .. 1 ! 1 1 12 DATA 1 General utllltles 12
COMPATIBILITY 1 ] ] ! ! 13 ORIENTED 1 Copy (records, partitlons, flles? . 13
b L DL LS S LR + t ! ! ! | i% 1 Compare 14
EASE OF USE ! ] 1 L 1 ! REMARKS 15 ! File disptlay 15
e ——m e ——— L R R R R R D R L e e D e e e DD S Dt 16 | Data management 16
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Hethods R 1 31 121141 I C170 access methods 19. ] Usaga analysls 19
-------------- et e L R ] ! Log/audlt 20
Flle Mgmt B 1 [ 1 ! ! t 21 ! Recover/restore 21
Utitlty 111 1 31 121 ! Compatlblllfv with FORM 22 1 D3 creatlon 22
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DBHMS Support 1 ] 1 1 1 ! 26 ORIENTED 1 Dump/restore 26
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------ wmemmmmefecepomcbecmbmenmfenctoanfamcncescecaraenceneaacanae 28 SYSTEM 1 Malntenance log analysls 28
0oL 121 ) 13 111 ! Executlion speed of DBMS 29 ORIENTED 1 System use log analysls 29
-------- B T R R e e e e L L e L L L 30 ! *Dump/load Job queue 30
Query 1 ! ! ! ! t { Compatlblilty with 31 ! System generatlon/modlficatlon 31
Language LIS 1 121 1 31 cC170 QU 32 ' Terminal use ) 32
Ry S e e L LS PP EL P LEEE T L L LTS £ 1 System/job/flle status ' 33
Data | ! ! ! 1 1 ! 34 ! Message capablillity 34
Dictliaonary {11 12 131 | 35 1 Permanent flles 39
----- cecmcamsctecrfonctuacotenatencfumnfeccccnccmncccconcnanccnan 36 1 Dump/toad . 36
Raport ! L 1 ! | ! { Compatiblilty with 37 ! Audlt .37
Hrlter 111 131 121 {1 Ci70 Qu 33 i Archliving 38
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0 | Volume Inltlallzatlon w0
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3.5 SECURITY AND_PROTECTION

CYBER 180 wil! comply wlth sectlon IV of D.0eDe " Direactive
5200-28M.

The securlty objectives for CYBER 180 software are to prevent

1) unauthorlzed access to Information
2) unauthorlized Informatlion modificatlion
3) unauthorized denlal of use

In an environment In which muitiple users with multliple levels of
‘ clearance wlll be accessing and sharing computer resources,
programsy and data which have multiple levels of accessibillity.

The flve major components of the CYBER 180 operating system
securlty capablillties are described below.

1) Identitication - Every user of the system has a unlque
ldentlflcation that (s wused to regulate
access to the system and [Its resources.
Intertaces are- providad that allow
Instaltations and wusers to regulate |Job
initliation and termination sequeances.

. 2) Control Access - Access control llsts are the baslc' resource
protection mechanlsm. They ldentltfy all
legal users of a resource and the user®s mode
of accesse Each raesource known to the systam
has a single owner who ls responsible for the
resourcay its usages protectlion and
accounting. A single module of code |Is
responsible for assuring that resource accass
Is In conformance wlth the access controls
for that resource. Interfaces are provided
that altow Instaltatlons and users to orovide
additional control of user access to
resources and Intormatlon, Access to
resourcas Is regufated according to?

othe lavel of access of tha user

«the level of allowed access for a resource
«the securlty laval of the system
anvironmenty both Internal and external,

For exampley, a3 rwrequest for axecutlon of a
securae program by an authorized user could be
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prohlbited 1t general opurpose time sharing
s sesslons are active.
L]

3) Integrity - The segnent and clng memory protectlon
capabititlies of CYBER 180 hardware are used
to control access and to Lsolate tha
activitles of concurrent userse.

fb) Survelltlance - A systeh fog describing security related
events ls malntalned. '

S) Protectlon - optlonal data encryption ls orovided.

= The overall protection objectives for CYBER
180 are to protect the user from other users,
the system trom users, users from the systems
and system elements from other systen
elements.

= Data wl!l be protected 3t the?
- tlle level
- record level (through Record MHanager)
i . ~ etement lavel (through DMS180)

3.6 (#) HMIGRATION

Migration Is the process of moving COC products and Its
customer base from the CYBER 170 to the CY3ER 180. It rust
provide a set of CYBER 170/CYBER 180 oproduct cavabjlities and
conversion alds whlch wiit minimlze the Impact of migratlion on
the user base over an extended period (10 years).

Initlal CYBER 180 hardware will be Introduced and suppnrted ‘as
Advanced 170 systems whlch are capabla o! rentacing a CYDSR 170
malnframe and axecutlng lts code. CYBER 130 softwace (NCS130)
witt be Introduced latere.

CYBER 180 target speclflcations to support mlgration Includet

- the detinltion of the wuser Interface for the operating
system based on CYBER 170 NOS.

- source language definltlons that are the sare for CYBER 170
and CYBER 180.

- program and flle conversion alds that assist the user In

COMPANY PRIYATYE : ’ ORAFT

B.I3NOVELE LN



3-53
CYBER 180 ARCHITECTURAL OBJECTIVES/REQUIREMENTS
' 06/08/78
ARCHITECTURAL DESIGN AND CONTROL
3.0 CHARACTERISTICS AND FEATURES
3.6 (#) MIGRATION

Ll LR et T e R T T

moving to the CYBER 180,

- 3 dual sta}a executfon environment wherein both CYBER 170
and CYBER 180 workloads may be processed concurrently.

3.6.1 OPERATING SYSTEM IMPLICATIONS

3.6.1.1 Dual _State Procassing

N0S/180 processes elther NOS/180 and NOS/170, or NOS/180 and
NOSYBE 170 Jobse The Initlal deslgn model for dual state
processing s that of a symmetric (llnk configurationy one
executlng NOS/170, the other executlng N0S/180. This sharing of
a2 single malntrame Is known only to the most baslc elements of
NOS/180.

3.6.1.2 Dual_State Reguicemants

The following dual state functlions sre provided through NOSy
NOS/BE and NOS/180. Hhere tradeolfs must bae madey, NOS/BE

migration and converslon support takes oprlorlty. Hhereaver
possible dual state functlions are symmetric between C170 and 180
states. .

- Abliity to submit a job from one state to the othar state.

- Abltlty to status and control jobs across the dual state
from a terminal or operator consola.

- Abltlity to select C170 or C180 primary mode of exacution at
fnteractive togln

- Support  the symaetric tink protocol between states.
Provlde standard requests to send 3nd recelve messages
across the tink.

- Support for the Ci70 muttl mainframe filnk functions (e.gee
get and save permanent flles, route files, etc.d for file
access across the (lnx,

- Provide mechanisms for OHNCODE exits on a flte basls.

Thuse exits will allow communication across the dual state
tink with system-supplied record access routlnes.
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= Programs accessling flles In the other state naed not be
recomplled when the file Ils moved to the ©program's state.
Control card changes are Dermlsslble.

- Dual state operatlonal control Is orovided from a sinjle
operator console {similar to NOS/BE multi-malntramel whoere
N0S/180 dlsolays are a subset of NJIS/170. At deadstart?
memoryy PP®s and channels are asslignef to the C173 st3te or
C180 state wuntll the systems are Idled and a recovery
deadstart Is taken. Oual access controllers may be
accesslble by both states concurrently but not through the
sama channels. Devica assignments may be swlitched between
states by operator control.

- In a multl-malnframe environment externsal mainframes view
the dual state processor 3s two malntrames and Interface to
either the C170 or C180 0.S. dlirectly vla the.symmetric
1inke. .

= Dual state must support the folloning RAN requlrerentst

An 0.S. fallure In one state cinnot cause on 0eS.

fallure In the other. .

Independent recovery deadstart Is deslirable’ ldie down
of ona state while the other 1Is belng deadstarted |is
acceptable. :

One MCU/control facltlty supports both states.

On=tine maintenances error logging, etcey tor NOS,
NOS/BE and NCS180 are centrallzed.

3.641.3 Operatina System Usac_Infercface

The CYBER 180 Operating System target soeclflcatlion [Is based
on NOS/170, modlifled as necessary to present 3 consistent user
inferface across the varlous modes of access and to accommodate
new hardware faatures. On an exceptlon basls, Important NOS/ODE
capablitities will be In the target soeclflicatlion. Subsaquent
CYBER 170 develooment will pend toward that target speclficatlon
to achleve a more unlform user Interface when NOS/180 Is
refeased.
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3.6+.2 PRODUCT SET TRANSITION

The objective Is to of fer applicatlon soyrce code
compatibllilty between the CYBER 180 oproduct and the CYBER
170 1981 oroductse Thls can be achlevad by?

- Implementing the product or front-ends on the two machines
to a common external speclflicatlon.

- Using s common test basee

-~ Carrylng across the product (or [ts front-end) written In =
common Implementation fanguage.

The emphasls for “new™ CYBER 170 tront-ends and products wlil
be to code In SYMPL for both CYBER 180 and CYBER 170 systenmsy
le®#ey machlne independent Implementatione .

Existing CYBER 170 products (or those In devetopment) written
in SYMPL wlil be made more transportable by supporting SYMPL on
CYBER 180.

3.6.2.1 EQRIRAN

CYBER 170 Basa - FTNS

- Successor to FTN&

- Breakages wlll be Introduced to reduce machlne and data
dependent usagese Usages such 8s SHIFT and MASK
operationsy Hollerith data, etca witt be flagged and
require manual converslon,

-~ Breakages wif! be Introduced for ANSI compllance and to
remove archalc usages. 98X of the jobs so affected will be
transiatable by converslon alds

CYBER 180 Product

- FTINS relmplemented In CYBER 180 Implementatlon Language

- Use common code generator

- Same external snecl'icatlon and test base as CYBER 170

version
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= Machlne and 0.S. deoendant breakages only. A convarsion
ald will be provided to flag possible machlne dependent
usages for hand translation and to convert 0.S. dependent
breakages (e.g., OVERLAY) where poSsiola.

3.6.2.2 COBOL

CYBER 170 Base ~ COBOL 6
- COBOL Sy extended to meet ANSI-79 requlrements

- 100%X converslon ald coverage of C0B80L-5 to c03cL-6
breakages

CYBER 180 Product

- COBOL6 Front End transported to CYPER 180

= New code generator

- Breakages only 1In areas of 0.S. Support and machline
dependent data types. A converslon ald will convért all
those breakages that can be convertad} those that cannot
wilt! be flagged to aid In hand translatlon.

= Control card opntlon to compile C170 COBOL S oprograms as
requlred by new ANSI standarde HIIl work for all proaranms
unless unsupported system capsbillities wused or machine
depandent. data manipulatlon done.

364243 SORI/MERGE °

CYBER 170 Base - SORT/MERGE 5

- New complle phasa meets CYBER 180 System Intertface
Standards

- S/U5 processes old and new sort directlvesy no converslon
alds

CYBER 180 Product
- S/M5 complle phase

= Noew sort phase
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- No conversion alds other than system utltities for flte
converslione. -

- Breakages In areas of 0S support and data dependenclas.
!

3.6.2.4 BASIC

CYBER 170 Base ~ Interactlve éASIc L)

- New Implementation} runs Interpretively and produces object
code

- Modast feature anhancements to 1977 BASIC 3

- Removes semantlc devlatlons from ANSI-78 BASIC

- 100% converslon ald coverage for data~-independent (anquage
differences.

CYBER 180 Product
- BASIC & front end and Interpreter transported to CYBER 180

- Comptlant with expanded. ANSI standard} retalns
non-confilcting extenslons from CYBER 170 BASIC &

-~ Very few breakages and only In area of 0.Se. support} atll
of thaese wlill be dlagnosed by the compller. :

- No object code avallable from early verslon.

3.642.5 ALGOL=60 .

'CYBER 170 Bese - ALGOL 5
CYBER 180 Product
~ ALGOL 5 front end transported to C130

= Machine and N0S/180 dependent braakagas to be dlagnosed by
the complier
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3.602.6 APL

CYBER 170 Base ~ APL2 (APLUH)
CYBER 180 Product

= A new Implementation compatible with APL2 (APLUM)

- Breakages only .In 23ress of 0.S. suoport and machline
dependent data types

= HWill be asble to convart Ci170 APL work spaces and flles

3e602.7 PASCALs JOQVIALs ALGOL=688a_PLZI

The CYBER 170 base for these products ls too srall to warrant
speclal mlgration plannlng. . )

3.6.2.8 nnsiﬁn_USnc_nigtailnnLEcnducL_Icaaslilﬁn

.

OHS180 wilt be desligned to supoort a “OMS170 Vien™ to halo
ease user mlgratlione Providing a 100% compatible DOMSITO0 Viaw
wlll not be possible In either the 0JL or OML. The major
emphasis will be placed on migratlion ot user source orograms and
sub-schemas wherever posslible. The actual Imnlementation
declsion will be deferrad untit 1981 and wlill depand on the
number of actlive users of CDOCS.

The approach will be to transliate exlsting COCS dates
structures (refatlons) 1iInto the eaqulvatent 0OMS180 structures
(sets). A converslon utlitlity wlil transiate COCS calls wlthin
yser COBOL and FORTRAN source programs Into equivatent OMS130 DML
statementss The DOMS170 data mode! witl not be processed dlrectly
by OMS180. Some form of conversion ald wlll be requlred to
convert a data base from DMS170 to DMS180.

3.6.3 FILE CONVERSION

3.6+3.1 0ff-Ling

A symmetrlc (between C180 and C170) set of copy and converslan
utitlties will be provided for tanpe-to-tape and
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. disk-to-tape-to-disk flle conversion., They will handles 1
. . 2

a) All access methods and record types supparted by Ci70 3
Record Manager (Vi.4 and Vi.5). 1Y

. 5

b) All C170 character codes to/from ASCII. 6
7

c) C170 18-blt Integer to/from C180 half word. 8
. 9

d) Full wWord Integer and floating polnt. . 10
. 11

e) ANSI 69 (read only) and ANSI 76 labels. 12
13

f) 7600 SCOPE 2, Sequentlial and Word Addressable flle i
organlzatlonse. 15

16

g) 3000L, MASTER Sequentia! and Linked Indexed Sequentlial. ir.
18

3.63.2 On=Ling 19
20

21

Hhen eoexecutlng In dual state, 2 program may access disk flies 22
frorm the other state. Access to 170 fites from the 180 state s 23
mandatorye Access to 180 flles from the 170 state ls requlred 2%
untess that access 1Is damonstrated to be seldom~-used or 25

prohibltively expensive to Ilmplement, . 26
27

364321 SYSTEM SUPPORTED 28
29

Slpale__data__tvypa {character *, Integer or tloatlng polaty 30
files can be accessed on a file or record baslis. 31
“32

3) Flies of the toltlowing types mdy be transmitted, In thelr 33
entlrety, between statess Iy

35

~ Sequentlal organization, record type H or Zo block type 36

Cc . 37

38

b) Flies of the following types may be deslgnated for 39
record-fevel access between the statass bg

. &

- Sequential organlzation, record type W or Zs block type &2

C 63

Ly

- Index Sequentiaf. %5

46

* 6-blt, one code type for 170, 8-blt ASCII for 180. Y4
58
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3¢6.3.2.2 USER INTERVENTION

Cn a file basisy OWNCODE exits will be supported which allow a
user to request a raw binary record from the other state, convert
data flelds as necessary and return the record to Its requesting
programe. (Olsk) flle types to be supported aret

- Sequentlial
- Indexed Sequential

Any CYBER 170 flle can be accessed on a PRU basis. An entlre
flte or 3 slngle PRY can be fransmitted between states. The user
program or owncode exlt 1s responsiblie for interpretation and
converslon of the PRU content.

3.7 MAINIENANCE_SOFIWARE

Halntenance Software Is organized Into three major categorles?

1) On-tlne Monltor - . .
2) Oft-fina Monltor
3) Testsy, Dlagnostics and Utltitles

The functlonal objectives for CYBER 180 ULevel II and III
Malntensance Softwsre are described In the followlng o3ragraphse
These objectlives appoly to both the CYBER 170 and CYBER 180 states
of operatlon except where noted otherwlse.

3.7.1 ON-LINE MONIVTOR

The CYBER 180 state On~t1ine Monftor shatl Imorove
"malntalnablilty of system critlcal elements by?

1) Observing system oparation via hardware RAM features.

2) Reoorting and logging errorse

3) Activate/deactive hardware RAM features as requested by
the 0S and/or tests and dlagnostics.

4) Notltylng 0S5 of hardware fallurese.

5) Belng desligned to function In a “crash-proof*™ manner to
ensure retentlon of pertinent tallure data. .

6) Providing a console Interface to tha malntenance englreser
both locally and remotely. However Joes not supply the
remote access driver software.

7) Monltoring system malnframe components (processors,
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memorlesy I0U) for enwvironmental power faults and
warningse It shatl be Independent of hardware fallures,
except Its own, and Independent of Operating Systenm
fallures.,

In additlion, the on-tine monitor shallt

- Limlt the equlpment dedlcated to the on-line monltor to a
malntenance channel and PP for CYBER 180 state, and to a
malntenance channel for CYBER 170-state.

- Ba loglcally Independent from the systeme A fallure of
these facliltias will not cause a system fallure.

3.7.2 OFF-LINE MONITOR

The Off-t1ine Honltor shalle

1) Provide a load and control capablilty for both CYBER 180
and CYBER 170 teésts and dlagnostlcs.

2) Provlde ablilty to examine faliure Informatlion on system
critlcal devices as collected by the On-llne Monltor.

3) Suoport verlflcatlons manufacturing, and the fleld
environmenta.

4) Support remote maintenanca.

6) Provide for total system exerclsing and veriflcation.

6) Provide capabltlties for mainframe Inltiallzatlon.

3.7.3 TESTS, DIAGNOSTICS,y UTILITIES

1) Datecty Identify and lsolate hardware malfunctlons In the
CYBER 1810.

2) Verlfy hardware operatlon prlior to customer use and after
repalre

3) Hhere possibles be able to execute 1In an on-line and
oft{=-line mode, .

4) Provide equlpment and media performance history, analysiss
and praedlctlons.

$) Provlide majintenance oroceduraes based on performance
history.

6) Provide *“fruncated" wverslions of CYBER 180 tests for
inltlatizing the hardwiare needed for on-ilne or off-line
system operatione :
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3.0 NETHWORKS

CYBER 180 network products support data transmission among
host computersy and betwean host computers and terminals over
commuynicatlion flnes. Single and muitl host <conflguratlions sare
supported wusing the CYBER 170 Network Processing Unlt (255X or
successor) hardware and software products. Thls Intertace allows
the addlitlon of a CYBER 180 host to an exlsting CYBER 170
network.

The CYBER 170 host network software lIs the base of CYBER 180
host software. The Network Access Method (NAM), Communicatlons
and Network Supervisors (CSy, NS), and Network Definltion Language
(NOL) Impiementations will be used where they meet the structure
of NOS/180« NAM wilit have a dedicated PP to Interface to the
front-end NPUse. The Remote Batch Facllilty (R3F) wllf support
foca! and remote batch devices.

The NOS/180 host natwork scftware separates tha communicatlion
function ftrom other processing and manajes the sharlng of tha
data communication mnetwork by multlple 3ppllcation. orograms.
Each program wutillzes a consistent Interface that oprovides
ltoglical connectlons to all termlnatl types. The NPU presents a
virtual Interfaca to the host for b3atch and Interactlive
terrinals, so that termlnals appear simitar to the host
appllcation programse The network softwsre Includes bufterlng
and queuelng to efficlently conflgure (arge numbers of! sftow
devices. Up to 10.0003ctlve terminals may be connected fo a host
computers Any applicatlon may access up to 10,000 2active
terminats, .

-The termlinal types and (lne protocols supported are descrlbed
In Appendix Cs Asynchronous {lnes may operate at standard rates
between 110 and 9600 bps. Standard speeds are 110, 134.5, 300,
600, 1200, 2600y 4800 and 9600 bps. Synchronous (lines may
operate at speeds between 2000 and 56,000 bpse Inter-node trunks
may operate at speeds up to 564000 bps for hligher 1f general
Industry trends dictate).

The NOS/180 flle interface can be usad by usar and system
appllcations to 3access network devices. This allows a proaram to
hanole network and non-network devices with ona Intarface.

Support tools for man3aging Network Processing Unit software
are provided wlth NOS/130.
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4.0 COMPATIOILITY OBJECTIVES

.1 RITHIN CYBER 180

CYBER 180 wllf
accormodated across the !lne.

fort

4

a compatible data Interface that is
This objective Includes provislons

present

Single Instructlion set across the CPU range.
ANSI standard data representatlon on cards and tapse.
CYBER 180 standard data formats (internal and externald.

CYBER 180 standard dlsk recording formats (physlical and
loglical flle ftevel) for each transportabla medla typee

CYBER 180 standard operating system Intarface.

CYBER 180 standard data formats aret
8-blt bytes.

Internal representation of character data In ASCII, wlth
speclal CPU provislons to take packed decimal data that
had been previously transtated from EBCDIC to ASCII and
transiate It back to Its orlginal reoresentatlon.

Flxed polnt numbers, 32 and SBAblt 2°s complement

Floatlng point numbersy 6%-blt (single precislion) and
128-blt (double preclslion) slaned magnltude. The rasults
of the CYBER 180 (filoating npolnt Instructlons wilt be
arithmet{cally compatlble to the normal range of CYBER 170
tfioating polnt normatized unrounded resultse

Signad and unsligned packed declimal numbersa

Signed (embedded and separate/leading and tralling) and
unsigned zoned decimal numberses

COMPANY PRIVATE ORAFT

OENOWN I NN

. .
WO

NN AN NN e b s
VL WNOOVUNOWV S

G W NN
SN0 @N

(PR K]
~Nown

sSorr oL
VSt OO0 s

&
~ o

e
= RY-I

4-2
badadadde d d b et L L L e e L L LY Ty e u 6, na /' B
4e0 COMPATIhILITY 0BJECTIVES
%e2 MEDIA INTERCHANGE
4.2 MEDIA_ INIERCHANGE
! ' ! !
I Physlcatl | Converslion 1 Loglcal
Device ! Recordling ! Code 1Structuring
e e e R e L L LY T o ememccwane e
- L} ! !
7T Track 1 ANSI ! 8CO 11977 ANSI
tape | 200bpl NRZI | Istandard
) (read oniy)!} '
! 556bpl NRZI 1 |
t 800bpi NRZI 1! !
! 1 !
9 track ! ANSI R | ASCII 11977 ANSI .
tape ! 800cpl NRZI 1 EBCOIC !standard
f 1600cpl PE 1 t
1 6250cpl GCR 1 1
. 1 { 1 .
80 colurn ! ANSI 1 ASCII 1Card Image
cards ! ! 029 !
1 ! 026 !
! ITransparent 1
“e3 HAINTENANCE SOFTHARE
Predecessor Products
It Is a goal of the Malntenance Software to use certaln
exlsting CYBER 170 malntenance orograms. Thls software shall
have the same external dlagnostic/test procedures when run
elther In the CYBER 170 or the CYBER 180 state.
Companion Products
Level IIr Maintenance Software must perform with atl
operating systems supported In CYBER 180 stata.
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5.0 SYSTEM ENGINEERING

5.1 STANDARDS

The CYBER 180 systems will comply with all appllicable COC and
Industry standardse Any deviations will be ldentlfled with
walver statements In product design documents. See Appendix H
for the full standards llst.

5.2 IQOLS/SERYICES FOR _CYBER 180/470 DEVELOPMENY 3 MAINVTENANCE

This sectlon glves general directlon for managing the deslign
and development of the set of software tools to be usad In the
migration of our software sat from CYBER 170 to CYBER 180.

The .deslgn objectlves for Tools and Sarvices wiil be - In
priorlty orders

1) Atlow oroduct set mambers spannlng the CYBER 170 and CYBER
180 ooerating systems to be devaloped and malntained In
one torme using the same toolse

2) Support the develoomant and malntenance of products to be
used In a dual 0S state environment (CYBER 170 state and
CYBER 180 statal,

3) Suppart the requirements of the CYBER 180 O0S development
: projact and thelr ltanguage, PASCAL Extended (PASCAL-X).

4) fgse the transltion of CYBER 170 tralned progranmers onto
the CYBER 180 system.

The CYBER 170 wltl ba the primary software development vehlcle
tor early roleases of CYBER 160 software., Both ARHOPS and SVLOPS
developmaent sites will have Ci170°s dedicated to C180 daveloprent
running the same set of tools under NOS170. (hese systems wlll
be stabltlized verslons ot NOS 170,

The C180 Develooment Support Systemy 0SS180, wlll ba the
central tools agancy to develop major tools and to ensure
comronallty and stablilty of the tools at the devefopment sltese
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Al tools will be Interactively orlented as wall 3s usable In
batch mode. The tools wlll be structured as an Integrated
system, provlding simple and fast orimitives usable In
comblination. System buliding/checkout capabliities witlt
emphaslze blnary module replacement und Incremental, continulina
sof tware Integration,

The standard mode of release of softwarae ls blnary code. C180
development tools and CPU system source code wlll be avallable to
custorers as an extra cost optlon.

The great majorlty of C180 system oprogramring, Includina
toolsy, witl be developed In high level language, hence the tools
requlrements Include tanguage processors and subordinate tpols.

The anticlpated heavy dependence on C170 systens for the bulk
of C180 development makes It very Important that the major 0S5SS190
tools be of releasable quallty. In particulary they should
support the CYBER 180 Systaeam Interface Standard and Systam
Command Language interfaces and should track the NOS/180 cowrand
and program interfaces. Thls .includes suoporting files In full
8-blt ASCII. Af!l new tools should be wrlittan In PASCAL=-X for the
170y and deslgned and coded to transport with mlnlmum eflor? to
the CYBER 180«

Testing of CYBER 180 software wlll Involve heavy use of
autorated testing waslds whlch are also part ot the tools
requirements.

5e241 LANGUAGE PROCESSORS .

General

8) Hlgher level tangusges wiltl be wusaead for CYBER 170/180
system programming.

1) Products designed fof release only on CYBER 180 wltl be
_written In PASCAL Extended.

2) Products deslgned for retease on CYBER 170 wilt wusa
SYHPL.

3) Products desligned for release on both 170 and 180 wlii
use SYNPL.

4) Sublect to ADKC approval, complliers and their object
time routlnes may be wrltten In thelr onn langquaqe,
where there Is 8 slgniflcant cost advantage to do so.
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5.2.1 LANGUAGE PROCESSORS

b) The need for assemblers 1Is acknonledged. In 'practlca
initia! Implementation wilt be In higher level languagess
When tuning, critlcal modules wil! be redesigned .for the
assembler as dictated by parformance and hardwars
conslderatlons. Because of severe mamory constraints of
the CYBER 170, CYBER 170 state codas usually resldent In
central memory will be done In assembfy fanguage.

¢) PPU code'nlll be done In assembly tanguage. CYBER 180 PPY

source code witl not be released to tha fleld.

Environmant

Close coordination with tools subsystams ls mandatorys with
speclal emphasls ont

a) Coexlstence with the source code maintenance subsystem.

b) Separate speclfication of frequently used declaratlons for
centrailzed control and flaxlble access by PASCAL Extended
and Assembisr modules with minor deqgradation In complle
speeds

¢c) Assembler Linkage
- Definition In the System Interface Standard.

- Minlmum overhead finkage.

5202 ASSEMBLERS

Se2+241 Internal

The source code for CPU mlcrocode or PPU and Baslc operatling
system and dlagnostic code (130 state onfy) wlit not be
released.

Microcode assemblers are controlled, documented and malntalned
by the responsible englneerling development dlvislon. They are
not to be reteased. .

The Internal PPU assembler Is an extenslon of the C170 COMPASS
PPU assembler.
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There will be one external assembly fanguage detinition and
Implementation for the CYBER 180 CPY and IOU. The CPU portion
must accept PASCAL-X varlables type and constant dectaratlons.

5.243 LIBRARY SUPPORT AND CONTROL

In general, exlsting CYBER 170 products wll! bé used as the
design base for these packages. Transitlon plans will be
prepared for eachs showing addlitlons and deletlons necessary to
operate In an Interactlive/batch environment and to meet the CYBER
180 System Interface Standard.

The product capabliities (isted betow ara a minimum sets They
are In orlority order with regard to the Importance of providing
8 corpatible bridge between CYBER 170 and CYBER 1801

a) One source code malntenance package compatlible to UPDATE
In . that it can create 180 PL's from 170 PL°s, and a
utillty to génerate a 170 PL including folding B8-bit
characters to 6 bltsa

b) “Common deck™ capabliity = avallabla2 for both source cbde
and job deck malntenance.

c) Object code Iibrary malntenance opackage ~cacable ot
" handllng code produced by any of th2 |3anguage Drocessorss,
based on LIBEDIT.

d) Job Deck Malntenance - dynamlc modiflcatlon and selective
executlon of Jobs for use In tibraries of test and system
ganeration jobs, similar to DEVOUR and Included In ab,
aboves.

e) Modlflcatlon Change Controly simitar to the Productlon
Control System (PCS)y to Include modules® hlstories of
change rate.

5¢2e4 OTHER SUPPORT PACKAGES

8) Documentation facliitles - TEXTFORM wlth [Imoroved

usabliilty.

b). Produce global cross reference listings for thae 0S and. .
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c)
d)

e)

1)

q)

Product Sety to Include data ltems, module namese and
error messages for PASCAL~-Xy SYMPL and the assembler.

Simuiate the CYBER 180 as,a_sxsigm{ with a slmulated to
real Instructlon performance ratio of 1000 to {.

Simutate the CYBER 180 CPU wlth soft simutatlon of 0S5 I/0
reguests.
A tast flle transfar capablilty for 8-blt or blnsry

Informatlion via communlcatlions tine between the ARHOPS and
SVLOPS development systems. .

A form of channel coupled Iink between the ~ ARHOPS
development CYBER 170 and the checkout CYBER 180.

for PASCAL-X and Assembly

Symboltlc debugger

fanguage.

Anteractive

5e2+5 TEST BASE OEVELOPMENY

a)

b)

c)

d)

1

"Standards and automated result checking routlnes for

positlve and negatlve testing.

that test case deflnitlon be an
chaqac?erlzcd

Support the requlrement
Integral part of a testy and that tests are

~and indexed for autonated retrlevale

A stimulator wlll be required to simulate Interactive
usage and remote batch trafflc In order to test the
communlicatlons capablilties of the total system,

0.S« performance kaerneis to allow repetlitive and waighted
verlfication of 0.S. Instructlion allocatlions,.

RMS I/0 performance kernels to test streaming rates and
average random access rataes.

during test base

Utliitles to monitor code

executlon,

coverage

S.2.6 EXTERNAL DISTRIBUTION

The followlng CYBER 180 tools (at teast) will be avallable =as

Central

Enhancement and Malntenance Services (CEMS) products In

CYBER 180 mode?
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SYMPL
PASCAL-X
ASSEMBLER
UPDATE
LIBEDIT

“Cross-products®” (axecuting on C170, producing coda for C130)"

wlll not be released without exollclt permlsslon from ADKCe
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6«0 PRODUCT PHASING OBJECTIVES(#} ) ) 6.0 PRODUCT PHASING OBJECTIVES(#)

6.0 PRODUCT PHASING OBJECTIVES(#) i : 1
4 1NOS/1%0¢ NOS/7160 | NOS/180 2

3 Capabliilty I R1 1 R2 " R3 3

[ ! 1 (Inct.RINI{INncI.R2} [

5 e DL PR TP B ettt v B kb I - 5

6 1 ! | 6

) 7 I.0perating System 1 1 1 7

It 1s a deslgn objectlve to accommodate a phased 8 A)Hardware Support 1 (SeelAppendlx C) L]
irotementation and release of saelected products, functlons, and 9 B)System Capablilties 1 1 . ! 9
features consistent with the major design objectives ldentiflied 10 Normal State-Maintenance State X { ] 10
In Section 1.3, 11 Dual State 1 X 1 1 11
) . 12 Submit and control a job ] 1 1 12
fThe tirst release of the Network Operating System for CYBER 13 To C180 from Ci70 ! X ] [ 13
180 (NOS/180) will have timited teatures and will be provided to 1% From C180 to C170 1 ! X ! it
selected customers. The major orlentation of thls release wiil 15 Flle/Record ] ] ! 15
be towards supporting mixed CYL70/CY180 job stream processing and 16 Copy by C180 Job ! ) ¢ 1 ] 16
providing the flrst set of converslon aldse. NOS/180 Relaense 1 17 Cecpy by Ci70 Job 1 1 X } 7
(R1) wllt provide a tlmited production capablility’ productlion or 13 Route to CL70 by C1480 1 X 1 1 19
operations In the NOS/180 Ri timeframe |Is expected to be 19 Record Access to Ci70 Fitle i X 1 ] 19
per farmed In CY170 mode with NOS/170 or NOS-BE. : 20 Linked Mainframes (Jobs, Fllas, 1! 1 | 20
21 Hessage) . . t 1 ! 21

N0S/180 Release 2 (R2) witl provlide a productlion environment 22 NOS/180 to NOS/i70 or NOS-BE 1 L] 22
while continuing the emphasls on mligratlon and converslion alds 23 Dual State Link H X 1 ! 123
(particulariy for NOS/BE 170). NOS/7180 R2 wlll be a complete 24 Channeal Link (66830 ] ! X .t 124
release nithin the schedule constralnts. Only seldomly wused 25 Remote Link 1 } ! X 25
productsy, functions or features wlil ba deferred. N0S/180 26 - NOS/180 to NOS/180 1 t X ] 2%
Retease 3 wlll be a complete and competitiva release. The 27 Channet ‘Link (6683) H 1 X ] 127
folionwlng provides an overview of product phaslng by major 28 ) Remote L link ! 1 ! X 28
program elements? 29 Multl Maintrames (shared RMS/FE)! ! 1 X 123
30 User Access Control ! 1 ] 30

Notest 1) C170 (Indicates a capabillity provided by ci7To 31 User Valldatlion ] X 1 X 1 138
software and used by the 180 system. 32 Familles-Proloa/Epliog ] X ] ! 32

2) A single X Indicates full capablilty with normal 33 Limit Monltoring 1 - X t t 33
enhancements In later releases 34 Security Llevels 1 1 ! X 3%
3) Multiple X indicates phasing of the capablliity. 35 Secure State ! 1 1 X 135

36 Logging 1 ! 1 35

37 Systemy, Acct.y CE, { ! ] 37

38 Job Statistics 1 X 1 1 35

39 Accounting { ! 1 39

40 SRU, Cost Recovery, Instalta- 1 ! ! 40

41 tion Hooks 1 X 1 X ] 181

42 Aoplilcation 1 1 X ! &2

43 Program Services ] ! 1 “3

4y Tasking H X 1 ] a4y

45 LOADER-Object Librarjiesy 1 X 1 1 185

46 Tlme, Dates etc. ! X 1 1 146

ur Queuesy Slynals ] X ! 1 (¥4

) 48 User Alds ! 1 1 43

: ) 49 HELP ! X 1 X ! X &9

50 Debug 1 X 1 X 1 X 50

COMPANY PRIVATE ORAFT COMPANY PRIVATE ' DRAFTY



6-3
06/08/78

—— - o o

6.0 PROOUCT PHASING OBJECTIVES(H)
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1 1 1
INOS/7180¢% NOS/180 1| NOS/1480
Capablilty { R1 ! R2 1 R3

1 1 {Incl.R1)1(Incl.R2)

ey

X

- " " - . " - - - - e > w -
Performance Analyslis . ! X X
Editing X

Source Code Halntenance X

ClJob Capabiliitlies

Job Type
Standard
Maintenance
Baslc transactlon support
Futl transactlon support
Job Submlsslion
Batch Devices (Local/Remoteld
Interactlve Sessions
Executing Program
Job Schedullng
Baslic Prlorityes0Operator tunlng
User Prilority
User Deflned Events
Job Dependency
Job to Job Communicatlon
Conmand Lanquage
Procedure-Baslc S?ructures
Extended Structures

x X

D¥Storage Capabliities

Mass Storage Flles
Permanent-Queue-Temporary

Hagnetlic Tape Flles
Baslc support, Labelleds Un-
tabelled
fFULL ANSI support
Permanent (cataloged)

Mass Storage Sets
Famlly-Onlline
Pamovable~-Auxitlary

Magnetic Tape Volumes
Auxiliary Volume-Vnlume Sets
Famltly Volumes (Tape
Reservation)

Catalogs
Mastery Access Control
Subcatalogs

Permanant Flle Utlilitles
Dump, Loady Audlt
Archiving - To/From Mag Tape

c1i70

- - S o e S G0 wn an Tw e " B G B h we b e R P ww b P ws G wm mw P CE —h e B e T s e 06 —h = wm om o= P
x
- o e - e - " " S o - " S T e S W St o G - T ot e R TE S T e T e e " A w8 G0 P =" o > > - a8 s
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1 ' !

INOS/1801 NOS/180 1| NOS/180
Capablilty i R1 I R2 I R3

! l(Incl.Rlll(lncl.RZ!

Flle/Set Utltlitles
COPY Fllie/Records/Partlitions
Initlallze, Addy Delate,
Recover Set

Baslc Record Manager
Sequentlal.ﬂvte Addrassable

Record Formats
HyUy 170 Interchange
ANSI Record Formats

Flle Access

. Physlical Read/Hrilte
Record Manager
Seyment Access

Flle Sharing
Exclusive Read/Hrite =
Multl Read
Multl Re dy Single Hrits
Multl Reads Mult]l HWrite

, MHemory Management -

Segment Allocation-Swapping
Paging ~ RIngs
Key/tock

> > X

x X

E)RAM Capabliitlies
.Checkpointling
System Initiated (of System)
Job/Program Inltiated (of Job)
System Idle (Inltlated by
System/Operator)
Coerator Initiated (of Job)
Restart
Oeadstart Recovery of System
(Operator)
Job/Program (Job Inltlatedb
Job (Operator Initlated)
System Initlated
Hardware Errors
Detectlion
Error Logging
Error Recovery (retry,etc)
System Idle
Operator Initlated
Environmental monltor
Reconfiguration

X X X
> X X

GO D GS SL ARl O M s AR am Ch BR - Ge W ee an wn % 4s o O B s D ok e P 4o o Ch 6 S0 68 ab v u 40 oo oo @b ab «a an
x>

!
1
!
1
!
!
!
!
1
1
1
1
]
!
!
!
!
!
!
!
!
!
1
!
1
!
!
!
!
|
!
!
1
1
!
!
L
!
!
!
1
!
1
!
1
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Onlines operator controtied s 1 !
Basic (On/0ff equlpments) 1 X ! I
Extended (Reconflgure,addsetc) 1 X 1

Dynamlc by system dua to ] 1 X '

error detectlon 1 . ! {

Malntenance mode ! X 1 i

Onilne Haintenance (malntenance 1 ! !
. and repair) 1 i | H

Mass storage . ] X 1 !

CPU (second of duall 1 ! X ]

Magnetlc Taope { Ci70 ¢ X 1
Unlit record I C170 1 X -1
2550 1 c170 1 X 1

Rerote Malntenance 1 cCi70 1 X {
Common Test & Inltlstlizatlion(CTI) X 1 |
Cniine Diagnostics (perlodic 1 1 [
confidence testling}) 1 ! !

Mass storage 1 X !
cPY 1 X 1 !
Mamory { X ) ]
Magnetic tape { c170 1 X !
Unlit record t ciro 1t X 1
2550 t Cc170 X 1
' ’ 1 [ !

1 ! !
1 1 !
1 1 !
] 1 !
] 1 {
] [} 1
i ] !
1 ! 1
1 ! 1
] ! 1
1 ! 1
] 1 1
1 ! !
| | 1
{ { 1
1 ! i
] 1 !
! 1 1
1 1 ]
1 R !
1 ! i
$ ! !
1 ! !
{ ! !
L [} ]
1 1 !
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1 1 1
INOS/180! NOS/180 | NOS/180
Capablilty { R1 1 R2 I R3
\ 1 1 (InclaR1)I(INCIR2)

D e L T T A R TR DU DEppIRpIY RPN [T pp—

Il.Product Set

FORTRAN S

cogot 6

BASIC &

SORT/MERGE

ALGOL 5

APL

PASCAL (HIRTH)

PL/I

SYNPL

‘PASCAL-X

Assembler

Advanced Access Methods
Direct Access
Index Seauentlal
Multipte Index

File Malntenance Utitltles

OMS/ 180 .
CQuery Language
Report Generator
0BMS
Data Olctlonary

CROSS (2550/CY18 Software Malnt)

Converslon- Alds
CONOL-FORTRAN=BASIC
Flles
ALGOL~-APL

Applicatlions
Math Sclence Llbrary
APEX,TIGSySIMSCRIPT4GPSS
APT,PERTsUnipnloteTotal

Network Products
NETHORK Access Methods
Batch Faclliity
Interactlive Facllilty
Transaction Faclilty

X (MCS)

x X >, x
> X >

x X X

. X X

XX X .

ci7o

> > > x
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7.0 PERFORMANCE OBJECTIVES 1 1 !
T<0 PERFORMANCE OBJECTIVES ! ! !
The CYBER 180 archltecture must altlow the {argest

cost/performance range possible between the smaliest model and
the largest model, The range must be covered continuousty with
no cost and/or performance gaps wlithin the line.

Identlflable processor models must occur at performance lavel
ratlos of 3 (+/- 0.,5). At each tevely a minimum starter system
mus ¢ be configurable wlth growth through add-on and/or
replacemant of hardware modules to allow the wuser to grow In
sraller steps than total system replacements

The. actual code sequences to be used in measuring performance
are specltied In the Environments & HWorkload Speclificatlon (see
section 2.0)y 3lang with the source Janguage kernels and the
varlous benchmarks used to estabiish the performance objectlves.

7.1 SYSIEM PEREORMANCE GOALS

System performance objectives are based on the target
contiguratlons described In Appendix De. .

System elapsed time Is a functlon of the number of dlsks and
the 0/S wutlilzatlion of the disks. System elapsed time ratlos
(CYBER=-73/CYBER-1801 are stateds based on the target
configurations In Appendix Ds to establish objectlives for the
0/S.
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7.0 PERFORMANCE OBJECTIVES | . 1 1
Tel SYSTEM PERFORMANCE GOALS

frmmcrcrc e, ———— L L T S
] ! SYSTEM PERFORMANCE . | BENCHMARK
TENVIRONMENT 1 (CPU SECONDS) 1 2y '
D e e T B e et S et
1 fCYBER-T3t S1 I S2 | S3 I THETA 1 !
] 1 r 1 ! ! ] H 4
R ety TP PP I T SR T TR T D e et 1
{¥ransaction 1 YBF 1 1.2} 3.0 t 7.5 t 25.0 TaL 1
[} 1 1 [ t 1 ! t
f8atch ! ! 1 ! ! | B 1
I Sclentlfic ¢ 315% 1 1.2 1 3.0 ' 9.0 1 34,0 SBL ]
! Cormerclal 1 657 1 142 1 3.0 1 7Te5 1 25.0 1 sIi4eoP 1t
! ! 954 1 1.2 1 3.0 1 7.5 1 25.0 1 8H1Ca0 [
] 1 2650 1 1.2 1 3.0 )} TS5 1 25.0 C13t. ]
1 | 1 1 ! ! 1 !
IInteractive 1! TBF 1 1.2 ! 3.0 | 7.5 1 25.0 1 IeL 1

+

LR e et e R L s

f T e T e T Ry B L D
1 1 SYSTEM PERFORMANCE 1 . {
JENVIRONMENT (ELAPSED TIHEY (3) 1 BENCHMARK 1

L Ty N R Lt R S Y S et 4
.

1 ({CYBER-T31SL 1 S2 1 S3 1 THETA ¢ !
] 1 (1) 1 1 1 ! ! 1
L T L T T T T S LT T e T
{Transactlon ! TBF I TBF! TOF! TBF 1 T8F 1 TeL !
t ! ! [} ! ! ! !
tBatch 1 ! ! ! ! 1 1
t Sclentifijc t 3500 11,21 3.01 9.0 (2) ! 27.0 (2)¢ S8L !
{ Commerclal | 730 11.21 3.01 T3 €2) 1| 10.0 (&)1 SIMBOP i
1 . 1 2945 11.21 3.00 7.3 (2) t 10.0 ()t CSL '
{ 1 ] ! } 1 ] {
tInteractive | TBF ITBF1 TBF! 18F ! T8F I I8L ]
L T e e e S e R

(1) CYBER-73 tinmings are In seconds, and sre based on NOS i.1

4307428 (877694 and assume a 90% CPU utlflzations

(2) Multipte coples of the benchmark are reaquired to achlave
these ratlos - at least 9 for S3, and at least 20 for
THETA.

t3) CYBER 180 ratlos are based on target contlguratloné.

t4) To achleve a ratlo of 18t1 at least 30 disks are requlraed
and multiple coples of the benchmark must be rune
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7.0 PERFORMANCE ORJECTIVES { ! 1
7.2 PRGCESSOR PERFORMANCE

B e e e L L T T T

~aror o

T.2 PROCESSOR PERFORMANCE

To supoort the System Performance Goals aboves processors must
meet performance goals at the relatlve speeds (lsted belowe

T T TP Ep s PR N R

[ P, [P NS SR S SRS e T L

! 1 PROCESSOR PERFORMANCE * 1 1
e L LT T T S
R Db RO PP D L T T e bttt TPy
1 1 BASE tPL 1t P2 tP3 1 THETA ! DENCHMARK 1t
bermmm———— L T S R il St ————t
! L} | 1 1 { 1 !
ISCIENTIFICI280.5¢(1) 1 1.3 ¢ 3.3 ¢ 10.3 t 36.0 1 FORTRAN ]
1 ! ] ! 1 1 1 Kernels '
1 ! 1 ! ! 1 ! 3
180P 1 B.3(2) 1 2.7 1 7.5 1 19.3 1 u42.8 (4)! Composlte %!
L} 1 21.90(3) ¢ 2.7 4 7«5 1 19,3 1 42.8 (4)! S-Protlle 1
1 1 ! | | | 1 . !
{PASCAL L) 1 ! ! 1 I PASCAL-X |
1Extended 1 2.26(5) | 1.3 1 2.9 1 8,4 1 32.0 ! Extended !
! 1 ] ! ] ! t Profite 2 1
! !

.

* These objectives assume no memory Interference, except
for THETA. THETA®s objectlive must Include the effect of
whatever single CPU memory Interference exlsts while
executing the kernels, HWhen evaluating processcr's
performance relative to goalss the maemory and cache
assumpt lons stated below will be constralning factorse.

(1) Vime to exacute the 10 FTN Kernels, seconds
(2) Time per loop ol tha composlite kernaly mliillseconds
(3) Average time per CO30L statement, microseconds

t4) The THETA 80P ratlo Is a preliminary estimatey to be
reduced |t Implementatlon costs are excesslva.

(5) Average time per instruction for the PASCAL-X Kernal
tIncliudling llgi 116y and 117 instructlions) mlcroseconds

COMPANY PRIVATE ORAFT
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T.0 PERFORMANCE OBJECTIVES ! 1 !
Te2.1 MEMORY ASSUMPTIONS

TeZe1 MEMORY ASSUMPTIONS

- Central memory access time (A) Including cables and
bandwldth (B) as detined belowt

! Memory 1 Memory
Processor | Access Time {A) ! Bandnldth (8)
cnmcmaman——- L R L T T Tl Nk Tri gy, -
1
P1 ! 750 ns ! 6% N3/s
! t
P2 1 840 ns 1 6% NMN/s
1 } :
P3 ! 616 ns ! 128 N8/s
} t
THETA | N/7A ! N/A

=~ No conflilct In central memorya.
Te242 CACHE ASSUMPTIONS

1 ! ! !
PROCESSOR ! CACHE OATA | CACHE INST. ! CACHE | MAP HIT
I HIT RATE ! HIT RATE 1 SIZE 1 RATE (M)

!

! cy ! (§ 4] 1
B il Dl h T TPy W, B R et L L LY T ipEpnpppppy

1 1 1 !

Pi { - ! - 1 No ] 0.98
! 1 1 Cache !
! . 1 | I 1

P2 1 0.75 1 0.92 I 16K8 | 0.98
| ! 1 ]

P3 ] 0482 1 0.95 t 32K8 1 0.99
{ 1 1 1

THETA ] 0.682 1 0.95 1 328 1 0995

Hhere 1KB=1024% bytas and Ce I and M 3re deflned so 'hat(

= (1-C) of data words accesses shall requlré a central memory
references.

- (1-1) of the Instructions {not Instructlion words) shall
require a central memory referencee.

= (1-M) of the process virtual address to real merory address
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7.0 PERFCRMANCE OBJECTIVES ! 1 !
7.2.2 CACHE ASSUMPTIONS

o 0 e 0 e e e v 0 o o 0 B0 D 0 P 8 e P O B R O 0 W P W 8 0 B —~

7«0 PERFORHANCE OBJECTIVES - r -, 1 !
7.3 MEMORY PERFORHMANCE

o 0 e 0 8 0 0 0 P 0 B 0 0 0 8 0 0 B 2 B B B D B WP P B G W D Y W D20 0 O w0 D P T P W A P W 0 2 e o 20D

transtatlons shall requlre central memory referance for
segment and page table Informatlone.

"The cache slzes shown are recommended. Tride~offs between cache
size and processor deslgn can be made within the constralnts of
manufacturlng cost and processor performance.

Hit rates higher than shown should not be assumed when
estinmating CPU performances

7.2.3 BLOCK COPY PERFORMANCE

The transfer rate for the Central Memory Block Copy
Irstructions (soft ECS feature) shall be at teast ona word every
othar clock cycle assuming no confilcts. (Najor cvcle for P3)

COMPANY PRIVATE ORAFT
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7.3 MEMORY PERFORMANCE

7«31 CENTRAL MEMORY

To support the system pertformance gnals 3bove., central merory -

must perform the requlrements llsted belfowe

L bttt $ommmmm——— bommm e [ et [ ettt [
1 ) i ] ] 1
] 1 S1 ! s2 S3 1 THETA 1
1 1 ! 1 1 '
jocccmcncrnnnen B R S bkl [ el bbbt B P -
H ! ! ! 1 1
tMaximum Memory ! 1 [} 1 !
1Cap3clty 1 1 1 i 1
t-slngle CPU systemt 8 MB | 8 MB I 16 M3 1. 16 ND !
l-dual CPU system 1 8 MB | 16 M8 § 32 MJI(1) 16 M8 !
! 1 1 ! { !
L et e At el
1 ! ! 1 1 : !
tMaxlmum Total -1 64 MB/s! 64 MH8/sl 128 MB/s! 1000 ™8/s . 1
Idemory Bandwldth 1 1 ! : !
1 R | 1 ! 1
L bt e kel pom——— B LR et
1 ! | A ! . 1
{No conflict CPU ! I 1 1 - 1
tAccess Time (2) L H 1 { Ho objectlive L
{ ! ! ! 1 1
t-single CPU system! 600 ns { 728 ns | 616 ns 1
t-dual CPU system 1 750 ns | 784 ns 1 672 ns 1 1
] 1 ] ! ! 1
D R e it Sl ettt TEL L L LD LT P Ty
1 1 1 1 1 !
{No conflict ! 600 ns ! 896 ns § 896 ns | 896 ns 1
1I0U Access Tlme 1 ! 1 ! . !

1{2) ! ! 1 ! '

S N S L T T S Lt DL LY 3

(1) Not requlired untit January 1, 1983.

(2) All access times are measured at the memaory ports.
Additlonal delay may have to be added for calculstions of
CPU or IOU access. For dual=-CPU contligurationss the
access tlmes are the average of two CPU's,
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7.0 PERFORMANCE OBJECTIVES t 1 {
Teltod MONITORING/TUNING

7.0 PERFCRMANCE OBJECTIVES ' ! 1 1.
Te3e2 OUAL MAINFRAME SHARED HEHDRY

- e - - - - - L 2 2

7.3.2 DUAL MAINFRAME SHARED MEMORY

The maximum total memory bandwidth between the central
processor and a shared memory ls %1 M3/s {one 64~blt word every
192 ns)e This ls applicable to all systems {see section
Jeloalalede

7.3.3 CONFIGURATION AND ENVIRONMENT MONIVYOR (CEMN?

The CEM reports power taults within one-half cycle of thelr
occurrence, and responds to all other environmental faults In
ioms. .

Olgital sensors actlvata In response to ?hreshoid crosslings o}
putsad Inputs within'5 mse The ftransmission rate [s at least
4800 blts/second,

The level of eflectromagnetic Interference Introduced as a
result of sensing elther within a monitored unlt or transmitted
trom it, Is lnslqnlllcant. The CEM and sensors must meet CDC EMC
standards.

7.4 CPERATING SYSTEM PERFORMANGE

Te%e1l MONITORING/TUNING

Mechanlsms supporting measuring of ooerating system and
general software performance and usage characterlstlcs wiil be
provided. Baslc analysls tools for opresenting this datas In
meariirgful terms are to be Included. HMeasurement tools and
services may be optlonally selected,

Capablilties for system tunlng at system generatlons, system
foad and executlon ¢timas wifl be provlided. Include tunling
optliors to maximize performance In the followlng areast

- transaction
~ batch, local/ramote
- time sharing

The tevel of performance achievable In any partlcular area |Is
not reaulred to be at the 1level of speclfically developed
dedlcated aopllcatlon systems., ‘The standard CYRER 180 operating
system must be able to supply the majority of code that would
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make up such dedlcated speciat systems.

Tebe2 I0U PERFORMANCE

L4

The CYJER 180 must provide a hlghly elficlent I/0 capabitlty
In both multi-programming and mono~orogramming modes. VThe I/0
Unit provides?

- Maxlmum burst transfer rate to central memory

- 32 megabytes/second for I1 (S1)
- 50 megabytes/second for I2 {(S2,S3, THETAD

- Device transfer ratesy both burst and sustalneds not
timited by I/0 system (wlithin bandwlidth limltsia

- Abitlity to 3allow consecutlive I/0 requests fto the same
device to be processed 3s If they wer2 a8 single requests SO
as to ellminite a3 tima penalty of seoarate accesses. This
s called "aata streamlng” and requires that the
consecutlive requests be overliaoped such th3at successor
requests occur before tha completlon of current resquestse.

A Ablllfy to altlow 9-18 concurrent I/0 transfers ({9 dual PP
transfers, 18 single PP transfars, or conmbinations
thereof). .

- CYBER 180 external channel
meg3bvtes/second.

transfer spead of S

= PPU major cycle time, I1-500ns.} 12-250ns

= PPU minor cycle time, SO0nse.
To4e3 0S WORKLOADS

The following mworkioads must be abla to run on'a minimum
contflgurationt

- Dedlcated Batch Hode - Hinlmum of 3 concurrent Jobs (1
compliatlon and 2 productlon Jotse BDP orlented)

- . On~llne/Batch Mode <« One on-{lne transactlion apptlicatlion
with up to 35 terminals, mixed types with a throughout of
3 to 4 transactlons per’ sacond. (For measurerent
purposess a transaction Is an axternally generated
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7.0 PERQFORMNANCE OBJECTIVES [] ] 1 7.0 PERFORMANCE OBJECVIVES ' 1 1 4 ]
Teta3 0S HORKLOADS .b.k.i Record Manager

o e o o w0 o0 o e 2 e 0 0 0 2 O ~-w hefadadaded
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INPUT/PROCESS/0UTPUYT  sequence requliring no more than 6 to
8 accesses to RMS during processing.) Two batch  Jobs {1
compifiation and 1 productlion job, BOP orlented).

- Dedlcaoted On-tline Mode - One on-iilne ¢transaction
aopllcation with up to 100 terminals, mixed types, OHS180
accessy wlth a throughput of 6 transactions per second.

Toleh 0/S INSTRUCTION ALLOCATION

Performance objectlves tor speclflc functlons within NOS/180
sre establlshed below, Achlevement of these objectlves Is
‘necessary for the overall system pertormance goals established In
sactlion 7.1.

“These Instructlon counts wiil be superceded by 0.S.
performance kernels which Incorporate the atlocationse but atliow
deslgn trade-offs to achleve the objectlives.

These allocatlions reporesent the number of machlne Instructions
executed In the normal oprocessing path assoclated wlth the
reauests. Error handlling and other exceptlon processlng  Is not

“iIncluded.” The counts are In terms of CYBER 180 iInstructlons. If

. usedy the 115, 116, or 117 Instructlion counts as 20 Instructlons

each and the use of exchange shall count as 40 each.

Te4ohel Record Nanager

The Instruction aflocations for the Record Manager are glven
betont .

Instructlon Count
‘Record In Buffer

Get/Put Sequentiatl < 220
Get/Put Random byte sddress < 320
Get/Put Key < 1000

Record not In Buffer (Physlcal I/0
Manager not included)

Get/Put Sequential < 520
Get/Put Random byte address : < 620
Get/Put Key (Index In buffer) < 1800
Get/Put Key (index not Iln buffer) < 2500

This includes the enllog and prolog of the record manager
grocedurees It any other procedures are calledy, the set up,
call and executlon of the called procedures must be

COMPANY PRIVATE DRAFT
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included.
These Instruction counts are indepandent of record and block
length having been based on a range of thesa parameters In both
sclentlflc and commerclal environments.,

Tohate2 Physlcal I/0 Mapagar

The Instructlion allocatlion for the Physlcal I/0 Manager ls

-glven belows

Instructlion Count
Generate PP request < 350
Request Completion < 400
This Includes the epitog and oprolog of the Physlical 1/0

Nanager. If other procedures are caltled, thelr total
Instructlion count must be Includede. ’

T.4.4.3 Jask Switching

.

-The Instructlon count for task swltching upon suspanslon ot a
task due to X/0, time slice, etce shall bet?

Instructlion Count
Teask Switching < 500

This Includes the Instructlon necessary to suspend 8 tasky
perform needed sccounting for the suspended tasky select s
nen task from 8 ready (lst, etfce A maximum of four (&)
exchanges are permitteds In additlon to the lnstruction count
glven above.

Teboloet Batch Job Initliation snd Jermination {(Normat Case)

The maximum Instructlon count for Initiating or termlnatling a
batch job shatl be!

Instructlion Count
Initlatlon or Termlnation <25000

The maximum number of disk accesses {excluding paglng) for
Inltlation and terminatlon shalil bet -

COMPANY PRIVATE - - ORAFT
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7.0 PERFORMANCE OBJECTIVES ! ! 1
Te4slteas Batch Job Initliation and Termination (Normal Casel
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Olsk Accesses
Inltlation

Read s

Write ' 1
Terrinatlion

Read 0.

Hrlte . 3

Tehala5 Page Fault Handilng

The Instructlon allocation Ioé handting a page fault |s glven
belont . :

Instructlion Count
Page Avalliable ' < 400

Psge on Mass Storage (Physlical
1/0 Manager not Included) < 500

Thils Includes atl iInstructlons needed to oprocess 3 pags .

faulte

T.hiebab Parlodic Functlon

In total these shall not consume more than 2.5% af the total
CPU resourcey, 3s detallied belon?

- P3ge Aglng 0.5%
- Task schedullng - prlority changlng 0.5%
- Error monitoring (see sectlon 7.6) 0.5%
- All other perlodic functions 1.0%Z

Tootte7 Job Snapplng
The rate of swapplng shall be a verlable parameters The CYBER
180 instructlons used shalt not exceed 5000.

Teho4e8 Loader

The table below states the toader reaulrements.
CPU TIME
Benchmarks

Processor Ratlo to CY73

- COMPANY PRIVATE DRAFT
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Telet4a8 Loader

e o 2 e 0 0 0 e D D 3 2 B 2 D W WD W W 0t w0 2w -

P1 1.3 SBL,CBL and BXC80
P2 2.8 SBL'CBL.and BMC8O
P3 6.6 . gBL.EBL and 8MC80
THETA '32-0 SBL+CBL and BMCS80 '

Tele®.9 Dunl State Performance
= Throughput wusing 8n SBL workload (see sectlon 3.3.10 for
configuratlons)?

X170 xi80 Etapsed Time

100 0 . 1a0
70 30 1. 08
30 70 1.08

0 © 100 1.12

= Interstate Communicatlon

The CPU overhead per requast for Inter-state communication
In dual state mode must not exceed the CPU overhead
assoclated wlth the NOS/170 symmetrlc 1ink MMHF Interface In
elther an ldle or actlive statuse.

COMPANY PRIVATE . DRAFT
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Telbalte 10 Network Products Performance
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7.4.4.10 Netnork Products Parformance
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27

28

29
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31

32

Tobahal0.2 CPU UTILIZATION ’ gs
%

The table betow Indicates the percentage of CPU time to be 35
utlliized by NAM and BF to support 112 communication flnes 36

contlgured as follons? 3;
-12 are synchronous 2000-56,000 bps Ilnes used for batch 39
Input/output averaglng 9600 bps/tine. L0

i ' (¥
~100 are asynchronous 110-9600 bps lines used for intaractlive %2 -
applicatlions averaglng 600 bps/ilne. %3

8y

The CPU time used by NAM and BF Is dependent on the sustained hS

data transfer rate. 46

87
58
%9
50

COMPANY PRIVATE ORAFT
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7.0 PERFORMANCE OBJECTIVES ! ] 1
Telie4.10.2 CPU UTILIZATION

o e o 20 B g 0 0 et A 7 B . O o O g 2 WD P B P D W o 2w 2 0
.

1 NAM CPU X ! 8F CPU X
1(11.2KB/sec total, 112 termlnals)i(10.2KB/sec)
wewwon - R ec e m e .o - - —————— forrrm e mm——— -
! LI |
Si 1 522 ! 3. 3%
L !
s2 ! 3.5 1 1.8
! !
S3 ! 2.5% { 0.8%
1 !
THETA | 2.2% 1 0.6%
1 1
Toetielio10.3 MEMORY UTILIZATION !

The amount of rea!l mamory regulred by NAM and 8F to support .

112 communicstlon llnes conflgured wnith two 2550 orocessors shat!
bel

NAM 90K Bytes

BF 30K Bytes

7.5 PRODUCT SET PERFORMANCE

Ta5e1 LANGUAGE PERFORMANCE LEVELS

The following table indicates - the [|anguage processor
performance objactlves. It speclflies the performance values to
be achleved (complle rate &8nd disk accesses) when running the
Indlcated benchmark at the Indlcated memory allocatlions

Hhere two tevels of‘comollatlon performance are speclifled (n
the table belowy they are deflned as follows?

DEV - Development mode. Characterized by ' extenslive
dlagnostics and fast comoilation rate at thae expense of
object code etficlency.

PROD - Productlon moda. Charactaerlized by highly effliclent

object codé (space/speed! generated at the expense aof
compliation rates. ’

COMPANY PRIVATE : ) DRAFT
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ANCE OBJECTIVES 1 1 !
AGE PERFORMANCE LEVELS

LANGUAGE PROCESSORS PERFORMANCE OBJECTIVES (1)

B el D e Ll el e T T Ty
1 1 Minlmum 1 1
1 Real I Statements 1 Maxlmum !
! Memory 1 Complied 1 Dlsk Accesses |

Product ({Allocatlon! Per CPU Min (3)! Per CPU Sac | Zenchmark
1 (2) 1 t Aftowed (4) | 5)
B R e e e ek T T
H 1 !
ALGOL-60 | 150KD ! S5+100 ! 22 I ALGOL S
L 1 ] ! Test Base
1 1 1 {
ALGOL~-68 | TDF ! TBF 1 T8F 1
1 [ 1 t
APL 1 100KB ! NA ! T8F 1
! . ! ! 1
ASSEMBLER! 150K8 ° 1 15,000 { 25 : FCT
1 ! | .
BASIC 1 1’ ] ]
PRCD I TBF 1 TDF 1 T8F | BASIC JOB
DEV ! 100KB 1 20,000 1 25 1 192930445
: ! ! 1 |
cosoL t 150K8 L] 8,700 ! 37 { CBL,BMCSO
1 . 1 L 1 & SIMBDP
1 1 1 1
"FORTRAN ! 1 1 1
PROD 1 150K8 t T9000 - ! 56 t SBL
(0PT=2)1 1 1 { ’
DEV(TIS) ! 125KB ! 13,000 1 23 : SBL
1 ! !
PL/L 1 T8F ) T8F ! TBF 1
! ) ! 1 1
HIRTH 1 100K8 1 30,000 1 20 1
PASCAL | ! L !
1 1 1 1
PASCAL~- I ! 1 ! Complle
Extenced | 1 ! I Itselt
PRCO 1 150K8B 1 44000 1 TBF 1
oEv I 125K8 ! 10,000 1 T8F 1
1 1 1 |
SYMPL 1 1 1 1 Complie
PROD t 150K8 ! 4,000 1 56 | ltselt
DEV 1 125K8 ! 10,000 ! 23 N
1 ! ] 1
{1) Performance values are for P23 wvalues for other

processors (Including dlsk accesses) are proportlonate to
the performance ftigures for PASCAL-X [n tha table In
sectlon 7.2,
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7.0 PERFCRMANCE OBJECTIVES 1 ! 1
7¢5¢1 LANGUAGE PERFORMANCE LEVELS

(2) Real memory allocatlon Is the amount of real memorys
Includlng butfers and table spacey to be assigned the
compller In running the Indlicated benchmark when
measuring complle rate and disk accasses.

(3) Statements compllied per CPU_milnute do NOT Include
comments, The CPU time Includas 0/S time during
compilations.

t4) Dlsk accesses per CPU minute Is a maasure of the loady In
1/0 requests, the complier Is olacing on the system. The
value Indicates the maximum number allowed when running
the Indlicated benchmark at tha Indicated merory
atlocatlione 0Qlsk 3ccesses for p3aging are included.

(5) It no benchmark is indicateds a "typlcal"™ program has
>500 data names, >1000 statements,

TBF - To be furnlshed In subseauent revislons

Te5.2 CODE EFFICIENCY

FORTRAN
Routlne
Library

1)

b)

FORTRAN supplied run time and mathematlical routlnes shatl
execute at the followlng speed ratlost -

Processor Performance

CYBER 73(1) P2 P2 e3 THETA
Run Time '
s and Nath 1.0 1.3 3.2 9.6 - 360
NOS L.4 430/428 (8/76) base
FORTRAN and COBOL generated code shall be as efflcleﬁt as

or better than the code sequences given In the Environment
and Workload Specificatlion, ARH1858, for CPU kernels.

COMPANY PRIVATE DRAFT
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7.0 PERFCRMANCE OBJECTIVES 1 ! !
7e5+3 DMS180
7.5.3 DMS180
T8F
7+.5.4 SORT/MERGE PERFORMANCE
Hinimum . . Olisk Access
Worklng Set Slze Records Sorted Per CPU
Processor (K Bytes) - Per CPU Min (1) Sacond (3) 8/M
Py 100 (2) 1.3 X CYBER T3 120*F T3F
P2 Same 4.5 X CYBER 73 S00*F Same
P3 Sama 12.2 X CYBER 73 1500%F Same
THETA Same 34.7 X CYBER 73 %500 *F Same

(1) Same sort benchmark between CYBER 73 and PN Iin that
same number of strings will be produced by the Internal

the

sort phasee Thls wlll] be controlled by the amount of
memory dedicated to thls ohase. the»ra*lo apnlles onty

to tha time In the sort code.
(2) The minlimum shat!l not exceed the glven value.

(3) F equals { 100,000 ) * (Actual Record Lenathl
(Actual WS) ( 100 )
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7.0 PERFCRHA“CE 0BJECTIVES ! ! )
Te6 MAINTENANCE SOFTHARE

7.6 MAINTENANCE SOFTHARE

Error monltoring wilt not reduce svsfém throughout by n®ore
than 0.5%. . .

No single test will exceed S0000 Ilnes of source code. .

The ob)ect code size of tests Is timited to 176K83 maximum,

end the working set slze Is timited to 100K3 maximume

Initiatization utlititles wlll not excaed two =lnutes run
time for the maximum conftlguration,

COMPANY PRIVATE DRAFT
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8.0 RELIABILITYs AVAILABILITY AND MAINVAINATILITY (RAM) 1 .1sy It has been assumed that loss of a redundant equloment daes
; not degrade system throughput.
» Cnily four of six removable disk storage unlts are required for
2 norral operatlon. .
T The 1loss of a removable disk storage unit controtier wilf not
8 cause the systam to fall.
8.1 QPERATING AND SUPPORT CONDITIONS 9 : .
10 Onty three of four or four of six tape drives are required for
’ . 11 norwmal operatlon,
Tre antlclpated wusage and malntenance of the systemts) 12
speclfled below descrlibe the environment and assumptlons used In 13 The loss of a communicatlons processor will not cause a systenm
predicting RAM performance parameter values. 14 crasha
. 15 .
16 A single controller fallure does not cause a system downe For
8.1+1 OPERATING QpNDITIONS 17 system mass storage devices, there are two mass storage
. 18 controllers for every four spindles.
19 ’
8.1.1.1 Quty Factors 20 The operating system requires a deslgnated splndle on the
21 systen mass storage device. Of the remaining spindies Lf one ls
22 tost the system does not crashe
It has been assumed that il malnframe components are powered 23
up 100% of the time - that ls 720 hours/monthe For perlipherals 24
the rellabiflty data (MTBI) have been based on fleld 25 Bele2 SUPPORT CONDITION-STRATEGY SUMMARY
observationsy and therefore the duty factors encountered In the 26 '
field have been assumad Impllcltiy. 27 .
. 28 The malntenance strategy Is as deflned In the reference
8.1.1.2 Target Conflauration 29 documents noted In Sectlon 2.0.
30
31 Where redundant equlpment Is provided Preventive Malntenance -
. The target conflguratlonls) of the CYBER 180 Systems ls as 32 .does not Intertere with normal system operation.
speclfled In Appendix D 33 .
36 Preventive malntenance intervals will be optimlzed around NTSI
8.1.1.3 Component Criticailty 35 and llfe-cycle malntenance coste. )
35 .
: 37 .
Processor cache and HAP can be bypassed (except Si). 38 Be1e3 ASSOCIATED RAM REQUIREMENTS
39
Up to 254 ot central memory may be flawed by softnare 0
techrliques. : 41 The rellabltlty, avallablilty and malntalnabltity of the CYBER
A 42 180 systems ls derived from the RAM of1?
There will be only one I/0 Unlte It has been assumed that L3
there will atways be a spara PP, hence In a conflguration of n U4 = the Individual hardware elemnents
. PP*s onity (n-1) are requlrad for normdi operatlon, L5 ~ the Operating System software
46 - the tests and dlagnostlics used to walnfaln the hardwnare.
Wrenever a degradatlon occurs [In the malnframes the system 47
throughput Is expected to decrease. L] Falture of any one of these components to meet lts RAN ob)ectives
: 49 could compromise the system RAM, It should be noted that the
Tre following equipment has been conflgured redundantiy. UThat S0 Operatling System rellabltity objectlives have bsen set

COMPANY PRIVATE . ORAFT
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0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAN)
1.3- ASSCCIATED RAM REQUIREMENTS

slgnificantly higher than has ever been achleved for new software
runnlng on nen hardwares

6.2 RAH FEATURES

The guldellnes for total costs for RAM features for 3 glven
malnfrane element will be 10-15% ot hardware manufacturlng cost
except for the THETA CPU. The guldellne for the THETA CPU RAM
costs will be 3%-15% of 'manufacturing costy subject to the
c:nst;;lnv that sclentlific performance Is degraded by no rmrore
than .

© 8+2+1 RELIABILITY FEATURES

Rellablilty features reduce falfure rates of hardware and
software, and minimize component faults from becoming equipmant
and system fallurese. Specitlicallyy rellabllilty Is deflinad as
orevertlng the occurrence or propagatlon of errors. Rellabltlty
f2atures will Includet

Hargwace
- Parity checking on major data pathse address paths,
channels, raglsters and memories axcapt for the THETA CPU,
whlch shatl incltude parity checking within restrictlons
tlsted In paragraph 8.2, '
- Error status reglsters.

- Tlme-out mechanlsms to provide contlnuous operation of
system faclliltles.

- Methods  of forclng conditlons so that checks can be made
of the refiablllty clrcultry,

Snli:ars

A valldatlon check of disk write positloning.

- Checksum techniquas for key system tables.

- Except for offiine dlagnostlcs, validate s {ink uslng
softnare checks (@a+sgey transferring data blocks and
checksums) before actual data transmisslon, .

- Cther checks by I/0 drivers for malfunctions that are

COMPANY PRIVATE . DRAFT
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)
80241 RELIABILITY FEATURES

characterlistic of a device.

Dlagcestics

- The system Inltlatization process to Inciude confidence
level tests run against crltical system components.

8.2.2 AVAILABILITY FEATURES

Avallabllity features are defined @s those providing alternate
paths around talilng: or falled system functlonal components to
minlmlze Impact on a running productlion system. Avaliablilty
teatures witl Inctude?

Hardnare

- Single error correctlon/double error detectlon (SEC/0E0)
implemanted on central memorye

- 'Hardware Instructlon retry providing the Instruction falls
before destroylng any Informatlon.

* = yse of motor generator sets to decraease sensifivity to
commerclal power (2.5 second ride throughle

Softnara

- Executlon of usar suoplled data recovery algorlithms after
: standard system error recovery procedurese

- Checkpolnt recovery facilitles both st the Individual job
and at the system level, such that the environment may be
re-establlshed after a system fallure. These facliltles
witl apply to single and multi-malntrame environrents.

Hardware Suopocted by Saftwarce

- Capsbility to “fauit® portlons of the cache butfer and mao
buffer axceot on Si.

~ Capabitlty to 1dle a PP Ln the I0U and assign another pp
to perform Its taske

-~ Reconflguratlon by a comblnation of hardware and software

technlques tolltowning falluresy, 3utomated 3as (3 as
possibles
Diagnestics

COMPANY PRIVATE ' ’ DRAFT
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)
8.2.2 AVAILARLILITY FEATURES
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= The ablllty to run dlagnostics concurrentiy with customer
operations to Isolate ftaults In one o! dual processorsy
oerlpherals, peripharal controfllers, and certaln modes of
falture in memory.

= Through the standard support, 80% of the hardware problams
assoclated wlth a second processor and peripherals wlil be
repairable concurrent with system oparatlions,

= Support of data Integrlity by all malntenance software, In
that thls software shall never over write those. areas ol
dlsk, etc. while reserved for customer use.

= Support of deferred malntenanca by the on-line monltor,

- Reduced repalr time on system elements through tha use of
Isotatlon dlagnostlics and remote malntenance.

= Minimizing preventive malntenance on all equipments. The

Englneerling flle analyzer will trlgger malntenance actlons
based on usage and error rates. On nenw hardware belng

developed for CYBER 180 the objective should be minimum

preventive malntenance.

8.2+3 MAINTAINABILITY FEATURES

Malntalnablilty features are Intended to optirlze the
effectliveness ot error lsolatlon and maintenance support. They
wit! {ncludet

Hacgmare
- Error signals which locallze faults.

= MWlcroprogram control of CPU Instruction executlon except
for THETA. :

-~ Minimize the number of malnframe module typas with 31l
fike modutes fully 1Interchangeable. Malnframe modules
will be replaceadle when power Is on, but C.S. downe.

- Prilvileged operatlonal modes to execute maintenance
service tacliltlas, For example, vary clock oulse-width
maralns wunder oprogram controls or vary voltage margins
manually.

Soltware
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84243 MAINTAINABILITY FEATURES
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- Logalng ot translent and opermarent faults. Logglnjy of
operating system deadstart racovery and obtaln
suoplemental! Information statlistical RAM Information from
operator Initlated restarts. .

.

- Rellnagulsh all .but 3 minimum of systam crltical corponents
to-concurrent malntenance 3s needed, whlle normal custamer
operation contlnues.

+ Remote access to those facllitles wunder off-flna or

on-iine malntenance contro! which can be used for hardware
and softwara malntenancee

Dlagpostics
- Design CYBER 180 HMalntenance Software to aliow hardwire

maintenanca to be performed concurrent wlth customer
operatlione. . ’

8.2<4 MAINTENANCE SOFTHARE

The performance objectives tbr CYBER 180 Leve! II and III
maintenance software are described In the foltowing paragraohs.

8e2aled ﬂn:LLna_ﬂiniﬁC

1) Be "crash-proof' for at least 95Z of all hardeare and
system software fallureses .

2) Provide 100% wadherence to 0S requirements for securlty,
flle structures and resource accesse

8.2.4.2 0f1-Line_tMonltor

1) Provide 1006% vatldatlon of all operator actlons.

8,2¢4.3 YTestss Dlpanostlcss Utilltles fmalnifcame oniv)

1) Tests

- Shall detect 9S5% of all sollds, software detectable
talluresy 3nd 907% of the same fallures wran run I(n thelir
shortened versions as determined by default parameter
selectlon. :

- Shaltl correctly ldentlfy the functlonal area for at

COMPANY PRIVATE . DRAFT
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8.0 RELIABILITYy AVAILABILITY AND MAINTAINABILITY (RAM)
Be2e4.3 Tests, Dlaanosticsy Utllltles {(malnframe only)
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teast 90% of all fallures detected."

=~ Shall provide a detectlon capablllity whlch supports the
MTTR goats of the varlous preoductse

- Provide 100X protectlon for 3l! customers securlty and
flite structure requlrements.

2) Dlagnostlcs

- Shall lsolate to three or less replaceable subassembiles
for 90% of all solid faltures ldentlfied to a functional
area.

- Shat! provide an isolatlion capablilty which supports the
MYTR goals of the various productse

- Provide 100% protectlon for all customers securlty and
flle structure requirements.

NOTES The cost effectlveness of lsolatlon dlagnostlics wlil be
examined ln detall prlor to submisslon of DR°s.

3) Utititles
A) Englineering Flle Analysis
- Shatll orlede 100% adherence to altl 0S requlrements
for securlty, flle structure and resource accessSe.
- Shall provlde an on-lilne analysis capablilty for 100%
of all errors logged

- Shal}l provide an off-llne capablilty for fatal errors
on system critical elementsa

B) Maintenance Scheduler (CANS)

= Shall provide malntenance schedules for 1002 of all
supported CYBER 180 equipment on each site.

C) Inltlatlizatlon/Oeadstart Tests
- Shall be capable of detecting T0X of all solid

software detectabls falfures (n the assocliated
hardware.

COMPANY PRIVATE ORAFT
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3.3 RAM SUPPORT COSTS
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‘8.3 BAM_SUPPQORT_COSTS

8.3.1 FACTORY CONTINUATION COSTS

- w - -

AVAILABILITY AND MAINTAINABILITY (RAM)

8.3.1.1 Fleld Chanae Ordecs

S1 Mainframe
P2
N2

P3
M3

THETA CPU
THETA MEMORY

1/0

'S1 Malinframe
P2
M2

P3
H3

THETA CPU
THETA MENHORY

1/0

FCO Hours/Equlp/Year

1980 1981 19282 1283 19684 19385 1946

75
10

10

75
15
15

30

10

15

15
23
10

35
15

20

Number of FCO®*s/Equlp/Year (#I)

1980 1981 1982 1283 1384 1935 1986

30 -

4

30
6
6

6
10
,

COMPANY PRIVATE
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1
23 15 ') 6
15 s 8 0
5 5 0 0
«0 30 20 10
10 5 5 0
‘20 so &0 30
3 10 15 10
5 5 0 'y
10 6 " %
6 I . 0
2 2 0 0
16 12 8 %
u 2 2 0
» 20 16 12
2 4 6 8
2 2 0 0
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)
8e3e1.2 Software Malntenance Costs

8.3.1.2 Softwace_Malntanance_Costs

The estimates below are software malntenance objectlives for

the ftirst tive-years following refease. The following
assumptions applys .

- cost to flx one bug $500 except first year (vs. 1976 CYBER
170 cost.of 8$675).

- distrilbutlon of bug reports to be 45% operating systems 15%
FORTRANy 15X COBOL/SORT, 157 DMS180 and 10% ofger. '

- once releasedy, only valldated bug flxes are sdded to a
software systeme No PSR*s are accepted 3 years after
release. . .

= when the next verslon software system ls releasedy, current
verslion users will convert at 50X per vear. .

-~ Year 1982 1983 1984 1985 1986

% Shipped ! 10 20 40 80 *+ 100
As CYBER 180

% c1i70 10 20 30 40 S0
Mode Converting

To C160

SOFTHARE MAINTENANCE COSTS

YEAR 11982 ¢ 1963 1 19684 1 1985 | 19486 !

[PPSR IR SRR SRR YIRS IR P §
1 !
Cumutative
Number C180

{ ! ! !

1 } 1 ! ! !

! 1 ! 1 ! 1

Systems : 25 1 95 1 233 1 462 1 62% |
1 1 ! 1 1

“malntenance” 1 0.9 1 1e1 1" 1.7 1 2.6 1 2.6 1
cost In ! 1 1 ! t 1
miltilons ! L} 1 ! 1 {
1 1 1 ! ! {

monthly t 65 § 185 1 290 1 &40 1| 440 !
recelipt of ! ! 1 L ! |
arror reports [} 1 ! { ! 1
COHPANY PRIVATE DRAFT
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)-
8.3.2 FIELD MAINTENANCE COSTS
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8.3.2 FIELD MAINTENANCE COSTS

8.3.2.1 uannnncg_ﬂnlniananna-nnsls.:.ﬂnlplcnmn-&xsinm

Erphasis will be placed on ease of Instatlation Includling
parameters such ast

1) Physlical Interconnectablflty
2) Environmental requlrements

to the end of reducing Instatiation costs.

The monthly malntenance cost for CYBER 180 malnfrare systems
texcluding peripheral equlpment) Incurred by the supporting fleld
service
{expressad as a percentage of manufacturing costl)t

Life Cycle Second Year

System Average Monthly Monthly Malntenance
Hodel Halntepance Cost Cost_Oblective

s1 0,677 0.85%2

s2 - 04537 . 0.677%

S3 0.53% 0.6T%

THETA 0,45 0.54%

“System model™ Includes bprocessors memory and 10U, Trese
costs Include both the direct cost of maintalning the eaqulpment
and the allocatlion of varlous Indlrect costs, as fol towus?

Dicect Cost

Direct Costs Include the fotlowing tabor, .travel and parts
category?

Remedlal Malntenance Labor

Preventlve Malntenance Labor

Assoclated Repalr Labor

Consumable Parts

Rework of Replaceable Modules

Trave! Tlme and Expenses (for tleld service parsonnel)

Indirect Cost

Indirect costs include the allocation of the follonlng expense

COMPANY PRIVATE 4 DRAFT
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)
8.4 RAM PERFORMANCE OBJECFIVES

-~

8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAHi
8.3+.2.1 Hardware Malntenance Costs -~ Malnframe Systern

categoriliess

1
2 Khere P Is the probablility that a falfure to a componant - In the
- Tralning (tor fleld service personnel) ‘ 3 equiprent causes the equipment and system to fall.
Notet These costs are minimlzed by utltlzing tools such “ .
as isolatlon dlagnostics which witl allow the use s Probsblilty factors have been set as follows?
of MAL-B tralned personnela 6
- Tools and Test Equlpment 7 S1 - 60%
Notet These costs are minimlized by utltizing tools such ] .
as Isolatlon dlagnostics which eliminate the need 9 p2 - 80X
for portable testers. 190
- Spare Parts Inventory : 11 Pl - 70X
= Dlagnostic Software Malntenance and Dlstrlbutlion 12
- Home Offlce Support 13 THETA - 90-95%
14
15 Memory - 75X
8.& BAM PERFORMANCE QBJECILIVES 16
' 17 I0U - 90-95%
. 18
Values are speclfied for fleld release of flrst system? six 19 Finatly, the affact of redundancy h3s been BCC°'m°d3'°d§Ecgzés
months after release} .and 18 months after relesse. Expected 20 means that memory rellsbltity Includes the benefits °: Faor d‘
vatues for the hardware have been based on the growth curves 21 Although 1t Is a reaquirement for the Operatlng System to 'eg ade
establiished In reference 9. 22 the 10U this Is not factored Into the abjectlves which follow.
Forsulas used are as followst 24 )
25 8.le1 MEAN TIME BETWEEN SYSTEM DOHN INTERRUPVTIONS (MTBI DOHN)
S1, P2, I0U 3 MTBI = MTBF (D.60-0435 exp (-0.0357)) 26 ’
k24
M2 8 MIBI = MIBF (0.60-0435 exp (~0.0357)) 28 The operating system components are estimates based on the
29 fol loning assumptionst
LM 8 NTBI = MIBF (0.60-04%0 ex -0.0357T)) 30
o oxo ! ! 31 - The same baslc software system Is used throughout with only
MG 8 HTBI = MIBF (0.,60~0.%5 aexp (-0.0357)) 32 val ldated bug tlixes added.
33 L]
P3 8 HMTBI = HTBF (0.60-0.%5 exp (-0.02T)) 34 - There Is no radlcal change In the nature of the user's
35 production worklioade
THETA 1 MT8I = NTBF « 60~ X - T 3 .
€ L = HIBF 10.60-0.45 exo (-0.021)) 3? - The 0.S. HFBI Is Inversely proportional to the sauare root
38 of processor speeds :
Hhere? 39
40 - Automated restart features (deflned to refturn system to
HTOI 1s the expected, observed HMTBI 8y productive state within 1 minutel) effectlvely Incresse the
L Y4 HTBI by a3 factor of 2.
MYBF ls the Inherent MTBF &3
L1 The objectives stated below lgnore talfures due to trown-outs
and T Is In months after relsase %5 and other power fluctuations. They indicate the factor of two
46 derlved from the automated restart feature of the. Oocerating
In addition, the expected values on release tske into account 67 Syster, In all cases values are exqec?ed. observed values.
the effect of degradabliity (e.qey cachey MAP bypass) 2as follons 48
. %9
Expected MIBI = MIBI /7 P 50
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)

8.4.4 MEAN TIME BETHEEN SYSTEM DOWN INTERRUPTIONS (MTBI DOHWN)
g P gy g YA U S GBS YU UGSy U S §
1 ) ' !
1MTBI(dn) (hrs) TARGET s 1

SYSTEH . !
! . . !
L i T T bt T T Y Ty ¥
IPOINT IN TIME 't CPU IMEMORY § I/0 (PERIPHS! .0/S § TOTAL | TOTAL !
1 . ) 1 A 1 I H/W 1 SYS 1
DT Ty i P B L DT Ty
10n Relasase ) 5551 <«INC- t =INC~ | 3000 5001 4681 2621
1 1 ! { 1 1 1 1
! 6201 ~INC~- 1 ~INC- 1 30001 5001 51t . 2531
1 1 1 o 1 1 1 1 1
118 Months ] 747! -INC~- 1t -INC~- 30001 16001 5781 42518
1 ] 1 1 1 ! { ! 1

9---;----------4-------4-------.---,---;--_----g-_-----'-------.---.---.

IS1x Months

$omemcme—a e T e T e LT Y 3
1 . : ]
IMTBI(dn) (hrs) TARGET s 2 SYSTENM 1
! !

[ USSP QS AP SO G LY S DU Y

IPOINT IN TIME | CPU IMEMORY | I/0 IPERIPHS! 0/S I TOTAL | TOvVAL |

1 1 1 ! 1 1 I H/W 1 S¥YS |
9-0°---—----4--}-;~---—4~—~~——~$---*---0~------}--—-*--0--—-~~-l~-—-<’-0
-10n Release O | 1010¢ 10171 13871 30001 3001 3281 1571
1 it 1 { 1 1 1 [ !
1SIx Months ! 10751 10831 1331  3000! 30018 Jart 1611
[ ' 1 1 1 1 1 .t 1
118 Months 1 11691 1rn 15591 3000! 9001 3731 2641

1 1 ! ! ! 1 ! 1
R T O e Rt e O e L T T Y 3

D i R . T T A S S

TARGET S3 SYSTEM 1

et Lt T T W SRR WNIPpIpIPRPELY WGV NI SISO Uy S Uy IR WUQN I U S R W Sy

IPOINT IN TIME § CPU {IMEMORY | I/0 IPERIPHS] O0/S I VOTAL | TOTAL 1

IMTBI(dn) (hrs)
!

I ] 1 ] ! 1 It H/H 1 SYS |
T L L L LR TX T T T PUPEPLY GLpRELSIIIPLY DEPRpRpRRS WIR QU PRI S P R DI Y
10n Release 1 6331 6071 12161 30004 1671 2281 961
! 1 ! 1 ! ! 1 1 !
I1Six Months 1 T361 6961 12921 30001 1671 2561 101}
! ] 1 1 1 1 ] 1 1
118 Months 1 9071 8281 14061 3000t 5331 2981 1911

[ T L L L Ly X T e R N TS L L T Ty PR Py §
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)
B8.4.4 MEAN TIME BETHWEEN SYSTEH DOWN INTERRUPTIONS (MTBI OOKN)

C ]

- v

s

frerccome nreccerncecancesean e ceccaanaaat

INTBI(dn) (hrs) TARGET THETA SYSTEHMN :
| L

PRSP YE R S e TR PPN R E S DL RS btk bl Dt E e 3

ITPOINT IN TIME { CPU INEMORY ' I/0 IPERIPHSI 0/S 1 TOTAL 1 TOVAL |
t

1 1 ] ] I t H/d 1 SYS |
e S Ll L T P Y R e TS S S e et S L LD i bbb 4
10n Release L 1911 LL7Y 9421 30001 1001 1131 53:
1 : H 1 ! ! ! 1 1
1Six Months 1 2221 ° 5281 9781 30001 100¢% . 129: 56:
1 ! 1 ’ 1 1 | '
118 Months 1 274) 6691 10291 30001 2671 1541 9!
1 t ! t 1 1 1 1 !
v0----—-----f---0--—----’---—---{~--—---{—--—-—aQ-——-—--Q-------Q---»---Q

INC means Includad In the CPU.

8.4.2 (FI) MEAN TIME BETWEEN SYSTEM DEGRAUED INTVERRUPTIONS

[ L e L T P R e e D L LD R Dk ]

! . !
IMTBI(dg) thrs) TARGET S1 SYSTEN . . :
[ . .

R s Loy S Y R Ty et DAL L DL L S L Lt ol Sttt il
1POINT IN TIHE | CPU IMEMORY t I/0 (PERIPHSt O0/S | TOTAL | TOTAL !
1 1 1 1 | ! 1 H/W 1t SYS |
s oencnesenonfancnseclincccenelececsenjrcccennlocncanniccnrcsntremencnt
{0n Release 1 8331 -INC- | =INC- | 90001 151 751: 15:
1 ’ 1 1 1 ! i !

1Six Months ! 9301 -INC- 1 =INC- 1 90001 151 8291 15:
[ . ! 1 1 1 1 . ! !

118 Honths 1 10751 -INC~ | =INC- |  9000¢ 491 9421 . Wt

i S L L T S R Dt ST L L LR L LR Ll At bl bt
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)
8.4.2 (#I) MEAN TIME BETWEEN SYSTEM DEGRAOED INTERRUPTIONS
.""’"-"“-- --"""‘-_-----------’-'----‘--‘-------’----—-----‘"-_---—--—-’
1 . : . !
IMTBI{dg) (hrs) TARGET s 2 SYSTEHN !
1

1

dmmommem- e em—— fomcmcmmlonceanalencnenatecrcernlecenneejrecemecalenacnen

IPOINT IN TIHE t CPU IMEMORY 1| 1I/0 1IPERIPHSI .0/S ! TOTAL | TOVAL |

] ] ! ! ! ! I H/W 1t SYS 1}
et il i e S Ry Pt Ay S Y
10n Release 1 L0601 30521 76331 9000!¢ 91 12241 91
! 1 ] 1 ! ! 1 !
ISix Months : ‘4300! 32481 81201 90001 91 12911 91
1 1 ] ! 1 1 .1 !
.118 Months ] 46751 35321 88331 ‘90001 281 13861 t24}

remrnm e cccccnfrcncc e fercnerefecnccnnfrre e lccranesjeancrvofoncnesn
L PR R e D L R L R R et 4
1 1
INTBI(dg) (hrs) TARGET S 3 SYSTEM 1
! : 1
jercrccancccnan R L L Y S D TR iy WP P AP TN ISP QP PUPIPIY SIS DI RPIY §

IPOINT IN TIME ! CPU IMEMORY ! I/0 IPERIPHS! 0/S | TOTAL I TOTAL 1|

N 1 ' t ] 1 ! t H/W 1 SYS

_§-~‘—----—-‘i-~“——----0-~--——60‘------l~-----—0-------l—-~---~0-~0~-006
10n Release ! 18771 18201 668801 9000¢ 51 6741 51 °
1 1 1 ] 1 [} ! { ]
1Six Months { 17471 20831 73201 9000! 51 TEHY 51
! ] 1 ! ] ! ! A | ]
118 Nonths ] 21171 24841 79671 90001 161 900! 161
] ] ! ] { ' | |} I
D T T T DY SRS R RS PR P SR Y SRRy SRR IS
D T T T T T T T R e R PR PR R Y
) ¢ 1
INTSI(dg) (hrs) T ARGET THETA SYSTEM {
1 !
D e e ettt LT TPy Py DU 1 SR Sy PR PRy Dy
IPOINT IN TIME § CPU - IMEMORY § I/0 1PERIPHS! 0O/S § TOTVAL 1 TOTAL |
! - ! ! ' - I H/H 1 SYS |
D et T e LTl DT T TRy R SRRy TSP RSy Y
10n Release 1 17201 13401 53401 90001 31 6151 n
! ) 1 ] ] ! 1 ! {
1ISix Months ] 20001 15841 55401 90001 31 T031 3
1 1 H ! ] ! 1 1 !
118 Months L} 247010 19481 58331 9000! 81 8331 8t

]

1 1 1 1 1 ! 1 1

D et D e e e e EE Y B T T PP Y

INC means Included In the CPU..
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RQAM)
8.%.3 MEAN LOST TIME DUE TO SYSTEM DOWN INTERRUPTIONS

L L e D R L L Ly o

8.5.3 MEAN LOST TIME DUE TO SYSTEM DOWN INTERRUPTIONS

dellned In"unlts of minutes per falluraas
systems are shown ({(n the (folloning

Mean lost time |Is
Objectlives for Si-THETA
tablest '

P meecerem———— cocome cmeemm——— O S, comm—e—- -———

INLT (dn) (rins) TARGET S 1 SYS TEN 1
1 1
O O trm————— poemmcec - toemcmenajeencncntmaccnnnt
IPOINT IN TIME | CPU IMEMORY | I/0 IPERIPHS! O/S § TOVAL 1| TOTAL 1|
1 1 1 | I ! ! I H/H | SYS 1
feccvcececcccnccfoccnann L foceccnan tecomone T L T T Y S -
10n Release ! 1501 ~-INC- § -INC- ! 180! 36!t 1551 9qT1i
! 1 ] 1 1 | 1 ! 1
1SIx Months ! 150t -INC~- § =INC- | 1301 364 -15651 951
] 1 . t ! 1 ! ! 1 !
118 Months ! 1351 -INC~- t <INC~- 1| 168014 361 16061 1151
] H ! 1 1 ! ] 1 !
fecemcccccccccctonnacan tomom— B L T e el LD DT Py 3
femmmceccccccacccccc e s e n e e meean - B TN s e R DT )
X ’ : . !
IMLT (dn) (mins) SYSTEM 1

TARGET S 2
1 . !

rnomnnnn oo }--‘---—*--—----}-----——.—--—---}-;---—-’---o—o-}—-——--—'

IPOINT IN TIME ¢ CPU IMEMORY 1 [I/0 IPERIPHS!I 0O/S ¢ TOTAL'I TOTAL 1

1 1 t 1 1 1 I H/W 1t 5YS 1
L et D TR R Ty Ty T L L P L R Ll DL R Skl
10n Release 1 1351 1051 1351 1801 241 1301 751
! 1 ! | 1 . 1 '
1S1x Months 1 1351 1051 1359 1801 . 241 1214 731
! ! 1 1 | 1 ' (. t
118 Honths 1 1261 1051 1261 1801 241 1261 961

! ! 1 ! ! 1 ] L 1

T PR LY SR DI S N L L LT LT T Ty STy 3
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)
B8.be3 MEAN LOST TIME DUE TO SYSTEM DOWN INTERRUPTIONS

- —- -~

T e L LT L T Y T S USRI RSP PRI I )
| ) !
IHLT (dn) (mins) TARGET s 3 SYSTEM . !
! . 1

[ YR B R R D B by L e St L T e T 1

IPOINT IN TIME § CPU {MEMORY ! I/0 (PERIPHS!I 0/S 1 TOTAL § TOFAL !

] . 1 1 1 " 1 f H/H U SYS 1
L i et e Sl Tt T T e e el DT ey 3
10n Release ! 1504 1111 1351 180¢ 181 1351 6T
! ! 1 ! ! ! ! ) !
1Six Months ! 1501 1118 1351 180! 1061 1351 . 641
1 L} 1 . 1 1 ] ) 1 !
118 Months ] 1351 1051 126t - 180! 181 1271 [L}]
1 R 1 1 ] ! 1 ! ! 1
L D TR B Rt Rt T R R e L T B S e
Q---;-----------------:-.------7------------------------------—--------}
' ! 1

TARGET THETARA SYSTEM 1

IMLT tdn) (mins)
] !

L D e it Dttt At il il LT Y Sy 3

{POINT IN TIME | CPU IMEMORY t I/0 |IPERIPHS! 0/S § TOTAL | TOTAL 1t

1 1 1 ! ! ! I H/d 1 SYS 1
Ly et S e e R
“10n Retease 1 2101 111 1261 1304 121 1741 881
! LN t t ! ! ! ! !
1S{x Months 1 2101 1051 1261 180! 12y 172y 821
1 ! 1 ! 1 1 ! 4 !
118 Months 1 1501 1051 1201 1801 121 1361 911

! 1 1 1 ! ! 1 1 1

R T S i Ty TSP PRy WSSy WEPIE S RN P UTuy S S

INC means included In the CPU.
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABILITY (RAM)
8.0t (1) MEAN LOST TIME DUE TO SYSTEM DEGRADED INTERRUPTIONS

Belsah (#I) MEAN LOST TIME DUE TO SYSTEM DEGRADED INTERRUPTIONS

The objectlves In thls area
assumptionst

ar® basad -on the following

1) WHhen a degraded Interruptlon occurss, the job which was In
executlon at the time of the Interruptlon Is aborted.

2) The system throughput in degradad mode Is 50X of the
normatl system throughput for all system degradatlons.
3) A Customer Englneer Is contacted immedlately to correct
the problem.

it T B T L LT T
1 . !
IMLT {dg) (mins) TARGET S 1 SYS TEM 1
| I ’

D e et T e e T e T LY )
IPOINT IN TIME | CPU IMEMORY t I/0 IPERIPHSI 0/S | TOTAL 1 TOYAL 1!
) ! 1 LI 1 1 I H/W 1 SYS 1
L el e et Dt i etk bommmme B
10n Release ! 901 -INC- .1 =INC- ! 1051 101 9Nl 121
1 ! | 1 ! 1 1. 1 t
1SIx Months ! 901 ~INC- § -INC- | 1051 101~ 901t 111
] 1 1 1 ] 1 [ [} !
118 Months 1 831 -INC- t =-INC- | 1051 101 831 141
! ! 1 t ! 1 LI 1 1
L T il R R it TR BT P ST LY )
et T e L L L P PO P 3
1 ]
IMLT(dg) (mlns) TARGETY S2 SYSTEM 1

T S L L L L T Ty WY S

fPOINT IN TIME t CPU IMEMORY | TI/0 IPERIPHSI 0/S | TOTAL | TOTAL |

] ] 1 t ! 1 I H/H 1 SYS 1
L L L T B Ll et T O )
10n Release 1 831 661! 8314 1051 61 801 T
{ 1 ! ! | | ! ! 1
1SIx Months 1 831 681 831 105} 61 a0l 71
] 1 ! { 1 ! ] ! !

{ 781 681 T8t 1051 61! ret [ 4]

118 Months
] [ ! ! ! ! ! 1 t

femmcccnecconmefrencvnclenerrsrfjeanneccloravesrlacrcenelrneccenfonnann=}
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINAGILITY (RAM)
Belob (#I) MEAN LOST TIME DUE TO SYSTEM DEGRADED INTERRUPTIONS

-~ - L L L T ~aroea

v
Lt AL L L R R R e e Rt DL L L bbbl L S b L L el LA L EL LI AL LDl Al ] ]
! ) !
1MLT (dg) (eins) TARGET s 3 SYS TEM ’ |
! . t

L it T N T R L by T P RSy PR Y

IPOINT IN TIME & CPU IMEMORY § I/0 IPERIPHSI ©O/S | TOTAL | TOTAL 1!
!

} 1 ! | 1 I H/Ww | SYS
fommmmcena D LTy Ty L T T e DT r TEPY YD PEPER .
10n Relesase ! 901t 701 831 1051 41 831 S1
| 1 ] ! ! ] ! ! 1
I1ISix Months ] 90t 701 831 1051 1 83! . 51

t 1 1 1 | 1 ! {
118 Honths 1 831 681 781 1051 4y 791 51

! . ! ! ] t 1 I 1 !

T Y S L T L T LT peipuppuys fPrcracrcafonccncnlrenenccleccccanl

INC means Included In tha CPU.
8.445 DATA ERROR RATES

Data error rates are dominated by perlpheral data error rates on all
systemss The obJectives stated below apoly to St through THETA systems
‘on releasey six months and 18 months after releases UVhls data shall be
measured at the user I/0 Interfacee.

a) Recavacabla _data eccocs
' The recoverable data error rate shall be one
bits of correct dataa

error ber 10%*9g

b) Unrecoverable_data ercocrs
The unrecoverable data error rate shall be one error per 10**11
blts of correct datae.

c) Ungetected data _ercocs
The undetected data error rate shall be fess. than one error per
10%%16 blts of correct datae.

8.%06 USER AVAILABILITY

The user avallabltlty inctudes att f{tems Ilsted under net
avallablilty belows, excent preventlive malntenance time which does not
form opart of the scheduled operating time. User avalliablilty of all
systems at release and thereafter shall exceed 99%.

1l
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80 RELIABILITY, AVAILABILITY AND MHAINTAINABILITY (RAN)
8.4.7 NET AVAILABILITY
8es4e7 NET AVAILABILITY
The ob}ectives lngludet ‘

the time taken for an enginser to get to the site to repalr the
fallure. .

the tlme taken to effect the repalr (MITR),

the tlme taken to restore the system to Its orlglnat
state and re-run time necesslitated by the fallure. Hajghted
rerun times are used Iin the calculations, based on the fallling
equlpment type.

time taken on preventive malntanances assuming thls Is conducted
by 3 single englneer.

tire tost due to degraded Interruptionse X .

The objectlves axclude ¢

tire to make changes to the hardware (FCO°s).
time to make changes to the software (PSR°s).

the affect of on-llne maintenance software fallures on the

oversll system.

foeccnnn- e ncerenceme .o remrenc- .- cmee-- -t

1 !
t SYSTEM AVAILABILITY OBJECTIVES - CYBER 180 |
! ' . |

R S S S

[P B T e 3
] ! 1 t { 1
! ]

!

{ TINE PERIOD 1 St s2 S3 THETA 1
1 1 1 1 !
fecccrmcmccactemnmcentucncnmatanmne= ctecmmnne +
] ! ! ! 1 !
10n Refease ! 99.05 ! 98.65 1 98.1&4 | 96.12 1|
{ ! ! 1 ! -
16 Months 1 99,10 ( 98.68 1 98,25 | 96.47 !
] ! ] ! ! 1
118 Honths 1 99.27 1 98.08% | 98.54 1| 97.36 |
{] ! 1 ] ! 1
L el T TP $omc——— ctecceccbomen——— +
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8.0 RELIABILITYy, AVAILABILITY AND MAINTAINABILITY {(RAM)
8.5 MAINTENANCE SOFTWARE RAH PARAMETERS

-

-y

8.5 MAINTENANCE SOFTWARE RAH PARAMEIERS

8.5+1 RAM PERFORMANCE PARAMETERS (LEVEL III)

»

The foiionlng RAM parameters for Level III malntenance software are

based on a duty factor of 1% for the dlagnostics. For examples, If the -

dlagnostlcs warae run contlnuousliy then once every 175 hours they would

cause 8 system down Interruptjon at refeases Howevery based on the
* typlcatl fleld usage (1% duty factor) system down Intarruotions should
not occur more frequentiy than every 17,500 hours.

R Ll L L L 2 T T apupiuti WP HpIPpIpY SRR Y

IPaqamater .1 Releasa 16mo.Aftaer {1i8mo.Afterl
! 1 ! Release ! Release |

frmmmmm e ——— L P ————t
tMTBI Down | 175 hrs 1 200 hrs 1 250 hrs |
fememmmcece e L T e s cectrrcncncaany
IMTBI Degraded! 125 hrs | 142 hrs 1 175 hrs |
10D ! ! 1 1
D etttk bl $ommmmmm B R ittt ettt ————t
fHLT Down 1 0.6 hrs | 0.6 hrs 1 0.6 hrs |

PR 7 g AP g S A

v IMLT Degraded | 0.8 hrs | 0.8 hrs | 0.8 hrs |
1(eD) 1 1 1 !

[ L L L TF TP A PP NP PRI APPSR PSS

tA (Y) 1 99.1% 1 99.2% 1 99.3% !

. ——————— F L T T L T T T PRy

8.5.2 UPDATE AND INSTALLATION

Malntenance Softwara components shall be deslgned and constructed
to opermit Ilibrary malntenance and wupdete usling standard systenm
software ancd flrmware. Hardware requlred to support sald malntenance
shall be any standard conflguration as stated In Appandix D,

[t Is estimated that one (1) MAL C tralned CE shall be able to

instalt or wupdate the Malntenance Software Library In tha foflowing
timest :

RELEASE  6_HOS 13_H05./C0ST

240 hrse 1.5 hrs 1.0 hrs/$300 per year
1.0 hrse o5 hrs «2 hrs/3150 per year

Instalt New System
Update Old- System

COMPANY PRIVATE . DRAFT
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8.0 RELIABILITY, AVAILABILITY AND MAINTAINABICLITY (RAM)
8453 FAILURE RATES

.

8.5+3 FAILURE RATES

fackliog of A)L .

Halotepance Softwace - Releasas 6 _Mos 18 Mos
Crltlcal OPSRs/PSRs 0 1 .0
Ms)or DPSRs/PSRs 2 2 1
Minor DPSRs/PSRs 17 8 6
Intorration DPSRs/PSRs 6 5 2
25" 16 9
Fallure Rates/1000 jobs 01X 0.05% 0.,005%

Individual Ob)ectlves are as follows?

OP3R*s/Mo DPSR°s/Mo DPSR?°s/Mo
at Ralepse at_6_Mos._  at_ 1% Moa. .

On-Line Monitor 2 1 0.5
Oft-Line Monjtor 1 1 0.5
, .Is0 uUrit Tests/Dlag.’ 3 2 1.0
P1 Tests/Dlags 3 2 1.0
P2 Tests/Diagse. 3 2 1.0
P3 Tests/Diags. 3 2 1.0
THETA Testss/Dlags. 3 2 1.0
Central Memory 2 1 0.5
Tests/0123gs.
Per foh.Tests/01agse. 6 4 3.0
~Utltlties 2 1 0.5
28 18 10.0

8.6 PRODUCT SEY RAM_PARAMETERS

Hhere sppllcable, product set members will suoport the RAM features
described In COC System Standard 1.12.004 as specifled In the CYBER
180 System Interface Standarde. :

8.6.1 PRODUCT FAILURE RATE

A test base shall be established ftor a3ch product rcoresenting
customers® wuse of the oproduct. The fallure rate for each product

agalnst Its test base Is glven below In fallures per 1000 unlque Jobs

run as measured In the Internal system test ohase (excluding

COMPANY PRIVATE DRAFT
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8.0 RELIABILITYy AVAILABILITY AND MAINTAINABILITY (RAM)
8.6.1 PRODUCT FAILURE RATE

~ o o oo -

Intformational errors).

LR D el S LT Y TP P U IS

1 1 16moe.After (18mo.After!
1PRODUCT t{Release 1 . 1 ]
] | | Release | Release !
L e S L TRy WU S S A WU R
1ALGOL : ] 6 1 3 1 1 1
! 1 .t ! 1
LAPL 1 [ ! 4 1 2 1
1 1 L} ! .
{ASSEMBLER ¢ 1 2 1 2 1 1 !
{ 1 1 1 !
1BASIC ! 3 1 4 ! 2 1
1 . 1 1 ! ]
1coooL ] 6 ] 3 ] 1 1
] ! 1 ! 1
1oMsS180 1 ! ! 1
1 AAM i | L) ' 2 1 1 !
1 FMU ! ] L} Y ! 2 !
1 D8NS H L) ' 2 L] 1 !
1 084S UtlL. 1 6 1 3 1 1 1
t DOL 1 6 1 3 ! 1 !
1! Query Lang. 1 6 1 3 1 1 !
! Report Hriter ! 8 ! L3 1 2 1
! . 1 1 1 t
1FORTRAN 1 6 ! 3 1 1 1
! 1 ! 1 !
1PL/L ! 10 1 5 t 3 1
1 ! ] ! 1
1PASCAL EXT, * ! 2 1 1 L 1 1
H ] ] 1 1
1SORVT/MERGE ! 2 ! 1 1 i !
! L 1 1 !
ISYNPL * 1 2 ! 1 ! 1
1 ) 1 1 ] v
1OPERATING SYSTEM ! 1 ! !
t 80s ! 0.01 ¢ 0.0051 0.002¢
1 SFS ! 0ot I 0.05 1 0.02 1
{ EOS 1 1 1 0.5 ! 0.2 .
! ] 1 H !
L il Dl T T EEY PP PS
* No fallures In system genaratlon.
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8.0 RELIABILITYy AVAILABILITY AND MAINTAINABILITY (RAM)
8.642 PRCOUCT INPUT DATA FAILURE RATE (PIDFR)

L L L L

84642 PRCOUCT INPUT DATA FAILURE RATE {PIDFR)

The PIDFR Is stated In terms of talilres per naltilon Inrputs
processeds A fallure Is a job abort and Is measured In the ltive fleld
environment,

femcccccnncrrcrccen el cenrancennlcreccccnnelccncencnned

g g S g S P QS S

] 1 témosAfter 118mo.Aftert
1PRODUCT (unlit of tReleass ! Release | Relaase |
t Input) 1 ] ] ]
tmm———— i e B e e Ty Y
1ALGOL (ss) 1 0.6 1 0«5 1 O0ob& ’ ]
| 1 ! 1 !
1APL (ss) 1 0.% { 0.2 t 0.1 1
[ r 1 T : t
1 ASSEMBLER (ss) 1 0ot { 0.05 | 0.02 1
1 1 | 1 !
1BASIC (ss) t Ot 1t 0.2 1 0.1 !
1 1 ! [ !
1coBoL (ss) 1 0.2 1 0.1 1 0.05 !
] 1 1 1 t .
1DMS180 ] i | i
1 AAM (fr) 1 0.01 1 0.005 1 0,002 !
{ FMU Lrp) ! 0.1 1 0.05 1t 0.02 {
1 DBMS (fr) 1 0.02 t D.0% t 0.005 i}
t 08MS Utit.(rp) 1 0.02 I 0.01 ! 0.005 !
1 00L (ss) 1 0.2 1 0.1 1 0.05 !
{ Query Lang.(fr) 1 0ot I 0.2 1 0.1 !
t Report Hriterirp) 1 0.6 | 0.2 1 0.1 )
! 1 ! t !
{FORTRAN (ss) 1 0.2 <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>