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The requirements contained herein were drawn from two 
principal sources. The contents of Section 6.1.3 were drawn from 
the documents submitted by the varlous Product Set and Internal 
subsystem desIgn· groups as requirements on the OperatlngSystem. 
The contents of Section 6.1.7 ··"ere drawn from the IPL RAS 
Features document. dated 3/21174,submltted by V.O. Torres a~d 
J.A. Hilson. 

The numbering conventions for the requirements set forth 
herein conform·to the numbering system established in the IPL 
Requirements and Go al s document.' for maJ or head Ings (Sections 
6.1.3.1 through 6.1.3.14 and Section ~.1.7). Mi~or headings are 
organized with the intent of indic~tlng "hat are3 of the O.S. is 
affected by a particular requirement, and are uniform across all 
major headings. E.g •• mInor heading 4.3 under any major heading 
always indicates requirements on Record Hanagement •. 

~OID HEADIN~S 

The numbered outline Is intended to be complete, to alloM for 
future expansion. Therefore, some major headings are listed as 
"io be suppl led"; indlcat ing that no reQulrell!!nts have been 
submitted bv the applicable design group as vet. Some mlnor 
headlngs ar'e fo I lowed by the statement "None", indicating that 
although reQulements have-been recelved from the pertInent design 
group, none were identified as applving to this area of the O.S. 
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6.1.3 PRODUCT SET AND SUBSYSTEM REQUIREMENTS ON THE O.S. 

&.1.3.1 SHL 

6.1,3.1.1 GENERAL REQUIREMENTS 

3 

75/06/11 

1. The object program makes the 10110w1ng assumptions "hen It 
r ecei ves contro I from the IPL environment. 

a. The stack segments· and environment registers have been 
established. 

b. There is no support by the environment in case of a 
runtime abort. 

2~ As far as can be d~termined. the primary user of Release 1.0 
wlll be the IPLOS project. 

3. Time of day. date. and interval timer services Mill be 
r eQulred. 

&.1.3.1.2 REQUIREMENTS ON SCL 

None 

&.1.3.1.3 REQUIREMENTS ON JOB MANAGEMENT 

1. Standard Ac·C:ounting services will be required. 

2. Standard Spooling servlces will be required. 

&.1.3.1.4 REQUIREMENTS ON DATA MANAGEMENT 

1. The object program must be able to output character and 
blnar~ data in some form bv August~ 1975. 

2. ·There is no need to provide complier support for SHL 
Input-Output for Release 1.0 as there Mill not be any IPLOS 
support for the 1-0 by the release date. 

3. The ability to write sequential legible and binary files 
from the slmulator is a requirement in order to be able to 

.record the results 6f test case executlon.-

4. I/O interfaces for creatlng. opening, accessing. closIng and 
deleting sequential and random text and binary flies. and 
for supportlng terminals are· required. . 

~~.1 ReaYlc~~nts on Vo!um~Management 

None 
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6.1.3.1.4.2 R@Quirem@nts on flle .I:l~m~ 

None 

6.1.3.1.4.3 ReQyirements on Record Managem@nt 

None 

6.1.3.1.4.4 ReQyirem~rs on Block Hanagemen1 

None 

&.1.3.1.5 REQUIREMENTS ON. PROGRAM MANAGEMENT, 

It 

75/0&/11 

1 •. There will 
e xecut i on ·of 
w ill assume 
sIngle rIng. 

be no special actl~n taken ,to support the 
SHL programs in multiple rings. The complier 
that the entlreprogram will execute within a, 

2. The operatlng sy·stem w1l I be responsible for the allocation 
of the stack se~mentls) for the program. It wIll al~o be 
responsible for settlng UP the canonical address registerS 
and execut ing the ini t ial procedure cal I to the SHL. 
program. 

3. If coroutines are to be supported, the operating system must 
provide a mechanism for allocatlng a~d freeing the stack 
segment Is) required for the coroutine. 

It. The operating system must take on the malor responsibil1ty 
for managing critical regions, shared-variabie locks, 
events, event queues, the deactivation and reactivation of 
tasks, the stacking of soft-interrupts attached to event 
variables, and the activation of interrupt procedures. 

5. S,hared yariillUu associated with critical regions are·1.n the 
program'S name space; however, their ~ssociated queues must 
be managed by the operating' system. Locks on shared 
variables must a Iso be managed by the operating system. The 
locks should be associated with descriptors established in 
system storage by the loader. 

6. Some mechanism for determining the ownersh'ip of locks on 
shared variables ("signatured locks") is required to keep a 
process from stalling itself. 

1. E~.variables must be shared between processes (but should 
not be ~ variables associated with £Cl1~--t~~nsLL 
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10. 

11. 

12. 

13. 

14 •. 

15. 

Event variables must be In the system name space, and be 
capable of being established at run time. However, it is 
not necessary that a" event pri mit i ves be imp I ementedby 
system calls. The oblect program could interrogate the 
status of event variables to determine whether or not a 
system call was necessary. 

Tasks are charac terized ·0 y a procedure an:! an associ at ed 
i~~~ __ ~~cl~Ql~. !SXn'D procedures can be executed 
asynchronously; ~!t~il! procedures can exist only in one 
process at . a time. Global' variables are a II shared; 
critical procedures may have local static variables that are 
not~. The operating system is responsible for all 
synchronization and stack management. 

Although task variables are in the program name space~ they 
are associated with task-control-blocks (at least, for 
aSynch procedures) some of whose elements are within the ken 
of spawner and spawned. References to these are "qualified" 
by the task variable, which requires the generation of an 
associated entry into the system name space at execution 
time. 

Critical procedures require a signatured lock to ensure 
that they exist in,J and only in, the calling process~ 

The stack frames aSSOCiated with the spawning process and 
with the asynch or critical procedure are critical, in that 
their associated blocks cannot be t~r~lnated untIl all 
processes depending on them have terminated (alternatively; 
termination attempts should result in the termination of 
subordinate processes). 

The operating system is responsible for initializing and 
handling stack forks. Operating system support may be 
required to monitor ~~~, ~ and ~~ across stack 
forks and critical frames in general. 

The conventional mechanism for cOlIIlDunlcation and 
synchronization between the simple kinds of asynchronous 
processes cl ted above is the convent ional Huage but fee, 
which Is the only variable that is shared. The exclusion 
ot ~heseshould be ~econsidered. 

Soft Interrupts and faults result In procedure calls. Hhen 
an interrupt Is caused or a fault Is sensed, the state of 
the Interrupted process must be saved In the process stack 
and a call to the handling procedure generated lust as 
though the call had actually occurred in the interM:lpted 
process. 

The operating system is responsible for-I attaching and 
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1 
2 
3 
4 
5 
& 
1 
8 
'3 

10 
11 
12 
13 
lit 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
31t 
35 
36 
37 
38 
39 
40 
41 
1t2 
43 
41t 
45 
46 
1t1 
48 
49 
50 
51 
52 



ADVANCED SYSTEM LABORATORY APDXE· 
6 

75/06/11 
IPLOS GDS - INTERNAL IPLOS RE QUIREMENTS 

16. 

17. 

18 •. 

19. 

20. 

21. 

22. 

23. 

24. 

detaching InterruPts; Queuing and handlIng of the. 
assocIated event varIables; determining when an Interrupt 
procedure Is enSbled or dIsabled and actIvatIng or 
Queuing accordIngly. 

The operatIng system Is responsIble for fIeldIng. all 
faults, determInIng wnether or ftot the fault Is enabled, 
and activating the currently attached fault procedure. The 
system fault-handler, ·Itself called as a procedure, must 
disengage itself Snd activate the currentlv attached fault 
procedure a~ though the fault procedure had itself been 
called from the Interrupted process when the fault was 
sensed. 

Interrupt and fault procedures may be parameterJzedl In 
general, Interrupt procedures walting on allY and all events 
must be notIfIed of whIch event trIgge~ej them; similarlv 
for a fault procedure attached to any and all. faults. 
Fau I t-spec if ic parameters will probab I v be requIred, and 
Inter'rup t procedures reQuir Ing more Informatl on may be 
nee~ed. 

Information about the existence and status of Interrupt and 
fault procedures must be kept on the process stack. This 
I~plies th~t the operatlng.svstem can be cognIzant of stack 
structure and .that all processes 'whether SWL-complled or 
not) use a ~tack. . 

Stack Inltla1Ization and allocation Is requIred. 

AllocatIon of stack space on and after procedure calls wIll 
be hand I ed bv com pI I ed-out code sequence. . 

Traps on references outside of allocated stack space are 
reQU I red. 

Stack underf 101f and overflow requIre specIal handllng; they 
are exceptions to the rule of handlIng fault procedures In 
the user'S stack. 

Coprocesses are synchrono~ processes with 
stack. The establishment and swItchIng 
aSSocIated wIth coprocess control should 
excursIons to the operatIng system. 

theIr own 
of stacks 

!l~ reQuirl! 

Standard error and exception handlingl set, reset. sImulate 
traps and Interrupts; attachment and d'etactiment of 
eXceptlon-ha.ndllng procedures are required. 
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6.1.3.1.6 REQUIREMENTS ON STORAGE MANAGEMENT 

1. Standard segment creatIon, ·'Imit management, and deletion 
·are required. 

2. Standard storage and workIng-set management Is reQuiredl get 
and free Pages; speclfication of ·stIckv·· parts; overlay 
contro I. 

3. SpecIal .handllng of allocated pages to mInImIze page-fault 
Interference 01'1 references to allo.cated but unaccessed pages 
would be desIrable. 

6.1.3.1.7 REQUIREMENTS ON SYSTEM MANAGEMENT 

1. The prolect must be able to lInk. load, and execute obJect 
decks bv June. 1975. 

2. The use of some form of IPL lInking loader Is a requIrement 
to link separate SWL compilatlonand runtime procedures 
together for· executIon. 

3. We need such fac 11 it Ie·s as type checking across procedure 
calls. It seems tllat ·the Loader Is the appropriate place to 
perform that task for all languages provIded that It is 
possIble to specIfy the severIty of a type conformity 
error. 

.The fo Ilowing are a II requIrements on the loader. 

4. Policing of luttl.:.xte.l type matchings. shared type matchlngs, 
and parameter type matchings accross se:Jaratelv-complled;· 
modules; these may be either data or progra:n .types. 

5. HandlIng and polIcing of ~~CO~ variables. 

6. EstablIshment and InitialIzatIon 
variables and ~~ varIables. 

of locks-on 

7. PackagIng of Code sectIons, bInding sections and. possIbly. 
statIc sectIons for future linkIng. 

8. Handling of context tables In such packagings. 

9.. HandlIng of full length SWL IdentifIers. 

10. EstablIshment and InItialIzation of statIc sectionCsJ and 
system heap. 

11. Establishment of both SWL-Iocal and global segment~. 

12. EstablIshment •. and possible allocation and InitialIzation. 
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of stack segments. 

13. General handl ing of obJect librarIes. 

14. InItializatIon, handling of local segments and 
establIshment .o·f context-table connective tissue· for 
debugging could be handled by a· capability for calling 
user-supplIed procedures duri~g loading. The cost for, 
installing such a test on the loader might be preferable to 
burdening the I~ader "ith detailed knowledge of mapping 
functions, object structures and idiosyncrasies of all 
possible languages. 

6.1.3.1.6 REQUIREMENTS ON OCS 

1. Standard 
required. 

Operator CommunIcations 

6.1.3.2.1 GENERAL REQUIREMENTS 

. . . 

servIces ""1 

1. A ~e~~age ciontr~1 System (MCS) Is definItely needed. 

be 

2. the same general facilItIes as In the ATG proposal ·"111' be 
needed by COBOL by the tIme the product is re I eased. 

3.. The IPL COBOL com'pller group antIcIpates a symbolic dump 
"111 be needed by the COBOL programmer as a SUpplemental 
debuggIng aid. Object code Is not to be prese~ted to the 
user since a hIgh level language user has no Interest In 
such detail. 

The COBOL complier should be able to provIde (on. request. 
perhaps) the. follo",ng dumpIng Information as part of the· obJect 
code f lIe I 

1. SymbolIc data names 

2. A description of each data areal 

a. memory address (PVA format) 
b. length 
c. data type' 
d. dec Ima I pos it Ion (l f appllcab I e) 
e. number of occurrences of an Item~If subscrIpted 

A dump Is usually vle"ed as a system functIon, and so the IPLOS 
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group should state Its positIon on thIs matter. 

6.1~3.2.2 REQUIREMENTS ON SCL 

None 

6.1.3.2.3 REQUIREMENTS ON JOB MANAGEMENT 

1. The mInImum O.S. support requIred for data recovery Is a 
checkpoInt/restart facIlIty to support the RERUN statement. 
It Is permIssIble to requIre that thIs function be specifIed 
outside of the source program. If a superior recovery 
facIlIty is not specIfiable outside of the source program. 
ho"ever, then the COBOL RERUN facIlIty must be supported. 

6.1.3.2.10 REQUIREMENTS ON DATA MANAGEMENT 

None 

None 

1. Support of the 3 fl ie organIzations (seQ.Jentlal, relative 
and Indexedl is absolutely required. 

2. Indexed.flle organ1zatlon must support the exIstence of 
several (alternate, not multiple level) IndIces • 

3. The relative flle organIzatIon "relatIve key" requIres the 
same treatment as the Indexed f 11 e organIzation "prIme key". 

10. It is requIred to allo" program access to all labels~ user 
and system labels (for security reasons, certaIn fIelds of 
the system labels mIght have to be blank filled before the 
label contents are passed to the Pl"ograml. Label' processIng 
Is planned tor all flle or.ganlzatlons,. not only for 
sequential files, at OPEN and 'CLOSE time (beginnIng and 
ending fIle labels) and at begInning and end of volumes. 

5. An OPEN of an unavailable fIle should not automatIcally 
dIscontinue the program; it should put it in a HAIT status. 
If the OPTIONAL clause is not present, and output a message 
requestIng the file from the operator or the term1nal user; 
1t should return an OK status If the OPTIONAL cl~use Is 
present. The Operating System should also be able to 
recognize all labelled flies and attach them automat1<ally at 
OPEN tIme. 
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7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

The .Operating 
at tached to a 
whether thIs Is 
operator or the 

System should close all unclosed flies 
gIven )obwhen thl~ Job reaches end-of-lob, 

due to a STOP RUN or a Job terminatIon by the 
Operat Ing System. 

The Operat ing System shoul d keep track w'hether an End of 
F~le has dccurred and ret~~n an error code if a subsequent 
REAO NEXT is executed prior to the executIon of a CLOSE 
followed by an OPEN statement. or the executIon of a START or 
READ with KEY statement for relatIve and indexed flies. 

Nonpermanent flies should be Qualified by the JOb nalle In 
order' to make them unIque in case of multiple executIons of 
the same program. 

Four fIle OPEN 
OPEN OUTPUT. OPEN 
self-explanatory. 
but posIUons the 
preceding record. 

statements must be supported. OPEN INPUT, 
1/0,. and OPEN EXTEND. The fIrst three are 

OPEN EXTEND opens the fIle in output mode, 
file so that the last rec)rd Is now the 

Three .CLOSE statements must be supported' CLOSE FILE, CLOSE 
REEL, and CLOSE UNIT. CLOSE FILE termInates processIng on 
a fIle. CLOSE REEL and CLOSE UNIT terminate processIng on 
the current volume and prepare the next volume of the same 
file .for processIng. CLOSE REELIUNIT onlvapply to 
seque.nt Ial f 11 es in t.he output mode. 

An Input fIle may be declared ~~ oPtIona~. ThIs means that 
the file mayor may not. be present when opened~ If It Is 
not present, then the first subsequent REAl) statement will 
gIve the "At End"·condition. 

Tape' files may be labelled or unlabelled. Record formats 
F, V, D. U, and S must be supported on tapes, the blocking 
mechanIsms defIned In the label standards must be supported 
on tapes, and multi reel flies and multi flle reels must be 
SUDPorted. String consideration should also be gIven to 
sUDPort of IBM tape label conventIons •. 

When the new label standard Is defIned In JOO COBOL, strong 
consideratIon should be given to Including It In IPL 
COBOL. ASL should ensure that thIs sItuatIon is reviewed 
periodically to see If ay new requIrements on the 110 
.svstem emerge. 

EmergI~g RequIrements 

CODASYL currently 
Task Group) . a t 
fac lilt Ies of J 00 
the progress of 

has a task group (the File ProcessIng 
work clarlfving and extendIng the 110 
COBOL. ASL should periodically review 
the FPTG ~ork to determIne whether any of 
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their proposals should be incorporated in IPL COBOL and 
what additional requirements such Inclusion.mIght impose on 
the IPL 1/0 system. 

6.1.3.2.1t.3 Requirements on Record Management 

1. Code conversIon does not affect' the placemertt of records for 
Indexed sequential files. 

2. ProvIsIon must be made for the use of a program specIfIed 
1/0 error routine to be called after completIng the .standard 
1/0 error routine or upon recognitIon of an invalId.key or 
end of file condItion when an INVALID KEY pnrase or AT ENO 
phrase respect! vel V has llJl.! been specH led In the 1/0 
statement. 

3. Four types of record I/O s tateme nts must be supportedl 
WRITE, READ, REWRITE, and DELETE. Each may be keyed or 
unkeved. WRITE, READ, and DELETE are self-explanatory. 
Rf.WRITE replaces an exIsting record. REWRITE and DE.LETE 
operate on the last record read, In a sequential 
organIzatIon. 

4. A START statement exists In COBOL; Its functIon Is basically 
Internal and consIsts of posItIonIng a fIle bv providing • 
new key value. Supp'ort of this statement bv the O.S. (by 
InItiating a SEEK ~peratIon) could enhance throughput. 
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5. The tollo~lng cha~t summarizes the valid o~eratlons for a 
file In output mode., 

+-~------------+------------------+------------+----------~--+ I I I I 1 
I Access I SEQUENTIAL I RANOOM I OYNAHIC I I I I I I 
1--------------1-----+-----+------1-----+------1------+------1 1 I I I I I I I I 
I O~ganlzat1on I SEQ I REL I INOX 1 REL I INDX 1 REL 1 INOX 1 , I I I , , I I I 
+-----------~--+-----t-----+------+-----+------+------+-----~+ 
+--------------+-----+-----+------+~----+------+------+------+ , I IJ 1 , I' I' I I WRITE , I , 1 , 1 1 I 
1 C NO KE Y) I YES .. YES I YES I NO 1 NO I NO I NO 1 
1 'I 1 1 I I 1 1 
+--------------+-----+-----+------+-----+------+------+------+ , 
I WRITE 
I. (KEY) 
I 

I 
I 
, NO 
I 

I 
I 
, NO , 

I , 
I NO 
I 

, , 
I , 
, YES I YES 
1 I 

1 I I 
I , 1 
I YES'" 1 YES'" I 
I ,I I 

+--------------+--- -~ of:"-- - --+ ------+---- --+----"--+ -~----+------ + 

... Bu'fe~lng may be advantageous. since WRITE statements 'may 
be p~lma~lly In ascendlngorde~. 
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&. The following chart summarizes the valId operations for- a 
file In Input model 

+--------------+------------------+------------+-------------+ I, I 'I 1 1 
I Access I SEQUENTIAL' RANDOlf 1 0 YNAHIC I 
I I I , 1 

I--------------I-----~-----+------,-----+------I------+------, 1 I I I , I , , I 
I O~ganlzatlon I SEQ' REL I INOX , REL , INOX 'REL 1 INOX , 
, I I I I , , I , 

+--------------+-----+-----+------+-----+------+------+------+ +--------------+-----+-----+------+-----+------+------+------+, I 'I' I I , I I , I START I NO D YES I YES 'NO I NO I YES I YES I 
I I'" I I 1 1 I 

+--------------,+-----+-----+------+-----+------+------+------+ I 'I' I , I , " I READ 'I I I , , I I 
, (NO KEY) I YES I YES 1 YES' NO 1 NO ',YES" 1 YES'" I , I I I I , , , I 
+,--------------+-----+-----+------+-----+------t------+------+ I I I , 'I , , 1 I 
1 READ I I I I- , , , 1 
I (KEY) , NO 1 NO I NO 1 YES' YES 1 YES" 1 YES'" , 
I 1 I I I , 1 1 I 

t--------------+-----t-----t------+-,----+------+------+------+ 
.. Buffe~lng may be advantageous 
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7. The fOllowing chart summarizes the valid operations for a 
file in update mode. 

+---------:------+----.• -.------------+-._-----------+--------+ 
I Access I SEQUENTIAL I RANDOM I DYNAMICI 
I-------------~I-----t-----+-~----I------+----~-I---+----I 
I Organization I SEQ I REL'I INDX IREL IINDX IRELIINDXI 
+--------------+-----+-----+------+------+------+---+----+ +--------------t-----+-----+------+------+------+---+----+ 
I START I NO I YES I YES INO INO IYESIYESI 
t--------------.-----+-----+------+------+--~---+---+----+ 
I RE AD I I I I I I I I 
I (NO KEY) I YES I YES I YES INO INO IYES IYES I 
+--------------t-----*-----+------+------+.-----t---+----+ 
I REAO I I I I I I I I 
I (KEYED) I NO '" NO I NO IYES IYES IYESIYES I 
+--------------t-----t-----t------+------+------+-~-+----t 
I REWRITE I I I I I I I I 
I (NO KEY) I YES"I YES I YES INO INO INO INO I 
t--------------+-----*-----+------t------+------+---+----+ I REWRITE I I I . I I I I I 
I (KEYED) I NO I NO I NO IYES .... IYES .... IYESIYES I 
+--------------+-----t-----+------+------+------t---+----+ I DELETE I I I I I I I I 
I (NO KEY) I NO I YES I YES INO INO INO INO I 
+--------------t-----+-----+------.------+------+---+----+ 
I DELET E I I I I I I I I 
I (KE YEO) I" NO I NO I NO I yES.... I yES .... I YES I YES I 
+--------------+-----+-----+-~----+------t------+---+----+ 
I WR Il E I I I I I I I I 
I (NO KEY) I NO I NO I NO INO INO INO INO I 
+--------------t-----+-----+------+------+------+---+----+ I WRITE I I, I I I I I I 
I (KEYED) I NO I NO I NO IYES ...... IYES ..... IYesIYES I 
+--------------+-----+-----+------+------+--~---+---+----+ 

.. Record size cannot be changed 

... Must refer to an existing record 

...... Must ~L refer to an existing record 

8. Each file in a program may have associated with it a FILE 
STATUS data item. This two character item is updated with a 
status value during each executed reference to the file. It 
must be possible to uniquely identify these conditions from 
the status responses of the I/O system. 

A1 SUCCESSFUL COMPLETION 

The usua I case.' 
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02 SUCCESSFUL Read of a record with a DUPLICATED KEY value. 

For an INDEXED file, a READ NEXT 
Alternate Key for which Duplicates 
a record which has the same "key of 

·of the next record. 

operatio~, based on an 
are Allowed, has retrieved 
reference" value as that 

12. AT END (end 0 f f il e condi t i on) (Sequent ia I Access) 

A READ NEXT' operation (Sequential or Dynamic Access) was 
unsuccessful; there are no more records avaIlable In the 
f il e. 

Z1 INVALID KEY - OUT OF SEQUENCE 

A WRITE to an INDEXED fIle In SEQUENTIAL OUTPUT mode 
attempted to create a record with a Prime Key value whIch 
was not greater than the previous record written. 
A REWRITE to an INDEXED fIle in SEQUENTIAL 1-0 mode dId not 
specify the same PrIme Key value as the preceding READ. 

~ INVALID KEY - DUPLICATE KEY VALUE 

A WRITE or REWRITE to an INDEXED file would have created 2 
records wIth the same key value In the PrIme index~ or in 
one of the A Iternate indexes which dJes not allow 
duplicates. 
A WR!TE to a RELATIVE file addressed a relative record 
posItIon which was already occupIed. 

Z1.INVALID KEY - NO RECORD FOUND 

A START operation did not find a record which satisfied the 
logical key condition expression. 
A format 2 READ ooeration (non-sequential access to a 
RELATIVE or INDEXED file) did not find a record with the 
key value specIfied. 
A REWRITE or DELE1E statement to a Relative or Indexed file 
In non-sequential (Random or DynamIc) access mode dId not 
find a" record with the key value specified. 

~ INVALID KEY - BOUNDARY DVE~RUN 

A WRITE statement to any file on a mass storage medium has 
addressed a locatIon which is beyond the externally 
specified boundary of the fIle. 
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J1 PERMANENT ERROR 
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A permanent error mav occur at any time that the system 
attempts a phvs1cal 1/0 operat10n whIch results 1n an 
unrecoverable error (lnciuding OPEN,START (INDEXED flies', 
CLOSE UNIT, and CLOSE, as well as READ, RE~RITE, WRITE or 

·OELETEI. 

None 

6.1.3.2.4.5 Requirements gn JeyicA-2tiy~~ 

None 

6.1.3.2.5 REQUIREMENTS ON PROGRAM MANAGEMENT 

None 

6.1.3.2.6 REQUIREMENTS ON STORAGE MANAGEMENT 

None 

6.1.3.2.7 REQUIREMENTS ON SYSTEM MANAGEMENT 

The following definitions, used bv the COBOL design team. are 
necessary in order to lend absolute claritv to the· Intent of 
requIrements stated in thIs sectionl 

"Binding" is the combInation of 2 or more object modules Into 
one single object module, requirIng offset adjustment and 
possiblva change In the OP code. 

"Llnk1ng" Is the resolution of external. references 'rom one 
module (elther the result of a compilatIon· or of a bInding 
process!. to another. It can be done elther statlcallvor 
dvnamicallv at the tIme of the call or reference. 

~Lo~dlng" Is what the nam~ impliesl the loading of a program 
in the computer memory 'or execution. 

1. Since the COBOL compiler will InItialize All data· entrIes 
declared In the WORKING-STORAGE SECTION, the loader should 
be capable of zero or space filling large areas. ·In 
additIon, 1t should al low initializatIon of 1ndJv1duai data 
Items (VALUE clause). 

2. The COBOL compiler requIres a linkIng f acllltv both In 
static and dvnamlc modes. There Is no requirement for a 
binding facilitv. An efficient Linking Loader is a" that 
Is .reQuired.· 
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3. All external references should be Qualified by the name of 
the moduie where they are declared. 

4. Unresolved references should not cause more than a warnIng 
message at lInkIng tIme. At execut10n tIme, they should 
cause a trap to the LinkIng Loader to attempt to resolve 
them. 

6.1.3.2.6 -REQUIREMENTS ON OCS 

None 

6.1.3.3.1 GENERAL REQUIREMENTS 

1. A means for determining the current CPU time. tIme of day, 
and date must be provlde~. 

. Z.' If a dIgit, or a character, string follows the STOP or PAUSE 
sfatement thIs strIng must· be d1splayed and must be 
availao Ie for examination. 

3. Facilities which permit an executing program to display 
information in the davfile andlor on a terminal are required 
for the DISPLA·and REMARK sub-routines. 

<-
4. A program must be able to distinguish between batch and 

terminal usage. 

5. The first pIece of software to detect a condItIon whIch 
caused or will cause an error must flag the ,error. 

6.~.3.3.2 REQUIREMENTS ON SCL 

1. It is necessary for a programme~ to be able to eXamlne the 
digit, or character, string, which may accompany·a FORTRAN 
STOP or PAUSE statement, with SCL commands. 

6.~.3.3.3 REQUIREMENTS ON JOB MANAGEMENT 

None 

&.1.3.3.4 REQUIREMENTS ON DATA MANAGEMENT 

1. Securitv. A program must be able to establish Its rlght to 
access a fi'e. For examp'e It may be able to write on a 
file when that fIle Is not assocIated with another program. 

2. IPL FORTRAN provides fIve File and 
~tate~ents. These are: REWIND, 

Record MaQlpulation 
BACKSPACE, ENOFILE, 
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BACKFILE. and SKIPFIlE. 

3. 

It. 

5. 

6. 

7. 

He suggest that a partItIoned fIle structure should'be used 
to tacilitate the ImplementatIon of ~hese statements~ 
Part'U.l.ons,wlthin the file can be named andlor numbered. 
Each partition Is separated from Its Dredecessor by an 
end-ot-partitlon marker whIch Is part .f the Dreceding 
record. The last partItIon in the file need not be 
termInated by an end-of-Dartltion. The fIle Is termInated 
by an end-ot-Informatlon marker. 

The implementation of a partitIoned fIle scheme should 
result ,In maxImum flexIbility. 'For example It should be 
possIble to expand a gIven partItIon. From the FORTRAN 
poInt of vIew It Is not necessary for the P3rtlUons too be 
contIguous on a physIcal devIce. so long as the logIcal 
structure appears cont Iguous. 

REWIND posItions the current partItIon at the begInnIng Of 
Its fIrst record, but has no effect if the partition is at 
its inItial point. ASl/C InsIst that this statement causes 
the fIrst' record ever wrItten in the sequence of flies to 
become the next record. It is not clear that this Is the 
intentIon of, IPL FORTRAN. This positIon must be clarIfIed. 

BACKSPACE posit10ris the fIle at the begInning of the 
precedIng record. If there Is no preceding record BACKSPACE 
has no effect. Th.l.s.l.s easIly Implemented for U and F file 
organIzatIons and is diftlcult for all other 'sequential fl Ie 
organizatlons. However, the most flexlble seQue~tlal flle 
organlzation ls the Y type and thls wlll be the IPL FORTRAN 
default for sequential flies. IPL FORTRAN lnslsts that 
BACKSPACE be avaIlable for records in a Y organiZed file. 

NOTEI' An endflle record is counted as a record durIng 
execution 01. a BACKSPACE statement. 

An ENDFILE statement causes an end-of-partitlon marker to be 
wrItten and thIs may be consIdered as the FORTRAN endflle 
Record. 

IPLOS p~Int out that any form of data dellmiter lnvolved in 
the lmplementation of ENDFILE ls like I'; to cause 
lncompatibllity with other I anguage processors. 

Executlon of a BACKFILE statement posltlons the, file at the 
start of the preceding partItion. If there is no preceding 
partitlon,the statement has no effect. 

SKIPFILE will posltlon tne file at the beginning of the next 
partltlon. If a flle ls posltloned at the end of the last 
partitlon SKIPFILE wn I cause an error to be generated. 
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8. BACKFILE and SKIPFILE are applIcable to sequences of 
sequential flies. It ls not clear'whether or, not flies In a 
sequence can be updated, andlor extended. The general 
consensus of opInIon Is that the sequence of sequentIal 
flies usurps the functIon of the operating system. 

IPLOS wIll InsIst that ENDFILE, BACKFILE, and. SKIPFIlE are 
restricted to Magnetic Tape flles~ It Is not clear that 
thIs approach satIsfies ANSI standards. 

A clearer defInition of the requirements for these features 
must be generated. 

9. Both the UNIT function and the EOF function need to be able 
to detect an end-of-information marker. 

10. The EOF functIon must be able to detect an end-of-partltlon 
marker. 

11. The UNIT functIon must be able to check for parIty errors 
~n a specIfied device. 

12. The function IOCHEC Issues a parity check request agaInst, a 
fIle and ll.!U. a devIce. It is understood that If the file 
connected to the specified unit is a mass storage file .liI!l.X 

,error In,the devlce on whicn the file resides will be taken 
as a parity error. A sIngle mass stora3e file Is not 
necessarily mapped into a single mass storage devlc~. and 
the device may hold more than one file. 

13. The function LENGTH must return the number of bytes In the 
last physlcal record read by BUFFER IN. This 110 request 
may have requested more or less bytes than the physical 
record contained. LENGTH enables the user to determine If 
the buffer length ls correct. 

Hlth the LENGTH functIon lost data can be IndIcated but It 
is understood that It Is absolutely impossIble for IPLOS to 
say how much was lost. 

14. The SHL 110 facIlIties were studIed and were found to be 
not sufficiently comprehenslve to allow us to Implement 
FORTRA~ 1/0 usIng SHL 110. It would not be desIrable to do 
so In any case because it moves the FORTRAN program at 
least one stage'fdrther away from the OS and hence the 
external envIronment. 

The Data Manager will be available as part, of IPlOS on the 
slmulator. SHL would lIke some of the 1/0 requests to be 
directly available as part of the simulator. thereby 
avoiding IPLOS. At the moment IPL FORTRAN would prefer ,a 
s1ngle interface with the hardware; this Interface will be 
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IPLOS. 

15. Sensible default values are required for the Data 
Management macros where these are not eurrently supplied. 
These may be installation dependent. 

16. A clear definition is needed of what happens when a Data 
Management 1/0 request cannot be satisfied. 

17. Choieeof suspension or continued execution of a program 
after issuing an 1/0 request is required. 

18. Whilst requiring specific features in IPLOS to support 
FORTRAN 1/0, it is desirable that files compatible with 
other language processors can be produced by FORTRAN 
programs. 

19. The IPL FORTRAN ERS will e~ntaln a matrix Nhlch defines the 
permissible combination of IPL FORTRAN I/O statements with 
file organizations and record structures. This will help 
to clarify the FORTRAN requirements on the O.S. 

20. Formatted records ar~ assumed by the O.S. to contain ASCII 
characters, and cCNlversi on ut lilt ies may be ,requ ired. 

21. It is ftot clear whether an attempt to write on a unit which 
is not connected to a file should cause an error or not. 
FORTRAN could undertai<e to connect a sc~atch Hie during 
execution of the first write on the specified I,Init. The 
requirements here ~ust be defined. 

None 

1. There is a need for a speeific means of assoeiating a 
FORTRAN unit number with a file name and for assoelating 
files with' a program. In IPLOS termInology, this means 
FORTRAN unit numbers must be associated wIth files and unit 
numOers must be ~ssociated with lobs., ~ program must be 
able to determine which files have been associated wlth It. 

A method of resolving this requirement is suggestedr 

The LFN shoul d have standard form. The ,suggest ion Is that 
the LFN 'is FTN'<N~, where <N> is the FORTRAN unit number. 
For example, ,the FORTRAN statement OPEN(101 would, generate 
FTN.l0 for the LFN. 

The, assoe iat Ion between a FORTRAN unit number and a fli e 
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outside a program can be achieved by Job control eonsisting 
of a sequence of SCL commands. For exampler 

DCl FTN,10,TYPE=FILE 
FTN910.FN = 'ALPHA' 
ATTACH FTNUO 
FTN 

2. One Important aspect of FORTRAN 1/0 Is that In general no 
file organization or speci flc devices, are Implled. For' 
example, a ~U canno't specify that a unit number refers 
to a magnetic tape. The exception is BUFFE~ 1/0., 

3. In order that we may implement sequences of files, IPLOS 
must provide a partltionad file capability woere a logical 
file (composed of FORTRAN logical records I corresponds to a 
partition in the file. Each partition should be accessIble 
by name and lor number as a separate entIty within the OS. 

4. Information regarding file existence must be avaIlable to 
t he program. 

A file may exist but not Oe associated in any way with the 
program. 

The FORTRAN definition of "file existence" reQuires 
clarification. At the moment FORTRAN defines existence with 
respect to a program. For example. If a FORTRAN ynit is 
CLOSED with STATUS = "DELETE·, the file CQnnected to that 
unit no longer exi sts for that progra'm. The user is then at 
liberty to try to create another file with the same name. 
The problem is that we are not convinced that the first file 
should be deleted from the permanent fIle catalogue if it is 
a permanent file. 

.5.' If the file is not connected to the program requirIng the 
'information, we must ,know if it is connected to another 

program, and in what mode. 

6. INQUIRE by file name is not possible at the moment. IPLOS 
must support this feature. 

7. Permanent flies arE! known by their "Real lOs"; their names 
in the permanent fll e catalogue. FORTRAN may have to keep a 
table of LFNs and corresponding Real IDs in order to support 
t he INQUIRE stat ement. 

8. FORTRAN does not have to specify a file name and OS requires 
files to be named. so programs must be able to determine 
system ,supplied names. For exampl e, a FORTRAN CLOSE 
statement can make a scratch file permanent. The (ile name 
'is an opt iona I paramet er on the FORTRAN OPEN state ment so 
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that a FORTRAN program could create a permanent file to 
which it did not give a name. FORTRAN provides no 
facilities for the user to identIfy such a 11le once the 
unit to Which It was connected is closed. 

9. When a FORTRAN OPEN ·statement does not spec! tv a STATUS 
parameter. the OS should supply a default which can be made 
known to the pro~ram. . 

10. Programs must be able to distinguish between Direct and 
SeQuential Access files. 

11. It a direct access file was created wi th the Maximum Record 
Number property then the maxi~u~ number of records that the 
file can contain 1s fixed. The maximum length of each 
record Is also fixed but shorter length recods can be 
'employed so that the product of the maximum record number 
and current record length does not Indicate the length of 
the 11le. 

.12. An executing program must have the abil1ty to create a file 
if it does not exist. However, the program cannot supply 
Information about devices and file organizatlo·ns (other 
than seQuential or direct) and the GOS does not define 
default values. It Is not possible for IPL FORTRAN library 
1/0.rouilnes to specify the vsn, efnQ, gen, vel', or expd 
parameters of the FILEIO macro. 

13. Whilst the file creation process is in progress .the file 
organization may be·U type, at the end of the process the 
user may wish to change the description of the file 
organl zati on. Therefore, the ablll ty to redefine the 
description of a file's organization at runtimels needed. 
This is not presently possible, as ·fileorganizat Ion. as 
well as access method, is fixed at the time the file is 
created. 

14. The default file organization for BUFFER 1/0 w1l1 be the 
·seQuential U type file organization. 

6.1.3.3.4.3 Regulrem~ts on Recor~~ 

1. Definitions' 
The b;lSic reoosltor·y of data in IPL FORTRAN 1/0 is the 
logical record and unQuai Hed use of record in the following 
sections means logical record. The IPLOS deJlnitlon of 
logical record is acceptable to IPL FORTRAN~ The four kinds 
of FORTRAN record arel 

formatted - (ASCIII 
unformatted - (binary, Variable lengthl 

. free-field, and 
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endfll e 

The endfile is a record without 8 length property. 
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A free-field record is essentially a record· of unknown 
lengthl unknown, that is, until it is complete. Each 
free-field 1/0 reQuest causes the transmiSSion of part of 
the record. . 

2.· FORTRAN only allows certain combinations of record types and 
a record must be marked as either formatted (characterl or 
unformatted (binary). 

3. Record lengths should be in bytes. 

4. The last record of a file need not be an endflle record. 
This implies that the OS must provide some sort of file 
termination mark to terminate flies and which Is 
distinguishable from a FORTRAN endflle record. 

5 •. IPLOS should flag an error if an attempt Is made (on a 
direct access file) to read a record which has not been 
written. 

G. Implementation 0' 'ree fleld 1/0 will Involve the use of 
discrete records for every free-field write. The FORTRAN 
library routines will unpack free-field records on Input and 
only Issue an input reQuest when the last record r~ad is· 
exhausted. Thus every free-field write wil! cause an output 
re~uest to be issued to the operating system, whereas a 
free-field read will not necessarily C3use an input 
reQuest. 

7. The record length of a free-field record is ·not known until 
lt is complete and we would hope that the e~tlre conte~ts of 
an incomplete free-field record would not be lost If a 
program terminated abnormally and the file was still open •. 

1. Buffer 1/0 represents a strict byte by byte transfer of 
data. No structure can be imposed on the records or file by 
the OS •. The SeQuential U file organization· suggests itself 
In this case. However, BUFFER 1/0 can tr3nsmit records of 
varying lengths and It Is not clear whether or not the 
records in a U organized file can be of varying lengths. 

2. BUFFER 1/0 and block level access should be synonymous. At 
the moment data tr.ansfers can only occur In single blocks 
and unused space in a·plock is wasted. 

3. B·UFFER ItO may be Inc:ompatibl e with a paged environment. 
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KIth BUFFER 110 executIon contlnues whllst the 110 request 
Is being satIsfled and tne user must ascertaln when' It ls 
complete. For a varIety of reasons the OperatIng Sy~tem mai 
not choose to all<tw the program to continue untll the 
request ls satisfIed. If IPL FORTRAN intends to provide 
BUFFER 110 then the FORTRAN ERS should make It clear that 
control may .. ~1-_~~~~~~ be returne~ to the program 
before the 1/0 request is complete. 

None 

6.1.3.3.5 REQUIREMENTS ON PROGRAH MANAGEMENT 

None 

6.1.3.3.6 REQUIREHENTS ON STORAGE HANAGEHENT. 

None 

6.1.3.3.7 REQUIREMENTS ON SYSTEH HA'NAGEHENT 

None 

6.1.3.3.8 REQUIREHENTS ON OCS, 

None 

6.1.3.1t BPG 

6,1,3,1t.1 GENERAL REQUIREHENTS 

1, Definltlons 

In this document we 
servIces', 'desIrable 

dIstInguIsh 
serVIces " 

'between 'mandatory 
and 'exploltable 

services', 

Handatory services are consIdered 
requIrements for effectIve RPG sUPPort~ 

the 'mInImal 

1l..!tt1~!L-..S.lU:j£m.:i will ease program converslon and 
encourage mIgratIon. 

f2UlllilllULllo:1£tt are not reQulred by RPG but Nill be 
ex terna IIzed to the IPL RPG user, 

2. Telecommunlcatlons 

NCRICDC PRIVATE REV 06113/75 

1 
2 
3 
It 
5 
6 
7 
8 
9 

10 
11 
12 
13 
11t 
15 
16 
17 
18 
19 
20 
21 
22 
23 
21t 
25 
26 
27 
28 
29 
30, 
31 
32 
33 
31t 
35 
36 
37 
38 
39 
Ita 
41 
42 
43 
1t4 
45 
46 
1t7 
1t8 
49 
SO 
51 
52 

25 
ADVANCED SYSTEM LABORATORY APDXE 

75/06/11 
IPLOS GDS - INTERNAL,IPLDS REQUIREHENTS 

IPL RPG wIll have a telecommunlcatlons capablilty. I would 
lIke to defer a detaIled analysIs of requirements untll I 
have studied the 'standard termInal deflnltion', 

6,1.3.1t.2 REQUIREMENTS ON SCL 

None 

6.1.3.1t.3 REQUIREMENTS ON JOB HANAGEHENT 

None 

6,1.3.1t.1t REQUIREMENTS ON DATA MANAGEMENT 

1. RPG requIres the following ~odatory Interfacel 

RPG al lows the programmer to specl fy hls own pr,ocedure for 
110 error condltlons, Data management must look for such an 
error procedure on 1/0 error conditIons, 

2. ' An RPG lmplementation on IPL wIll only be effectlve 1.f the 
complier can accept EBCDIC flies containlng flelds with any 
of the data types def ined by the RPG de facto standard" 

To, accomplish this, the following services are ~~~~I 

An intercept provided such that all records read from a tape 
may be translated under control of the RPG program. This' 
lncludes all label records. 

A Ilnk back .0 the data 'nanagement routlne after labels have 
been translated such that the I abe I sare checked by the 
system label checkIng procedures. 

An 'on the fly' utIlity provIded 
translation of a record only after 
recognIzed its data type composition, 

that wIll accomplish 
the 'RPG ,program, has 

&.1.3.It,.1t.1 ReQulrneots on Volume Mana~ 

None 

§.1,3.1t.1t,2 ReQulreunu on File Hanagement 

1. Support of the followIng fIle structures Is m~~1 

SequentIal F fIle structure 
SequentIal 0 fIle structure 
SequentIal S fIle structure 
RelatIve fIxed length structure 
Indexed FIle Orgdnlzatlon 

(SF) 
(SOl 
(SS I 
(RFI -
(IS I 
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2. Support of the fol lowing lnte.rfaees Is mandatory' 

RPG allows the programmer to speelfy his own procedure for 
proeesSing labels whether they be non-standard or ANSI 
standard user labels. ~ata management is required to allow 
the specification of two label processing procedures. One 
procedure. for non-standard labels or ANSI UHL·s;. the other. 
for. ANSI UTL·s. 

3. Support of the fOllowing file struetures is ~~~lc~~' 

Sequential U file structure' (SUI 
Foreign file organization 
NCR variable length structure Ii byte VLII 

4. Support of tne follojjing feature is lifiblli!. 

De facto standard 
speeified on mass 
organization. 

RPG allows label 
sto~age deviees 

proeedures 
irrespect i ve 

to be 
of Hie. 

5. Support of the following file structures is ~~I 

6. 

Sequential Y file structure (SYJ 
Relative varia'ble .Iength structure (RVI 
User defined file ~rganization 

.The 'al ternate' key feature of Indexed f lies Is 
J!lMl.d~ though it is ~talli. 

D~ 

6.1.3, It. It • 3 Ra gu~ll.-2!LR~cL!1a!l.a.~ 

1. Support of .the fol lowing record requests is m§Jlsia1.2t::£. 

REQUEST 
GET 
GET KEY 
PUT 
PUTKEY 
REPLACE 
DELETE 
OELKEY 
FINOKEY 
FINOO 

USAGE 
1,10 
1,10 
O.IO,E 
0,10 
10 
10 
10 
1,0,10 
1,0,10 

FILE ORGANIZATION 
SF ,SO,SS,IS,RF 
SF (see note),IS,RF 
SF, SO, SS, IS, RF 
IS, RF 
SF, SO, SS, IS, RF 
IS ,RF 
IS ,RF 
IS, RF 
SF,SO,SS,IS,RF. 

NOTE' A sequentIally organized mass storage file, that has 
fixed length file strueture, may have its records 
randomly aceessed by relative record number in an RPG 
program. 

2. RPG has the followIng ~al~~ requIrements on record 
address values. 
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3. 

It ... 

5. 

al Reeord addresses are relatIve to the start address of a 
file (anj would be valid for a copy of tne file), 

bl Record addressds are valid for the life of a file as 
long as the user does not update the file in such a way 
tnat record positIons are altered. ThIs means that data 
management must not reorganize records wi.thout the users 
acknowledgement. 

cl Record addresses ean be used to aecess records in any 
type of file organiZation, 

Support of the fol lowing record requests i s wuJJ::alU~' 

REQUEST USAGE FILE ORGANIZATION 
GET 1,10 SU 
PUT O,IO,E SU 
REPLACE 10 SU 
FINOO 1,0,10 SU 

Support of the follojjing inter face is·~~.ul 

De facto standard RPG all ows sIgned P3cked as well as 
alphanumerIc keys for Indexed sequentIal. flies, He request 
that keys be c.ommunicated to the access method through the 
use of parameters giving address, I ength in bytes, and data 
type. . . 

Support of the fol'lowing record requests Is 11l1R~.l.1il~ltl 

REQUEST 
GET 
GET KEY 
PUT 
PUTKEY 
REPLACE 
REPKEY 
DELETE 
OELKEY 
FINOKEY 
FINOO 

USAGE 
1,10 
1,10 
O,IO,E 
0,10 
10 

OCsee notel,IO 
. 10 

10 
1,0,10 
1,0,10 

FILE ORGANIZATION 
SY,RV 
RV 
SY,RV 
RV 
SY,RV 
IS,RF,RV 
RV 
RV 
RV 
SY,RV 

NOTEI RPG allows records to be added to an existing fIfe 
whIch has output usage and indexed o~ relative file 
organizat.ion. Such addition of records is subject to 
a 'duplicate reeord' sItuatIon. i.e" his request to 
'overwrite' the existing record would be serviced by 
REPKEY. 
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~~4 Regu1c~ents on Block Management 

1. Support of the following feature is desirable. 

28 
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De facto standard RPG allows indexed file keys to be 
contained' within a block, prefix when the records are not 
blocked. 

~4.4,5 Reguirements o~~~~~ 

None 

6;1.3.4.5 REQUIREMENTS ON PROGRAM ,MANAGEMENT 

1. It is a hIgh prloritv obJectlve of the RPG project that the 
RPG user need never see a 'hex' dump. 

Support of the following Interfaces is therefore mandatorvl 

A hook provided between the OS 'program error routine and 
RPG's symbolic dump formatter. 

An Interface provided whereby the RPG symbolic dump 
formatter may read the core image RPG program (that Is In 
error) before the Ilob Is terminated. This Interface shou Id 
be generalized so that It is available to a 'dvnamlc' 
svmbollc dump which. returns control of an executing 
program. 

6.1.3.4.6 REQUIREMENTS ON STORAGE MANAGEMENT 

None 

6.1.3.4.1 REQUIREMENTS ON SYSTEM MANAGEMENT 

None 

6.1.3.4.8 REQUIREMENTS ON OCS 

None 

Requirements to be sUPplie~ 

Requirements to be supplied 
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h1£.~£.LAeL. 

Requirements to be supplIed 

&.1.3.8.1 GENERAL REQUIREMENTS 

None 

6.1.3.8.2 REQUIREMENTS ON SCL 

None 

APDXE 

6.1.3.8.3 REQUIREMENTS ON JOB MANAGEMENT, 

None 

,6.1.3.8.4 REQUIREMENTS ON DATA MANAGEMENT 

None 

L.1~ ... L.!!...J.~SIJ,W:~!I.§.D'S on Vplum~.9~, 

None 

29 
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1. A fast open function 15 needed for scratch/temporary files. 

2. The capabllItv 
exist In the 
temporary file 
the flle). 

to switch processing states on flies must 
form of a RE-OPEN function (1.e., write a 

and then In the s~me program be able to. read 

3. Because the SORT wIll be working In a shared media 
envIronment a requIrement exIsts to unlQuelv ldentlfv the 
temporary ~ork files associated with each sorting function. 

6.1.3.8.4.3 Reauiremen~n Recprd Management 

None 

None 
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6.1.3.8.".5 Regu.la.!!w)ts on OevIcJl..-llili~ 
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1. ·Certaln SORT technIques require the use of read backward 
tape. If the hardware Is provided the devIce drivers need 
to provide the read backward function. 

6.1.3.8.5 REQUIREMENTS ON PROGRAM MANAGEMENT 

None 

6.1.3.8.6 REQUIREMENTS ON STORAGE HANAGMENT 

None 

6.1.3.8.7 REQUIREMENTS ON SYSTEH MANAGEMENT· 

1. There exists a need to .dynamically link/bind modules at run 
tIme. 

2. The need also exists to be able to link/edit modules prior 
to executIon/run tlme. 

6.1.3.8.8 REQUIREMENTS ON OCS 

None 

6.1.3.9 08MS and oata Utilities 

6.1.3.9.1 GENERAL REQUIREMENTS 

1. An explanation is requIred In the IPLOS Structure Overview 
of how. the OS Intends tapes to·be used. 

2. In the IPLOS some means of aSSOCiating files Into processing 
groups must exist (I.e., assocIatIng one or more user flies 
to a common I~g fllel. The Data Recovery utilIty must ha~e 
a means whereby It can ascertaIn the IdentIty of the user In 
order·to properly track the usage of monito~ed flIes. 

6.1.3.9.2 REQUIREMENTS ON SCL 

None 

6.1.3.9.3 REQUIREMENTS ON JOB MANAGEMENT 

1. Although the loggIng utilIty wItt not. monitor entire 
CheckpoInt flies If must be able to unIquely identIfy the 
Checkpoint In order to properly recover data files to a 
predetermined poInt In tIme. 

2. The Checkpoint function must call the Logging utIlIty at the 
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begInning of eaCh CheckpoInt that Is requested. If the owner 
of the·flle has IndIcated that tra:king of pheckpolnts Is 
reQu ired. 

3. Control on user abort suffIcIent for us to flush buffers. 
etc. 

6.1.3.9.4 REQUIREMENTS ON DATA MANAGEMENT· 

1. Password cheCking for user and termInal IO·s. ·and macros to 
retrIe~e the Io·s. 

2. Ability to ·rename the record access method processing a file 
to be our own method. Our method must be able to use 
standard record requests and open additional files. 

3. Asynchronous I/O Is required. 

4. Hait optIon with tIme lImit on data management requests. 

.5. Data streams are reQu Ired. 

6. Data streamIng Is required. 

Ii. 1,3.9. It. 1 RegulremlUlll_lm V 9 luu_t!..aM9JI..!!!JUl1 

None 

~9.4.2 Reaulrem~n....E~nagement 

1. RapId open-close sequences •. 

2. MuH Ip I e concurrent Independent opens 1 n a run. task. etc. 

3. A method to relate o~r data descriptiQ,·.fltes wltl;l user 
f 11 eSt 

4. Concurrent update (multIple wrIters) on all dIsk ·flle 
organizatIons supported by Cobol. 

5. The Data Recovery ut 11 lty must work In harmony with the FIte 
Manager. The LoggIng portIon of the utIlIty should be 
called .by the FIle Manager whenever any fIle that Is to be 
monitored is opened. 

6. The LoggIng utlllty wlli need to access the Request Block of 
the user fIle beIng opened. 

1. Locking via record re~uests, includIng Finds, Ipcklng by 
flle address, and lockIng of all records an a flle. 
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2. Option. on Find for obtaInIng a fIle address wIthout record 
retrIeval. 

3. Delete and Replace by file address and key so we can modIfy 
records In additIon to the last one read. 

It. PoInter. mode of Get, to allow Inspect Ion of the record 
without transfer Into a separate record buffer. 

5.. Ider'lt Ical options for major and mInor Index keys for ill 

multIple-Index file (duplIcates permitted/restrIcted, key 
modifIcatIon permItted/restrIcted, etc.). 

6. The Logging utility must oe attached In such a manner that 
all Record I/O requests for monItored flies pass through the 
logging utIlity. 

None 

~~~5 Regu~ents on Deylce Driyers 

None. 

6.1.3.9.5 REQUIREMENTS ON PROGRAM MANAGEMENT 

1. Use of LNS by some modules Is requIred. 

2. A sImple way to determIne at run tIme a routIne's program 
name, the date/tIme of compIlatIon, and the complier versIon 
used. 

6.1.3.9.6 REQUIREMENTS ON STORAGE MANAGEMENT 

1. Secure lIbraries to restrict user substItutIon of our major 
routInes at run time. 

2. Shared segments between runs, with serIalIzation macros 
prov 1 ded. 

6.1.3.9.7 REQUIREMENTS ON SYSTEM MANAGEMENT 

1. Dynamic lInk loading is required. 

2. Common requests for all termInal types. 

6.1.3.9.8 REQUIREMENTS ON OCS 

None 
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Requirements to be supplIed 

RequIrements to be supplIed 

6.1.3.12.1 GENERAL REQUIREMENTS 

1. Mutua I Exc I usion to Shared Resources by serla lizl ng user 
access Is required; bearIng in mInd that some "users" are on 
the hardware/firmware sIde of the lOSS Interface. 

6.1.3.12.2 REQUIREMENTS ON SCL 

None 

6.1.3.12.3 REQUIREMENTS ON JOB MANAGEMENT 

None 

6.1.3.12." REQUIREMENTS ON DATA MANAGEMENT 

1. A requIrement for data streaming exIsts. It is a 
requIrement that the operatIng system provIde the necessary 
close-coupling of the user's buffer condItIon wIth calls 
upon the devIce Interface 'software In order to Implement the 
requIred level of data streamIng. 

None 

None 

None 

None 
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None 

&.1.3.12.5 REQUIREMENTS DN PROGRAM MANAGEMENT 

1. Event CreatIon, PostIng and Hakeup servIces ar~reQuired. 

&.1.3.12.& REQUI~MENTS ON STORAGE MANAGEMENT 

1. Proolems must be solved In .the OS desIgn for relatIng the 
real memory address of tables ·to a sImIlar vIrtual address. 

&.1.3.12.7 REQUIREMENTS ON SYSTEM MANAGEMENT 

1. At system Inltlalizatlon, and potentla"I, whenever a 
processor Is restarted, the locatIon of tables used on both 
sIdes of the hardware/controlware/software Interface must be 
establIshed for all users. 

2. The data structures of the Interface must be Inltlallzed. 
The operatIng system must establIsh InItIalIzatIon and 
restart procedures In a general sense, and must Include 
provIsIons for the lOSS tables and data structures. 

3. VIsIbIlIty to the mechanIsms and capabIlItIes for generatIng 
a system from mlsce I laneous modules Is reQuired. 

&.1.3.12.6 . REQUIREMENTS ON OCS 

1. The operatIng system must provIde a path by whIch the 
system operator can communIcate wIth the devIce Interface 
software on problems of mutual concern. 

w...h13 MSS 

&.1.3.13.1 GENERAL REQUIREMENTS 

1. The system (hardware and OS) must be desIgned so that the 
system down MTBF Is a mInImum of 1&6 hours of system power 
on tIme. 

2. The IPLOS must be desIgned to functIon wIth a mInImum number 
of crItical .hardware ele~ents. 

1. The general reQuIrement is that IPLOS be capable of 
detecting al I of the fault types whIch are Inherent to a 
gIven system element. System elements whIch cannot cause 
traps/Interrupts or otherwIse sIgnal a fault state must be 
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2. 

3. 

5. 

&. 

7. 

perIodIcally polled. 

Software tlmeouts must be provIded for all channel 
communIcatIon (If not provIded by hardware). 

Software tlmeouts must be provIded for processor actIvIt, In 
a multIprocessor envIronment. 

Hardware status regIsters must be perIodIcally examIned for 
fault status (If no specIal sIgnal Is generated by one or 
more classes of faults). 

Errors In system elements whIch are 
Interfaced" to IPLOS must be reported back and 
IPLDS vIa standard system protocol. 

not "dIrectly 
detected by 

Recoverable system errors (hardware and OS) should be 
InvIsIble to the customer. 

IPL Errors detected by IPLOS must Includel 

7.1 Memory 

SIngle error detected 
Uncorrectable error 

7.2 Processor 
~ 

Processor malfunctIon condItIon bIt set and processor 
fault status regIster value 
Processor hun~ (tImeout In multIprocessor systeml 

7.3 Data/address paths 

Par I ty 

7.1t PerIpherals· 

Controller malfunctIon IncludIng tImeout 
DevIce malfunctIon 
MedIa malfunctIon 

7.5 Net.works 

Node, LIne, DevIce, MedIa 

7.& Other 

Power faIlure immInent 
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1. The 'reQuirement here Is that IPLOS upon detection of a fault 
Immediately attempt to assess the damage caused by the 
fault. 

2. Damage assessment must di fferent iat e between cr It I ca I ,errors 
,and noncritical errors. ' 

3. IPLOS eQuipment/conflguratlon/allocatlon/asSlgnment tables 
describing IPL' hardware elements must be designed to allow 
damage assessment to efficiently pin~oint impacted 
processes/tasks/lobs. ' 

4. IPLOS damage assess,ment must not be externally 
interrupt ab I e., 

1. Error recovery procedures def Ined and approved for the IPL 
must be, implemented. 

2. Recovery action Involving unrecoverable errors In 
noncritical elements will not result in system shutdown. 

3. OS automatic recovery procedures must be provided, such as 
data transfer retry on parity error, retry on timeouts. 
reconflguration when a solld fault Is detected. etc. 

4. Recovery action intolving unrecoverable errors in' critical 
system ~Iements' will be to attempt to initiate a system 
recovery. 

5. Jobs ut IIi zing noncr I t1 cal system elements which have 
unrecoverab Ie' 'errors must be temporal' It y suspende d, 
restarted, or rerun, but, in any case, not al lowed further 
access to the element until repair is effected. 

€I'. Error conditions should be recoverable after a repair has 
been made without having to rerun the entire lob. 

. 7. System resta~t must be capable of being initiated without 
operator interventi~n. . 

1. The OS must provIde capabilitIes for system degradation and 
reconflguratlon so that. there are a minImum number of system 
critIcal elements. 

2. System reconflguratlon capabIlities must exIst 
eQuipment can be. worked on concurrent Iy with 

so tilat 
customer 
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operaton (PM and remedial maintenance). 

3. Redundancy of al I units in the system shoul~ be supported by 
the OS for the customer that reQures a high degree of 
availabIlity. 

It. Reconflguratlon must Includel 

5. 

4.1 UtIlIzatIon of alternate paths to an element 

4.2 Logical deletIon of a noncritical syste~ element. 

4.3 Full access to logically deleted system elements for a 
maintenance task through standard system drivers. etc. 

4.4 Reinstatement of, logically deleted system elements as 
well as addition of "new" elements 

4.5 Logical deletion. maintenance access, and reinstatement 
of noncritical portions of system elements. 

Reconfiguration of 
supported at system 
considerationsl 

critical 
restart 

system elements 
subject to the 

must be 
following 

5.1 The system will restart without the services of the 
element 

5.2 The system will operate without the services o"f the 
element 

5.3 The. system restart process must be able to accept 
configuration parameters from an external source 

5.4 The system must accept ··new·· ele.ments .introduced ~uring 
system execution (elements which were configured out 
dur ing ,.est ar t) •. 

1. Diagnostic programmers must work wi th tile OS programmers so 
that on-line diagnostiC capability Is built Into the OS. 

2. The OS must provide clear Information and procedu"es to the 
customer·s personnel when a nonrecoverable system fault Is 
detected. Where possible, the OS should automatically call 
In the necessary diagnostIc. 

3. On-line diagnostic programs must operate concurrently with 
the customers operatIon, whether from a I oca I or remote 
console. 
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4. Features must be provided for updatIng the maintenance 
software concurrent with customer operatIon. 

5. Area on mass storage devices must be reserved by the OS so 
that diagnostic tests can test the storage device using the 
reserved area. The OS must provide protection from the 
dIagnostIcs to the other areas of the storage devIce. 

1. Phone line coupl ers and related software must be provided 
which will provide the lin maintenance testing capabIlities 
to a remote C.E. as is provIded to a local C.E. 

Z. To satisfy some customer·s security requirements, provision 
must be made so that the cust omer has c ont 1'01 of when remo te 
access to hIs system is allowed. 

&.1.3.13.2 REQUIREMENTS ON SCL 

1. Specific reconflguratlon requests which can be Issued by the 
MSS task will Include the followlngl 

1.1 Memory 

Assign page frames (contiguous real memory locatlonsl 
.01' memory banks to MSS task. 

1.2 Processor 

Idle processor - this wIll effectively take an IPL 
processor "off-line" and make It available exclusIvely 
for maintenance functIons. 

Activate 
activity. 
task. 

1.3 PerIpheral 

processor 
Assign a 

Turn device "off" 
device. MSS will 
maIntenance completion. 

Return processor to IPLOS 
specific processor to a specIfIc 

Suspend normal access to 
request reInstatement 

the 
upon 

Z. The IPLOS must be able to respond to· MSS requests for 
"immediate" idle down and checkpoint system. 

&.1.3.13.3 REQUIREMENTS ON JOB ~ANAGEMENT 

1. Error/usage log data should be separate frol\l customer logs. 
and not accessible by the customer. 
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2. 

3. 

5. 

&. 

7. 

8. 

9. 

.10. 

A II hardware errors detected on el ements not in a 
ma int enance state must be rec orded. Mu I t i pi e. occurrences of 
correctable errors may be logged as single entries including 
occurrence counts. Error logging is o~tional for those 
elements in a maintenance state (~eing exercised by a CE 
through MSS). 

The OS must log operating hours or'events (lines printed, 
cards punched, etc.) for each unlt in the system to all Ow 

preventive maintenance actions to be determined. 

·The OS must enforce maintenance action logging (I.e •• the 
C.E. must log repair data before returning system to the 
customer) • 

Maintenance log information will include date. tIme, and 
element I.d. (where applIcable) as well as a variable 
amount of data including type Identiflcatlo~. 

The maintenance log must be accessable/purgeable only by an 
operator of class CE#OP. 

The maintenance tog must be recoverable across system 
restarts. 

The error/usage log should be perIodIcally analyzed and the 
customer and/or C.E. notified If' immediate maintenance 
action is required. The limIts used to det~rmine 
maIntenance action should only be selectab!e by the C.E. 

Space requirements for the 
minimized. Data compaction 
that log ~~lQ~~ do not 
periods. 

error/usage logs should be 
techniques should be used so 
occur between maintenance 

MSS "tasks" must be schedulable on the folioing basisl 

10.1 Tlme (elapsed) - the MSS task should execute at fixed 
Intervals of tIme to perform such functions as 
maintenance log analysls,confidence I.evel testing. 
etc. 

10.2 Time (of day) - the MSS task should be executed at 
certaIn times of the day to perform "scheduled" 
testing, analysis. etc. 

10.3 System idle - the MSS task s~ould be exec~ted durlng 
idle system periods. 

10.4 Event driven the MSS task should be cal led into 
execution based on certaIn system cpndltions 
occurrIng. 
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11. 

10.5 Explicit call - the HSS task should be executed upon 
a level CEIIOP oper-ator·console reQuest. 

The MSS task must be able to execute in 
state which may Include Monitor mod~ 
numbers. segment number-s/descriptors. etc. 

a "privileged" 
specific rIng 

12. The MSS task must be able to create ot~er asynchronous 
"diagnost ic" tasks and commun icat ion between tasks must be 
suppor-ted In a convenient and efficient fashion. 

&.1.3.13.4 REQUIREMENTS ON DATA MANAGEMENT 

None 

&.1.3.13.4.1 Requirements on Voly~~agement 

None 

None 

None 

None 

&.1.3,13.4.5 Regyire~Ots on Deyice Dr-i~ 

1. A service processor "IORP" mechanism must be supported to 
enable reQuest processing between the service processor and 
the MSS task •. 

2. System I/O drivers must be caoable of supporting all 
diagnostic/maintenance features. such asl 

3. 

- support of all H/H functions 
- activate/deactivate error checking logic 
- utilization of a H/H "echo" feature 

EQuipment/Device 
information such 
stamp of last 
this Information 

tables must contain certain fault history 
as fault counts. fault thresholds. time 
fault. etc. and device dr.ivers must update 
where applicable. 
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&.1.3.13.5 REQUIREMENTS ON PROGRAM MANAGEMENT 

None 

&.1.3.13.& REQUIREMENTS ON STORAGE MANAGEMENT 

1. The IPLOS must maintain a pool of page fr-ames whIch may be 
utilized by maintenance/recovery func"tion without impacting 
system recoverability. The page frames must be identifiable 
by service processor firmware referencing memory In a "dead 
OS" situation. 

&.1.3.13.7 REQUIREMENTS ON SYSTEM MANAGEMENT 

1. The OS should be capable of performing a controlled power 
down sequence when It has detected that the electrical or 
cooling system is going down (electrical power loss. chilled 
water loss. etc.) 

2. A linkerlloader must be provided. 

3. DIagnostic/test I "braries inc luding IPL source and object 
code and firmware source and ObJect must be maintainable on 
system mass storage utilizing "standard" lIbrary maintenance 
procedures. These libraries must be maIntained utIlizing 
checksums and/or other verification mechanisms. 

&.1.3.13.8 REQUIREMENTS ON OCS 

1. IPLOS must be able to accept a login of an operator of 
class CEfOP from any valid IPL supported ter-minal. 

2. Security considerations and command syntax must be the same' 
for all CE class operator consoles whether local or remote. 

3. System command language Interpreters must enable proce'ssiilg 
of "NCS format" maintenance commands. 

5.1.3.14.1 GENERAL REQUIREMENTS 

1. CompatibilIty Subsystems wIll take specific advantage of the 
multiple monitor concept as outlined In· 2.1.1 of the OS 
Structure document. 

2. Each CSS user of a partIcular CSS type; C1. Cyber 3000. will 
be assigned to the singular monitor for that Subsystem 
type. 

3. The listed Record. File. LNS. Program :ommunication and 
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Program Execut ion requests se.em ent irel y adequate for oUr-· 
obJectives. 

6.1.3.14.2 REQUIREHENTS ON SCL 

1. A command to invoke compatibility operation is required. 

6.1.3~14.3 REQUIREMENTS ON JOB MANAGEMENT 

-1. Each logical target sYstem will operate as a task. 

2. The signalling mechanism must'be both efficient in operation 
and general in na.ture. 

3. The probl em' to be solved reQ~ires an IPL task (speclfical ty 
the in ter face processor - CIP) to signal processes ·that are 
as diverse asl 

a. Century interpreter, an IPL task I1mi ted to·P1. 

b. 3000 interpreter, an a I ternate Pl mach ine state on 
selected Pl's. 

c. Cyber interpreter, an alternate P2 machine state on 
selected PZ·s. 

. 4. The IPl emulator task,3000L or Cyber must be assigned to 
the particular processor within 'the system with that 
interpreter capability. 

6.1.3.14.4' REQUIREMENTS' ON DATA HANAGEMENT 

1. .Access to old data base management software and flies from 
IPL users Is required for the U1e of the migration task. 

2. The host IPL task must have knowledge of the structure of 
the target file In terms 01 the externallzation of that 
1 lie's address scheme· (seQuentla I, index sequential, or 
whatever else the parent corporations have supported). 

3. OS services and access methods must be resident in two 
distinct virtual machine environments. 

None· 

None 
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~l.!b.!! ... L-E5tSlll1~Ut!!JL2!L~!:5L!anllIDtl!!.!m.t. 

None 

6,1.3.14.4.4 Re~meDts on ~~g~ 

None 

6.1.3.14.4.5 Re~~ments on Deylc5t Drlyers 

1. The requirement for device drivers for CJC or NCR non-IPL 
devices Is an absolute requirement on the part of both 
parent companies. 

2. All devices (allen or IPL) dedicated to CSS are controlled 
by IOCB's through the same RSM protocol. 

3. Processor Interpreters are also controlled by IOCB/IORP 
structures using the same RSM protocol. 

4.' Assignment 01 processes and processes in part icul ar 
processors of IOCB'S and IORP's Is required. 

6.1.3.1".5 REQU lREMENTS ON PROGRAM MANAGEMENT 

1. Rest orall on of al ternate st ates to IPl processors upon 
return of control to those processes after interruption must 
be automatic and efficient. 

2. Code sharing between CSS subsystems is a reQuiremeni. 

6.1.3.11t.6 REQUIREMENTS ON STORAGE MANAGEMENT 

1. No Instructlon interpreter, either emulative or partial 
software will reserve real memory for its use. 

2. Most compatibility .subsystems will uti.lize only a single 
mapoed memory segment, although Cyber may utilize an 
additional virtual segment as ECS. 

3. A II interpreters, firmware or software 1'1111 utili ze Map 
service In firmware for Map faults. A provision in' the 
exchange packages for all pr~cessors must be made to allow 
Interrupting to IPL state for page services and restoration 
01 the interrupted processor state upon completion. 

6.1.3.11t.7 REQUIREMENTS ON SYSTEM HANAGEMENT 

None 
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&.1.3.14.8 REQUIREMENTS ON OCS 

None 

&.1.7 RAS REQUIREMENTS ON THE OPERATING SYSTEM 

&.1.7.1 G~1-~ul~ements 

1. Detection Softwa~e Is l"nhe~ently no mor-e ~ellable than 
ha~dware, and In p~act1ce, IS frequently less relIable. 
thereby 11mltl11g the relIabIlity of the total system. ThIS 
fact Is ~ecognlzed and accepted In the" IPL wher-e software 
procedures will be inc orpora ted" to repa il- f ai 11n9 modul es 
and ensure continued operation of the system. The key to 
this is :sa.e.ll~O. Checksums, parity indicators and other 
techniques will be used to validate the integ~ity of key 
system tables "and parameters. " 

2. Hardware Fault .JllUtllR.o 
hardware faults should be 

. combinations of techniQuesl 

The following "percentage of 
detectable usIng various 

75Y. 
80Y. 
957. 
997. 

detectable 
detectabl"e 

-detectable 
detectable 
combined 

by hardware alone 
by hardwar-e and softwa~e combIned 
by "hardware and diagnostics combIned 

by hardware, software, and ~la9nost1cs 

3. ~~112n - When a fault occurs, fault Isolation 
procedures will be invoked to determine the extent of the 
damage. 

4. The OS should be able to isolate 807. of software fautts to" 
the product responSIble. 

5., The OS must record fault Isolation data to support Log 
AnalYsis programs. 

&. a.~oDstryctlon - A class of software errors manifests itself 
by destroying part of the environment. Pr-ocedurei wIll be 
provided in the IPL to reconstruct this envIronment when the 
conditIon 15 detected~ ThIs reconstruction wlll Include 
r-epeating portIons of the preceding lob steps, If 
necessary. 

7. When tables and pointers have been corrupted, the IPL 
operating system will activate procedures to reconstruct 
them. If data In memory cannot be used for thIs purpose 
then back-up data carried on a particular devIce wlli be 
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8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

used. Three facilities ar-e provided on mass storage files 
to accomplIsh thIs. These facilities ar-e specified in 
&.1.7.4.1 and &.1.7.4.2. 

8econf19u~atL2i When a permanent failure 15 detected. 
typically subsequent to 'retry, the system will be 
reconflgured to continue operation. A .combination of 
ha~dwa~e and software techniques wilf be used to achieve 
this, and the goals will be to make the process fully 
automatic. 

~laD~acg1z2!12n Techniques for designing. coding and 
documenting the system wIll be standardized. 
ImplementatIon, In part i(:ul aI', will be by high level 
language using well defined structured programming methods. 
Modu I es wIll be broken down Into p~ocedures a max Imum of tw"o 
pages long with a single entry and exit. and will be lImited 
to pre-specifled"structu~es such as DO-WHILE. IF-THEN-ELSE 
and simple statements. In additIon, all code wtll be 
generated as pure procedures. Design will use a top-down 
appr04ch whIch wil I establIsh the basic system framework and 
guarantee the modularization discuss.ed below. 

~~!~clza!lQn The system wil I be separated into 
funct iona I modul es whch a~e "then pi aced In water-t"lght 
compartments. That is the data bases on w~ich each module 
operates "will be clearly defined, as wIll interfaces wUtl 
othe"r modu I es. 

The IPL operating system will be constructed such that if 
one module fails in a catastrophic manner then the 
remaining modules will not be destroyed or affected. 

Both separatIon by functio~, and divisIon" Into 
self-contained procedures help to isolate a probl~m to a 
s~all" code segment. This code segment will then be tested 
in a sImulated en~ironment. 

k2D~ - Privileged operational modes wIll exist to allow 
the maintenance subsystem, under program control, to vary 
margins, to master cl ear-. to set internal states. to 
override faults. etc. 

s..Ql,!I:~~lL~L!1.i1ln.t~Dll!l~!: - The IPL wlll use a" comprehensIve 
source I evel maIntenance system. whIch wi II permit 
concurrent fault repair and evolutionary development. 

Qla9nostic~ - The objective of the IPL software diagnostics 
is to isolate a fauJt to a particular f3iling procedure. 
To achieve this they wIll operate In a simulated 
environment, if necessa~y. 
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16. . lD~gc~--2o=lln~~302~ll~~ - To assu~e the successful 
development and implementation of on-line diagnostics, it 
Is necessa~y to have the dlagnost ics and thel~ su·ppor:-ting 
sof twa~e designed and developed by the ope rat Ing Syst em 
design team. It wIll not se~ve the success of the IPL to 
have these functions spl It off Into separate 
organizatIons. Tne succe~s of thIs integration wII I be 
eVIdent by the presence of diagnostic and MSS sectIons in 
the ope~ating system GOS. . 

17. S1m~~ An IPL envi~onment simulator will exist to 
provide a mechanism fo~ fault IsolatIon and repai~ of 
development.softwa~e concu~rentwl~h custome~ op~~ations. 

18. The O.S. ~ust freeze featu~es by OR ilme. 

19. ~lng All paths must be tested during Unit Test, and 
all inte~fac:es must be tested In a sepa~ate Interface 
Test. 

&.1.7.2 RegyI~ements on SCL 

Norie 

&.1.7.3 ReoyI~emeQts-2n-J2b Mana9~~ 

1. fLt2.!:-1..St9. - All e~~ors detected on all devices or !IIedla will 
be recorded. In the system maintenance f lie. 

2. All softwa~e e~ro~s will be ~ecorded in 
maintenance file. 

the system 

1. U~_~ Upon the Initial detectlo~ of an error, or, 

2. 

afte~ standard system e~~o~ p~ocedu~es have been executed. 
the use~ w II... beab I e to take an exit to Invoke his own 
er~o~ ~ecove~y algorithms. 

C.h~!1!i.l.!!!l.i 
. checksummed, 
indicator. 

Tables controlling 1/0 
o~ Individual ent~les 

transfe~s 

will car"~v 
wil I be 

a pa~ity 

3. klU:c.l2Q2.c:.a11llo ~ Ce~tain. funct Ions such as ['eQuest Issue will 
be validated by co~~oboratin9 data contaIned in the ~eQuest 
against data contained In a sepa~ate softwa~e table. 

4. PermlssloQs - Read, write and modify pe~misslons a~e 9~anted 
on an Individual file' basis. The softwa~e will ensure 
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that these pe~mlssions are not breached. 

6.1.7.4.1 REQUIREMENTS ON VOLUME HANAGEMENT 

1. ~~~_c.oalolOg - Each allocation unit of each fIle is 
, ~elated to its successor and Its predecesso~. This data 

enab I es the ~econst~uct Ion of· dev Ice I abe I s when necessa~y. 

6.1.7.4.2 REQUIREMENTS ON FILE MANAGEMENT 

1. Qevice ~~ Device labels ca~~y I~formatlon on the 
allocation of al I files on a given device. 

2. f~~~ File labels contain sufficient data In 
themselves to pe~m1t reconst~uction of pe~manent Ule 
dl~ecto~les In the event that they have been dest~oyed. 

&.1.7.4.3 REQUIREMENTS ON RECORD MANAGEMENT 

None 

&.1.7.4.4 REQUIREMENTS ON BLOCK MANAGEMENT 

None 

6.1.7.4.5 REQUIREMENTS ON DEVICE DRIVERS 

1~ ~.uos!.ilt:LfcJ:2.C-~~lUtiL.-Al!lJlti.1hm~ Standa~ds wlJ I be' 
defined fo~ the IPL gove~ning the recove~y from all. device 
o~ medium e~~ors. 

2. Lll~!i_.iln~~~ - Ha~dwa~e locks will exist on all devices 
p~eventing a w~lte on a device unless the correct softwar~ 
key has been issued to enable a w~lte •. 

3. H~~~.illnl~~ - The IPL ha~dware logIc at the 
~eco~dlng head wilt pe~form a w~lte only If sepa~ate signals 
f~om the cont~ol le~ and device d~Ive~ Indicate that a write 
was Intended. 

4. f2.!ill12D--~~J:1aln1~~!1!i - The hardwa~e will ensu~e that a 
w~ite will only take place wnere It was Intended to occu~. 
A validation cheCk with the software address will be made to 
ensure this. 

&.1.7.5 Regulrem~-2A frogram Ma~~ul 

None 
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None 

1. The ability. is reQuired to be able to load firmware from 
system devices via an 0.5. interface. 

2. All diagnostic develop~ent for the IPL wil. be of the 
on-line variety. The only off-line varieties are those 
which can be Incorporated as.a part of the system·s.Ioading 
procedure. In other words. 1 f. because of a hardware 
malfunction. It is not oossible to load the operatIng 
system. then the system loading procedure m~st contain the 
means by which it can determine (diagnosel the reasons for 
the failure to load. (Diagnostics should be to the plug-in 
board level.1 . Therefore. the sYstem loader. before 
attempting to load or move on to the next p-ocess. must make 
a cursory examination of those facilities it Is about to use 
and, If necessary, cal I in diagnostics to examine further 
Questionablefaciltties. 

"1. ~~U . -: The IPl will not have a dedicated maintenance 
console or oerators console. Normal remote terminals with 
keyboards and display facilities will be used for this 
purpose. A console will become either a maintenance or an 
operator console by software control. 
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