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57 ABSTRACT 
Primary and back-up closed loop unidirectional trans 
mission lines transmit self-clocking data streams and 
null data, respectively, in opposite directions to a plural 
ity of loop interface units (LIUs) connected to the pri 
mary and back-up lines. To protect against failure of the 
entire system due to a break in the primary and/or 
back-up lines or failure of one of the loop interface 
units, each loop interface unit can detect a signal loss on 
the primary or back-up transmission line and wrap sig 
nal flow to bypass the detected fault. After wrapping 
around a detected fault, an LIU then creates a failure on 
the non-failing line causing an analogous wraparound in 
the LIU on the other side of the actual failure. After 
error recovery, there is then a complete loop connect 
ing all non-failing loop interface units, although it is 
twice as long as before the signal loss was detected. 
Also disclosed is an alternate embodiment in which a 
microprocessor and attached external device are inter 
connected to a similar loop structure. 

24 Claims, 11 Drawing Figures 
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SELF-HEALNG LOOF COMMUNICATIONS 
SYSTEM 

BACKGROUND OF THE INVENTION 

Serial data transmission loops have found increasing 
usage in recent years particularly in the area of termi 
mal-attachment. The major drawbacks of loop commu 
nications networks are that they are unreliable and rela 
tively vulnerable. A single loop represents an extreme 
series configuration. Thus, if a single element fails or if 
one or more breaks occur in the serial single loop net 
work, the entire network will be disabled. Similarly, 
when it is desired to add an element to the single series 
loop, the entire loop network is disabled until the new 
element is connected. The unreliability of the loop in 
creases drastically as the number of elements on the 
loop increases. 

Modifications to the single loop configuration, with 
the aim of increasing reliability, are well known in the 
prior art. Thus, in P. Zafiropulo, "Performance Evalua 
tion of Reliability Improvement Techniques for Single 
Loop Communications Systems', IEEE Transactions 
on Communications, VOL. COM-22, No. 6, June, 1974, 
p. 742, the author points out three loop-reliability (avail 
ability) improvement techniques, all of which are based 
on using an auxiliary transmission path parallel to the 
main loop. In the first so-called bypass technique, both 
main and standby loops transmit in the same direction. 
When a catastrophic failure occurs, the signal stream is 
routed onto the standby loop. The second method is the 
self-heal technique. Here, main and standby loops trans 
mit in opposite directions. When a catastrophic failure 
occurs, the signal stream is rerouted such that the result 
ing configuration consists of a loop which bends back 
on itself at either side of the failure. The combined 
technique is the third method and consists of ORing the 
bypass and self-healing techniques, i.e., either the by 
pass or self-healing action can occur but not simulta 
neously. 
Other methods of increasing the reliability of closed 

loop communications systems have been proposed. 
Thus, in E. Hafner et al., "Enhancing the Availability of 
a Loop System by Meshing', a paper presented at the 
1976 international Zurich Seminar, a configuration 
called a braid was proposed. In such a configuration, an 
outer circular path serves as the main path containing 
the terminal access points and inner paths serve as by 
passes that can be used for bridging the main path be 
tween two switches configured on the outer circular 
path. 
Another method of increasing loop reliability was 

disclosed by G. J. Laurer et al. in "Automatic Loop 
Reconfigurator', IBM Technical Disclosure Bulletin, 
VOL. 19, No. 10, March 1977, page 3824. In such a 
configuration, a controller in the loop is provided with 
a mechanism for detecting a break or failure of a com 
ponent in the loop. When this condition is detected, the 
controller divides the network into two subsysterns and 
initiates a number of steps which result in the creation of 
two half duplex subsystems, each of which originates at 
the controller and terminates at one of the two ends 
created by the break or failure in the loop. 
One implementation of the self-healing technique 

discussed by Zafiropulo, op. cit., is that disclosed in 
U.S. Pat. No. 3,652,798, issued to Joseph Hood 
McNeilly et al. on Mar. 28, 1972. In the McNeilly sys 
tem, a timing station provides time division multiplex 
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2 
channel signals on a first closed loop unidirectional 
transmission line interconnective in tandem subscriber 
stations, each of which may gain access to an unused 
channel signal for communication with an idle sub 
scriber station. To protect against failure of the entire 
system due to a break in the line or failure in one of the 
subscriber stations, a second closed loop unidirectional 
transmission line is connected to all stations transmitting 
signals in a direction opposite to that on the first line. 
Each subscriber station can detect an error and transfer 
the communications signals on the first line to the sec 
ond line. The subscriber station before the break trans 
fers the communication signal to the second line and the 
subscriber station after the break transfers the communi 
cation signals back to the first line to form a new, but 
continuous closed loop. When communication signals 
are on the second line and a fault occurs, the transfer of 
communications signals will be similarly performed to 
provide still another new, but continuous closed loop 
bypassing the fault. 

In the McNeilly system, when a first subscriber sta 
tion next to a fault detucts the absence of signals on the 
first (primary) line input, it simultaneously wraps its 
secondary output to its primary input and breaks its 
output connection to the secondary line to isolate the 
subscriber station from the primary and secondary lines 
on the fault side of the subscriber station. At the same 
time it sends an alarm signal out over the primary line to 
the next subscriber station. The next subscriber station 
detects initially the absence of signal on the primary line 
and operates to break the two lines and connect its 
secondary output to its primary input as in the case of 
the first subscriber station. However, the next sub 
scriber station is still able to receive the alarm signals 
from the first subscriber station and when this is re 
ceived the secondary output to primary input connec 
tion is broken and the next subscriber station reverts to 
normal operation. This procedure is repeated until the 
alarm signal reaches the (last) subscriber station on the 
other side of the fault (which had initiated error recov 
ery when the first subscriber station broke its secondary 
output, thus causing a loss of signal at the secondary 
input to the last subscriber station), where it is trans 
ferred to the secondary line and so eventually reaches 
the timing station for the second time, having once 
passed through the timing station on the primary line. 
The timing station then removes from its outgoing sec 
ondary line the unique standby signal and connects the 
outgoing line directly to a bypass connection in the 
timing station. The timing station therefore includes a 
standby signal generator, a primary line signal detector 
and a bypass switch. Thus, after a brief pause, all sub 
scriber stations are again connected by a new unbroken 
closed loop composed of the primary and secondary 
lines on both sides of the fault and loop backs imple 
mented by each subscriber station adjacent to the fault. 
The McNeilly system has several inherent draw 

backs. First, the system utilizes an alarm signal to reset 
subscriber stations which incorrectly initiate error re 
covery when a fault occurs. Thus, each subscriber sta 
tion must include detection circuitry to differentiate 
between the receipt of normal signals and an alarm 
signal. Second, the system requires timing station cir 
cuitry to detect the loss of the standby signal and in 
response disconnect the secondary line signal generator. 
The timing station must therefore be able to distinguish 
between the primary and secondary line signals on the 
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secondary input to the timing station. A third drawback 
of the system is that upon detection of a loss of primary 
input signal at a subscriber station, the subscriber station 
breaks its secondary line output simultaneously with 
wrapping its secondary output to its primary input. 5 
Thus, a secondary line fault is created before it is deter 
mined whether the primary signal loss is due to an ac 
tual break in the primary line adjacent to the subscriber 
station or a break in the primary line adjacent to some 
other subscriber station. Thus, incorrect error recovery 
due to the created secondary line fault is initiated. This 
will cause an increase in the time required for the sys 
tem to recover from the actual break in the primary line 
as subscriber station will have to be reset a second time. 

It is a general object of the present invention to elimi 
nate these and other drawbacks of the prior art by pro 
viding an improved self-healing loop communications 
network. 

It is another object of the present invention to pro 
vide a self-healing loop communications network which 
does not require a central control for accomplishing 
error recovery. 

It is still another object of the present invention to 
provide a self-healing loop communications network 
wherein all recovery actions are accomplished under 
strictly local control. 

It is a further object of the present invention to pro 
vide a self-healing loop communications network 
wherein subscriber stations directly involved in detect 
ing a loop failure require no direction from other sub- 30 
scriber stations to complete the error recovery process. 
These and other objects, features and advantages of 

the present invention will become more apparent from 
the detailed description of the preferred embodiment 
when read in conjunction with the drawings. 

SUMMARY OF THE INVENTION 
According to the invention, the communications 

system includes primary and back-up closed loop unidi 
rectional transmission lines for transmitting signals in 
first and second opposite directions, respectively. A 
serial data stream in a self-clocking code is transmitted 
in the first direction on the primary line while self 
clocking idle data circulates around the back-up loop in 
the second direction. 

In the preferred embodiment a plurality of loop inter 
face units (LIUs) are coupled to the primary and back 
up lines. Each LIU includes means to detect a first 
signal loss on the primary line and, after waiting suffi 
cient time to assure that the error is solid, to wrap its 
back-up output to its primary input, thus providing a 
first wraparound to bypass the first fault. The latter 
action restores signals to the primary inputs of LIUs 
down line in the first direction and thus cancels their 
analogous error recovery. After waiting sufficient time 
for resetting all downline LIUs incorrectly engaged in 
error recovery, the LIU adjacent to the primary signal 
loss in the first direction breaks its output connection to 
the back-up line, thus creating a signal loss on the back 
up line. Each LIU further includes means to detect and 
recover from a loss of signal at their back-up inputs. 
Thus, error recovery analogous to that for a signal loss 
on the primary line occurs for the first LIU adjacent to 
the created break in the second direction. This results in 
the latter mentioned LIU's primary output being 
wrapped to its back-up input, thus creating a second 
wraparound to bypass the created fault. At this point, 
there is again a complete loop connecting all LIUs, 
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4. 
although it is now twice as long as before the signal loss 
on the primary line. 
The system can recover from a break in the primary 

and/or back-up lines between LIUs or from the total 
failure of an LIU. 
An alternate embodiment provides a communications 

system for interconnecting external devices in a loop 
structure. Thus, a plurality of nodes, each including an 
LIU, are connected to the primary and back-up lines. 
Each node includes a microprocessor (and attached 
memory) coupled to the LIU for processing data. An 
interface unit attaches one or more external devices to 
the microprocessor. The node provides for transferring 
data between the external device(s) and the communica 
tions loop. The LIU included in each node provides 
error recovery capabilities similar to those in the previ 
ously described embodiment. 
BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a functional block diagram of a communica 
tion loop node such as that utilized in the present inven 
tion. 

FIG. 2 illustrates the inter-connection of a plurality 
of nodes in a communications loop. 
FIG. 3 shows a generalized loop configuration of 

nodes prior to the occurrence of any break in the loop. 
FIG. 4 is similar to FIG. 3 except that a failure has 

occured in the primary line and partial loop-back error 
recovery has been completed. 
FIG. 5 is similar to FIG. 4 except that loop-back 

error recovery has been completed. 
FIG. 6 shows two adjacent loop interface units at the 

instant a break occurs in the primary line between the 
two nodes. 

FIG. 7 is similar to FIG. 6 except that the first step in 
loop-back error recovery has been completed. 
FIG. 8 is similar to FIG. 7 except that the second step 

in loop-back error recovery has been completed. 
FIG. 9 is similar to FIG. 8 except that the break in the 

primary line has been healed by making use of a back-up 
path to route signals around the broken link. 
FIG. 10 is similar to FIG. 9 except that full error 

recovery has been completed. 
FIG. 11 shows four adjacent loop interface units 

connected in a loop configuration. 
DESCRIPTION OF THE PREFERRED 

EMBODIMENT 

A communications loop (or ring) is a closed, ring 
connected set of nodes providing data flow unidirec 
tionally from one node to the next. Typically, each link 
between nodes is a single twisted pair of wires carrying 
a serial data stream in a self-clocking code. Full connec 
tivity is achieved by associating a destination address 
with each packet of data carried on the loop. A node to 
whom a packet of data is not addressed acts simply as a 
delayed repeater, having no effect on that data other 
than introducing some delay. The concept of a data 
exchange loop is well known to those skilled in the art. 
Loops may be distributed such that each node contains 
its own power supply and cabinet and is located near 
the equipment it interfaces or local such that all nodes 
are connected within a single cabinet with cable con 
nections to interfaced equipment. 
A functional block diagram of a communication loop 

node 10 is shown in FIG. 1. The node 10 provides the 
capability for interfacing external devices 12 (such as a 
processor 14, terminals 16 or peripherals 18) to each 

  



5 
other via a loop structure such as that shown in FIG.2. 
Thus, the node 10 interfaces with the external device 12 
on one side and with adjacent nodes 10 on the other 
side. In this stand-alone form, the nodes 10 are entirely 
physically independent of the devices 12 that they inter 
connect. That is, the nodes 10 are contained in their 
own cabinet, supported by their own power supply and 
interconnected with their respective devices 12 via a 
standard interface. Hence, there is no modification to, 
or dependency upon, the interconnected devices 12. 
Those skilled in the art will realize that nodes 10 which 
are an integral part of the interconnected devices 12 
may also be implemented. 

In the preferred embodiment of the present invention, 
each node 10 is a separate, physical, self-supporting 
unit. Referring again to FIG. 1, each node 10 contains 
its own separate cabinet, power supply and clock cir 
cuitry 20. The individual nodes 10 can then be physi 
cally separated from each other by hundreds of feet and 
may be colocated with the devices 12 that they inter 
connect. Those skilled in the art will realize that in 
alternate embodiments a group of nodes 10 may share a 
common enclosure, backplane, power supply, clock 
circuitry and monitor. In such a configuration, the 
nodes 10 are colocated, but may be separated from their 
associated devices 12 by distances ranging from feet to 
miles, depending upon the specific interface characteris 
tics. 
As shown in FIG. 1, the stand-alone node includes a 

microprocessor 22 which is the central or controlling 
element of the node 10. Typical microcomputers that 
may be employed as the microprocessor 22 include the 
Burroughs Mini-D microprocessor and the Burroughs 
Basic Data System (BDS) microprocessor (which is 
used as the engine for the Burroughs B80 microcom 
puter system). 
The memory element 24 is used to store the various 

program modules as well as the system tables and is 
further used to buffer data comm packets to and from 
the loop. In the preferred embodiment, static memory 
chips are utilized to implement the memory 24. How 
ever, those skilled in the art will realize that alternate 
embodiments may utilize dynamic RAM, charge cou 
pled device memory or other available memory tech 
nologies. 
The Device Interface Unit 26 acts as the controller or 

adapter needed to interface the microprocessor 22 to 
the external device 12 (processor 14, terminal 16, pe 
ripheral 18, etc.). Its basic functions include buffering of 
data, maintaining status of buffers, and interfacing of the 
data and control lines. The design of such a Device 
Interface Unit 26 is well known to those skilled in the 
art. 
The Loop Interface Unit (LIU) 28 functions as the 

I/O interface for the microprocessor 22 to the loop. In 
fact, a number of LIUs 28 connected together comprise 
a loop in themselves. Their interconnection may be 
accomplished via twisted wire pair cable, coaxial cable, 
fiber optics, etc., depending on the transfer rate and the 
distance between the LIUs 28. Specific functions of the 
LIU 28 include: 
Line drivers/receivers for interfacing the cables in 

terconnecting the LIUs 28. 
Flag recognition/generation for packet synchroniza 

tion on the loop. 
Address recognition relative to packets transiting the 

loop. 
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6 
Input and output buffering of packets to and from the 

loop. 
Cyclic redundancy check (CRC) and generation. 
Message removal from the loop. 
Microprocessor 22 interfacing in terms of data to/- 

from the loop as well as status regarding buffers, CRC 
checks, etc. 

Failure detection in the form of CRC faults, signal 
loss, etc. 

Restoral via loop back. 
It is the latter two functions, namely detection of 

signal loss and restoration via loop-back that are han 
dled by the system of the present invention, the design 
of LIUs 28 with the other above enumerated functions 
being well known to those skilled in the art. 
FIGS. 3-5 present a general overview of the tech 

nique utilized in the present invention to accomplish 
error recovery via loop-back. Referring to FIG. 3, all 
nodes 10-1, 2, 3, 4 are functionally interconnected via a 
single serial unidirectional communications loop. Single 
loops are inherently vulnerable to isolated failures. The 
failure of a single node 10-1, 2, 3 or 4 or link between 
two of nodes 10-1, 2, 3 and 4 makes the entire network 
inoperative. In order to avoid this catastrophic failure 
induced by the failure of a single component, in the 
preferred embodiment of the present invention a double 
loop configuration is employed. Thus, electrically and 
physically the communications loops consists of two 
concentric loops carrying data in opposite directions 
and intersecting at each node 10-1, 2, 3, 4. The double 
loop implementation provides the redundancy neces 
sary to achieve uninterrupted service in the face of a 
break in one or both conductors, or even in the event of 
a node 10-1, 2, 3 or 4 failure. 
One of the two loops is the primary information loop, 

while the second is the back-up loop, carrying only idle 
clocking until it is needed. In normal operation, data is 
carried only in one direction (forward direction); the 
opposite (reverse) direction links carry null (idle) data 
and each node 10-1, 2, 3, and 4 acts as a simple repeater 
in the reverse direction. A node 10-1, 2, 3, 4 reads and 
writes data only from or to the forward direction links, 
respectively. 
The data stream carried on the loop is coded in a 

self-clocking format so that there is a guaranteed transi 
tion at each bit time. Clock generation for both the 
primary and back-up loops is provided by timing station 
46, which may be a node 10 further including the re 
quired timing generator(s). The design of such timing 
generators is well known to those skilled in the art. 
Thus if a link between two nodes 10-1, 2, 3, 4 were to 
fail, the node 10-1, 2, 3, 4 receiving data from that link 
could detect the absence of a transition and could inter 
pret that as a link failure. The node 10-1,2,3,4 would 
then institute a recovery procedure by shutting off the 
data returning toward the failed link and wrapping its 
reverse direction link onto the forward direction on the 
side of the node 10-1, 2, 3, 4 opposite the failure. This is 
illustrated in FIG.4, assuming that a forward link F1 has 
failed. Thus, node 10-1 detects the absence of a transi 
tion on F1, and interprets it as an F link failure. Hence 
node 10-1 shuts off the data flow returning to link R1 
and wraps its reverse direction link R2 to its forward 
direction link F2. Referring to FIG. 5, now link R1 
carries no data and hence node 10-4 detects a missing 
transition on link R1 and institutes its own recovery by 
removing outgoing data from link F1 and wrapping link 
F4 onto link R4. At this point, there is again a complete 
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loop connecting nodes 10-1, 2, 3 and 4 together, al 
though it is now twice as long as before the failure in 
link F1 occurred. 

It should be noted that even though messages are 
normally transmitted only on the primary loop, loop 
back error recovery will occur when a break is detected 
in the back-up loop. This is necessary since the break in 
the back-up loop may have been created during recov 
ery from a break in the primary loop; or, the original 
failure may have included breaks in both the primary 
and secondary loops. Further, the error recovery logic 
assumes that the back-up loop is intact when it initiates 
recovery from a failure in the primary loop. 
Those skilled in the art will readily appreciate that 

the technique described above may be applied to re 
move a node 10-1,2,3, or 4 that has failed, or to isolate 
a link so that additional nodes 10 (not shown) may be 
added without disturbing the rest of the system, or to 
recover from double line breaks between a pair of nodes 
10-1, 2, 3, 4. 
As previously discussed, the LIU 28 functions as the 

I/O interface for the microprocessor 22 to the loop and 
a number of LIUs 28 connected together comprise a 
loop in themselves. The following description will de 
tail the logic included in the preferred embodiment of 
the LIU 28 to implement loop-back error recovery as 
discussed previously. 
As previously discussed, to accomplish loop-back 

there must actually be two counter-rotating loops. Re 
ferring to FIG. 6, which shows the preferred embodi 
ment of the present invention, two adjacent LIUs 28-1, 
2 are shown with two oppositely directed lines connect 
ing them. Although not shown, the primary output of 
LIU 28-2 and the back-up output of LIU 28-1 are con 
nected to the primary input of LIU 28-1 and the back-up 
input of LIU 28-2, respectively, such that there will be 
complete primary and back-up loops, respectively. In 
addition, a timing station 46 (not shown) and additional 
(optional) LIUs 28 (not shown) are inserted in the two 
oppositely directed lines. Each LIU 28-1,2 includes two 
clock loss detectors 30,32. Each LIU 28-1,2 further 
includes a main logic unit 34-1,2 to process the messages 
transmitted on the primary loop. The design of such a 
logic unit 34-1, 2 is known to those skilled in the art. 
The back-up loop carries only clocks and no message 
content in normal operation. Each LIU 28-1,2 also in 
cludes two switches S. 38-1, 2 and S240-1, 2 controlled 
by detectors 32-1,2, respectively, and two additional 
switches S3 42-1,2 and S4 44-1,2 controlled by detectors 
30-1, 2, respectively. For ease of understanding, the 
switches S1-S2 and S3-S4 are shown as discrete electri 
cal components. However, in the preferred embodi 
ment the switches S1-S2 and S3-S4 are electronic. FIG. 
6 shows the switches 38-44 in their normal positions; 
viz., no error recovery in progress. With the switches in 
the normal position, as shown, messages on the primary 
loop enter each LIU 28-1,2 at the primary input, are fed 
to the logic unit 34-1, 2 and exit each LIU 28-1, 2 from 
the primary output, while data on the back-up loop is 
routed directly from the back-up input to the back-up 
output. Each LIU 28-1,2 may further include drivers 
and receivers necessary for transmitting and receiving 
signals to/from the loop, respectively. 
Clock loss detectors 30,32 are connected to the pri 

mary and back-up inputs of each LIU 28, respectively. 
The clock loss detectors 30,32 are responsive to a single 
missing transition on their respective primary and back 
up loops. Referring now to clock loss detector 30-2, 
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8 
upon detection of a single missing transition on the 
primary input to LIU 28–2, detector 30-2 will start an 
internal timer T1. When a time period T has elapsed, 
timer T1 will activate switch S3 42-2 causing it to 
switch from its normally open position as shown in 
FIG. 6 to the closed position as shown in FIG. 7. Time 
T1 represents the maximum duration a no signal condi 
tion will be tolerated. Thus, if a signal on the primary 
input of LIU 28-2 is detected before time period T has 
elapsed, timer T1 will be reset and turned off. In addi 
tion, at any time a clock signal is again detected by 
detector 30-2, timer T1 will be reset and turned off and 
switch S3 42-2 will be restored to its normally open 
position (FIG. 6) if it had previously been switched to 
the closed position (FIG. 7). At the same time detector 
30-2 starts timer T1, it will also start internal timer T2 
which measures a time period T2 where T2 is greater 
than T. When a timer period T2 has elapsed (since loss 
of signal was detected), timer T2 will activate switch S4 
44-2 causing it to switch from its normally closed posi 
tion as shown in FIG. 6 to the open position as shown 
in FIG. 8. The delay between the actions of timers T1 
and T2 is to compensate for the uncertainty as to the 
time of operation of detectors 30 in other LIUs 28. This 
will be further explained, infra. If detector 30-2 detects 
a signal before time period T2 has elapsed, timers T1 and 
T2 will be reset and turned off. In addition, at any time 
a clock signal is again detected by detector 30-2, timers 
T1 and T2 will be reset and turned off and switches S3 
42-2 and S-4 44-2 will be restored to their normal posi 
tions (FIG. 6). 

Operation of detector 32 in each LIU 28 is analogous 
to that of detector 30, except that detector 32 is respon 
sive to signals on the back-up input to the LIU 28. Thus 
detector 32's T1 and T2 timers measure approximately 
the same time periods T1 and T2 as detector 30's T1 and 
T2 timers, respectively, except that detector 32's T1 and 
T2 timers are activated by detector 32 sensing a loss of 
back-up input signal. 

For purposes of explaining the operation of the loop 
back circuitry, it will be assumed that a physical break 
has occurred at point B in the primary loop between 
LIUs 28-1 and 28-2 (FIG. 6). FIG. 6 shows both LIUs 
28-1, 2 in their normal states at the instant the break 
OCCS. 

After the break occurs, detector 30-2 detects the loss 
of signal at the primary input of LIU 28-2 and starts its 
T1 and T2 timers. After the time period T has elapsed, 
detector 30-2 causes switch S3 42-2 to reverse its setting 
(FIG. 7). This causes the back-up output of LIU 28-2 to 
be routed onto the primary input of logic unit 34-2, thus 
effectively causing a wraparound of the back-up path 
onto the primary path. At this time LU 28-1 still has its 
switches 38-1 through 44-1 in their normal settings and 
hence the loop is still disrupted. 

After a time T2 has passed since the break was de 
tected by detector 30-2, where T2 is greater than T1, 
switch S4 44-2 is opened by detector 30-2 (FIG. 8). This 
interrupts the flow of signals from the back-up output of 
LIU 28-2 and thus causes a loss of signal at the back-up 
input of LIU 28-1. Detector 32-1 senses the loss of the 
back-up input signal to LIU 28-1 and starts its timers T1 
and T2. After the time period T1 has elapsed, detector 
32-1 causes switch S1 38-1 to reverse its setting (FIG. 
9). This results in the primary output of logic unit 34-1 
being routed onto the back-up input of LIU 28-1 at a 
point past detector 32-1, thus effectively causing a 
wraparound of the primary path onto the back-up path. 
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At this point the break in the primary loop has been 

healed by making use of the back-up path to route sig 
nals around the broken link. Thus, there is again a com 
plete loop connecting nodes 28-1 and 2 together, al 
though it is now twice as long as before the break at 
point B occurred. As shown in FIG. 10, one final action 
occurs. After a time T2 has passed since the loss of 
back-up input signal was detected by detector 32-1, 
where T2 is greater than T1, switch S240-1 is opened by 
detector 32-1. This action has no effect on the operation 
of the loop, but is merely the completion of recovery. 
As discussed previously, T represents the maximum 

time a no signal condition will be tolerated by any LIU 
28. Time T2 is greater than time T1 in order to assure 
that any LIU 28 incorrectly initiating error recovery 
will be reset before error recovery by the LIU 28 adja 
cent to the failing link is completed. Referring now to 
FIG. 11, assume that a break occurs at point B in the 
primary loop between LIUs 28-1 and 28-2. The break 
initially causes a loss of signal at the primary inputs of 
each of the three LIUs 28-2, 3, 4. A signal loss will not 
be detected at the primary input to LIU 28-1 since the 
primary input of LIU 28-1 is receiving timing signals 
from the primary output of timing station 46. In the 
preferred embodiment, timing station 46 may be similar 
to other LIUs 28, except that it further includes timing 
generator(s) to produce the required timing signals on 
the primary and back-up loops. Due to slight variations 
in the detectors 30-2, 3, 4, the loss of primary input 
signal may be detected by detector 30-3 or 4 before it is 
detected by detector 30-2; or time period T1 may be 
slightly shorter for detector 30-3 or 4 than it is for detec 
tor 30-2; or time period T1 for detector 30-3 or 4 may 
expire just after it expires for detector 30-2. In either of 
the latter three cases, one or more of detectors 30-3 or 
4 may be implementing wraparound before or slightly 
after detector 30-2 begins wraparound. 
Assume that detector 30-3 detects the loss of primary 

input signal first, followed by detector 30-4 and finally 
followed by detector 30-2. Again assuming that time T1 
passes for detector 30-3 first, detector 30-3 will change 
the position of switch 42-3 such that the back-up output 
of LIU 28-3 will be routed to the input to logic unit 
34-3. This will cause a signal to be present at the pri 
mary input to LIU 28-4 and will reset detector 30-4 
which in turn will restore switch 42-4 to its normal 
position (if it had already switched). The signal on the 
primary input to LIU 28-4 will then be propagated to 
the primary input of LIU 28-1. At this point, detector 
30-2 has not been reset since the break in the primary 
loop blocks the primary output of LIU 28-1 from reach 
ing the primary input to LIU 28-2. 
When time period T1 for detector 30-2 passes, detec 

tor 30-2 will change the position of switch 42-2 such 
that the back-up output of LIU 28-2 is wrapped around 
onto the input of logic unit 34-2. This will cause a signal 
to be routed from the primary output of LIU 28-2 to the 
primary input of LIU 28-3. The input signal will be 
sensed by detector 30-3 which will reset switch 42-3 to 
its normal position. Thus, loop-back error recovery in 
LIUs 28-3 and 4 will have been cancelled and all incor 
rect loop-backs will have been eliminated. This assures 
that the system is not locked into a shorter loop around 
the break than the system is capable of implementing 
based on the failure in a single link. At this time the only 
LIU 28 with an active loop-back of back-up onto pri 
mary is LIU 28-2, which is immediately downline from 
the failure at point B in the primary loop. Thus, T2 is 
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10 
chosen to be greater than any possible T in order to 
assure that all incorrect loop-backs of the back-up loop 
to the primary loop are eliminated. At time T2, switch 
44-2 is opened by detector 30-2, thus creating a failure in 
the back-up loop between LIUs 28-2 and 1 and institut 
ing loop-back recovery analogous to that described for 
the actual break. 
Having shown and described the preferred embodi 

ment of the present invention, those skilled in the art 
will realize that various omissions, substitutions and 
changes in forms and details of the present invention 
may be made without departing from the spirit of the 
invention. Thus, it will be obvious to those skilled in the 
art that the microprocessor 22 additionally may be uti 
lized to control the detectors 30,32 in the connected 
LIU 28 (FIG. 1). In such case, a node 10 experiencing 
excessive intermittent failures or a noisy line connecting 
two nodes 10 may be bypassed programatically under 
control of the microprocessor 22 software; or, the lines 
between two nodes 10 may be bypassed programati 
cally while an additional node 10 is connected to the 
loop. It is the intention, therefore, to be limited only as 
indicated by the scope of the following claims. 
What is claimed is: 
1. A self-healing loop communications system com 

prising: 
a primary closed loop unidirectional transmission line 

for transmitting signals in a first direction; 
a back-up closed loop unidirectional transmission line 

for transmitting signals in a second direction oppo 
site to said first direction; 

first means coupled to said primary and back-up lines 
for providing on one of said primary and back-up 
lines a serial data stream in a self-clocking code and 
further for providing on said other of said primary 
and back-up lines a stream of self-clocking idle 
data; and 

a plurality of loop interface units coupled to said 
primary and back-up lines, each of said loop inter 
face units including 

second means connected to said one of said primary 
and back-up lines for detecting a first fault in said 
one of said primary and back-up lines, 

third means connected to said other of said primary 
and back-up lines and said second means and re 
sponsive to said second means for switching be 
tween a first state wherein that one of said loop 
interface units is coupled to said other of said pri 
mary and back-up lines and a second state wherein 
that one of said loop interface units is uncoupled 
from said other of said primary and back-up lines, 
and 

fourth means connected to said one of said primary 
and back-up lines and said second and third means 
and responsive to said second means for switching 
between a third state wherein that one of said loop 
interface units is coupled to said one of said pri 
mary and back-up lines and a fourth state wherein 
that one of said loop interface units is uncoupled 
from said one of said primary and back-up lines and 
said primary and back-up lines are interconnected 
and transferring said signals on said back-up and 
primary lines to the other of said back-up and pri 
mary lines, said primary and back-up lines thereby 
cooperating to provide a first new closed loop 
unidirectional transmission line to bypass said first 
fault. 
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2. The self-healing loop communications system in 
accordance with claim 1 wherein said second means 
includes: 

fifth means for detecting the presence or absence of 
one of said signals on said one of said primary and 5 
back-up lines; 

sixth means connected to said fourth and fifth means 
and responsive to the absence of a detected signal 
on said one of said primary and back-up lines for a 
first time period for switching said fourth means to 
the fourth state; and 

seventh means connected to said third and fifth means 
and resposive to the absence of a detected signal on 
said one of said primary and back-up lines for a 
second time period for switching said third means 
to said second state. 

3. The self-healing loop communications system in 
accordance with claim 2 wherein: 

said sixth means further includes means responsive to 
the detection of one of said signals on said one of 20 
said primary and back-up lines for switching said 
fourth means from the fourth state to the third 
state; and 

said seventh means further includes means responsive 
to the detection of one of said signals on said one of 25 
said primary and back-up lines for switching said 
third means from the second state to the first state. 

4. The self-healing loop communications system in 
accordance with claim 3 wherein said second time per 
iod is at least equal to said first time period. 

5. The self-healing loop communications system in 
accordance with claim 1 or 3 wherein each of said loop 
interface units further includes: 

eighth means connected to said other of said primary 
and back-up lines for detecting a second fault in 
said other of said primary and back-up lines; 

ninth means connected to said one of said primary 
and back-up lines and said eighth means and re 
sponsive to said eighth means for switching be 
tween a fifth state wherein that one of said loop 
interface units is coupled to said one of said pri 
mary and back-up lines and a sixth state wherein 
that one of said loop interface units is uncoupled 
from said one of said primary and back-up lines; 
and 

tenth means connected to said other of said primary 
and back-up lines and said eighth and ninth means 
and responsive to said eighth means for switching 
between a seventh state wherein that one of said 
loop interface units is coupled to said other of said 
primary and back-up lines and an eighth state 
wherein that one of said loop interface units is 
uncoupled from said other of said primary and 
back-up lines and said primary and back-up lines 
are interconnected and transferring said signals on 
said back-up and primary lines to the other of said 
back-up and primary lines, said primary and back 
up lines thereby cooperating to provide a second 
new closed loop unidirectional transmission line to 
bypass said second fault. 

6. The self-healing loop communications system in 
accordance with claim 5 wherein said eighth means 
includes: 

eleventh means for detecting the presence or absence 
of one of said signals on said other of said primary 
and back-up lines; 

twelfth means connected to said tenth and eleventh 
means and responsive to the absence of a detected 
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2 
signal on said other of said primary and back-up 
lines for a third time period for switching said tenth 
means to the eighth state; and 

thirteenth means connected to said ninth and elev 
enth means and responsive to the absence of a de 
tected signal on said other of said primary and 
back-up lines for a fourth time period for switching 
said ninth means to said sixth state. 

7. The self-healing loop communications system in 
accordance with claim 6 wherein: 

said twelfth means further includes means responsive 
to the detection of one of said signals on said other 
of said primary and back-up lines for switching said 
tenth means from the eighth state to the seventh 
state; and 

said thirteenth means further includes means respon 
sive to the detection of one of said signals on said 
other of said primary and back-up lines for switch 
ing said ninth means from the sixth state to the fifth 
State. 

8. The self-healing loop communications system in 
accordance with claim 7 wherein said fourth time per 
iod is at least equal to said third time period. 

9. The self-healing loop communications system in 
accordance with claim 8 wherein said first time period 
is equal to said third time period and said second time 
period is equal to said fourth time period. 

10. The self-healing loop communications system in 
accordance with claim 5 further including means for 
connecting said third and said tenth means wherein 
signals on said other of said primary and back-up lines 
are routed directly through that one of said loop inter 
face units when said third and said tenth means are in 
the first and the seventh states respectively. 

11. The self-healing loop communications system in 
accordance with claim 10 further including means for 
connecting said fourth and said ninth means wherein 
signals on said one of said primary and secondary lines 
are routed directly through that one of said loop inter 
face units when said fourth and said ninth means are in 
the third and the fifth states respectively. 

12. The self-healing loop communications system in 
accordance with claim 10 further including logic means 
connected between said fourth and said ninth means, 
said logic means for interfacing an external device with 
said self-healing loop communications system. 

13. A self-healing loop communications system for 
interfacing a plurality of external devices to each other 
in a loop structure, comprising: 

a primary closed loop unidirectional transmission line 
for transmitting signals in a first direction; 

a back-up closed loop unidirectional transmission line 
for transmitting signals in a second direction oppo 
site to said first direction; 

first means coupled to said primary and back-up lines 
for providing on one of said primary and back-up 
lines a serial data stream in a self-clocking code and 
further for providing on said other of said primary 
and back-up lines a stream of self-clocking idle 
data; and 

a plurality of nodes coupled to said primary and back 
up lines, each of said nodes including 

loop interface means for transferring digital informa 
tion to and from said primary and back-up lines, 

processor means connected to said loop interface 
means for processing said digital information and 
further for controlling said loop interface means, 
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memory means connected to said processor means for 
storing programs and data for use by said processor 
means, and 

device interface means connected to said processor 
means and one of said external devices for interfac 
ing said processor means with said external device. 

14. The self-healing loop communications system in 
accordance with claim 13 wherein said loop interface 
means includes: 
second means connected to said one of said primary 1 
and back-up lines for detecting a first fault in said 
one of said primary and back-up lines; 

third means connected to said other of said primary 
and back-up lines and said second means and re 
sponsive to said second means for switching be- 1 
tween a first state wherein said loop interface 
means is coupled to said other of said primary and 
back-up lines and a second state wherein said loop 
interface means is uncoupled from said other of 
said primary and back-up lines; and 

fourth means connected to said one of said primary 2 
and back-up lines and said second and third means 
and responsive to said second means for switching 
between a third state wherein said loop interface 
means is coupled to said one of said primary and 
back-up lines and a fourth state wherein said loop 
interface means is uncoupled from said one of said 
primary and back-up lines and said primary and 
back-up lines are interconnected and transferring 
said signals on said back-up and primary lines to the 
other of said back-up and primary lines, said pri 
mary and back-up lines thereby cooperating to 
provide a first new closed loop unidirectional 
transmission line to bypass said first fault. 

15. The self-healing loop communications system in 
accordance with claim 14 wherein said second means 3 
includes; 

fifth means for detecting the presence or absence of 
one of said signals on said one of said primary and 
back-up lines; 
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sixth means connected to said fourth and fifth means 40 
and responsive to the absence of a detected signal 
on said one of said primary and back-up lines for a 
first time period for switching said fourth means to 
the fourth state; and 

seventh means connected to said third and fifth means 4. 
and responsive to the absence of a detected signal 
on said one of said primary and back-up lines for a 
second time period for switching said third means 
to said second state. 

16. The self-healing loop communications system in 
accordance with claim 15 wherein: 

said sixth means further includes means responsive to 
the detection of one of said signals on said one of 
said primary and back-up lines for switching said 
fourth means from the fourth state to the third 
state; and 

said seventh means further includes means responsive 
to the detection of one of said signals on said one of 
said primary and back-up lines for switching said 
third means from the second state to the first state. 

17. The self-healing loop communications system in 6 
accordance with claim 16 wherein said second time 
period is at least equal to said first time period. 

18. The self-healing loop communications system in 
accordance with claims 14 or 16 wherein each of said 
loop interface means further includes: 

eighth means connected to said other of said primary 
and back-up lines for detecting a second fault in 
said other of said primary and back-up lines; 
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ninth means connected to said one of said primary 
and back-up lines and said eighth means and re 
sponsive to said eighth means for switching be 
tween a fifth state wherein said loop interface 
means is coupled to said one of said primary and 
back-up lines and a sixth state wherein said loop 
interface means is uncoupled from said one of said 
primary and back-up lines; and 

tenth means connected to said other of said primary 
and back-up lines and said eighth and ninth means 
and responsive to said eighth means for switching 
between a seventh state wherein said loop interface 
means is coupled to said other of said primary and 
back-up lines and an eighth state wherein said loop 
interface means is uncoupled from said other of 
said primary and back-up lines and said primary 
and back-up lines are interconnected and transfer 
ring said signals on said back-up and primary lines 
to the other of said back-up and primary lines, said 
primary and back-up lines thereby cooperating to 
provide a second new closed loop unidirectional 
transmission line to bypass said second fault. 

19. The self-healing loop communications system in 
accordance with claim 18 wherein said eighth means 
includes: 

eleventh means for detecting the presence or absence 
of one said signals on said other of said primary and 
back-up lines; 

twelfth means connected to said tenth and eleventh 
means and responsive to the absence of a detected 
signal on said other of said primary and back-up 
lines for a third time period for switching said tenth 
means to the eighth state; and 

thirteenth means connected to said ninth and elev 
enth means and responsive to the absence of a de 
tected signal on said other of said primary and 
back-up lines for a fourth time period for switching 
said ninth means to said sixth state. 

20. The self-healing loop communications system in 
accordance with claim 19 wherein: 

said twelfth means further includes means responsive 
to the detection of one of said signals on said other 
of said primary and back-up lines for switching said 
tenth means from the eighth state to the seventh 
state; and 

said thirteenth means further includes means respon 
sive to the detection of one of said signals on said 
other of said primary and back-up lines for switch 
ing said ninth means from the sixth state to the fifth 
State. 

21. The self-healing loop communications system in 
accordance with claim 20 wherein said fourth time 
period is at least equal to said third time period. 

22. The self-healing loop communications system in 
accordance with claim 21 wherein said first time period 
is equal to said third time period and said second time 
period is equal to said fourth time period. 

23. The self-healing loop communications system in 
accordance with claim 18 further including means for 
connecting said third and said tenth means wherein 
signals on said other of said primary and said back-up 
lines are routed directly through said loop interface 
means when said third and said tenth means are in the 
first and the seventh states respectively. 

24. The self-healing loop communications system in 
accordance with claim 23 further including logic means 
connected between said fourth and said ninth means, 
said logic means for interfacing said loop interface 
means with said processor means. 

is is se 


