
ELECTRONIC 
DIGIT.AL 

CO:LVLPUTERS 

CHARLES V. L. SMITH 
Goddard Space Flight Center 

National Aeronautics and Space Administration 

McGRAW- HILL BOOK COMPANY 



ELECTRONIC DIGITAL CO:MPUTERS 



Electronic Digital Computers 

CHABLES V. L. SMITH 
Chi.sf, Computing Laboratory 

.Aberdeen Proving Ground 

McGRAW-HILL BOOK COMPANY, INC. 

New York Toronto London 

1959 



ELECTRONIC DIGITAL COMPUTERS 

Copyright© 1959 by the McGraw-Hill Book Company, Inc. Printed 
in the United States of America.. All rights reserved. This book, or 
parts thereof, ma.y not be reproduced in any form without permission 
of the publishers. Library of Congress CaUil.ou Oard. Number 58-10009 

THE KAPL:Bl PlUDSS OOKPANY, Y0ltlt1 PA. 



To my wife 

Virginia. H. Smith 



PREFACE 

This is not a treatise 011 digital computer engineering, nor on the other 
hand an exhaustive treatise on logical design. The reader will find con­
siderable discussion of circuits and components-enough, I hope, to give 
him a reasonably complete understanding of various ways in which the 
usual functions of a computer, such as memory, control, the performance 
of arithmetic, and input and output, can be realized physically. But 
I have not attempted a treatment sufficiently detailed to provide design 
information. The reader will also find sufficient information on com­
puter arithmetic and instruction codes to provide him with a basic under­
standing of these matters, but here again I have not attempted the 
detailed treatment that a logical designer would demand, and I have for 
brevity considered only machines using binary arithmetic. My purpose 
has been to provide the reader with sufficient information to understand 
how digital computers function. 

To this end, the first twelve chapters, which deal with arithmetic and 
logic and with circuits and components, are followed by four chapters 
which attempt to explain the organization of n system, specifically the 
parallel direct-coupled asynchronous machine developed at the Institute 
for Advanced Study by the group led by the late John von Neumo.nn and 
H. H. Goldstine. I have chosen this particular system partly beco.use 
it is the one with which I am most familiar and pnrtly becnuse I consider 
the work at the Institute to be of the very highest importance for the 
development of the computer art. The original report "Preliminary Dis­
cussion of the Logical Design of an Electronic Computing Instrument," 
written by von Neumann, Burks, and Goldstine under an Mmy Ordnance 
contract and published in 1946, is a clnssic report that has profoundly 
influenced all subsequent developments. It is very interesting to find 
that this original logicnl design, improved by the incorporation of B regis­
ters and certain additional elements designed to provide for concurrent 
rather than strictly sequential operation, has recently resulted in the 
design of a highly :8.exible superspeed machine by members of the Digital 
Computer Laboratory of the University of Illinois. Some account of 
this is given in the concluding chapter. 

It should not be forgotten that the Institute for Advo.nced Study pro­
gram was carried out under an Army Ordnance contract. The Ordnance 
Corps had already supported the development of the ENIAC and the 
EDV AC to meet the needs of the Bn.llistic Reseo.rch Laboratories, 
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viii PREFACE 

Aberdeen Proving Ground. The digital-computer industry and all who 
are interested in the progress of the art of computation thus owe the 
Ordnance Corps a debt of gratitude for the foresight shown in supporting 
these programs. 

In rather extreme contrast with the Institute for Advanced Study 
machine and its numerous progeny is the strictly dynamic circuitry 
developed at the National Bureau of Standards in SEAC, DYSEAC, and 
a very fast parallel computer now under development. I have given 
a fair amount of information about these circuits and about components 
such as counters, shifting registers, and adders based upon them, but have 
not attempted to describe the system organization of a complete machine. 

I regret that I have not had time or space to cover the pioneer work 
at Harvard and at the Massachusetts Institute of Technology. The 
Harvard Computation Laboratory under the leadership of Professor 
Aiken introduced many new components and methods of design: for 
example, the use of a logical algebra (or algebra of logic) in the design of 
switching circuits. Fortunately the work at Harvard has been well 
documented in the volumes of the Annals of the Computation Laboratory 
published by the Harvard University Press. The work at MIT led to 
the :first really high-speed machine (Whirlwind I) to be successfully 
operated. I have given some detail about the high-speed shifting 
registers and adder of this machine. 

The excellent work of the manufacturers of computing equipment is 
not much discussed, largely because relatively little detailed information 
about it is readily available. The principal items covered are the mag­
netic-core memory built by Telemeter Magnetics under Army Ordnance 
contract and installed in the ORDV AC at the Aberdeen Proving Ground 
and a magnetic-drum memory built by Sperry Rand for use with the 
same machine. Both these memories have seen several years of con­
tinuous and highly reliable use on a twenty-four-hour-per-day seven-day­
per-week schedule. 

I am happy to acknowledge the kind permission given me by Telemeter 
Magnetics, Inc., and by the Sperry Rand Corporation to include descrip­
tions in Chapter 14 of the above-mentioned equipments manufactured 
by them. I also wish to record my gratitude to Dover Publications for 
permission to use material from Prof. P. C. Rosenbloom' a "Elements of 
Mathematical Logic" in Chapter 7, and to Dr. J. A. Rajchman and the 
RCA Review for permission to reproduce Figure .7-15. Finally I wish to 
record my great debt to my wife, Virginia H. Smith, for her constnnt 
encouragement and for the great help she has given me in the preparation 
of the manuscript and in the reading of the proof. 

Charles V. L. Smith 
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CHAPTER 1 

DIGITAL-COMPUTER ARITHMETIC 

1-1. Introduction. The convenient and expeditious performance of 
the familiar operations of arithmetic would hardly be possible without 
the use of positional representation of numbers in terms of powers of an 
integer base. This is because, in a positional system, it is necessary to 
remember only very simple tables of elementary sums and products, that 
is, sums and products of all possible pairs of integers each of which is less 
than the base of the system. From the successive performance of such 
operations, sums and products of numbers of arbitrary magnitude are 
built. If bis the base (a positive integer), then 

i=+n 

N = l a;bi (1-1) 
i=-m 

and only the sums a, + a; and the products a, X a; need be remembered 
in order to perform all the operations of arithmetic. 

Computation performed by successive operations on the digits a; and a; 
of two numbers N and N' is "digital computation," and any device that 
can be caused to perform such a computation is a "digital computer." 
Simple devices for carrying out these processes have of course long been 
known. The significant innovations of (1) retaining or "storing" numer­
ical data until it is needed and (2) causing the computing element to 
perform automatically an arbitrary sequence or "program" of operations 
seem first to have occurred to Charles Babbage considerably over a cen­
tury ago. Any device that fulfills these functions is properly called an 
"automatically sequenced digital computer." Obviously, it is neces­
sary also to provide a means of inserting into the device both the quan­
tities upon which it is to operate and the instructions governing these 
operations as well as a means of extracting the result of the operations. 
This, then, defines the conventional analysis of the units of a digital 
computer: input, output, memory, arithmetic unit, and control. It is 
better to regard these components as functions, for the equipment needed 
to perform them is not necessarily localized into "units," but can be 
distributed physically throughout the machine. This is particularly true 
of the equipment used to carry out the control function. Indeed, some 
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2 ELECTRONIC DIGITAL COMPUTERS [CHAP. 1 

machine designs use the same circuits on a time-sharing basis, now as part 
of the control, now for performing arithmetical operations. 1 

Of course, the functions needed for the construction of a computer can 
be instrumented in a variety of ways. Present machines rely for the 
most part upon vacuum tubes and· crYstai diode circuits, whereas earlier 
machines (e.g., Harvard Mark I and Mark ~I) used electromechanical 
elements, such as counter wheels and relays. Binary magnetic elements 
are in extensive use, chiefly for the memory function, and the use of 
transistors is steadily increasing. In a few years' time the standard 
machine will, presumably, use no vacuum tubes at all but will consist 
entirely of "solid-state" devices such as magnetic cores, transistors, and 
crystal diodes. Examples of the use of these elements as well as of the 
use of vacuum tubes will be given in later chapters. 

1-2. Number Systems and Their Machine Representation. The choice 
of the manner in which numbers are to be represented is basic. The base 
of the scale of notation must be chosen first. This, however, is not 
sufficient to describe the number system. The radical point (the general 
case of what, in the decimal system, is called the "decimal" point) may 
be fixed or freely movable. If it is movable, the numbers may be rep­
resented in the "floating-point" form 

N =ab"' 

where a = number with fixed radical point 
b =base 

m = positive or negative integer 
The number of significant digits must also be specified. 

(1-2) 

As yet the form of the coded instructions that cause the computer to 
execute sequences of operations has not been considered. Important 
decisions concerning the instructions influence and are influenced by the 
choice of number representation. Finally, the arithmetical and logical 
operations to be performed must be selected, and these choices in turn 
influence strongly the structure of the instruction code. 

First, consider the choice of the mode of representation of numbers. 
Since 

•-+n 
N= l a.b1 

i--m. 

(1-3) 

a device used to store a single digit must be capable of assuming at least 
b recognizable states; any redundancy introduced' by having available 
more than b recognizable states can be used as a means of detecting errors. 

It was pointed out above that, when the arithmetical operations are 
1 W. L. van der Poel, A Simple Electronic Digital Computer, Appl. Sci. Research, 

sec B, vol. 2, no. 5, pp. 36'.7-400, 1952. 
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performed by human beings, reliance is placed on memorized tables of 
sums and products of two integers both of which are less than the base of 
the scale of notation. If b = 10 and if the person doing the computing 
is ignorant of the commutative laws of addition and multiplication, he 
will need to remember 100 sums and 100 products. Knowledge of each 
law reduces the pertinent cases from 100 to 55. In general, the number 
of sums or products needed is b2 without the commutative law and 
b(b + 1)/2 with it. Clearly, electrical devices for performing addition 
and multiplication should possess some such built-in table. 

Considerations of storage construction and space and of the perform­
ance of arithmetical operations, as outlined above, indicate why the 
binary (or base 2) system of notation is so popular in digital-computer 
design: for the binary system, the storage element need be capable of 
assuming only two recognizable states. This condition is easily satisfied 
in a number of ways. The simple Eccles-Jordan trigger pair, or ":flip­
flop/' possesses two stable states, one of which may be used to designate 
binary 1 and the other, binary 0. 

A magnetized spot on a wire, tape, or surface coated with magnetizable 
material may be used to designate binary 1, and the absence of such a 
spot in a specified position may be taken to designate binary 0. A num­
ber of storage devices of this kind will be described in the appropriate sec­
tion. If information is to be stored dynamically in the form of circulat­
ing trains of pulses, a pulse may be used to designate binary 1 and its 
absence at a particular time may designate binary 0. 

Binary arithmetic is particularly simple. The addition table consists 
of 

O+O=O 
I+O=l 
0+1-1 
1+1=10 

and the multiplication table is equally short, 

OXO=OXl=lXO=O 
1x1=1 

(1-4) 

(1-5) 

Of course, use of the binary system also entails some disadvantages. 
When a problem is being prepared for machine solution, it is a nuisance 
to be forced to convert the numerical data into binary notation. Hence, 
the usual procedure is to insert it in coded-decimal form and to supply 
at the outset instructions that cause the machine to perform the neces­
sary conversion. Similarly, instructions are also inserted that cause the 
binary-to-decimal conversion of results that are to be removed from the 
machine. The disadvantage of this scheme is that the storage of the 
conversion instructions in the memory absorbs capacity that might other-



4 ELElCTRONIC DIGITAL CO?t!PUTERS [CHAP. 1 

wise be more usefully employed. A related disadvantage is often alleged, 
since the operator must sometimes interpret stages in computation (as 
well as input and output). For purposes of trouble shooting, it is cus­
tomary to provide indicators that display the contents of various registers 
(units for temporary storage of information). If the binary system is 
used, the proper interpretation of this information requires facility in the 
operations of binary arithmetic. 

However, when it is necessary for persons preparing problems for a 
machine to deal with numbers or instructions in binary notation, the very 
length of the expressions becomes troublesome, especially from the stand­
point of recollection. For compactness, it is possible to use octal (b = 8) 
or sexadecimal (b = 16) notation; these systems have the obvious con­
version property that each digit corresponds to a triad or a tetrad, 
respectively, of binary digits. Thus, to convert 10110111 into octal 
notation, write 010 110 111 and replace each triad of binary digits by 
the equivalent decimal digit, obtaining 267. · To convert a sexadecimal, 
digits must be invented to represent decimal "ten" to 11 fifteen." The 
first six lower-case letters of the alphabet, a, b, c, d, e, and f, may conven­
iently be used. This being agreed, write 1011 0111 and replace tetrads. 
The first tetrad 1011 is decimal "eleven," or "b," and the second 0111 is 
decimal "seven," or "7." So the sexa.decimal equivalent of binary 
10110111 becomes b7. 

The conversion of a number written in one scale of notation to another 
is accomplished by a simple algorithm, which is to be found in some of the 
older textbooks on algebra. 1 Given an integer N; required to write it 
using base b, that is, 

(1-6) 

First divide N by b, obtaining as qu~tient q and remainder r: 

q = a,.b .. - 1 + a.,_1b"-2 + · · · + asb + a1 r = ao (1-7) 

thus determining ao. Next divide the quotient by b and obtain al as 
remainder, and continue in this way until the quotient a,. is reached. For 
fractions, 

N = a_1 + a_2 + . . . 
b b2 

(1-8) 

Observing that a_1 is the integral part of bN, subtract a_1 from bN, and 
observe that IL2 is the integral part of b(bN - 1L1), and so on. 

If, however, it is desired to use the decimal rather than the binary scale 
of notation, the simplicity of binary devices is ordinarily exploited to the 
extent that each decimal digit is replaced by its binary representation 
or by a binary-coded equivalent. Four bits (binary digits) are required 

1 See, for example, H. S. Hall and S. R. Knight, "Higher Algebra," 4th ed., pp. 59-
62, The Macmillan Company, New York, 1904. 
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to represent each decimal digit. Thus the number S23 can be represented 
by 

0100 0010 0011 (1-9) 

where in each group of four the bits have their usual meaning. 
A number of variants are possible. 1 In a scheme known as the 

"2*421" system, the four bits in sequence may represent 2, 4, 2, 1, 
where the first "2" is used in representation of all integers larger than 4. 

Decimal Ooded decimal 

0 0000 
1 0001 
2 0010 
3 0011 
4 0100 (1-10) 
5 1011 
6 1100 
7 1101 
8 1110 
9 1111 

This scheme has the advantage that, i111:1ubtracting each digit from 9 to 
form a 9's complement, it is necessary merely to replace, in the coded 
representation of each decimal digit, binary 1 by 0 and vice versa. Addi­
tional attrac:tive features of this scheme are that (a) even numbers have 
a 0 in the l's position, odd numbers a 1; (b) numbers equal to or larger 
than 5 have a 1 in the 2's position, those less than 5, a O; (c) three of the 
four positions (the Ja1:1t thl'ce) have the sllmc weights as in the binary sys­
tem, so many of the simple properties of that system are retained.1 

Another scheme, known as the "excess-three" system, is to represent 
each decimal digit by the binary rcp~scntation of that digit plus 3. 

Decimal E:i;cesa-th.ree 

0 0011 
1 0100 
2 0101 
3 0110 
4 0111 

(1-11) 
5 1000 
6 1001 
7 1010 
8 1011 
9 1100 

The simple-complementation property of the 2111421 code also obtains here. 

1 Sta.fr, Ha.rva.rd Computation Laboratory, "Synthesis of Elect~onic Computing a.nd 
Control Circuits," chap. 11, Harvard University Press, Cambridge, Mass., 1951. 

1 M. V. Wilkes, Automatic Ca.lculatinp; Ma.chines, J. Ro'//. Boe • .Arla, vol. C, no. 
4862, Dec. 14, 1951. 
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In. any of thesa 4.;.bit schemes .(and clearly 4 is the smallest possible 
number of bits) for encoding the decimal digits, an. n-place decimal quan".' 
tity. requires 4n bits in its c.oded repi:ese:ntation. On the other hand, if 
the n-place decimal qua.nt~ty were converted into binary notation, the 
number of digits required for its representation would be smaller. This 
can be shown as follows. 

The largest n-place decimal integer is 

Let 
so 
or 

10" - 1 
10" * 2"'* 

n =!= m log10 2 
m =!= 3.32n 

(1-12) 
(1-13) 
(1-14) 
(1-15) 

Hence, at lea.st as far as the number of bits per quantity is concerned, the 
binary system is more efficient than any of the binary-coded-decimal 
systems. Of course, ma.chines using any of these schemes of number 
representation are basically binary, at least as fa.r as circuit elements 
are concerned, and .have, therefore, been dubbed 11 disguised 11 binary 
machines.1 

It should be mentioned that any binary-coded-decimal representation 
may lead to complication in the structure of the adding circuits, that is, 
the circuits used to accomplish addition. For example, consider the addi­
tion of two numbers m and n in the excess-three system. The machine 
representations of these numbers a.rem+ 0011 and n + 0011, respec­
tively, and the sum of these ism+ n + 0011+0011, whereas the cor­
rect representation of the sum would be m + n + 0011. Hence, it is 
necessary to carry out a corrective operation every time two decimal 
digits a.re added. It has been stated,2 however, that this drawback is 
more than compensated for by the simplicity of complementing referred 
to above. 

Nothing has yet been said concerning the encoding of other than numer­
ical information. It is, clearly, necessary that machines designed for 
commercia.J. and statistical purposes be able to handle not only decimal 
digits but also alphabetic characters, punctuation marks, typewriter sym­
bols, and other special characters. The UNIVAC system, 8 which handles 
64 characters, employs a 7-bit code, in which one bit is used for checking 
purposes only. Of the remaining six, if the two bits in the most signifi­
cant positions, the zone indicators, a.re O's, the four least significant rep­
resent the excess-three binary-coded form of a decimal digit. If either 

*Where +·means "approximately - ." 
· 1 M. V. Wilkes, op. cit. 
1 "Review of Electronic Digital Computers," Joint AJEE-IRE Computer Conf., 

p. 11, .American Institute of Eleotrical Engineers, February, 1952. 
1 Ibid •. 
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or both of the zone indicators are l's, then an alphabetic character, punc­
tuation mark, or typewriter symbol is indicated. . Specia.1 circuits allow 
th~ nondigital cha.teicters to bypass the arithmetic circuits. 

Some mention. ha.tl already been made of the·need to define the position 
of the radical point. The earlier practice was to keep this point :fixed 
and to represent all numbers as proper fractions. This practice requires 
that scale factors be allowed for in coding the problem for machine 
computation. The only reason for using a fixed radical point was that it 
required less equipment than the ufloating" radical point. Codes can be 
written that cause a fixed-radical-point machine to operate as if a floating 
point were in fact used. However, this is far from an ideal solution, 
since the floating-point instructions waste memory capacity and since the 
ce.rryi.ng out of these instructions each time an arithmetical operation is 
performed effectively decreases the ma.chine's computing speed. The 
modern practice is to represent numbers in the floating-point form; in 
many ma.chines the option of using either fixed-point or floating-point 
representation is provided. A floating-point arithmetic unit must per­
form operations on the fractional part m and on .the exponent n of the 
numbers of the form m X b11 presented to it. In multiplication and 
division the treatment of the exponents is very simple, but in addition 
and subtraction one of the operands must be suitably shifted to make the 
exponents agree. The treatment of binary arithmetic below will be 
based on fixed-point numbers, for in any case it is fixed-point numbers 
that the arithmetic unit actually adds, subtracts, multiplies, and divides. 

In a fixed-radical-point design, the choice of the position of the radica.l 
point can be made at will. Certain advantages are obtained if the point 
is placed just before the most significant position, for then the possibility 
of overflow (or spilling out of the storage spa.ce available) when multiplica­
tion is performed is eliminated, although overflow may still occur in addi­
tion, subtraction, or division. Some ma.chines are so designed that the 
fixed position of the point can be arbitrarily chosen for the problem in 
hand. 

The EDVAC makes use of 44-bit quantities; the first 43 bits represent 
the absolute value of the quantity, and the 44th is its sign. 

(1-16) 

In this case, as usual in machines using serial storage and a serial arith­
metic unit, numbers are represented within the machine as tempora~ 
trains of pulses. At any point in the circuitry, the arrival times of the 
pulses are in inverse order of th~ significance of the digits represented. 
This convention is dictated by the nature of seria.1 adders, which must add 
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the lea.st-significant digits first, obtaining a sum and a carry, the latter 
being then delayed until the digits in the next higher place arrive, when it 
is added to their sum, and so on. The .sign digit precedes the digits rep­
resenting the numerical quantity. If a parallel adder is used, the posi­
tion of the sign digit is a matter of choice, though it usually is the most­
signifi.cant-digit position. 

An alternative scheme for the representation of negative numbers is 
+n 

by complementation. The complement of a. number N = l ai>' is 
-m 

usua.lly taken to be 
o•+n 

b"+I - l b'a. , __ _ (1-17) 

which is called the complement of N "on bn+l/' If a> 0, -a is rep­
resented by the complement of a. For example, the complement (on 
10°, or 1) of 0.8436 is 0.1564 = 1.0000 - 0.8436. This is the "lO's 
complement" of the given number. The so-called "9's complement11 

is found by subtracting the number from b•+1 - b-. In the example, 
this yields 0.9999 - 0.8436 = 0.1563, which differs from 0.1564 only in 
the least significant place. If the binary system is used, the comple­
ment may be formed by subtracting either from 2'*1 or from 2n+i - 2-. 
These analogues of the lO's and 9's complements, respectively, are com­
monly referred to as the 11 2's" and "1 's" complements. 

Of course, the fact that a negative number is being represented must. 
be indicated in some manner. In the binary system, if parallel arith­
metic units are to be used, the sign bit may precede the quantity and the 
radical point may be regarded as lying between the sign bit and the most 
significant digit. Thus -0.01101 may be represented by 1.10011 or by 
1.10010, according as 2's or l's complements are used. Here, in the first 
case, for the negative fraction -a the number 

2-a=l+l-a (1-18) 

is written; this is also the complement of a with respect to the first power 
21 of the base. This remark has considerable arithmetical significance, 1 

as will be shown in detail later in this chapter. 
For the present, the question of ease in forming complements will be 

discussed. Consider first the case of decimal numbers represented in 

l A full discussion of this mode of representation is given by A. W. Burks, H. H. 
Goldstine, a.nd J. von Neumann, "Preliminary Discussion of the Logical Design of a.n 
Electronic Computing Instrument," a. report prepared under U.S. Army contract 
W-36-084-7481, Institute for Advanced Study, Princeton, N.J., let ed., June 28, 1946: 
2d ed., Sept. 2, 1947. 
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binary-coded form. If either the 2*421 or the excess-three scheme is 
used, the 9's complement is formed merely by replacing, in the coded 
form of each digit, O's by l's and vice versa. Again, in the true binary 
system, the corresponding complement is formed by replacing O's by 
l's and vice versa. In both schemes, the lO's complement and the 
corresponding 2's complement can be effected by forming the 9's comple­
mentor its binary analogue, the l's complement, and then adding a unit 
in the least significant place. Thus, in the binary system, let 

(1-19) 

Then the complement of a on 2 - 2-11 is 

(1-20) 

where ~ = 1 - a.. And the complement on 2 is 
,_,, 

1 + l 2-'ii; + 2-.. 
1-1 

(1-21) 

There are thus available three ways of representing negative numbers: 

1. Minus sign and absolute magnitude 
2. Complement on b"+1 (lO's complement) 
3. Complement on bn+l - b- (9's complement) 

Each of these has its advantages and its disadvantages in relation to the 
design of arithmetic units. If complementation is used to represent nega­
tive numbers, an adder is also a subtractor, for a subtrahend has merely 
to be complemented before it is permitted to enter the adding circuits. 
Of the two types of complements, the O'FI complement i1:1 Rimple to form, 
but its use in computation requires an 11 end-around carry/' as will be 
seen. 

Multiplication can be instrumented most easily by constructing the 
product of the absolute valucf! and affixing the appropriate sign; if com­
plementation is used, corrections must be made whenever a negative 
number is a factor in the product being formed. However, this correction 
is not difficult to make, and, since complementation permits all arith­
metical operations to be performed by a single adder, it has very definite 
attractions. 

1-3. Addition and Subtraction. It is important to examine how the 
various schemes of number representation affect the ca.rrying out of the 
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processes of arithmetic. At the outset, let it be noted that the ordinary 
representation of numbers by signs and absolute value, though it seems 
simple and obvious because it is customary, is not simple in relation to 
the instrumentation of the addition process. Take an example first from 
decimal arithmetic: form the sum 

( +7,652} + (-8,324) = -672 (1-22) 

The equipment for this operation must execute the following tasks: 

1. Compare the signs of the addends and note tha.t a di:fference of the 
absolute values is called for. 

2. Compare the absolute values and remember the sign of the larger. 
3. Form the difference of the absolute values and affix to this the 

remembered sign. 

The process becomes simpler if complements are used to represent 
negative numbers. Suppose that only four-pl.ace decimal integers a.re 
to be used, that positive numbers are to be represented by :6.ve decimal 
Wgits, the :first zero, and that negative numbers a.re to be represented by 
their complements on 105• Then ea.ch negative number will start with 
a 9 in the leading position: in fa.ct, the 9 can be regarded as a sign indi­
cator followed by the complement on 10'. Thus -8,324 is represented as 

If this is added to +7,652, 

100,000 
-8,324 
91,676 

07,652 
91,676 
99,328 

{l-23) 

{l-24) 

Since 99,328 = 100,000 - 672, the result represents the correct answer, 
-672. If this scheme is used, the equipment is not called upon to make 
comparisons or to remember signs, but need only be able to add. 

Now consider the sum 

( +8,324) ·+ ( -7,652) = +672 

Using ·complements, 
08,324 
92,348 

1100,672 

{l-25) 

{1-26) 
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which will yield the correct result, provided that any attempted carry 
to the left from the leading position is discarded; the vertical line drawn 
immediately after the 1 is.intended to indicate this. Similarly, the addi­
tion of negatives can be readily handled; thus 

becomes 

which is correct. 

:.....2,432 
-3,3i8 
-5,750 

97,568 
96,682 

1194,250 

(1-27) 

(1-28) 

With this scheme no two numbers can be added if the sum of their 
absolute values exceeds 9,999. Of course there is some such limitation 
in any :fixed-point system where the length of the number is limited. 

Instead of complements on 106, it would of course have been possible 
to use complements on 106 - 1. The :first example (1-24) would become 

07,652 
91,675 
99,327 (1-29) 

which is correct. In the second example (1-26) the result would be 

08,324 
92,347 

ll00,671 (1-30) 

which needs further interpretation. If the attempted. carry to the left 
from the leading position is not discarded but added, instead, into the 
least significant place, the result will be 00,672, which is correct. Again, 
in the third example (1-28), use of complements on 105 - 1 would give 

97,567 
96,681 

ll94,248 (1-31) 

Addition of the carry digit into the least significant place gives 94,249, 
which is the correct representation of -5,750. This process is called 
"end-around carry," and is always required when negatives are repre­
sented by 9's complements. 

The above examples are given in detail because of the familiarity of 
the decimal sy11tem. An exactly similar situation occurs when t;he binary 
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system is employed. Thus, if I.xi < 1 in all cases and if negative x is 
represented by 2 + x, then 91'.6 (or 0.0101) may be subtracted from Ms 
(or 0.0111) by using the 2's complement of 0.0101 for -91'.6, that is, 
1.1011, and adding as follows: 

0.0111 
1.1011 

110.0010 (1-32) 

where the carry into the nonexistent 21 place is discarded. Using com­
plements on 2 - 2-4 this becomes 

0.0111 
1.1010 

r1\Q.0001 
- .. 1 

0.0010 (1-33) 

with the end-around carry as indicated. 
Nothing has yet been said about the structure of the arithmetic unit; 

a full discussion will be deferred to a later chapter. However, as far aA 
the adder is concerned, it can be appreciated that a wide variety of struc­
tures is possible, depending upon the physical form in which information 
is handled in the machine, upon the temporal order in which the addends 
are presented to the adding circuits, and upon the immediate disposition 
of the sum. 

Information can be presented to the adder (1) as temporal trains of 
pulses transmitted along a single conductor, (2) as pulses all occurring 
simultaneously on a number of wires, one for each bit, (3) as static volt­
age levels of a number of wires, or (4) as combinations of forms 1 and 2, 
as in most computers that use coded-decimal representation of numbers. 
Ordinarily the .augend and the addend are extracted from 'the memory in 
time sequence; so some device for remembering the augend until the 
addend arrives must be included. Finally, it may be desired to return 
the sum immediately to the memory or it may be desired to retain it, 
close to the actual adding circuits so that other numbers may be added 
to it. A device which can hold the augend until the addend has arrived 
and until the addition has been performed and which then holds the sum 
is usually called an "accumulator." If only single additions were to be 
performed this would suffice; but, as will shortly be shown, the processes 
of multiplication and division require further equipment to hold multi­
pliers and divisors while they are in progress. 

One other question should be taken up before proceeding to discuss 
multiplication and division. This is the treatment of the carries in the 
addition process. This is simple in serial binary adders, where the pubie 
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trains representing the augend and addend are presented to the adding 
circuits simultaneously. Such adders begin by forming the sum of the 
lowest-order digits of two components. The carry, if any, is remembered 
for one pulse time; then it is added to the sum of the pair of digits in the 
next-higher position. In this process, the time required by the adder to 
form a sum is merely the time required for the sequence of pulses rep-. 
resenting a number to enter the adder. 

In parallel adders, that is, adders in which a number is presented as a 
set of pulses arriving simultaneously on a set of wires or as a simultane­
ous set of voltages of these wires, the case is quite different; a variety of 
forms is possible. 

If numbers are presented as the static voltage levels of a set of wires, 
the adder may be so constructed that the sets of voltages representing 
two numbers are presented to it simultaneously, and the sum is com­
pletely formed, including the addition of all carries, by the time steady 
state is reached. This will be called a "static" adder. 

On the other hand, if numbers are presented to the adder as sets of 
pulses arriving simultaneously on a set of parallel wires, a counter (or 
device that keeps count) may be provided for each digit position, and the 
augend and addend may be presented to the counter one after another. 
There must also exist devices that cn.n hold any carry from one position 
to the next. After the two components have been transmitted to the 
counters, it is necessary to add in the carries, then the carries resulting 
from this addition, and so on, until all the devices uimd to hold carries 
have been ret.urned to their zero state.1 ThiR is a rather extreme form of 
"dynamic" adder. Fortunately, it is possible to devise circuitR, at least 
in the binary case, that are ahle to recognize situationA in which carries 
will he propagated and to effect the results of propagation automatically. 

1-4. Multiplication. Consider the multiplication process first in the 
decimal RyRtem. Form, for example, the product 473 X 674: 

47~ 

674 
1892 

3311 
2838 
318802 (1-34) 

It is necessary to obtain in some way multiples of the multiplicand by 
the digits of the multiplier, which then must be shifted left (i.e., multi­
plied by powers of 10) and added. On the other hand, multiplication in 
the binary system is very simple indeed, as the following example shows: 

l Burks, Goldstine, and von Neumann, op. cit., p. 13. 
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.. 1101 
1011 

. 1101 
1101 

1101-· 
10001111 

[CHAP. 1 

(1-35) 

At each state, the shifted multiplier is added or not added depending 
upon whether the bit in the multiplier is a 1 or a 0. 

Before going on to a more detailed treatment of multiplication, two 
points of great importance for the physical structure of the arithmetic 
unit will be brought out. First, it is clear that the multiplicand must be 
readily available at all times in the course of the process. The multi­
plier, however, may be thrown a.way digit by digit, for, after the partial 
product corresponding to the least-significant digit of the multiplier has 
been formed, that digit is of no further use and may well be discarded. 
Indeed, it is simpler thus to discard the digits of the multiplier than not, 
for, if they are discarded, the register that must be provided to hold the 
multiplier can be so arranged that only·the lea.st-significant digit is exam­
ined and the contents of the register are shifted right one place after each 
partial product has been formed. Thus binary multiplication can be 
performed if only an accumulator and two registers, one of them with the 
shifting property, are available.1 Decimal multiplication requires, as 
well, the equipment needed to form the products of the multiplicand by 
the digits of the multiplier. Of course, it would be quite possible in a 
binary machine to examine successively the bits of the multiplier and 
to call or not ce.11 the multiplicand from the high-speed memory accord­
ing as the bit examined were al or a O, but this would result in a ridfo­
ulously long time to complete.the process. 

A second point worth noting is that a product contains more digits 
than either factor; in fact, if one factor contains m places and the other,.~, 

i•n-1 i•m-1 

p = 2 b'p, . q - L b'q, 
4-o •-o 

(1-a6) 

then the product contains either m + n - 1 or m. + n places. This is 
readily seen if the lea.ding terms of the product a.re written out: 

pq = P-1q,,._1btn+..-ll + (P-.1!lm-ll +. p,.,_iiq.....,.1)b-+n-:-a + · • • (1-37) 

so the product contains not less than m + n· - i places. Since 

pq :::; (btn - l)(b11 - 1) < b...+a (1-38) 
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it is clear that the product contains less than m + n + 1 places. If, 
therefore, it is desired to leave open the possibility of holding the entire 
product of two n-place numbers, a facility for storing. a .2n-place number 
must be provided. This is usually accomplished by shifting the partial 
product one place to the 'right at every step and allowing the overflow 
to enter the most significant non-sign position in the shifting register used 
to hold the multiplier. The desirability of shifting the multiplier one 
place to the right after each step has already been indicated on other 
grounds. This provides space free to receive the overflow from the 
accumulator, so that, at the end of the process, the most significant n 
digits of the product are contained in the accumulator, and the least­
significant n digits of the product are in the register that originally held 
the multiplier. This convenient and practical arrangement is used in 
some form or another in most machines. 

To illustrate the remarks above, the performance of a. multiplication 
will be described. Suppose the product 0.1101 X 0.1011 is to be formed, 
where the O's in the 2° positions indicate that the numbers are both posi­
tive. The first step is to examine the least significant bit of the multiplier 
0.1011. Since this is a 1, the multiplicand is added into the accumulator, 
which has previously been set in its zero state, or, in the accepted ter­
minology, "cleared to zero." The multiplier and the contents of the 
accumulator a.re now both shifted one place to the right; the least signifi­
cant bit of the multiplier is lost, and the lea.st significant bit of the accu­
mulator is shifted into the position immediately after the binary point 
in the register that holds the multiplier; so, at the end of the add-a.nd­
shift operation, 

Multiplicand 
Multiplier 

Partial product P1 

0.1101 
0.1101 
0.0110 (1-39) 

The least significant bit of the multiplier is again sensed, and, since it is a 
1, the multiplicand is added into the accumulator. The sum becomes 
1.0011, a carry having been made into the sign (2°) position. This is 
not a source of difficulty, however, for the next step is to shift multiplier 
and partial product one place to the right, which removes the 1 from the 
sign position. There is no possibility of a carry beyond the sign position, 
so that no trouble can ever occur. This point will be considered more 
fully in discussing the multiplication of numbers one of ~hich may be 
negative. Again, the la.st bit of the partial product is not lost but shifted 
into the register containing the multiplier, and 

Multiplicand 0.1101 · 
Multiplier 0.1110 

Partial product P2 0.1001 (1-40) 
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The least significant bit of the multiplier is now a O, so the next operation 
is to shift multiplier and partial product one place to the right again to 
give P 8• Since the last bit of the multiplier is 1, the final result is 

Multiplicand 0.1101 
Multiplier 0.1111 

Partial product P, 0.1000 (1-41) 

All bits of the original multiplier have now been used and discarded, 
and the place of the multiplier is occupied by the least significant four 
bits of the product (here, of course, the binary point is ignored), and the 
most significant four bits of the product stand in the accumulator. The 
process is now terminated, for the product is completely formed. A con­
venient method of terminating the process is to count the number of 
shifts that occur, to compare the contents of the counter that does this 
with the number of bits in the original multiplier, in this case 4, 
and to arrange for a termination signal when the two numbers reach 
agreement. 

So far nothing has been said about the multiplication of negative num­
bers. There are two possible procedures. If representation by sign and 
absolute value is used, the product of the absolute values can be formed, 
and to it can be affixed the correct sign, as determined by comparing the 
signs of the factors. 

On the other hand, if negatives are to be represented by complements, 
it is necessary to proceed otherwise. Consider a binary number sy11tcm 
in which the sign bit is at the extreme left end of the number, followed 
directly by the binary point, and in which negatives are represented 
by a 1 in the sign place followed by the complement of the number on 
2° = 1. It has been pointed out above that this amounts to representing 
-1 ~ x < 0 by 2 + x. In the following discussion, y will represent the 
multiplicand and x, the multiplier. 

If x and y are both negative, their machine representations are x + 2 
and y + 2, whose product is xy + 2x + 2y + 4. The 4 would in any 
case be lost since there exists no 21 place, but corrections of - 2x and - 2y 
would have to be made in order to recover xy. Of course y is always 
available, so the - 2y correction can always be made. The x, however, is 
ordinarily discarded bit by bit in the course of the multiplication and so 
is not available at the end of the process for use in making the necessary 
correction. A procedure due to Burks, Goldstine, and von Neumann 
avoids this difficulty. 

First consider a negative multiplier, with a positive multiplicand, 
where the machine representation of the multiplier is 2 + x, or 1 + 1 + x. 
There is no point in treating the sign bit of the multiplier in the same way 
as the other bits. Hence, if the numbers are n bits in length, including 
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the sign, only n - 1 steps need be performed. This would in any case 
be sufficient if x were positive. In the present case it amounts to forming 
the product 

(1 + x)y = y + xy (1-42) 
This must be corrected to give 2 + xy, the correct machine representation 
of the negative product xy. The correction is easily performed by adding 
-y, which in machine representation is 2 - y. Thus the rule so far 
can be stated: 

Let the multiplication process proceed until n - 1 shifts have been 
performed. If now the sign bit of xis 0, the product has been obtained; 
if it is 1, correct the product by subtracting y. 

Now consider y < O, assuming x > O, since negative multipliers have 
already been treated. Consider the number 1 + y, that is, the number 
obtained from the machine representation of the negative y by replacing 
the sign bit by 0. Multiplying it by x gives xy + x. As noted above, 
the obvious correction cannot be made after the multiplication has been 
performed, for then x is no longer available. Hence it is necessary to 
make the correction for each bit of x before it is lost. It turns out to be 
easiest to make the total correction 2 - x in two stages: (a) 1 - x -
2-<11-ll, bit by bit; (b) 1 + 2-<11-ll, after the partially corrected product 
has been formed. The form of 1 - x - 2-c11- 1>, of course, is very simple: 

n-1 

x = l 2-iz; 
l 

n-1 

1 - x - 2-(..-1) = l 2-i(l - x,) 
1 

(1-43) 

{l-44) 

Consider the first step in forming (1 + y)x. Supposing the least sig­
nificant bit of x is a 1, add 1 + y into the accumulator. If a correction 
is to be made for Xn-1, make it now, before Xn-1 is lost by the first right 
shift. Clearly the correction must be entered into the sign position of 
the partial product, for, after n - 1 shifts, that will appear in then - 1 
position. 

Hence, before the right shift, add 1 - X11-1 to the sign position of the 
partial product standing in the accumulator. Then make the first right 
shift. After the formation of the second partial product and before the 
second shift, add 1 - Xn-2 into the sign position of the partial product 
standing in the accumulator, and so on. Thus, 

Pi = ~[(1 + y)x,._1 + (1 - x .. -1)) 

since the right shift is equivalent to division by 2. Similarly, 

P2 = 7!a[P1 + (1 + y)Xn-2 + (1 - l'n-2)) 

(1-45) 

(1-46) 
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and, in general, 

P,, == ~[P1:-1 + (1 + y):c,._,, + (1 - z..-11)]' (1-47) 

Provided 0 < P1o-1 < 1, it is clear that the sum 

p.,._1 +-Cl + y):c,._,, + (1 - zn-1o) < 2 (1-48) . . 
whence, upon diviSfon by 2, it follows that 0 S PJr~< 1. 

Since 0 S P1 < 1, it follows by induction that this inequality holds for 
Tc = 2, 3, . • • , n - 1 and, therefore, that in no case does the addition of 

(1 + y):c,._,, + (1 - Z..-.1:) 

cause a carry beyond the sign (2°) position. 
Noting that 

(1 + y)z,.-Jr + (1 - :c,._,,) = { ~ + 'V 

(1-49) 

(1-50) 

PJr is obtained by adding to Pt-1 either the sign bit of y or the ma.china 
represents. ti on of y less the sign bit, according as Z..-Jr is 0 or .1, and then 
shifting this sum one place to the right. Since if y > 0, either 0 or y is 
added, according as zn-.11 = 0 or 1, and then shifted right, so the complete 
verbal prescription for the formation of P.,, is: 

Add to P1:-1 either the sign bit of y or the ma.chine representation of 11 
with the sign bit omitted, and shift the resulting sum one place to the 
right. 

This procedure holds fork = 1, 2, ..• , ti - 1, provided Po is defined 
as equal to 0. If y < 0, it .is then necessary (a) to add 2-1 to the con­
tents of the accumulator and (b) to place a 1 in the sign position, in order 
to obtain from P ,._1. the C(!rrect machine representation of the product. 
If both z and y are negative, the uncorrected product is 

(1 + z)(l + y) = y + :cy + (1 + z) (1-51} 

and the above process corrects properly for 1 + z, for it uses only the 
non-sign bits in the machine representation of z. Of course, in this case 
it is still finally necessary to correct for y, that is, to add -y. 

In the above discussion it has been tacitly assumed that each addition 
that occurs in building up Pio is completed before the subsequent shift. 
If a. dynamic type of accumulator is used, this means that provision must 
be ma.de to effect a complete carry at each addition, which is Wa.Rtcful 
of time. A scheme has been devised which makes it possible to avoid 
this and, in fact, to provide for but a Simple carry following each addition. 
The description of this procedure follows. 1 

i N. R. Taylor, The Five-di.git Multiplier, Project Whirlwind Repta. R-134, MIT, 
Bervomecha.n.isma Laboratory, Dec. S, 1948. 
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To introduce a simple observation, l~t a number A1 stand in an accu­
mulator, and let a number A2 be added to it. Consider any position iu 
the accumulator, say the jth, and its associated carry into the next­
higher place. If the jth place after the addition. contains a O, the carry 
into the next-higher place can be 1 or 0 but, if it cont$ins a 1, the carry 
can only be 0. Hence, after a single addition, nq place and its associated 
carry together can contain more than a single 1. Thus, if a sequence of 
numbers is to be added into an accumulator, it is possible to add in the 
third to the sum of the first and second before any carries are added in at 
a.11. Clearly, it would not be permissible to add in a fourth number before 
adding in carries. In forming a continued sum, the systematic procedure 
is: (a) add A1 into the accumulator, which has previously been set to 
zero; (b) add As into the accumulator, and add in a single set of carries; 
(c) repeat steps a and b as often as necessary; then (d) add An into the 
accumulator, and carry out the complete operation of adding in carries. 

The application of the above principle to the process of building up a 
product is obvious. It is found possible to go even further and to com­
bine the addition of the first set of carries with the right shift. Suppose 
that, at some stage in the multiplication process, the multiplicand has 
just been added into the accumulator but that the addition of the first 
set of cal'ries has not yet taken place. Clearly, if desired, both the con­
tents of the accumulator and the carries may be shifted one place to the 
right before adding the carries. Fix attention upon some definite posi­
tion. It may hold a 1 or a O, and the carry into it may be a 1 or a 0. 
If both are l's, the effect of shifting and adding is to leave a.1 in the carry 
and to shift a 0 to the right. If either combination 0 and 1 or 1 and 0 is 
present, the effect is to make the carry 0 and shift a 1 right. This may 
be summed up in a table. Note that the framework is that of the binary 
system with radical point immediately following the sign, so that the 
next-lower position after the jth is the (j + l)st. 

Carry 
Acc. 

Carry 
Acc. 

jj+l jj+l jj+l jj+l 

1 1 0 0 
1 0 J 0 

1\ o\ o\ o\ (1-52) 

0 1 1 0 

The circuits used to effect thiB shift-and-carry process will be described 
in the chapter on adders. Here atte11tio11 is called merely to the fact 
that a dynamic parallel accumulator equipped with this shift-and-carry 
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and the high-speed-carry circuits already mentioned can be caused to 
build up a product very rapidly. 

Another scheme for minimizing the time required to build up a product 
in a parallel arithmetic unit relies upon the reduction of the number of 
additions that must be e:ff ected, since in most designs addition requires 
more time than shifting. This scheme depends upon the observation 
that1•2 

2-{i+l) + 2-<i+2l + . . . + 2-Ci+ml = 2-i - 2-Ci+ml (1-53) 

which permits every unbroken string of binary l's to be replaced by al 
and a -1, if we wish to contemplate a number system in which each 
position can be 1, O, or -1. In other terms, any string of additions of 
the multiplicand followed by the necessary shifts would be replaced by 
an addition, a subtraction, and the necessary shifts. As an example, 
consider the conversion of the number 0.00101110011111 to the new 
notation. First, the string of l's in positions 10 to 14 is replaced by 
-1 in position 14, O's in positions 10 to 13, and 1 in position 9, giving 
0.0010111010000( -1). Second, the l's in positions 5, 6, and 7 are 
replaced by -1 in position 7, O's in positions 5 and 6, and 1 in position 
4, giving 0.001100(-1)010000(-1). Finally, the new string of l's that 
has been created in positions 3 and 4 is replaced, giving as a result 
0.010(-1)00(-1)010000(-1). In effecting a multiplication with this 
number as multiplier, two additions and three subtractions would be 
required as compared with the nine additions required if the multiplier 
is left in its conventional binary form. The reduction is not so striking 
if there are fewer and less lengthy strings of l's. If, indeed, O's and 1 's 
alternate, no reduction occurs at all. Obviously, in the converted num­
ber, no two consecutive positions both contain non-0 characters. R.eit­
wiesner has shown that, in general, the expected number of non-0 posi­
tions in the 1, 0, -1 notation approaches n/3 with increasing word length 
n, which is a reduction of 33~ per cent from n/2, the expected number 
of non-0 bits in an n-place binary number. 

AB to the actual method of effecting a multiplication using this scheme, 
it is not necessary to effect the conversion explicitly; indeed, it has been 
shown that inspection of the bits of the binary multiplier, two at a time, 
suffices. 8 Let it be supposed that the arithmetic unit of a machine can 

1 Technical Progress Report, Digital Computer Laboratory, University of Illinois, 
Urbana, October, 1956 [work supported by AEC contra.ct AT(ll-1)-415 and ONR 
contracts N6ori07130 and N6ori07124]. 

1 G. W. Reitwiesner, Summary Discussion of Performing Binary Multiplication 
with the Fewest Possi'ble Additions, BRL Tech. Note 113, Ballistic Research Lab­
oratories, Aberdeen, Md., February, 1957. 

3 See the University of Illinois Technical Progress Report for Oct.obar, 1956, cited 
above; the table is on p. 6, 
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be set iuto two modes, positive and negative; that, in the positive mode, 
the multiplicand can only be subtracted from the existing partial product; 
that, in the negative mode, it can only be added; and that one mode per­
sists until it is changed. Let the arithmetic unit be set in the positive 
mode at the beginning of the multiplication. Consider the following 
table, where M ,._1 and M,. stand for the least significant bits of the mul­
tiplier ;these bits are inspected, and the following operations are performed: 

Mode M.-1 M,. Operation 
-----· --- ------1----------------

O Shift right 
1 Add -icand and shift right 

+ 
0 
0 
1 
1 

0 Shift right (1-54) 
1 Subtract -icand, shift right, and switch to nega-

tive mode 

The next inspection. is made of Mn-2, M,.-1. If the positive mode is still 
in effect, the operation is determined by the table (1-54); if it has been 
switched to the negative, the table becomes: 

Mode Mn-1 llf._, Operation 
---·1--- ·-· .. ··-. ···------------------

0 

0 
1 
1 

0 Add -icand, shift right, and switch to posit.ive 
modo 

1 Shift right 
0 Subtract -icand and shift right 
1 Shift right 

(1-55) 

The inspection proceeds, two bits at a time, until all the bits of the mul­
tiplier have been inspected, and operations performed at each inspection 
in accordance with the two tables just given. 

From the two tables just considered, it is obvious that an addition and 
shift or a subtraction and shift are always followed by a shift. Hence a 
more sophisticated procedure is always to shift right two places and to 
go directly from inspection of M .. , M n-1 to inspection of M n-2, M ,,_3, 

and so on, halving the number of inspections. This requires that at any 
stage it must be possible to add or subtract either the multiplicand or 
twice the multiplicand, i.e., the multiplicand shifted one place to the 
left. Obviously the multiplier mm1t contain an even number of binary 
places. Let there be 40, let the leftmost be the sign, with the binary 
point between the sign and the next place, and let the negative be rep­
resented by the complement on 2. Since it must be possible to add twice 
the multiplicand to the contents of the accumulator at any step, it is 
necessary that this device have extra places, say two, to the left of its 
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sign, and to make provision for the "spreading" of. the sign automatically 
into these two positions whenever the multiplicand is added to the con­
tents of the accumulator. The tables must .be. modified as shown below1 

(notice that a separate table must be used when one of the bits inspected 
is the sign bit of the multiplier): 

M;-1 M; +mode " -mode 
--

0 0 Shift right 2 places Add -icand, shift right 2 places, 
a.nd switch to + mode 

0 1 Add -icand a.nd shift right 2 Subtract 2 X -icand and shift 
places right 2 places (1-56) 

1 0 Add 2 X -icand a.nd shift right Subtract -icand and shift right 
2 places 2 places 

1 1 Subtract -icand, shift right 2 Shift right 2 places 
places, and switch to - mode 

Mo Mi +mode -mode 

- --
0 0 Shift right 1 place Add -ice.nd and shift right 1 

place 
0 1 Add -icand and shift right 1 Add 2 X -icand and shift right 

place 1 place (1-57) 
1 0 Subract 2 X -icand and shift Subtract -icand and shift right 

right 1 pla.ce 1 place 
1 1 Subtract -ica.nd and shift right Shift right 1 place 

1 place 

Ai!i an illustration, consider the formation of the product 0.10101 X 
0.11011. The first inspection finds 11 and so subtracts the -icand from 
the contents of the accumulator, giving 

111.01011 (1-58) 

This is shifted right two places, and, since the second inspection reveals 
10, with the mode negative, it is necessary to subtract the -icand again: 

111.1101011 
111.01011 
111.0010111 (1-59) 

This is shifted right two places, and,. since the last inspection finds 01 
with the mode still negative, it is necessary to add 2 X -icand, giving 

1 I owe these tables to a private communication from Mr. G:. W. Reitwiesner of the 
Ballistic Research Laboratories., Aberdeen, Md. 
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111.110010111 
1.0101 

001.000110111 

and, finally, to shift right one place, giving as the product 

0.1000110111 

23 

(1-60) 

which is readily verified by performing the multiplication in the usual 
way. 

Another approach to the speeding up of the multiplication process by 
calling for fewer additions depends upon having available a number of 
multiples of the multiplicand which can be added in as they are needed. 
For example, suppose m, 2m, and 3m are available. Then the multiplier 
can be inspected two bits at a time, and m, 2m, or 3m can be added, 
according as the bits inspected are 01, 10, 11, after which the partial 
product is shifted two places to the right. If the inspection is to be per­
formed three bits at a time, m, 2m, 3m, .•. , 1m must be available. 
These schemes are best adapted to serial arithmetic units, since the addi­
tional adders needed for serial units are simple. For example, in the 2-bit 
inspection, mis always at hand, 2m is obtained by a simple left shift, and 
3m = m + 2m; so only a single additional adder need be used. This 
scheme is in fact used in the Ferranti Mercury computer; an account of 
the arithmetic unit of this machine is given in Chap. 13. A 4-bit-inspec­
tion scheme is used in the faster EDVAC multiplier installed in 1957. 

1-5. Division. As division occurs the least frequently of the four 
elementary arithmetical processes, there has been considerable differ­
ence of opinion about the relative desirability of "built-in" division and 
division as effected by multiplying by a reciprocal. The latter procedure 
is: 

If a process is available which computes b-1, in order to compute a/b, 
first compute b-1 and then form the product ab-1• 

It is possible to set up a simple iterative procedure for finding th~ 
reciprocal b-1 of a number. This procedure is given hy the formula 

(1-61) 

Let b > 0. Starting with a first approximation z1 > 0, which is too 
small, then 

and 
X2 - X1. = X1(l - X1b) > 0 
1 - bx2 - 1 - 2bx1 + b1xi2 - (1 - bx1) 1 

(1-()2) 
(1-63) 

so x2 is a better approximation but still too small. Repeated application 
of these inequalities shows that the sequence x,. is monotonic, increasing, 
and bounded, and hence lim x,. exists. Going back to the original for-
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mula, this means that 

Since 
then 

and finally 

Jim Xn+l == 2 lim Xn - b lim Xn2 

lim Xn == lim Xn+l and lim Xn2 == (lim Xn) 2 

0 == lim Xn - b(lim Xn) 2 

lim x,. = i 

[CHAP. 1 

(1-64) 
(1-65) 
(1-66) 

(1-67) 

Under favorable conditions, the convergence of {x,.} is very rapid, for 
the error 1 - bxn in the nth step is the square of the error in the preceding 
step. Hence, if a fairly coarse table of reciprocals is provided in the 
computer's memory, only a few iterations are needed to attain whatever 
precision may be desired. It has been pointed out1 that, with a binary 
machine where multiplication by 2 involves merely a left shift, an initial 
value x1 of a precision of 2-11 can be improved by three iterations to a 
precision of 2-40, that this can be done in six multiplication times, and 
that, therefore, division by multiplication by the reciprocal can be per­
formed in seven multiplication times. A built-in division process, to be 
worthwhile, must be able to carry out the division process in considerably 
less time--fortunately, it can. In several of the earlier computers, e.g., 
the Mark III (Harvard) and the EDSAC (Cambridge),2 division is pro­
grammed, but in current practice built-in division is general. 

Turn now to the direct performance of the division process. It is 
desired to form the quotient y/x, where 

.. 
y == h lO;y, (1-68) 

m 

and x = ~ 101x, (1-69) 

The first step is to find the largest multiple of x by lOk1ak11 0 < ak, ~ 9, 
that does not exceed y. Subtracting this from y, a remainder is obtained: 

(1-70) 

The decimal digit a1o, is entered in the ki place of the quotient. The 
same process is now repeated, with y replaced by r1, and a digit ak, is 
obtained for the k2 place in the quotient. If k2 < k1 - 1, the placcR 
ki - 1, ... , k2 + 1 of the quotient are filled with O's. The process 
may terminate if at some stage a vanishing remainder is obtained, or it 
may continue indefinitely, in which case a repeating group of decimal 
digits is eventually discovered. Clearly, the process for any base integer 
b is exactly parallel to the process for base 10. 

1 Burks, Goldstine, and von Neumann, op. cit., p. 9. 
1 "Review of Electronic Digital Computers," pp. 50 and 80. 
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Now consider the problem of mechanizing this process. From the 
preceding paragraph several points are clear. It is necessary to have 
dividend and divisor immediately available at all times during the proc­
ess; this requires two registers in the arithmetic unit. A third register 
into which the successively determined digits of the quotient can be 
entered is also desirable (of course it would be possible merely to reserve 
space for the quotient in the main memory and to transfer each digit 
there as it is determined). It may or may not be desirable to retain the 
remainder for further use. The process of determining "the greatest 
multiple of x of the form 1Qk'ak,x that does not exceed y" is simple to 
carry out working with pencil and paper, but a machine must perform 
successive subtractions until a negative remainder is reached in order to 
ascertain that the greatest multiple of x not exceeding y has, in fact, been 
found. If the latter process is used, the machine must record the value 
of ak, found and then add to the negative remainder the number lQkix 

to obtain the correct positive remainder. For this reason this procedure 
is described as "restoring" division. Nonrestoring division will be 
described below. The arithmetical processes involved in mechanizing 
division are multiplication, subtraction, and shifting (multiplying by the 
powers of the base); in the general situation, both left and right shifts 
are required. 

The term "restoring" has just been applied to the type of division in 
which at each step a positive remainder is always obtained. In the 
"nonrestoring" variety the partial remainder and the divisor are com­
pared for sign. If both signs are alike, the procedure is continued until 
a negative remainder is reached; then the value of ak, giving the multiple 
of the divisor used is entered in the quotient. If the signs are opposite, 
the shifted divisor is repeatedly added to the remainder until a new posi­
tive remainder is obtained; then the negative of the number of additions 
is entered in the quotient. The quotient developed in this way is in a 
rather peculiar form, containing as digits ±1, ±2, ... , ±9 [or, in 
general, ± (b - 1)], and must be corrected so as to conform to the stand­
ard machine notation. The correction consists in subtracting the num­
ber formed by the negative digits from that formed by the positive digits, 
columnar positions being retained. The following example should make 
the process clear: 

221-3 
-4 

(+2) (-3) (+3) 
8 0 6 
4 

-5 9 4 
+6 6 0 

+6 6 
-6 6 

0 0 

q = 203 - 30 = 173 (1-71) 
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Observe that 2(b - 1) digits are used instead of b digits. This redun­
dancy exists in all cases save b = 2, where but two digits are used in 
either scheme. AB might be suspected, nonrestoring division is particu­
larly simple in the binary system. 

Narrowing the point of view, consider division in machines using a 
fixed radical point. At once, the possibility of exceeded capacity arises, 
just as for addition and subtraction. If this is not to be avoided by 
suitable scaling, it is necessary to provide an "exceeded capacity" signal 
which either stops the machine or apprises the control unit of overfiow 
so that an alternative course may be taken. 

Consider an example of restoring binary division: 

0.1101 
0.10110.1000001 

0.0101 
0.0011001 
0.00101 
0.0000101 
0.0000101 
0.0000000 

This can be rearranged as follows: 

(1-72) 

First, shift the dividend one place left and subtract the divisor; sine<' 
a positive remainder results although a negative one would be obtained 
by a second subtraction, enter a 1 in the position following the binary 
point in the quotient. Repeat this process, with a similar result, and 
enter a second 1 in the quotient. When this process is attempted a third 
time, however, a negative remainder is found; so add the divisor to giv<1 
a positive remainder, enter a 0 in the quotient, and shift the remainder 
again one place to the left. A final subtraction of the divisor yields a 
zero remainder, terminating the process and putting a final 1 in the 
quotient. 

It has already been mentioned that nonrestoring division becomcA 
particularly simple in the binary system. A simple and elegant version 
of this process, due to Burks, von Neumann, and Goldstine, will now be 
described. The fixed-point binary system is assumed, .with all numbers 
less than 1 in magnitude and with negative x represented by 2 + x. 
Let x = dividend and y = divisor; assume !xi < IYI, to preclude the 
possibility of overffow. : The successive partial remainders will be des-
ignated by rA:-1, with ro = x. The first step. is to form · 

(1-73) 

subtracting if the signs of ro and y are'the same but' adding if they are 
dift'erent. In the former case, record zi - 11 in the latter, zi • 0. Con-
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tinue to form in succession 

(1-74) 

by subtracting if r,._1 and y are of the same sign but adding if the signs are 
di:ff erent, and by recording z~ = 1 in the first case, z~ = 0 in the second. 
Since'lrol < Jyl, by (1-73), lr1l <' jyj. Furthermore, by (1-74), lrA:-11 < [YI 
implies that hi < !:YI. Hence the latter inequality holds for all k. Trou­
ble might be expected to occur in the left shift of rk-1 < 0 before the 
subsequent addition or subtraction is performed, for the machine represen­
tation of r,._1 contains a 1 in the sign position, which is lost upon perform­
ance of the shift. The sign of TA:-1 must, therefore, be sensed before the 
shift is performed, so that it can be determined whether the divisor is to 
be added or subtracted. The loss of the sign bit in the shift causes no 
difficulty, for the machine representation of rn-1 < 0 is 2 + r,._1, and thus 

2(2 + Tk-1) = 2 + 2 + 2rk-l (1-75) 

and, when the first 2 is lost because of the left shift, there remains the 
machine representation of 2r,._1. 

In terms of the bits z~ of the quotient, the formula for r,, may be 
rewritten as 

rk = 2r,._1 + (1 - 2z~) y (1-76) 

for, if rk-l and y are of the same sign, then z~ = 1 but, if they are of differ­
ent sign, z~ = O. Multiplication by 2-" results in 

(1-77) 

Summing over all k = 1, 2, . . . , n, where n is the number of steps 
performed in carrying out the process, and recalling that x = ro, 

or 

l'I 

2-"r,. = Z + (1 - 2-n - 2 2-<k-l)z~) y 
1 

l'I 

X = ( -1 + 2 2-(k-l)z~ + 2-n) 1f + 2-"r,. 
1 

Comparison with 
x=qy+r 

shows that the quotient and remainder are given by 

where 

l'I 

q = -1 + l 2-(1o-1>z~ + 2-
1 

r - 2-"rn 
lrl < 2-n JyJ s; 2-

(1-78) 

(1-79) 

(1-80) 

(1-81) 

(1-82) 
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The -1 modifies only the first term, i.e., the sign bit, of the sum, and 
the remaining n - 1 terms and the 2-" give n places of the quotient. It 
is convenient to choose n + 1 equal to the number of places in the reg­
isters, including the sign. 

Thus, if an accumulator, a register with the shifting property, and a 
third nonshifting register are available, the dividend can be placed in 
the accumulator and the divisor in the nonshifting register. At the first 
step, z~ is put in the lowest-order position of the second shifting register, 
which in tum is shifted left. At the second step, z~ is inserted in the posi­
tion vacated by z~, and so on. After n steps, corrections are made in 
positions 2° and 2-7', and the resulting number in the register is the 
quotient. 

1-6. Round-off Procedures. 1 In multiplication, the full 2n-digit prod­
uct is ordinarily replaced by one of the normal number of digits. In 
division the quotient is retained only ton digits, discarding the remain­
der. Thus, it is important to set up some criterion for deciding just how 
these truncations should be accomplished. In other words, it is neces­
sary to determine a method of round-off that is, in some sense, the "best." 
Since it has not been found practicable to do this with full generality, 
recourse is usually had to a statistical argument. The assumption is 
made that the digits to be discarded are uniformly distributed random 
variables, and two criteria are adopted: 

1. The variance of the approximate product or quotient from the true 
value should be as small as practical. 

2. The approximation should be unbiased, in the sense that its mean 
value should be the true value. 

For purposes of discussion, assume that the numbers x and y whoi:m 
product or quotient is being formed are both n-place proper fractions in 
binary notation. 

Consider two possible round-off procedures: 

1. All digits beyond the nth are discarded and the nth is replaced by 
unity. 

2. Unity is added in the (n + l)st place, all carries are performed, and 
then all digits beyond the nth are discarded. 

Scheme 2 is, of course, the familiar one used in everyday arithmetical 
practice. 

Treating the case of division in detail, consider 

(1-83) 

l Burks, Goldstine, and von Neumann, op. cit., pp. 21-22. 
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where 1 > 'II > x > 0, whieh is to be replaced by an n-place approxima­
tion. Assume tha.t the number 

(1-84) 

is a random. variable, uniformly diStributed over the interval from 0 to 
2-+1• Then the difference between rz and the n-place approximation 
having 1 in the 11th plaee is a random variable uniformly distributed in 
the interval from -2-" to 2-. The m.ean of this difierence is obviously 
0, and its varia.nce is given by 

11'2 = 2.-1 xi dx = -- (2-1 .. + 2-• .. ) = -1+2-· 211-l 2-2 .. 

-2-• 3 3 
(1-85) 

whence 
2-

q = v'3 = 0.578 x 2-- (1-86) 

Now consider the second ca.se. The number 

(1-87) 

is treated as a random variable uniformly distributed in the interval from 
0 to 2-•. The ru.le states that the nth digit is to be left unchanged or 
inerea.sed by unity, i.e., that either 0 or 2-" is to be added to tb.e number 

(1-88) 

as the random variable ( 1-87) assum.es a value in the left- or right­
hand half of its interval. Hence comparison of q with. the rounded value 
yields a random variable uniformly distributed in the intervals from 
-2-•-1 to 0 and from 0 to +2--1, that is, in the interval (-2-11- 1 , 

2--1). Again. tb.e mean is O, hut the variance becomes 

2-1,.-1 + 2-3n-I 2-2" 
q2 =2" = -3 12 

or rr ~ 0.289 X 2-.. 

(1-89) 

(1-90) 

Thus it has been shown that the first procedure is not markedly worse 
than the second and that, therefore, the decision a.s to which to use may 
as well be made on the basis of ease of mechaniza.tion, which strongly 
favors the first procedure be~ause it requires no carries. 



CHAPTER 2 

INSTRUCTION CODES 

2-1. Introduction. To say that a digital computer is "automatically 
sequenced" means that it is capable of performing automatically, one 
after another, a set of instructions presented to it. The idea goes back 
to Babbage, who sought to adapt the punched cards developed by Jac­
quard for controlling the passage of a shuttle in a loom in the production 
of fabrics of complicated pattern.1 Babbage's cards were to be sensed 
mechanically, in sequence, and various combinations of holes were to 
cause the computing mechanism to perform the various desired opera­
tions. It is interesting to note that the first automatically sequenced 
digital computer, the Harvard Mark I, operates in much the same way. 
The instructions are encoded as sets of holes on successive lines of paper 
tape, which is advanced line by line. Each line is sensed in turn by a 
set of small metal pins, there being one pin for each possible hole posi­
tion across the tape. When a pin encounters a hole it passes through, 
and a connected rod makes an electrical contact that permits the passage 
of a pulse of current. Thus the sets of holes in the tape are translated 
into sets of pulses of current, which are used to actuate the computing 
mecha.nisms. This is the pattern generally fallowed; the instructions to 
the machine are ultimately translated into sets of voltages or currents, 
either dynamically in the form of pulses or statically in the form of elec­
trical states of multistable elements. Since elements having two stable 
states are simpler to realize than elements having many stable states and 
since it is simpler to recognize the presence or absence of a voltage than 
to perform accurate amplitude discrimination, it seems natural to use 
the binary system for the representation of quantities within the machi110. 
Similarly, it seems natural to encode the instructions in the same way, 
as sets of binary l's and O's (.or of "yes's" and "no's"). Thus numbers 
and instructions appear within the ma.chine in the same form: as sets of 
voltage levels, grouped either· simultaneously or in time eequence. For 
this reason, it is customary to refer to symbols for quantities and for 
instructions alike as "words." A "word" in the machine language is a 
sequence of bits of prescribed length, as many bits as are grouped and 

1 M. V. Wilkes, Automa.tio Calcula.ting Ma.chines, J. Ro'//. Soc. Arts, vol. C, no. 
4862, Dec. 14, 1951. 
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transmitted together in the machine, whatever their meaning. The 
totality of instructions available in a computer is usually referred to as 
its "instruction code." 

2-2. Operations upon Instructions. The fact that data and instruc­
tions are encoded in the same form is of the greatest importance, for it is 
at once apparent that instructions may be operated upon by circuitry 
of the same character as that used in processing numerical information. 
Thus, as the computation progresses, the machine may be caused to 
modify certain instructions in the code that it is following. Instructions 
for the performance of arithmetical operations contain numerical specifi­
cations of the positions in the memory of the quantities to be operated 
upon, commonly called the "addresses" of the operands. Frequently, 
the same cycle of operations must be performed repeatedly, but upon 
different quanttties at each repetition. It is clear that the cycle need be 
entered in the code of the problem only once if instructions are included 
to cause the relevant addresses to be modified successively as each cycle 
is completed. This ability of the machine to modify a set of instructions 
to refer to various sets of operands makes it possible so to compress the 
instruction codes of many problems that they can be held, along with 
partial results and required data, in the limited internal memory of com­
puters that have no relatively fast secondary or external memory. Exam­
ples will be given later in this chapter. 

2-3. Types of Instructions. Existing machines differ widely in the 
size and complexity of their instruction codcR. 'fhey differ not only in 
the operations made available but in the way in which the machine 
proceeds from instruction to instruction and iu the number of instruc­
tions needed to cause the machine to perform a complete arithmetical 
operation. These choices, of course, determine the necessary length of 
the instruction words. It is clear that t.here must he a direct relationship 
between the length of the instruction words and the length of the data 
words if the memory of the machine is to be utilized efficiently. FJxampleR 
of this will be given later in this chapter. 

Obviously, there must be instructions that cause the performance of 
the arithmetical operations. It has been stated earlier that there is 
considerable latitude possible in selecting these instructions. In prin­
ciple, of course, it would be possible to build up all arithmetical operations 
by means of sufficiently long sequences of purely logical operations, but 
at present this may be dismissed as impractical, in view of the length of 
the sequences involved. Hence all machine codes contain one or more 
addition instructions. Subtraction is usually treated as the addition of 
the negative (ordinarily the complement) of the subtrahend. Multi­
plication could, of course, be performed under a succession of instructionR 
to shift and add, but, in view of the frequency of thiR opElration, Ruch a 
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procedure would slow down the machine too much. Hence, it is cus­
tomary to provide at least one multiplication instruction, which controls 
the required sequence of shifts and additions, with a counter which keeps 
track of the number of such operations performed and causes the termina­
tion of the process at the proper time. The relative infrequency of divi­
sion as compared with multiplication made it not unreasonable to omit 
a direct division instruction in the earlier machines; the reciprocal of 
the divisor was first computed and then multiplied by the dividend. 
Various expedients were used to relieve the person coding the problem 
of the nuisance of writing out the detailed set of instructions for calcula­
tion of the reciprocal whenever a division was required. These will be 
discussed later in this chapter. Modern machines are provided with a 
division instruction which initiates the required sequence of subtractions 
or additions and shifts and with a counter (as in multiplication) which 
keeps track of the number of these operations performed and which 
terminates the process at the proper time. The advantage obtained 
through the additional circuitry is that the time required to effect the 
division is considerably shorter than the time needed for determining and 
multiplying by the reciprocal. 

The four fundamental operations of arithmetic are sufficient, since all 
other calculations can be performed either exactly or to any desired degree 
of approximation by sufficiently long sequences of these operations. 

There are, however, other ways of combining two words than by the 
operations of arithmetic. Given two binary words, for example, it is 
possible to generate a third word each bit of which is the logical sum or the 
logical product or, indeed, any Boolean function 1 of the bits in the corre­
sponding position of the given words. Operations of this sort may be 
called "logical operations." 

Another sort of combination is one that replaces the contents of a. 
specified set of positions of one word by the contents of a specified set 
of positions of a second word. For example, see the SEAC instructions 
listed in Sec. 2-5. The term "transplant" has been suggested as descrip­
tive of this type of instruction. 

The instruction types mentioned so far all call for the combination of 
two words to form a third and so could be described as "combinatory," 
though this term is perhaps too general and insufficiently descriptive to 
be acceptable. In order to cause any of the combinatory operations to 
be carried out, it is necessary to specify the operation and the sources 
from which the words to be combined are to be taken. Thus the execu­
tion of these instructions involves the transfer of information. Transfers 
must be accomplished also in cases where no other operation is involved, 
for instance, where it is desired to take a word from one location in the 

1 See Secs. 7-3 and 4-4. 



SEC. 2-3] INSTRUCTION CODES 33 

memory and place it in another location. Thus another type of instruc­
tion is distinguished. 

It is frequently necessary to shift a number a specified number of 
places to the left or to the right, for example, when a scale factor is intro­
duced. This amounts to the multiplication of the number in question 
by a power of the base of the scale of notation used, a positive power for 
a left shift and a negative power for a right shift. A "shift 11 instruction 
specifies the location in which the number to be shifted is to be found, 
the direction of the shift, and the number of places it is to be shifted. 

It is a great convenience to the person preparing a code to be able to 
cause the machine to make certain simple routine decisions. Thus, for 
example, if an iterative process (e.g., the computation of 1/z) is to be 
performed, the number of iterations required to attain the desired degree 
of approximation cannot be determined in advance. The so-called 
"branching instructions" a.re introduced to take care of such situations. 
A general form of such an instruction is: 

Calculate the difference of two specified numbers. If this is positive, 
take the next instruction from a certain source; if it is negative, take the 
next instruction from another specified source. 

In the case of an iterative calculation, for example, the computer can be 
caused, after each iteration, to compare the estimated error with a speci­
fied tolerance. The iteration proceeds until the error becomes less than 
the tolerance. At this point control is tra.nsf erred to another set of 
instructions, and the iteration stops. Another example is the case of 
exceeded capacity or 11 overflow,11 where the computer attempts to add 
two numbers whose sum is too large to be represented in the machine's 
system or where an attempt is made to divide by zero. It is quite pos­
sible to arrange for an 11 exceeded capacity" signal that causes the machine 
to proceed to an alternative course of action. Instructions of this type 
will be called "transfer-of-control" instructions.1 

It is also a great convenience to the coder to have available a simple 
means of changing the part of the instruction that specifies the location 
in the memory (the address) of an operand, because this makes it possible 
for a single instruction to be used instead of many, as, e.g., in performing 
a summation. The earlier machines did not explicitly incorporate special 
features of this type. Something of this sort could be done in the Har­
vard Mark III. However, it was at the University of Manchester that 
the idea of setting aside certain registers to hold address modifiers and 
of providing for addition to the address information was conceived, and 
the registers were given the name 11 B boxes" or "B registers. " 1 The 

1 Also called "jump" instructions, "co1npa.rc" instructions, etc. 
1 F. C. Williams, T. Kilburn, and G. C. Tootill, Universal High Speed Computers: 

A Small Scale Experimental Machine, Proc. IEE, vol. 96, part 2, p. 13, 1951. 
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Ferranti Mark I, based upon the Manchester University work, was the 
first commercial machine to provide these facilities. In this country the 
name "index register" is generally pref erred.1 In modern machines sev­
eral of these are generally included. Certain machines do not explicitly 
contain index registers, yet do provide means of carrying out the basic 
function of successively and automatically modifying addresses. 

So far nothing has been said about inserting information into the com­
puter or removing it from the computer. Instructions needed to cause 
the performance of these functions will be called "input 11 instructions 
and "output" instructions. 

Finally, it is necessary to start the machine, to stop it when the given 
sequence of instructions has been completed, and to stop it when coded 
checks on the operation are not satisfied. 

Thus, the classes of machine instructions that have been distinguished 
are as follows: 

1. Arithmetical 
2. Logical 
3. Transplant 
4. Transfer-of-information 
5. Transfer-of-control 
6. Shift 
7. Index 
8. Input-output 
9. Start-stop 

The terminology bas never been fixed, and the reader will encounter 
numerous variants in the literature. 

2-4. Number of Addresses per Instruction. Before discus~ing the 
detailed structure of instruction words, it is necessary to consider the 
memory unit, that is, the part of the computer in which information is 
held until it is needed in the computing process and in which results of 
computation may be kept until they are needed in further computation 
or until it is desired to remove them from the machine as part of the 
solution of the problem. The memory unit may be static or dynamic in 
character. In a static unit the binary digits of each word are assigned a 
set of locations in space, for example, a set of positions in the phosphor of 
one or more cathode-ray tubes. In a dynamic unit, each word exists as 
a timed sequence of electrical pulses that is caused to circulate about a 
closed loop. In a static unit, memory locations are specified simply by 
numbering them in some arbitrary fashion. In a dynamic unit the mem­
ory "location" becomes essentially the time, with reference to a given 

1 D. D. McCracken, "Digital Computer Programming," cha.p. 8, John Wiley & 
Sons, Inc,, New York, 1967, 
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reference time, at which the first pulse of the word passes a specified 
point in the circulation loop. If a number of loops are used, a location 
must be specified both in space and in time. In both types of unit, the 
location of each word in the memory can be given by a number, which is 
called the "address" of that word. 

Let us consider an arithmetical instruction, for example, to carry out 
the addition of two numbers; the machine must be given their addresses 
and the operation (in this case, "add") and must ordinarily be instructed 
to return the result to the memory. After this, a new instruction must 
be obtained before further operations can be performed. If instructions 
are stored at arbitrary locations in the memory, to complete one operation 
and to obtain the instruction specifying the next operation require the 
specification of one operation and four addresses. 

Several possibilities are now open. The most obvious is to give all 
this information in a single instruction word. This is a perfectly feasible 
scheme and is used in some existing machines. It has the advantage of 
complete flexibility, the coder being offered the option of locating his 
instructions at quite arbitrary addresses in the memory. 

An example of a code of this type ("four-address" code) is that ui;;ed 
in the EDVA0. 1 This binary machine has a capacity of 1,024 (210) 

words in its high-speed memory and obeys 11 instructions. The instruc­
tion requires, therefore, 44 bits for its specification. These are labeled 
Ct to c", in inverse order of their sequence; the segments Ct to Cto, cu to 
C20, c21 to Cao, and Cai to C4o give the four addresses, and the four bits cu 
to c,, specify the operation to be performed. Four-address codes are 
used also in RAYDAC and SEAC. 

However, even for quite modest memory capacities, four-address instruc­
tions tend to be quite lengthy. In the example cited a word length of 
44 bits is not unreasonable, but, if the capacity of the memory were to 
be doubled and the number of available instructions raised to between 
32 and 64, a 50-bit word length would result. To meet this situation, 
it would be necessary either to use a word length of 50 bits or a word 
length of 25 bits with two words used to specify each instruction. AD.y 
length between 25 and 50 would still require the use of two words per 
instruction and would be wasteful of memory capacity. 

The four-address code has the advantage of complete flexibility with 
respect to the location of instructions in the high-speed memory. It is 
clear, however, that the simple form used as an example requires modifica­
tion if the accumulator is to be used efficiently. For, if a sum of more 
than two quantities is to be found, it is certainly inefficient to add the 
first two and return their sum to the memory, then to add this sum to the 

1 "The EDVAC: A Preliminary Report on Logic and Design,'' p. 9, Moore School 
of Electrical Engineering, University of Pennsylvania, Feb. 16, 1948. 

:. 
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third and return the new sum to the memory, and so on. Since, in any 
case, some form of accumulator is required, efficiency demands that 
arithmetical instructions be provided that leave results in the accumula­
tor and that can use the accumulator as a possible source from which to 
obtain an operand. An elegant method of accomplishing this is to assign 
addresses to the accumulator and to the other registers of the arithmetic 
unit. These addresses and the addresses in the internal memory form 
a single integrated system. 

The number of addresses that must be specified in each instruction can 
be reduced by a very simple expedient: the successive instructions are 
stored in successively numbered addresses, and the control unit is designed 
so as to consult them in succession. If this expedient is used, a num­
ber of possibilities are open. Perhaps the most obvious way to con­
struct an arithmetical instruction then is to specify the operation, the 
addresses of the operands, and the address in which the result is to be 
stored. In this case a "three-address" code results. The remarks on 
the efficient utilization of the accumulator made in the last paragraph 
above apply here also. In the SEAC both three-address and four­
address modes of operation are available at the pleasure of the person 
writing the problem code . 

. Two-address codes are also possible, though they have not proved 
popular with designers. The earliest example is in the ACE computer 
in the National Physical Laboratories in England. The nomenclature 
used by the designers of this machine is quite different from that used in 
this chapter, which reflects current American usage. The ACE instruc­
tions specify a "source" for an operand, a "destination," and a "source" 
of the next instruction. The "destination" is not the address of a locar­
tion in the high-speed memory but the coded specification of any one of 
several registers within the control and arithmetic circuitry; so it actually 
determines what operation is to be performed. Each arithmetical 
instruction, then, specifies the address of an operand, an operation, and 
the address of the next instruction. Thus the carrying out of each 
arithmetical operation requires the use of two instructions, and a third 
must be used to specify the memory location to which the result is to he 
delivered. For example, in an addition, the first instruction clcarR the 
accumulator to zero and transmits the augend to it; the second instruc­
tion specifies the transmission of the addend to the accumulator and the 
formation of the sum. If more than two operands are to be added, they 
are transferred successively to the accumulator. When the desired sum 
has been formed, a :final instruction is needed to transfer it to the high­
speed memory. 

It is also possible to specify the addresses of the operands; the instruc-­
tions are located at consecutively numbered addresses and are execut.ed 
consecutively. A sophisticated and elegant two-address code of thiR 
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character is used in the Sperry.Rand Corporation's UNIVAC Scientific 
1103 and 1103A computers.1 Sufficient detail will be given later on in this 
chapter so that the power and flexibility of this code may be appreciated. 

Finally, the one-address code is the most widely used type. A recent 
survey of digital-computing machinery revealed that, of 103 systems 
investigated, 46 used single.address codes.1 Here the instructions a.re 
stored in successively consulted addresses. Each arithmetical instruc­
tion specifies only the address of one operand and the operation to be 
perf onned. The sum (product, quotient) of two quantities requires three 
instructions, two to transfer the operands and initiate the operation, one 
to transfer the result to memory. Here an accumulator is used efficiently 
in forming the sum of more than two numbers. Each instruction in the 
one-address scheme is, of course, fairly short; hence it is quite feasible to 
state two or more instructions in es.ch instruction word. For example, 
if the high-speed memory contains 1,024 locations and if less than 32 
different operations are to be provided, es.ch complete instruction 
requires a minimum of 15 bits. Hence, given a word length of 30 bits, 
it is possible to state two instructions in es.ch instruction word. This 
scheme (using a word length of 40 bits) is used in the computer developed 
at the Institute for Advanced Study (IAS) and in machines based upon 
it. This type of code was first described by Burks, von Neumann, and 
Goldstine. Various modifications and adaptions are used in a. variety of 
computers, for example, UNIV AC, Whirlwind I, and the IBM 701 and 
704. 

Thus far, the structur.e of the arithmetical instructions only has been 
discussed, since these instructions furnish the most easily understood 
illustrations of the differences among the various types of codes. Next, 
several specific computer codes will be described in detail, considering 
also the nature of the nonarithmetical instructions. 

2-G. Example of a Four-address Code, SEAC. The SEAC is a serial 
binary computer with word length of 45 bits. 1 The conventional rep-

fl 'Y 

10 10 10 4 I 1 

F10. 2-1. Four-address BEAC instruction. 

resentation of a.n instruction word is given in Fig. 2-1. The 10-bit sec­
tions a,~. 'Y, and a are addresses, the next four bits specify the operation, 

1 An account of tho logia of this machine is contained in J . .ACM, September, 1953. 
s M. H. Weik, A Second Survey of Domestic Electronic Digital Computing Sys­

tems, BRL Rept. 1010, Aberdeen, Md., June, 1957. Bee ta.blo, p. 377. 
1 S. Greenwald, R. C. Haueter, and B. N. Alexander, SEAC, Proc. IRE, vol. 41, 

no. 10, pp. 1300-1313, October, 1953. 
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and the :final single bit indicates whether or not the computer is to halt 
after performing the instruction. Actually, this last bit in Fig. 2-1 is 
the first of the pulse train to arrive. 

In the arithmetical instructions, a and f3 are the addresses of the oper­
ands, 'Y the address at which the result is to be stored, and 8 the address 
from which the next instruction is to be obtained. When convenient, 
the well-established convention that (a) means the contents of address 
a will be followed. 

The arithmetical instructions of SEAC are: 

1. Add 
2. Subtract 
3. Multiply, major, unrounded (retaining the most significant part of 

the product and performing no round-off) 
4. Multiply, major, rounded (retaining the most significant part of the 

product, after rounding off) 
5. Multiply, minor (retaining only the least significant part of the 

product) 
6. Divide 

The logical instruction is logical multiplication : 

Logical "and" [form the bit-by-bit product of (a) and (fj), and put the 
result in 'Y] 

The transfer-of-information instructions are simple: 

1. File (write the contents of a special counter register into o.ddross a) 
2. Clear (replace the word at address 'Y by zero) 

The transfer-of-control instructions will now be stated in ~omewhat 
greater detail: 

1. Compare, algebraic [if (a) ~ (P), take the next instruction from 8; 
if (a) < (ft), talce the next instruction from -r] 

2. Compare, absolute [like algebraic comparison, except that magni­
tudes are compared: if l(a)I ~ ICP)I, take the next instruction from B; if 
l(a)I < ICP)I, take the next instruction from -r] 

The transplant and index instructions are as follows: 

Transplant [in any position in which a 1 occurs in (fl), replace the 
corresponding bit of ('Y) by the corresponding bit of (a); in any position 
in which a 0 occurs in (fj), leave the corresponding bit of ('Y) unchanged]. 
Thus ('Y) can be modified at will. For example, suppose that (-r) is an 
instruction and that it is desired to replace the first address in ('Y) by 
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another. The desired first address is placed in a, and the first 10 bits of 
(fJ) a.re made l's, the rest O's; then a transplant accomplishes the stated 
purpose. 

Index (if the address number « is greater than or equal to the address 
number {J, then put the address number fJ into a special 11 base-number­
counter register," and take the next instruction from -y). In subsequent 
instructions, all references to odd-numbered addresses will be interpreted 
relative to this constant number fJ. If the address number a is less 
than {J, then the counter register is cleared to 0 and the next instruction 
is ta.ken from 'Y. 

Finally, the input-output instructions are: 

1. Read in (if fJ is an odd number, read in one word from the input­
output mechanism designated by a and write the data at address 'Y; if 
fJ is even, read in eight consecutive words from mechanism a and write 
the data in eight consecutive locations beginning with address 'Y) 

2. Print out [if fJ is odd, record (-y) on input-output mechanism a; 
if fJ is even, record eight words beginning with ('Y) on mechanism a] 

3. Reverse (reverse through one word if fJ is odd, or through eight words 
if fJ is even, on input-output mechanism a) 

2-6. Example of Three-address Code, SEAC. SEAC can be operated 
in both three- and four-address modes. In the three-address mode, 
the instructions are composed as in Fig. 2-2. The 12-bit sections are 

12 I 12 I 12 I a b c 4 1 

F10. 2-2. Three-address SEAC instruction. 

addresses, exactly as in the four-address instruction. The final single 
bit is again a "halt." The 4-bit section preceding the final single bit 
designates the operation as before. The new f ea.tu re is the 4-bit section 
abed, called the 11 floating-address" section. The control unit of the 
SEAC in the three-address mode normally executes instructions from 
consecutively numbered addresses. For this purpose, the control con­
tains a counter which advances by 1 every time an instruction is executed; 
this is called a "counter O." A second counter--counter 1-is also pro­
vided. Bit "d" in the floating-address section designates the counter 
from which the address of the next instruction is to be ta.ken. At any 
point in the code, control can be transferred to counter 1 by ca.lling 
for a comparison (or "jump") and inserting 1 in position d. The 
address 'Y is inserted in counter 1, which then counts instructions and 
retains control as long as the instructions contain a 1 in position d. 
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When, finally, an instruction containing a 0 in position dis encountered, 
control is transferred back to counter 0, in which the count has remained 
unaltered while counter 1 was in control. This feature facilitates the 
coding of subroutines, a topic which will be explained later in this chapter. 

The three bits a, b, and c designate whether addresses ex, (3, and "/, 
respectively, are to be interpreted as a.bsolute or relative. An "absolute 
address" is just a number specifying a definite location in storage. A 
"relative address" identifies a location by specifying its displacement 
relative to the location from which the instruction word itself was 
obtained. Suppose, for example, that instruction (m) is being executed 
and that the first address a is to be interpreted a.s relative (i.e., the bit 
in a is 1); then the first word selected is (m +a). This amounts to the 
incorporation of index registers. 

As to the actual instructions provided in the three-address SEAC code, 
it need only be remarked tha.t, except for the arrangement that normally 
gives the next instruction (unless a. comparison takes place), the instruc­
tions are the same as those in the four-address code. 

In general, three-address codes have not found much favor with com­
puter designers. However, a code of this type is used in a very-high­
performance machine, the NORC, built by IBM for the Bureau of Ord­
nance of the Navy Department. 

2-7. Example of a Two-address Code. The UNIVAC Scientific 
1103A, produced by the Sperry-Rand Corporation, is the most notable 
machine to use a two-address code. This is a. parallel binary machine. 
The word length is 36 bits. The internal memory includes a magnetic 
drum capable of holding 16,384 words and one to three high-speed 
magnetic-core units holding 4,096 words each. Auxiliary memory is 
provided by magnetic-tape units, of which up to ten ca.n be included in 
the system. The basic number system is fixed-point, but :floating-point 
operation can be provided as an optic>nal feature. 

The instruction words are divided as follows: 6 bits specify the opera­
tion, and two 15-bit sections specify addresses. All locations in both the 
magnetic-core units and the drum are individually addressable. 

The registers of the arithmetic unit are as follows: 

1. X, the 36-bit exchange register, is used both in effecting the internal 
transfer of information between parts of the system and a.s an arithmetic 
register to hold the addend, subtrahend, multiplicand, and divisor. 

2. Q, a 36-bit shifting register, is used both as a memory register to 
hold a single word and in arithmetical and logical operations to hold the 
multiplier, quotient, and logical multiplier. 

3. A, a. 72-bit accumulator, is used both a.s a memory register and as 
an arithmetic register to hold the sum, difference, product, and quotient 
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with remainder. The left-hand or highest-order 36 positions are called 
AL and the remaining 36, A.a. If the word (u) at memory address u is 
read into AR, all positions of AL can be made to hold O's, or all can be 
made to hold the leftmost bit of (u); the contents of A in these two cir­
cumstances are referred to as B(u) and D(u), respectively. A can shift 
left circularly, so that the leftmost bit is shifted into the rightmost posi­
tion. Both A.a and AL can transmit to X. A and Qare both individ­
ually addressable. 

Input and output are effected by a variety of devices, of which some 
are listed here: punched-tape reader, tape punch, punched-card reader 
and punch, oscilloscope display, line printer, and magnetic-tape units. 
These communicate with the internal memory via two registers JOA and 
JOB, which in turn transmit information to and receive information from 
the exchange register X. 

The code of instructions for the 1103A will not be given in all detail, 
but attention will be focused on the more interesting features. In addi­
tion to the usual arithmetic instructions there is a "multiply-add" 
MAuv, which multiplies (u) by (v) and adds the product to (A). 

The logical operations all involve the bit-by-bit logical product. First, 
one of the factors of this is put into Q, and then the logical product 
L(Q)(u) of this word and of the contents of address u is formed. The 
instructions involving this are: 

1. QTuv (Q-controlled transmit), which forms L(Q)(u) in A and then 
transfers (AR) into address v. 

2. QAuv (Q-controlled add), which adds L(Q)(u) to (A) and then 
transfers (Aa) into address v. 

3. QSuv (Q-controlled substitute), which forms in A the sum of L(Q)(u) 
and L(Q)'(v), where (Q)' is the l's complement of (Q), and then transfers 
(Aa) into address v. The sum can be considered to be a bit-by-bit 
logical sum. This is in effect a "transplant" instruction, transplanting 
into (v) those hits of (u) that correspond to l's in (Q). 

In addition to QSuv, other transplant instructions are available: 

1. TUw (transmit U address), which replaces the bits in plu.ceH 7 to 
21 (counted from the left) of (v) with the bits in the corresponding posi­
tions of (u) 

2. TVuv (transmit V address), which similarly replaces the rightmo8t 
15 bits of (v) with the corresponding bits of (u) 

The transfer-of-information instructions are straightforward, permit­
ting any (u) to be replaced with (v), (v)', or l(v)I. Of course the arith-
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metical and logical instructions in many cases involve also transfer of the 
results to a new address. 

The transfer-of-control, or jump, instructions are varied and :flexible, 
including both conditional and unconditional transfers, both of the "one­
way" type, in which it is decided either to continue with the sequence or 
to transfer control to an address out of the sequence, and of the "two­
way" type, in which it is decided to transfer from the sequence to one of 
two addresses out of the sequence. An instruction of great utility, since 
it provides for the retum of control to the main sequence of instructions, 
is RJiw (retum jump), which adds unity to the address of the current 
instruction, replaces with this address the rightmost 15 bits of (u), and 
causes (v) to be taken as the next instruction. 

Only left shifting is available in the 1103A. As noted above, however, 
both A and Q can shift, and theshiftingin A is circular. It is worthwhile 
to note that one of the shifting instructions is designed to find scale f ac­
tors automatically. Others allow an arbitrary word to be split into two 
sections of arbitrary length; this is, e.g., accomplished by putting the 
word into the rightmost 36 positions of A, shifting left, a.nd then trans­
ferring (AL) to the desired address. After this, the remainder can of 
course be shifted into AL and transferred as desired. 

Although the 1103A contains nothing designated as an index register, 
a powerful instruction of the index type is included in the code. This is 
RPjnw ("repeat"). In this, the u-address bits are split into two seg­
ments, one of 2 bits for j and one of 13 bits for n, and w is an ordinary 
15-bit address. RPjnw instructs the ma.chine to repeat the next follow­
ing instruction n times with the following modification of the u and v 
address: 

1. If j = O, both are unmodified. 
2. If j = 1, u is unchanged, but 1 is added to v after each execution. 
3. If j = 2, v is unchanged, but 1 is added to u after each execution. 
4. If j = 3, 1 is added both to u and to v after each execution. 

After the n repetitions, the next instruction is to be taken from address w. 
If the instruction to be repeated is a stop or a transfer-of-control instruc­
tion certain modifications are made, but these will not be considered here. 

Finally, the 1103A code contains stop and input-output instructions, 
but there is no need to consider them in detail. 

2-8. Examples of One-address Codes. The one-address code is by 
far the most commonly used type; the following is a partial list of the 
machines in which it is used: Whirlwind I, UNIVAC I, IAS computer, 
EDSAC, Ferranti Mark I, IBM.701, and IBM 704. The first machine 
in which it was incorporated was the computer built at the Institute for 
Advanced Study in Princeton, and a detailed exposition of the propoAed 
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code was given by Burks, von Neumann, and Goldstine in 1946.1 The 
code presently used differs but little from their proposed code. Sufficient 
detail will be given to illustrate the main f ea.tures of this code, and this 
will be followed by some account of the UNIV AC I, Whirlwind I, and 
704 codes, all of which possess individual features. 

It has been pointed out earlier that the arithmetic unit proposed by 
von Neumann incorporates an accumulator, a second shifting register, 
which may be called the 11 arithmetic register," a register to which words 
are transferred from the memory, and an adder. The adder formR the 
sum of the number in the accumulator and the number in the memory 
register (or its negative), and returns the sum to the accumulator. ThiH 
being understood, the code is easy to describe. The first four instruc­
tions call for clearing the accumulator and adding into it either ± x or 
±!xi, where xis the quantity stored at the address given in the instruc­
tion. The second four instructions call for adding ± x or ± !xi to the 
existing contents of the accumulator. Multiplication is accomplished by 
two instructions: the first transfers the multiplier from the memory to the 
arithmetic register; the second causes the multiplicand, which is trans­
ferred by this instruction to the memory register, to be multiplied by the 
multiplier. As described in Chap. 1, the accumulator holds the high­
order bits of the product and the arithmetic register holds the low-order 
bits. For division, the first instruction puts the dividend into the accu­
mulator, and the second transfers the divisor from the memory to the 
memory register, causes the quotient to be formed in the arithmetic reg­
ister, and causes the remainder to be left in the accumulator. These 
instructions, together with shift left and shift right, comprise the arith­
metical instructions. Of course, to complete the arithmetic there must 
be an instruction that transfers the contents of the accumulator back into 
the memory, and there must also be orders calling for t·ransf er of the con­
tents of the arithmetic register to the accumulator, and vice versa. Con­
ditional and unconditional transfers of control are provided, and also a 
transplant instruction, which replaces the address part (10 hits) of au 
instruction by another 10-bit number. A stop instruction, instructions 
for loading the machine's memory preparatory to computation, and 
instructions for removing the contents of the memory after computation 
are also included. As the word length used is 40 bits, two instructions 
of 20 bits each are given in each instruction word. This same scheme of 
two instructions per word is used in UNIVAC I and in the IBM 701. It 
is evidently mandatory if efficient use of the memory is to be made unless 
the basic word length is very short, as in Whirlwind I, or unless the inem-

.. 1 A. W. Burks, H. H. Goldstine, and J. von Neumann, "Preliminary Dis<lullllion of 
t.he Logical Design of an Electronin Comp11ting Instrument," lm1tit.11t.o for Advnnood 
Study, Princeton, N. J., June 28, 1946, · · 
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ory is very large a.nd there are features like index registers, a.a in the 
IBM 704. 

The Whirlwind I code is very much the same as the Princeton code in 
its logical a.nd arithmetical instructions but is quite elaborate in its 
input-output instructions, since provision is made for the acceptance of 
data from several sources and for several types of output. The word 
length is 16 bits; an instruction word consists of an 11-bit address and a 
5-bit specification of the operation. In all, 31 instructions are provided. 

The arithmetical instructions contain some features not as yet dis­
cussed. A "special" add order permits addition with preservation of 
overflow. A mutual transfer between the accumulator and an arbitrary 
address in the memory is provided. There is also a shift in the contents 
of the accumulator in which bits emerging from the high-order end are 
shifted into the low-order end of a second register. 

The input-output instructions are very flexible. One instruction suf­
fices to select the input-output unit from among the following, which arc 
supplied: three cathode-ray oscilloscope displays, two printers, two 
punches (for punching paper tape), one photoelectric punched-tape 
reader, one mechanical punched-tape reader, and six magnetic-tape 
units. Once the appropriate unit has been selected, other instructions 
must be used to indicate the direction in which information is to be 
transferred and the number of words to be transferred. The instructions 
called "block transfer in" and "block transfer out 11 are used for transf crs 
between the magnetic-tape or punched-tape units and the high-speed 
memory of blocks of words of lengths specified in the instruction. A 
11 read" instruction causes one word from the input unit selected to be 
placed directly in the accumulator but not in the memory. A "record/ 
display" instruction causes the word in the accumulator to be transferred 
to any of the output units. 

The IBM 704 is a high-performance machine with a large high-speed­
memory capacity; it is possible to incorporate in the system up to eight 
magnetic-core units holding 4,096 words each. In addition, magnetic 
drums and tapes provide a large auxiliary memory. The machine is of 
parallel binary type, and can operate in either the :fixed-point or ftoating­
point mode. In the fixed-point mode, number words consist of a sign 
and 35 bits arranged in decreasing order of significance from left to right, 
with the sign at the extreme left and the decimal point immediately 
following it. In the floating-point mode, the sign comes first and is 
followed by an 8-bit characteristic (exponent + 128, so that exponents 
can range from -128 to + 127) and then by a 26-bit fraction. Instruc­
tion words contain a single one-address instruction. There are two types 
of instruction, A and B. In type A, there is a 3-bit prefix, indicating 
type A, followed by a 15-bit decrement, a 3-bit :f;ag (indicating one of 
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three index registers), and finally a 15-bit address. In type B, the first 
11 bits specify the operation (the second and third bits must be O's to 
indicate type B), the next six are not used, the next three are again tags, 
and the last 15 give the address. 

The 704 code is extensive and flexible, containing over 80 instructions. 
All the usual instructions of the kinds considered in connection with the 
machines discussed above are of type B, and the type A instructions are 
essentially transfers of control involving the use of the index registers as 
counters. 

Most type B instructions are "indexable." This means that, when 
any such instruction is executed, the address actually ref erred to is the 
address given decreased by the contents of the index register specified 
by the tag bits; if all tag bits are made O's, then naturally the address is 
not modified. The address part of the instruction word itself, as it stands 
in the memory, is in no case changed. 

A specified index register can be loaded either with the address part 
of an arbitrary instruction word in the memory, with the address part 
of a. word previously placed in the accumulator, with the decrement part 
of an arbitrary word whether in the memory or in the accumulator, or 
with the 2's complement of an arbitrary address (this is needed if an 
address is to be modified by addition). Conversely, the contents of a 
specified index register can replace the decrement part of a word in the 
memory or in the accumulator. 

A variety of modes of counting and of conditional transfer of control 
are available also. One type A instruction causes the contents of a speci­
fied index register to be increased by the decrement and causes control 
to be unconditionally transferred to the instruction held in the specified 
address. The other type A instructions are essentially conditional trans­
fers of control. For example, one instruction causes the number in a 
specified index register to be compared with the decrement: if the former 
is the larger of the two, control is transferred to the instruction held in 
the specified address and the number in the index register is decreased 
by the decrement; if the number in the index register is less than or equal 
to the decrement, control passes to the next instruction in the normal 
sequence. Several other instructions of this general character are pro­
vided, but the one just cited will suffice as an illustration. 

The UNIVAC I is a serial alpha-numeric machine; the decimal digits 
are encoded in the e.'ltcess-three system mentioned in Chap. 1, and the 
alphabetic characters are represented by an extension of this system. 
The word length is 12 characters. Each instruction word consists of 
two instructions of six digits each; the two most significant characters 
specify the operation and the least significant three, the address. The 
third digit is not used. 
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Some details of the structure of the machine must be given a.s an aid 
to understanding the instruction code. Four one-word registel'S, named 
.4., X, L, and F. are pro,ided for the following purposes: 

1. Register ..4. for 
a. One-word transfers 
b. Holding the addend (minuend) in addition (subtraction) 
e. Retaining a. partial or complete sum 
d. Holding the more significant half of a 22-digit product or a rounded 

11-digit product aiter multiplication 
e. Holding the dividend at the start of a division 
f. Holding the rounded quotient after division 
g. Holding a. quantity to be shlf ted left or right, a.nd performing the 

shift 
h. Assembling extracted quantities 
i. Holding one component of a. comparison 

2. Register X for 
a. One-word tra.nsfers 
b. Holding the augend (subtrahend) in addition (subtraction) 
e. Holding the multiplier during multiplication 
d. Holding the less significant ha.If of a 22-digit product after mul­

tiplication 
e. Holding the unrounded quotient after division 

3. Register L for 
a. Holding the multiplicand during multiplication 
b. Holding the dh·isor during division 
e. Holding one component of a comparison 

4. Register F for 
a. One-word transfers 
b. Holding the extra.ctor 
e. Holding 3 times the absolute magnitude of the multiplicand during 

multiplication 

There a.re also four registers for multiword tra.nsf ers: 

1. Register l' for two-word tra.nsf ers 
2. Register Y for ten-word transfers 
3. Register I used to assemble one block of 60 words read from an input 

ta.pe for transfer into memory . 
4. Register 0 used to hold one 60-word block taken from memory for 

transfer to ma.gnetic tape 

It can be seen from the list above tb.a.t great :B.~bility in transferring 
information is available. Without attempting to give all the transfer 
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instructions, those a.ff ecting register A will be cited as examples : 

1. Erase A and Xi transfer (m) to both A and X 
2. Transfer (A) tom; clear A to decimal zeros 
3. Transfer (A) tom; leave (A) unaltered 
4. Transfer (A) to L; clear A to decimal zeros 

It should be noted that, when a word is transferred to any of the one-word 
registers or to memory, it automatically replaces the word already there. 

Arithmetical instructions are provided for the four elementary opera­
tions. For example, to add (m) to (n), we first transfer (n) to A and X 
and then use the instruction: "transfer (m) to X; add (X) and (A), leav­
ing the sum in A and not clearing X. 11 A subtraction (n) - (m) is 
coded by first transferring (n) to A and X, then using the instruction: 
"transfer -(m) to X; add (A) and (X), leaving the sum in A and not 
clearing X." These examples should make the structure of the other 
arithmetical instructions clear. An overflow occurring in addition, sub­
traction, or division automatically transfers control to the instruction 
stored at address 000. Instructions are also provided for right and left 
shifts by any desired number of decimal places. 

An" extract," or transplant, instruction and both conditional and uncon­
ditional trans.fer-of-control instructions are provided. There is a "skip," 
instructing the control to pass immediately to the next instruction, and, 
of course, a stop. Two "break-point" instructions are included. The 
first is interpreted as "skip" or "stop," according to the position of 
the break-point switch on the supervisory control unit. The second 
operates only if certain buttons in the supervisory control have been 
pushed, in which case the computer stops after having executed the com­
parison part of a conditional transfer, but before the actual transfer of 
control has taken place. Another switch makes it possible to make the 
control ignore conditional transfers or treat conditional transfers as if 
they were unconditional. 

The input-output magnetic-tape unit of the UNIVAC I is called a 
Uniservo, and as many as ten of them may be used with a single com­
puter. Information is transferred between computer and U niservo in 
blocks of 60 words. The 60-word input-output registers I and 0, noted 
above, form the buffer memory used to effect the transfers while the 
computation is permitted to continue simultaneously. The "read-in" 
instructions first select the desired Uniservo and then cause a block of 
60 words to be transferred to I. A second instruction transfers these 
to 60 consecutive addresses in the memory beginning with a specified 
address, clears I, and causes a second block of 60 words to be read from 
the Uniservo into I. The Uniservo tape may be moved forward or 



48 ELECTRONIC DIGITAL COMPUTEBS [CB'..A.P. 2 

backward in reading, as desired. "Rea.d-out" is tb.e reverse operation, 
but th.ere are two separate instructions :for writing the contents of 0 on 
the tape. In one case, the magnetized spots are recorded densely on the 
tape (100 to the inch) and may be used again only as inputs to the com­
puter, not to drive the printing units; in the other, a less dense recording 
(20 spots to the inch) is made, and tapes so prepared may be used either 
as future inputs or to drive the Uniprinter. Thus the entire tape 
capacity may be used as a supplementary memory. 1 

Other examples of \7 ery complete and fully developed one-address codes 
are those of the Ferranti Mark I and the IBM 701 and 704 computers.2,a 
There is no need to consider these in detail. 

This section will be concluded with a complete list of the instructions 
m the Whirlwind I code. The reader should remember the following 
designations for the registers of the arithmetic unit: AC (accumulator), 
AR (arithmetic register), BR (B register-this is not an index register). 
There is also an in-out register IOR. The letters ES refer to the 
electrostatic storage, which was the type of storage used when this version 
of the code was recorded (Sept. 1, 1952) although it was later replaced 
by a magnetic-core memory. For each order, the common designation 
(as, for example, ca x), the name, the 5-bit binary number used to desig­
nate the operation, and the time required to perform it are listed. 

0. si pqr (Select in-out unit/stop), 00000, 40 µaec. 
The letters pqr stand for octal digits, or groups of 3 bits. 
Of these, p designates the class of equipment (e.g., printers, 
punch.es, tape readers), and q and r designate, respectively, 
the number of the unit and the mode of operation (e.g., 
read, record, forward, reverse, etc.). The instruction si O 
will stop the computer; si 1 will stop the computer only if 
the conditional stop switch is "on"; si 600 will stop any 
in-out unit without stopping the computer. An "si" 
instruction must be followed by other instructions to spec­
ify how many words are to be read in or out and what is to 
be done with th.em. 

1 "Programming UNIV AC Fac-Tronic Systems," Instruction Manual I, Eckert­
Maucbly Division of Remington-Rand, Inc., January, 1953. 

2 F. C. Williams and T. Iruburn, The University of Mao.chester Computing Ma­
chines, in "Review of Electronic Digital Computers," Joint A.IEE-IRE Computer 
Conf., pp. 57-61, American Institute of Electrical Engineers, New York, February, 
1952. The Ferranti machine was based upon the one described by Williams and 
Kilburn. 

1 W. Buchholz, The System Design of the IBM Type 701 Comput.er, Proc. IRE, vol. 
41, no. 10, pp. 1262-12i5, October, 1953. 
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1. rs-

2. bi :c 

3. rd-

4. bo :c 

5. re-

6. ts:z: 

7. td :z: 

8. ta :z: 

9. ckz 

10. ex a: 

11. cp :z: 
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(Stop computer), 00001, 30 µsec. 
Stop the computer unless a certain switch has been set to 
"on." The address section has no significance. 
(Block transfer in), 00010. 
Transfer a block of n words from pa.per or magnetic tape 
to ES, where :c is the initial address of the block in ES and 
n is contained in .AC. The computer is stopped while the 
transfer is taking place. 
(Read), 00011, 40 µsec. 
Wait, if necessary, for information to arrive at !OR from 
an in-out unit. Transfer information in !OR to .AC, then 
clear !OR. If the most recent si instruction called for an 
oscilloscope, display a point on the selected oscilloscope at 
the most recent horizontal and vertical settings. The 
address section has no significance. (The normal method 
of displaying is given in "re" below.) 
(Block transfer out), 00100. 
Transfer a block of n words from ES to paper tape, where 
:z: is the initial address of the block in ES and where n is 
contained in AO. 
(Record/display), 00101, 40 µsec. 
Transfer contents of AO via !OR to an in-out unit, then 
clear lOR. If the most recent si instruction called for an 
oscilloscope, set the vertical deflection to a value corre­
sponding to the contents of digits 0 to 10 of AC, and dis­
play a point. The address section has no significance. 
(Transfer to storage), 01000, 86 µsec. 
Transfer contents of AO to address x in ES. 
(Transfer digits), 01001, 86 µsec. 
Transfer the last 11 digits from AC to the last 11 positions 
at address :z:. (In instructions, the la.st 11 digits specify an 
address.) 
(Transfer address), 01010, 86 µsec. 
Tra.nsf er the last 11 digits from AR to the la.Rt 11 poRitions 
at address :z:. 
(Check), 01011, 48 µsec. 
If contents of address :care not identical with contents of 
AO, stop the computer and give a. 11 check-register alarm"; 
otherwise proceed to next instruction. 
(Exchange), 01101, 86 µsec. 
Exchange contents of AO with contents of address :c. 
(Conditional program), 01110, 30 µsec. 
If the number in AC is negative proceed aR in sp; if the 
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12. sp :i:: 

13. ca :i:: 

14. CB Z 

15. ad x 

16. BUX 

17. cm:r: 

18. sax 

19. ao x 

20. mr x 

21. mh x 

22. dv x 

ELECTRONIC DIGITA:L COMPUTERS (CHAP. 2 

number in AC is nonnegative, disregard the cp instruction, 
and clear AR. 
(Subprogram), 01111, 30 µsec. 
Take the next instruction from address :r:. If the sp 
instruction was at. address y, store y + 1 in the last 11 
digit positions of AR. 
(Clear and add), 10000, 48 µsec. 
Clear AC and BR; then put the contents of address x into 
AO. If necessary, add in the carry from previous sa 
instruction. 
(Clear and subtract), 10001, 48 µsec. 
Clear AO and BR; then put the complement of the con­
tents of address x into AO. If necessary, add in the carry 
from previous sa instruction. 
(Add), 10010, 48 µsec. 
Add contents of address x to contentR of AC, leaving reimlt 
in AC'. 
(Subtract), 10011, 48 µsec. 
Subtract contents of address x from contentR of AO, leav­
ing difference in AC. 
(Clear and add magnitude), 10100, 48 µsec. 
Clear AC and BR; then put absolute value of contents of 
address x into AO. If necessary, add in the carry from 
previous sa operation. 
(Special add), 10101, 48 µ.sec. 
Add contents of address x to contents of AC, Atoring reimlt 
in AC and retaining any overflow for the next ca, cR, or 
cm. Only nonarithmetical instructionA may he u1:1cd 
between sa and the next ca, cs, or cm, for which 11a is a 
preparation. 
(Add one), 10110, 86 µsec. 
Add the number 1 X 2-u to the contenti; of addrOAs x, and 
store the result in A 0 and in address x. 
(Multiply and round off), 11000, 65 µsec. 
Multiply contents of address x by contents of AC, round off 
result to 15 numerical digits, and store in AC; clear BR. 
(Multiply and hold), 11001, 65 µsec. 
Multiply contents of address x by contents of AC; retain 
the full product in AC and in the first 15 digit positiom1 of 
BR; clear the last digit position of BR. 
(Divide), 11010, 120 µsec. 
Divide the contents of AC by the contentEI of addresR x, 
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. leaving 16 numerical digits of the quotient in BR and ± Ot 
in AC according to the sign .of the quotient. The instruc­
tion sl 15 .will. then round otI the quotient to 15 numerical 
digits· and store it· in AO. The following peculiarities 
should :be noted: (a) if the magnitude of the dividend 
exceeds that of the divisor, an alarm is given; (b) if the 
dividend and divisor are equal,. the result is sixteen l's in 
BR; (c) if dividend and divisor are both zero, a zero quo­
tient is obtained. 

23. s1 n (Shift left), 11011, 35 µsec. 
Multiply the number represented by the contents of AC 
and BR by 2". Round off the result to 15 numerical digits 
and store it in AC. Disregard overflow caused by the 
multiplication, but not that caused by the round-off. 
Clear BR . . 

24. sl* n (Shift left without round-off), 11011, 35 µsec. 
Multiply contents of AO and BR by 2", but neither round 
off nor clear BR. 

25. sr n (Shift right), 11100, 35 µsec. 
Multiply the number represented by the contents of AC 
and BR by 2~. Round off the result to 15 numerical 
digits and store it in AO. Clear BR. 

26. sr* n (Shift right without round-off), 11100, 35 µsec. 
Multiply as in "sr n," but neither round off nor clear BR. 

27. sf :i; . (Scale-factor), 11101, 97 µaec. 
Multiply the number represented by the contents of AC 
and BR by 2 sufficiently often to make the absolute value 
equal to or greater than~- Leave the final product in AC 
and BR. Store the number of multiplications as the last 
11 digits at address z, leaving the first :five positions undis­
turbed. Store the number of multiplications also in AR. 

28. cl n (Cycle left), 11110, 41 µsec. 
Shift the full contents of .AC and BR (including the sign 
digit) left n places, and carry around into BR the digits 
shifted left out of AC, so that no digits are lost. Clear BR 
without round-off. 

29. cl* n · (Cycle left without clearing BR), 11110, 41 µsec. 
Same as "cl n/'. except that BR is not cleared. 

N O'I'E: In the shift and cycle orders, the whole address section of the 
instruction is available to specify the number of shifts, though 32 is the 

tUsing the l's complement represeIJta.tion of negatives, 1 • 11 • · · 11 is to be 
interpreted as -0. 
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greatest recognizable number of shifts that can be performed. Hence 
the following method of discriminating between, for example, "sl n" 
and "sl* n" is used: in the unstarred instruction, the sixth digit of the 
address section is always O; in the starred instruction, it is always 1. 

2-9. The Use of Subroutines. It has been pointed out that the only 
arithmetical operation that can be carried out simply and directly by 
electronic circuits is addition (this includes subtraction as the addition 
of the negative of the subtrahend). In all digital computers multiplica­
tion and division are effected by sequences of additions or subtractions, 
though they may be, and in fact usually are, initiated by a single instruc­
tion. All other operations must be programmed in terms of the elemen­
tary operations. It is a convenience to those who code problems for 
machine computation to have readily available the codes that cause the 
computer to perform certain calculations which are of frequent occur­
rence, as, for example, the calculation of the various elementary functionr:1 
of a given argument (log10 x, e"', sin x, etc.). The set of instructions 
needed to cause the performance of such a calculation is called a "sub­
routine." There are, in general, two different ways of making sub­
routines available. 

If the memory capacity is large, a number of frequently used sub­
routines can be stored permanently. This is a feature of the Mark III 
calculator, where a portion of the magnetic drum upon which instructions 
are stored is allocated to subroutines for calculating x-1, x-~i, log10 x, 10", 
cos x, and arctan x. There is also a subroutine for performing division 
by multiplying the dividend by the reciprocal of the divisor. In the 
design of this machine, great care was taken to make the coding of prob­
lems as simple as possible. An "instructional tape-preparation unit" is 
provided; by means of its keyboard the problem code is transferred to a 
punched paper tape to be recorded later on a magnetic drum set apart as 
a memory for instructions only. This unit is so arranged that one need 
only write by means of the keyboard a single instruction specifying the 
address of the argument and the function to be calculated. Instructions 
for the transfer of control to the first instruction of the appropriate sub­
routine and for the return of control to the main routine at the conclusion 
of the performance of the subroutine are automatically recorded on the 
instruction tape by this single instruction.1 

It is also possible to proceed quite differently and to store the subrou­
tines outside the calculator. Thus a "library" of subroutines can be 
accumulated and can then be used as desired in the preparation of the 
input tape by means of which the data and instruction code of a problem 

1 Sta.ff, Harvard Computation Laboratory, "Description of a Magnetic Drum Cal­
culator," Harvard University Press, Cambridge, Mass., 1952. See in particular 
chaps. 5 a.nd 8. 
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are i11scrtt.'Cl int.a the ma.nhitu1. ThiH method becomes mmful if thc1·c• 
exists a. mea.ns of automaticu.lly tra.11sf erri11g the subroutines to the prob­
lem to.pc. This procedure appears to have l>ecn firl'lt developed at the 
University Mathematical Laboratories a.t Cambridge University, hy 
M. V. Wilkes a.nd othera.1-• 

A grca.t deal of work has also been done in this count.ry (much of it 
iruipircd by t.he pionccrh1g eff ort1:1 of Wilkes); we may nu:mti<n1 in pa.rtku­
la.r the work of 0. W. AdDJXIB at the Digital Computc~r T .11.horutory at 
Mrr. (1JxttmRivt1 disctlffsions of this 1mbjcct hn.vc hcun pmHont<id ut tlrn 
.Pitt."lhurgh (May, 1952), Toronto (Scptc1nbcr, 19!>2), and Cnmbriclgt1 
(Sept.ember, 105:~) meetings of the ASRooiatiou for Computing Miwhiu­
<>.ry (ACM), and a.re cont.aincd il1 the puhliHhcd pror.<!Cclinp;H of tlm1:w 
rnccting1t 

Wilkes distingui.Hhcs two main varieties of subroutines. Ax1 "opou" 
subroutine is a flcqu(mcc of i1111tructions tha.t titm be iucorporii.totl E-torially 
in a problem code. A "r.lo11cd" subroutino ia calhl in hy n. 11pccfal 
instruction or grm1p of iMtructionH in the ma.in problem codo; when itH 
mission has boou o.ccompliHhcd 1 control is rctmuecl to the iust111otio11 in 
the ma.in c:oclc thn.t immediately follows the im1tructio11H tlw.t-. nulkl<l in tl1<' 
suhroutiuc. The 11t10 of closed 11ubroutinc11 mtikcR tho crndinp; of it«irnt.iv<1 
pr<lllOHHCti very ofiic:icmt. Indeed, it is poslilihle to uso such a I>r<>eaclur(l in 
c1aAcH in whic~h it iK uot immedia.tcly obvious thtLt it iH n.ppr<>priato, .mul 
t.hUH to ciTcict, n grtlat Raving in tho number of i11struc:t;io11r1 rm1uir<id. A 
brief cx11.m.plu <lf thiR will be given in Rec. 2-10. 

~-10. Examples of Coding. The prcsont volumo iR not c1ornmmcid wit;h 
th<' subtloti<lH of tho art of coding. 1'hc r<>.a.clcr who whll1<iH t;o pul'Ktm thn 
subject is rl'ferrod to tho excellent workH of WilkcR, WhC\t~l<w, mul Clill 
and to t;he funcfo.mcmtal t.mitmcnt by vo11 Nuumtiun urnl OolclHtinn.• 
Two Himplo oxampl<'lR, liowovcr, will bo pr<iM<mt.r.d. Bot.h will hc1 cix1>r(lMHt~il 
in t.lm Whirlwiud I codr., whklh lu.\H hnan givc11 in full ahovci. Jt't>r Rilll­
J>li<lity, it i11 n.""luxnad thn.t at 1101mint in tbo C1omp11tnt.ic>11R do tho 11umhonc 
grow out. of thr. mng(l - I ~ :.r. < + l • 

'rho firAt ux1~mpln i11 <lxt.r<irnoly 1-1implc, d<'aling wit;h t;ho tnhulnt.ion of n. 

1 M. V. Wilkc•H, l'rop;mmrnn l>llHign for 11. 1Iigh-t11)cKicl Aut.onmLfo 01'1011lnt.ing 
Ma.<1hirw, J. ,r;r,;, 111.str., vol. 26, 1,, 217, 1941). 

I I>. J. Wbcr.lr.r, l1rap;nmunc Orgnniza.tion and Initinl Ordcll"H ror t.Jm I•: l>flAC l, 
Proc. T~oy • .'lnr.., vol. 202A, p. 573, 1950. 

IM. v. WilkoR, u. J. Whoo!P.r, n.nd s. am, "Tlu1 Prapnrut.ion of J>rc1p;rnnu1 ror tLn 
Eloctro11ic lligiLul Cmnputor," A.ddison-Wcslo;y Puhlisbirip; Clom1111.11y, Iicl&clin~, 
M16111., !!UH. 

c MciCr11.11kc•11, op. r.u., c1bap. 9. 
1 J. von Ncmmnnn 1Lncl JI. JI. GolclHtinc, "Pl1Lnninp; !Lntl C'lodinp: of Pl"ClhlN1111 fur 

an lillcc:trtmfo Com1>11 tinp; In11tr11munt.," Institnta for Ac l \•nnr.c!c l Rt.rnly, rupurto11 writ. t.cm 
under U.S. Army Ordnaneci cont.rnrt W-.16-0!l4nrd7·181, PrinC'.ntc>n, N.J., 1047···1fl48. 
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quadratic function 
.f(u) = au2 +bu+ c {2-1) 

for n values of u from uo to uo + (n - l)h in increments of h.. For ease 
in computation, this is first rewritten as 

f(u) = u(au + b) + c (2-2) 

Memory addresses are allocated for the data: 

Value Address 

a 200 
b 201 
IJ 202 
Uo 203 
h 204 

-n X 2-11 205 

The addresses 300, 301, ... , 300 + n - 1 are assigned to the storage 
of the functional values to be computed, and the instructions are placed 
in a. block of addresses beginning with 100. The instructions required 
to cause the computer to calculatef(uo) are: 

I natruction 

ca. 200 
mr203 
ad 201 
mr203 
ad 202 
ts 300 

Address 

100 
101 
102 
103 
104 
105 

It is now necessary to increase Uo by h, which is accomplished by the 
following: 

ca. 203 
ad 204 
ts 203 

106 
107 
108 

Since uo + h now occupies the location originally occupied by uo, f(uo + h) 
can be computed by means of the very sequenc~. of instructions used to 
compute f(uo). To do this it is necessary only to transfer control back 
to the first instruction of the sequence. However, before doing this1 one 
instruction must be modified, that which transfers the computed value of 
the function to the memory. This is done by adding 1 in the lowest­
order position to the address ··section of "ts 300t which is stored in 
address 105; the instruction to accomplish this is 

a.o 105 109 

This having been done, the transfer of control back to the first instruction 
of the sequence, which is locaiteci. at add~ess 1001 .is arranged. The 
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sequence must be carried out n times, so that the n functional values 
desired will be computed; this can be arranged in a variety of ways. A 
simple a.nd obvious procedure is to store -n X 2-16 in the memory (at 
address 205) and to add 1 in the lowest-order position after each functional 
value has been computed. Then a conditional-program instruction is 
inserted which causes control to be transferred back to the beginning of 
the sequence of instructions, provided that the number at address 205 is 
negative: 

a.o 205 
cp 100 

110 
111 

The code as written assures the computation of the n desired values of 
f(u). After the computation of the nth value, the number at address 
205 becomes nonnegative. As a consequence, "cp 10011 will be ignored, 
and control will pass to whatever instruction is stored at address 112. If 
it is desired that control pass instead to the instruction at address q, it is 
necessary to place "sp q" in address 112. 

Despite its simplicity, the above example clearly shows the great power 
inherent in the ability of the computer to modify its instructions. This 
feature, together with the availability of the conditional-transfer instruc­
tion, permitted the computation of any desired number of values of f(u) 
using only 12 instructions. 

In conclusion, a subroutine for the extraction of the square root iB 
presented. This is fundamentally more complicated than the simple 
example just given. It is an iterative process in which it cannot be 
decided in advance just how many iterations must be made. It is, there­
fore, necessary so to arrange the code that the computer makes this deci­
sion automatically. 

The formula from which the successive approxim.s.tions are calculated 
is the familiar one: 

(2-3) 

where a is the number whose square root is to be extracted and where it is 
assumed that 0 S a S 1 - 2-11• From Eq. (2-3) the following equations 
can he dP.duced by simple algebraic manipulation: 

(2-4) 

(2-5) 

(2-6) 
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l t follows that, if the first approximation z1 exceeds the square root of a, 
then the successive approximations form a monotonic decreasing scquenc1e 
bounded below by ya. The sequence therefore converges, and it follows 
at once from Eq. (2-3) that the limit is indeed the desired square root. 
For computational purposes it turns out to be more convenient to modify 
Eq. (2-3) slightly and to put it in .the equivalent form 

(2-7) 

In the actual computation of Z;+1, because of the division and right-l:'lhift, 
operations, an error of 1 in the lowest-order place may be introduced. 

It is convenient at this point to introduce a terminology and a notation 
due to von Newnann and Goldstine.1 Designate a quantity actually 
produced by the machine by writing a bar over it: thus 2;+1 is the actual, 
in this case the 15-bit, quantity calculated by the machine from formula 
(2-7). Such quantities are to be called "pseudo numbers." It must be 
recognized that rounded multiplication and division as performed by the 
machine should be conceptually distinguished from ideal multiplication 
and division. They will, therefore, be called "pseudo m;\ltiplication" 
and "pseudo division," respectively, and may be conveniently designated 
by the signs " X" and " + " usually used in elementary arithmetic. 

The sequence {z,} generated by the machine differs in one striking 
respect from {a.}: ea.ch z. is a 15-bit binary fraction; hence the sequence 
obviously cannot be indefinitely of the strictly decreasing type, for if it 
were it would diverge to negative infinity. Since it is evident from F~q. 
(2-6) that, provided z12 is chosen greater than a, the sequence mu::it start 
by decreasing, it is clear that sooner or later an integer io must be renchcd 
such that 

(2-8) 

It is now necessary to find how good an approximation 2,, is to the deAired 
square root. To this end, first observe that 

where 

~1 - v'a - r = 2~ (z, - v4) 2 > 0 

lrl ::::; 2-1a 

(2-9) 

(2-10) 

since, as was noted above, an error of 1 may have been introduced in 
the lowest-order place in the computation of Zo+1· Therefore, 

(2-11) 

1 J. von Neumann a.nd H. H. Goldstine, Numerical Inverting of Ma.trices of High 
Order, Bull. Am. Math. Soc., vol. 53, no. 11, pp. 1021-1099, Novemh<'.r, 1947. 
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Now suppose that 

a < Va + 2-14 < Zi S 1 - 2-15 (2-12) 

and consider the formula (2-7) for the computation of Zi+I· The term 
Zi - a ...;- Zi can be written 

- - - (- _ 1-=) + (· r;, a) + (a _ . -) Zi-a...;-zi= z;-va va-~ ~-a ..... zi (2-13) 

By Eq. (2-12), the first term on the right exceeds 2-14, and the last term 
must exceed -2-15 ; so their sum exceeds 2-15. The second term may be 
written 

Va 1 - -_- > Va 1 - = . (2-14) ( Va) ' ( Va ) 2-14 yd 
Zi Va+ 2-14 ya+ 2-14 

where the last term exceeds 2-15 if a ~ 2-14 and has a minimum of zero 
for a = 0. Hence it is clear that the left-hand side of Eq. (2-13) must 
exceed 2-15, and, since it is a 15-bit number, it must be at least equal to 
2-14 • It follows that 

(2-15) 

which shows that, if Z; satisfies Eq. (2-12), then i is less than i0, because 
Eq. (2-15) implies that zi+1 < Z;. It is, therefore, clear that the sequence 
of approximations continues to decrease until an integer i is reached such 
that 

Va - 2-15 < Z; S Va + 2-14 
Then z; = Va + s2-15 -1 S s S 2 

from which it follows easily that 

whence 

and, therefore, 

~ = Va - s2-1s + s22-ao 
Z; Va+ s2-15 

a _;-;, -=- > v a - s2 16 
Zi 

a ...;- zi ~ Va - s2-1s + t2-15 t = ±1 

(2-16) 
(2-17) 

(2-18) 

(2-19) 

(2-20) 

where t represents the error due to the rounded division. This yields 

a ...;- z; - z; ~ (t - 2s)2-10 (2-21) 

The quantity on the left of Eq. (2-21) may be of either sign. If it is non­
negative, then it is ensured that zi+l ~ z,:, and i = io. On the other hand, 
if it is positive, then Z;+1 < z1, and it is ensured that io, with z;0 in the range 
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(2-16), will shortly be reached. Hence, in any case, a finite number of 
iterations produces a number ~o in the range (2-16) such that ~o+1 ;;::: !,0• 

This number is assumed to be the desired square root. 
The argument above has established the fact that the sequence of 

approximations continues to decrease until a value in the range (2-16) is 
reached. Thus, although the integer io is not known in advance, the 
fact that it marks the turning point at which the sequence {i,} ceases to 
be strictly decreasing means that the code can be so arranged that the 
computer determines when it has gone "far enough," at which point 
computation ceases and the desired square root has been obtained. 

The code for the square-root subroutine can now be written, using 
again the Whirlwind I code. Two memory addresses must be allo­
cated for the number a and for the successive approximations. Also, if 
a = 1- 2-11, there is no point in carrying out the computation, for 
Vii > a and 1 - 2-16 is the largest number that can be handled in the 
machine; in this case, the square root also must be considered to have the 
value 1-2-11• Hence 1-2-111 must be stored and compared with 4. 
If the two are equal, then the square root is already determined; if a 
is smaller, the computation can proceed. Addresses are allocated as 
follows: 

Addrus 

200 
201 
202 
203 

1-2-11 

" 1, (initially unfilled) 
(This is a. tempora.ry-stora.ge loca.tion used from time to 

time a.s the computa.tion progresses; it is initially 
unfilled) 

The instructions start with those needed to compare the contents of 
200 and 201: 

Addr6ss 

100 
101 

lmlructicm 

ca 200 
BU 201 

Puts 1-2-11 in AC 
Leaves 1-2-11 - 4 in AC 

If the result of this subtraction is positive, the computation of the suc­
cessive approximations must be called for; if it is zero, 1 - 2-111 is recorded 
as the desired square root. The cp :c instruction will accomplish this; 
at the moment, however, it is not known how many instructions are to be 
required for the complete code, and so :z; cannot be specified. Proceeding, 

102 If (AO) > 0, ta.ke the next instruction; if the sign of 
(AO) is negative, then transfer control to the in­
struction at address z 
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This last instruction looks rather odd, for clearly the contents of AC 
cannot be "negative" in the usual sense. To clear up any difficulty on 
this point, it is observed that subtraction is accomplished by the addition 
of the l's complement; so (1- 2-16) - (1- 2-16) is represented as 
1-2-16 + [2 - (1- 2-16) - 2-16], which gives 1.111 · · · 1 and which 
may be regarded as " -0.'' 

103 
104 
105 
106 
107 
108 

ca 200 
ts 202 
ca 201 
dv 202} 
sl 15 
SU 202 

Puts 1 - 2-u in AC 
Puts lil1 - 1-2-11 in 202 
Puts 4 in .AC 

106 and 107 leave 11 + lil1 rounded to 15 bits in AC 

Leaves 4 + lil1 - !1 in AC 

If this last result is negative, it is assured that 22 < l!1; if it is nonnegative, 
the process should be terminated. Hence another 11 cp" instruction is 
needed but, to make it work properly, the negative contents of AC must 
be used. 

109 
110 
111 

112 
113 
114 
115 

ts 203 
cs 203 
cp 11 

ca 203 
sr 1 
ad 202 
sp 104 

Puts (AC) in 203 
Puts - (203) in AO 
Go to next instruction if (AO) is nonnegative, but to 

instruction at as-yet-unspecified ad.dress 11 if (AO) 
is negative 

Puts (203) - 4 + !1 - ll1 in AC 
Divides (.A 0) by 2 
Leaves lil1 in .AC 
This calls for a repetition of the program from 104 on; 

successive approximations will be computed and 
recorded in 202 until !10 has been obtained; then the 
next following 111 transfers control to y and pre­
vents further iteration 

So far no instruction has been given to which control is to be transferred 
if a == 1-2-11, nor any indication of what is to be done when l!;0 has 
been obtained. Now that the number of instructions in the code is 
known, choose x = 116 and add the following: 

116 
117 

ca. 200} 
ts 202 

Those two instructions put 1-2-11 in 202 

If, in the main routine, the computation of v'a was to take place between 
the instructions at m and at m + 1, the transfer of control to the second 
address [as 2-16(m + 1)] can be stored in the memory n.t 204. Then, 
at address 118, which is assigned as the address y, the following instruc­
tion is added: 

118 sp 204 
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which returns ·the control from the subroutine ultimately back to the 
main routine. The completed problem code is included as Table 2-1. 

TABLE 2-1. PROGRAM FOR COMPUTATION OF ya* 

Address Instruction Effect 

100 ca. 200 1-2-1a-+ AO 
101 BU 201 1-2-u - 4-+ AC 
102 cp 116 If (AC) ;;:: 0, continue to next instruction (103) 

If (AO) < 0, jump to instruction (116) 
103 ca. 200 1-2-15 -+ AO 
104 ts 202 !1 =- 1 - 2-15 -+ 202 
105 ca. 201 4-+ AC 
106 dv202 4/!1 
107 el 15 IJ./!1 rounded to 15 bits-+ AC 
108 BU 202 (4/!1) - !1-+ AC 
10(! ts 203 (AC)-+ 203 
110 OB 203 -(203)-+ AC 
111 cp 118 If (AC) ;;:: O, continue to next inst.ruction (1l2) 

If (AO) < O, jump to instruct.ion (118) 
112 ca. 203 (203)-+ AO 
113 er 1 (AC)/2-+ AC 
114 ad 202 ~(a/!1 - !1) + !1 = z2-+ AC 
115 sp 104 Jump to instruction (104) 
116 OS. 200 1-2-u-+ AO 
117 ts 202 (1 - 2-u) -+ 202 
118 sp 204 Jump to instruction (204) 

··-
Data 

---
200 1-2-11 

201 {j, 

202 z; (initia.lly unfilled, ultimately '\l'i) 
203 Temporary storage 
204 sp m + 1 

"'No provision ho.a been made for res.ding in the data. a.nd instructions or for read­
ing out the result. 

2-11. Automatic Coding. The writing of the code of instructions for 
a fairly lengthy computation is a very tedious process in which it is very 
easy to make mistakes. Similarly, the checking of the code on the 
machine to assure accuracy before the computation is performed is very 
time-consuming; indeed, code checking has frequently been estimated to 
consume from 30 to 50 per cent of the time during which the machine is 
operable. Hence, it is not surprising that much effort has been devoted 
to schemes for making coding easier, faster, and more accurate. "Auto­
matic coding" is a term loosely applied to a variety of procedures deRigned 
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to accomplish these ends by using the computer itself as an aid in estab­
lishing the actual code that it is to execute. 1- 3 All these schemes rely 
upon the use of precoded subroutines, and it can reasonably be claimed 
that the first steps toward automatic coding were taken at the University 
Mathematical Laboratories in Cambridge, England, as set forth in the 
works of Wilk.es, Wheeler, and Gill cited above. Since then great devel­
opment has taken place, for example, by the organizations of users of 
IBM and of Sperry-Rand equipment in the SHARE and USE activities 
and by many others. 

Automatic coding systems ordinarily replace the actual instructions in 
machine language by pseudo instructions written in a more easily remem­
bered form, for example, in arithmetical symbols and in abbreviated 
words, which, being more like ordinary language, are easier to use with­
out error. Obviously, at some stage the pseudo code of the computation 
to be performed must be translated into the machine language. The 
translation is effected by the computer itself, obeying a set of instructions 
in the machine language previously inserted into the machine and called 
an "executive" or "supervisory" routine, and using a dictionary of 
equivalents. The translation can be one-to-one or one-to-many, and can 
be done in a variety of ways. If the translation proceeds instruction by 
instruction as the computation progresses, so that each pseudo instruction 
is translated just before it is executed, the supervisory routine is called 
an "interpreter." If, on the other hand, the complete code is generated 
in machine language from the pseudo code before the computation begins, 
the supervisory routine is called a "compiler." In the PACT I system,' 
for example, compilation proceeds by several successive passes of the 
magnetic tapes; at each pass, the information read from a tape is modified 
and re-recorded, until a tape carrying the desired code in machine lan­
guage is :finally produced. In translating a pseudo code, a compiler can 
effect a variety of functions, as examples of which we list the six follow­
ing functions : 

1. Replacing pseudo instructions by instructions in machine language 
2. Causing the conversion of numerical information (i.e., from binary­

coded-decimal to binary notation) 

1 Symposium on Automatic Programming for Digital Computers, Office of Naval 
Research, Washington, D.C., 1954. 

1 Symposium on Advanced Programming Methods for Digital Computers, Office of 
Na.val Research, Washington, D.C., 1956. The first lecture, by Dr. Grace M. Hopper, 
contains the set of definitions of terms that has been followed here. 

1 McCracken, op. cit., chap. 18. 
'0. R. Mock, Logical Organization of the PACT I Compiler, J. ACM, vol. 3, no. 

4, pp. 279-287, October, 1956. The same issue contains six other pe.p~rR on the 
PACT I system. 



62 ELECTRONIC DIGITAL COMPUTERS [CHAP. 2 

3. Selecting subroutines previously stored in some part of the machine's 
memory 

4. Causing the production of subroutines (by means of subsidiary 
supervisory routines called "generators") 

5. Allocating addresses in the memory 
6. Putting together several sets of instructions, each written with rela­

tive addresses, into a single set (by means of a subsidiary supervisory 
routine called an 11assembler 11) 

It appears from the above discussion that automatic coding schemes 
either require the use of the computer before the computation begins, 
and thus tie it up when it might be performing other computations, or 
else use up a good deal of memory space to hold the instructions of an 
interpretive routine. The general opinion is that the use of computer 
time in compilation is not wasteful, since it greatly reduces the time 
required for code checking and so actually saves machine time. The 
wasting of memory space can obviously be disadvantageous in some situa­
tions, although in others it is of no consequence. 

The refining and expansion of the art of automatic coding are being 
actively pursued, and the day is not far distant when pseudo codes will 
be so sim.plliied. that they amount to little more than a simplified version 
of ordinary language plus a few mathematical symbols. Another devel­
opment that is sure to come is the development of a common language 
system in which the same pseudo code can be used in stating problems 
for several internally dissimilar computers. 



CHAPTER 3 

SOME GENERAL CONSIDERATIONS ON SYSTEMS 

3-1. Introduction. The two preceding chapters have been devoted to 
the forms in whid1 informa.tio11 is encoded i11 digital-computing or, better 
perhaps, da.ta-proce.ssing systems and to the types of operation:-i com­
monly performed by such systems. It is now necestiary to turn to the 
physical realization of the systems; to a number of general considero.tions 
pertinent to this subj Mt the present chapter is devoted. There follow a 
number of chapters containing rather detailed treatments of basic cir­
cuits and components, a.nd finally, in Chaps. 13 to 16, it becomes poHsible 
to show how these elements cu.n. be combined to produce the major func­
tional. units of a system and how these units are caused to work together. 

3-2. The Basic Functions and Units. It is easy to list a set of basic 
functions that muRt be performed if a system is to exist at all. (1) It 
is obviously nccci:>sary to introduce informatioll into the system; this is 
m1milly Rpoken of aA "input." (2) It must be possible to hold informa­
tion until it is 11ecded; this is called "menlory." (:3) It must be possible 
to do c<irtnin thin~ to the information, e.g., to perform tho operntionl'! of 
arii;lunct.io upon itcmM interpreted llS 'numbo1'R; thiA is frequnn tly called tho 
"arithmetic" functim1 o.lthough "data pr<.>ClCRRillg" W()uld he bottio1'. ( 4) 
rt m11fit be posAiblo to <In.use the 1:1yl:!tom to function iu 1.1.ccordaucc wit,h tho 
wil,ihm:1 of the operator, nR oxprmiscd in the itu-1t,ruction <:ode; this iH "con­
trol." (6) It must be })ORfliblc to rumovc~ from tlm AyAtcn{ tho rOHultH of 
the data processing; thi11 is "output." 

At this point it is cuHtomary to produ1:c a block dill.gram, with ono 
block for cac1h of these funct.ionl'I, intcrcounoctcd by lit1as representing the 
flow of iuf onnation to be procoH1:1od and of commands thu.t the proeeRaing 
he effcctc<l. 'I1lili:! is not done here, hccauso it is felt th1.1.t such. diagrams 
tend to be mislcu.ding. It should be clearly understood that to distin­
guish five major functions docs not imply that each of them is porformed 
wholly or exclul'livcly by a singlo unit of the system. For example, the 
<1omplcx of circuits used for data processing ordinarily contains certain 
mc~mory clements, and so docs the complex used for control. Even more 
notably, the <iont,rol ftmr.tion iR generally distributed throughout the sys­
h\rn. 'rhoro ii'! usually a portion that can rca.Honably be called t,he "cen­
Lml" (orrnnin) cie>ntrol, which uxcrciHes a gcnoral interprctativo and Auper-

6:i 
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visory function, but there are also control circuits that are quite narrowly 
connected with the data-processing and the memory functions; the degree 
of centralization and delegation of authority varies considerably among 
existing systems. If this is kept clearly in mind, it does no harm to use 
such convenient terms as, e.g., "arithmetic unit," which should be under­
stood to mean the aggregation of circuits and (perhaps) devices used in 
carrying out and controlling the data-processing function. These terms 
are in common use, are convenient provided they are properly understood, 
and will indeed be used. It is hoped that the reader will always keep 
clearly in mind the general principles just stated; he will find them abun­
dantly illustrated in Chaps. 13 to 16. 

3-3. External Characteristics and Inner Structure. One who is inter­
ested only in using a data-processing system is naturally interested chiefly 
in the features that affect him directly. In order to operate at all, 
he must be informed about the number system and instruction code 
employed, the memory capacity, the speed of operation, how to insert 
information into the system, what sort of output devices is available, 
what sort of reliability he can expect, and what sort of checking is pro­
vided. He can a.fiord to be rather indifferent to details of the inner 
logical structure and the circuitry employed and, presumably, can operate 
quite effectively if he regards the system as a kind of "black box." The 
properties of a system that appear on the outside and that are of direct 
importance to the user may as well be called its "external characteristics." 
In this chapter the general procedure will be first to deal with a number of 
important features of the inner structure of digital computers and then 
to show how they atl'ect the external characteristics. It will be necessary 
also to deal in a general sort of way with the question of reliability as 
influenced by circuit design and with the question of checking. 

3-4. The Machine Language. The first two chapters have described 
machine languages in some detail, and so only a few remarks will be made 
here. Machines a.re frequently classified by type of number system and 
of instruction code employed. 

With respect to number systems, there are the binary and the decimal 
machines (other number systems have not been used), ea.ch of which may 
be fixed-point or floating-point. Since binary memory elements are Rim­
ple and natural, but decimal elements are complicated and in many 
instances merely combinations of binary ones, and since the logic circuits 
are essentially the physical means of carrying out the operations of the 
two-valued Boolea.n algebra of logic, an understanding of binary systems 
is fundamental. For this reason binary systems only are treated. 

Ideally, a.s pointed out in Chap. 1, a binary representation of a. given 
number requires fewer bits than a binary-coded-decimal representation 
and, hence, should be more economical of memory elements. Inasmuch 
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as in binary machines the input and output are commonly in binary­
coded-deoimal notation, with conversion to and from binary done inter­
nally, the theoretical economy is not realized in the registers used for 
input and output i nor is it realized in the registers used in performing 
arithmetical operations, for these must be designed to accommodate the 
coded decimal numbers although, duriJ.1g the normal course of computa­
tion, they handle only binary numbers and, hence, are inefficiently used. 
In the internal memory, however, it is clear that the theoretical economy 
could in fa.ct be attained by appropriate design, although it is not usually 
considered expedient to do so because it can be accomplished only at the 
expense of introducing additional complications into the system. The 
general conclusion, therefore, is that the theoretical advantage of the 
binary system in reducing the necessary number of memory elements is 
llusory as far as present machines are concerned. 

Since the arithmetic involved in conversion of binary-coded-decimal 
H binary notation is not very involved, it would seem that a special con­
verter unit might be built to carry out the conversions externally. This 
would permit the theoretical advantage of the binary system as compared 
with the binary-coded-decimal system to be fully realized in the ma.chine 
proper. It must be recognized that this scheme also involves difficulties, 
and certainly in a small system the additional unit would probably use 
more equipment than was saved in the machine proper, but it is possible 
that in a large-scale system with a large memory capacity a. net saving 
could be achieved. 

An advantage of decimal machines using the binary-coded-decimal 
representation of numbers, from the point of view of business-data­
processing applications, is that the code can be extended (as mentioned 
in Chap. 1) so that alphabetic as well as numerical information can be 
encoded. 

It has been noted in Chap. 1 that most of the earlier computers operated 
in a fixed-point system because floating-point arithmetic required more 
equipment. The trend toward :lioating-point operation is now marked, 
and it seems obvious that before long all but the simplest and cheapest 
machines will be of this character. In Chap. 13 will be found an account 
of a. floating-point arithmetic unit. 

As far as instruction codes are concerned, enough has already been said 
in Chap. 2, to which the reader is referred. 

3-5. The Flow of Information. Turn now to consideration of the 
internal structure of digital computers. This section will deal with the 
way in which information is transmitted from point to point. The two 
extremes are serial transmission, in which each word is transmitted a.long 
a single conductor as a train of accurately timed pulses synchronized with 
a master oscillator usually called the "clock," and parallel tranRmit1sion1 
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in which all the bits of a word are transmitted simultaneously a.long a set 
of conductors equal in number to the number of bits in the word, each 
conductor being allocated to a definite binary position. Between these 
extremes, it is possible to use various modes of series-parallel transmission. 
A common example occurs in decimal ma.chines that use binary-coded­
decimal representation with 4 bits per decimal digit, where four conduc­
tors are used on which the 4 bits that represent a. single decimal digit 
a.re transmitted simultaneously, but where the digits a.re transmitted in 
time sequence. Another situation occurs in the Manchester megacycle 
computer (MEG), where the 40 bits of a word are removed from the mem­
ory in blocks of ten, each block is transmitted in parallel, and the four 
blocks are transmitted in series. 

There is an essential difrerence between serial and parallel transmission: 
in serial transmission the information takes the form of a train of pulses, 
and in parallel tr&ll.Bmission it may take the form of a set of quasi-fixed 
voltages impressed upon the wires, and may be received either in this 
form or in pulse form when desired, the latter being accomplished by the 
enabling of a set of gates (see Chap. 4). Thus serial transmission is well 
adapted to systems of a highly synchronous type, and parallel transmis­
sion is equally well adapted to the asynchronous type, which will be 
discussed below. 

In serial transmission the interval occupied by a single word and the 
space separating it from the word immediately following is usually called 
a "minor cycle." Thus, in SEAC, the words have 45 pulse positions 
and are followed by a space of 3 pulse periods; so a minor cycle is 48 pulse 
periods or 48 µsec in length. This is the time required for a single word 
to pass a given point in the circuitry. With parallel transmission, a 
single pulse period suffices to transmit an entire word, and various series­
parallel schemes require varying amounts of time depending upon the 
number of groups of bits transmitted in series. 

3-6. The Retention of Information. Facilities that retain information 
until it is needed in the course of the computation include vacuum-tube 
(or other) "registers," small temporary-memory units for single words or 
perhaps a few words, and large-scale memories for many words. Some 
sort of retention of information is required in connection with all machine 
functions. Thus, in the arithmetic unit it is necessary to retain the :first 
of two operands until the second has emerged from the memory, in the 
control it is necessary to retain the bits specifying the operation to be 
performed until (at least) all the circuits needed have been properly set 
up, and in the input unit it is usually necessary to provide some kind of 
register in which the bits read into the ma.chine are assembled before 
transmission into the high-speed internal memory. 

The various memory devices differ very greatly in size, speed of opera-
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ti.on, and complexity. Vacuum-tube (or transistor) registers a.re the 
least economical in equipment but have the advantages that the infor­
mation held is instantaneously available for parallel transmission and 
that serial transmission can also be provided for if the register is so con­
structed that its contents can be shifted one position at a time. Vacuum­
tube (or transistor) registers are commonly encountered in the arithmetic 
and control circuitry and associated with input and output; they are 
much too expensive and far too small in capacity to provide the main 
memory of thousands of words. For this function a great number of 
devices are in use. Some a.re intrinsically serial in their natural mode of 
receiving and transmitting the information, others are intrinsically par­
allel, and still others can more or less naturally be arranged for either or 
both types of transmission and reception. These points will be covered 
in some detail in Chaps. 81 11, and 12. 

One way of classifying memories, then, is as "serial" or "parallel." 
Another important classification distinguishes between memories in 
which a.11 words held are equally available with precisely the same time 
delay and memories in which the information is constantly circulating, 
so that a given word is available periodically at intervals equal to the 
time required for a signal to pass a.round the circulation path. The 
former are said to be "random-access" memories; examples (see Chap. 
14) are Williams memories and magnetic-core-matrix memories. Exam­
ples of circulating memories are those that employ acoustic delay lines 
and magnetic drums. The random-access memories are usually, but not 
necessarily always, operated with parallel input and output, whereas the 
circulating memories usually receive and transmit information serially. 

In all cases, the waiting time between the demand for a word and its 
transmission from the memory is called the "access time." In random­
access memories this is the same for all words. As a first example, con­
sider the parallel Williams memory of the Institute for Advanced Study 
(IAS) computer. Because information held in the memory deteriorates 
rapidly, it must be restored periodically; for this reason, the memory is 
operated cyclically, regeneration cycles alternating with action cycles (in 
which access to the memory is permitted). The memory cycles are 25 
µsec in length (they could if necessary be reduced by about 50 per cent). 
Each instruction word contains two instructions. The :first of these can 
be put into execution during the cycle immediately following the cycle 
in which the instruction word was brought from the memory (this is the 
exception to the rule that a regeneration cycle must always follow an 
action cycle); so the access time of the first instruction is one memory 
cycle, or 25 µsec. For the second instruction of the pair, a regeneration 
cycle must intervene between the instant when the instruction becomes 
available to the control and the initiation of the operation called for; so 



68 ELECTRONIC DIGITAL COMPUTERS [CHAP. 3 

the access time becomes 50 µsec. Observe that the access time depends 
in effect upon the control circuitry as well as upon the memory device 
used; in the case cited, nothing at all is done during about half the cycle, 
and the other half is devoted to the generation of a sequence of pulses 
which actually cause the reading or writing operation to be carried out. 

As a second example consider the magnetic-core memory of Whirl­
wind I. No periodic regeneration is necessary, but, because of the 
destructive character of the read-out process, it is necessary to restore 
each word immediately after reading it; this leads to a basic memory 
cycle of about 6 µsec (originally about 10 µsec). As each instruction 
word contains but a single instruction, an instruction obtained in one cycle 
can begin to be obeyed in the next, and the access time is effectively the 
length of the cycle, although, if the availability of the address is taken for 
granted, it becomes only a third or a quarter as long. 

In contrast to the true random-access memories just discussed, mem­
ories of the circulating type exhibit quite long access time. The mercury­
filled acoustic delay lines of the SEAC introduce a delay of 384 µsec, and 
thus hold eight words of 45 bits plus a 3-µsec word space each, the prf 
(pulse-repetition frequency) being 1 Mcps (megacycle per second) and 
the pulse length about 0.5 µsec. The access time varies from word to 
word, depending upon its position in a delay line when the demand is 
made; clearly the average access time is one-half the total delay, or 192 
µsec. It would be possible to reduce this figure by making the lines 
shorter, but this would be wasteful of equipment, since more recirculat­
ing circuitry would be required. 

For a second example, consider magnetic drums. These are ordinarily 
rotated at about 3,600 rpm (i.e., synchronously with a 60-cps power 
supply); hence one rotation requires .%0 sec, so the average access time 
is 7120 sec, or SU msec. 

Different types of memory differ also with respect to capacity. Thus 
each cathode-ray tube of a Williams memory can be made to hold about 
1,000 bits, given proper circuit design. This can be doubled or perhaps 
quadrupled if extreme care is taken. If 40-bit words are considered 
standard, at least for purposes of comparison, an average Williams mem­
ory might be considered to require 40 cathode-ray tubes and associated 
equipment for a capacity of 1,000 words. If two banks of cathode-ray 
tubes are used in order to double the capacity, the amount of equipment 
in the memory is doubled. 

In acoustic- (and other) delay-line memories, a compromise must be 
made between average access time and the number of words per line; the 
figures for the SEAC have already been quoted. Some machines use 
lines 1,000 µsec in length with correspondingly greater capacity and 
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access time; in the interest of over-all computing speed this iis about the 
limit. Such a line could be made to hold 1,000 bitsj this might even be 
doubled if the pulse length were halved and the prf doubled, but design 
problems would become more severe. Thus a capacity of one thousand 
40-bit words requires 40 such lines if a prf of 1 Mcps is used; of course, a 
second bank of lines could be added to double the capacity, but again this 
would involve doubling the already extensive electronic circuitry. 

Magnetic drums are intrinsically large in capacity. Information is 
recorded in the form of small magnetized spots on circumferential tracks, 
and on these a density of 100 spots (i.e., bits) per inch is conservative. 
Thus, a drum of diameter somewhat less than 8 in. can carry 60 words of 
40 bits each in every track, and, as the tracks can be packed quite close 
together, a capacity of, say, 5,000 words can be obtained with a fairly 
small drum. It is true that reading and writing circuits must be available 
for each track, but these are fairly simple in structure and, in some appli­
cations at least, by means of a switching scheme, can be shared by several 
tracks. In fact, if the drum is used as an auxiliary to a small low-access­
time memory, it is possible to arrange for information always to be trans­
ferred between drum and fast memory in blocks of many words each, with 
rather long times between transfers. In this case, the magnetic heads, 
which produce the magnetization in writing and detect its presence in 
reading, can be moved physically from one set of tracks to another.1 

Finally, arrays of magnetic cores are used to build up the best and at 
present most popular short-access-time random-access memories. In 
these, each bit is assigned to one tiny ferrite core, which can be saturated 
magnetically in two opposite directions, corresponding to binary 1 and 
O. These cores are arranged in square or rectangular arrays (see Chaps. 
12 and 14), the usual procedure being to let each such array represent a 
binary position-there being a stack of as many such arrays as there are 
binary positions in a word-and to let the cores that represent the bits of 
a single word occupy corresponding physical positions, one in each array. 
Selection can be accomplished by a variety of methods, all of which 
reduce to performing a selection of the row and column proper to tho 
desired word. Fortunately, doubling the number of cores in each array 
does not double the amount of circuitry needed to select and drive the 
cores; the circuitry required is doubled only when the number of cores in 
the array is squared. The first working memory of this kind was installed 
in Whirlwind I to replace the earlier memory composed of specially con­
structed electrostatic memory tubes; this unit held 1,024 17-bit words 

1 This is done, e.g., in the pilot model of the ACE a.t the National Physical Labora­
tory in England a.nd in the DEUCE, which is a production model of this computer 
built by the English Electric Company, Ltd. 
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(15 bits + sign + parity check) in 17 square arrays of 32 X 32 cores 
each. Later work at MIT and elsewhere led to much larger arrays; 
e.g., in the TX-0 built in the Lincoln Laboratories, the arrays are of 
256 X 256 cores. Thus core memories can be built that have as great a 
capacity as a magnetic drum, without the disadvantage of long access 
time. 

Tremendously large capacities, at the expense of access times measured 
in seconds rather than in microseconds, are offered by a variety of devices, 
such as those employing magnetic tape, punched paper tape, or photo­
graphic film as a memory medium. Another scheme, developed at the 
National Bureau of Standards (NBS) and discussed in Chap. 16, uses an 
array of stationary plates coated with magnetic material, which are 
scanned by movable recording and playback heads. Devices like these 
are used as awd.liaries to the short-access-time memory and also for input 
and output. 

3-7. The Processing of Information. Let us now consider the actual 
carrying out of the operations. The title of this section is chosen deliber­
ately to emphasize the possible nonarithmetical character of the opera­
tions performed, which can include those of logic as well. 

Here again serial, serial-parallel, or parallel operation can be employed. 
In all cases it is necessary to obtain the operands sequentially from the 
memory; the data-processing circuits, therefore, must have associated 
with them some sort of register in which the first operand to emerge from 
the memory can be held until the other arrives. The total time required 
to execute the instruction includes both the times required to obtain the 
operands and the time required by the data-processing circuits to operate 
upon them. 

In addition, for example, the register has associated with it adding cir­
cuits, which form the sum of the number already held and the number 
arriving (the complex of circuits being called an "accumulator"); this i~ 
true in both serial and parallel adders, but in a serial-parallel adder tho 
register is split into several sections, as many sections as there are parallel 
channels. The serial adder is quite simple. It receives in synchroniRm 
the two pulse trains representing the numbers to be added, and its output 
is the sum, which is formed, therefore, as far as the adder itself is con­
cerned, in one minor cycle. In the parallel case there must be an adder 
for each binary position, with provision for carry from each position to 
the next more significant one. Since carries must be propagated along 
this structure, the time required to effect the addition, as far as the adder 
itself is concerned, is the time required for carrying. Given ordinary cir­
cuit techniques, the carry-propagation time may be as high as about 10 
µsec; in the IAS machine 15 µsec is allowed for a comfortable margin. 
This can be reduced by more sophisticated methods that use more equip-
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ment, such as the Whirlwind high-speed carry scheme already discussed 
in Chap. 1.1 

Another scheme is especially applicable to asynchronous machines. It 
depends upon the fact, proved by von Neumann,2 that the average num­
ber of carries in the addition of two n-bit numbers does not exceed log2 n. 
(For n = 40, log2 n is only 5.3 and the accurate value of the average 
number of carries is 4.62.) Thus, instead of allowing for addition the 
time required for carry propagation in the worst possible case, means 
can be included of establishing when the carries have actually been com­
pleted and then indicating to the appropriate part of the control that the 
operation has in fact been finished and that the next one may therefore 
be initiated. A scheme for doing this, developed at IAS, will be described 
in Chap. 10. 

Serial-parallel schemes of various kinds can be devised. As an exam­
ple, consider that used in MIDSAC. 3 The 32-bit words are read out of 
the Williams memory in parallel into four shifting registers each capable 
of holding 8 bits. When these are shifted, they transmit serially to four 
accumulators, each consisting of an 8-bit register with an adder in its 
input. Carries are transmitted from the lowest-order column to the next, 
and so on, and finally from the highest-order column back to the lowest; 
enough delay is introduced so that this carry is delayed one pulse time. 
Thus the addition is accomplished by eight parallel additions of 4-bit 
blocks. The prf is 1 Mcps, and in each parallel addition there is time 
enough for carry propagation to be completed; so, as far as the adder is 
concerned, addition of two 32-bit numbers requires 8 µsec. 

For comparison, consider tho addition times in the three cases, assum­
ing 40-hit numbers and a data rate of 1 Mcps for serial transmission. 
These work out to (a) serial, 40 µsec; (b) parallel, about 10 µsec or less, 
down to about 1 µsec, depending upon the technique used; (c) serial­
parallel (as in MIDSAC), 10 µsec. Thus the serial-parallel scheme is 
almost as fast as the parallel and requires less equipment. It might be 
thought that eight-wire transmission could be used to reduce the addition 
time by half in MIDSAC. In that case, however, 1 µsec would probably 
be insufficient time for carry propagation, and so a slower digit rate would 

i See also Marga.rot F. Mann, R. R. Rathbone, and J. B. Bennett, Whirlwind I 
Operation Logic, MIT Digital Computer Lab. Rept. R-221, issued under ONR contract 
N5ori60, May 1, 1954. 

s A. W. Burks, H. H. Goldstine, and J. von Neumann, "Preliminary Discussion of 
tho Logical Design of a.n Electronic Computing Instrument," report on Army Ord­
nance contract W-36-034ord7481, p. 10, Institute for Advanced Study, Princeton, 
N.J., June, 1946. 

• W. Brown, J. De Turk, H. Garner, and E. Lewis, "The MIDSAC Computer," 
report on Project MX-1599, pp. So-37, Engineering Research Institute, University 
of Michi11:an, Ann Arbor. April, 1954. 
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be mandatory (say 500.kcps), and twice as much adding equipment would 
be needed; nothing would be gained in speed to compensate for the extra 
complexity. 

In multiplication and division, many machines use the straightforward 
but rather slow methods of successive additions and of additions and 
subtractions discussed in Chap. 1. With additional equipment it is pos­
sible to speed these processes considerably. One method is discussed in 
the account of the MEG multiplier, given in some detail in Chap. 13. 
In the serial-parallel MIDSAC, an array of 16 simple serial adders suffices 
to effect the multiplication of two 32-bit numbers in eight minor cycles 
(that is, 64 µ.sec). Many schemes of this sort have been worked out.1 

Despite the emphasis at the beginning of this section on the importance 
of nonarithmetical computation, nothing has yet been said about logical 
operations. Two examples of these are logical multiplication and logical 
addition: forming from two binary words a new word such that the bit 
in any position is (1) the logical product (here the same as the ordinary 
product) or (2) the logical sum of the bits in the same position of the two 
input words. These are simple operations and can be rapidly executed 
because no carry is involved. 

3-8. Computing Speed. The actual computing speed of a digital com­
puter depends both upon the access time to the memory and upon the 
circuits used to carry out the computations. From the discussion of the 
last three sections it is now easy to derive the times required to perform 
the basic operations of arithmetic for a given computer. 

First, consider the IAS computer. The basic memory cycle as the 
ma.chine is currently operated is 25 µsec. About 15 µsec is allowed for 
the propagation of carries in the adder, and this is :fixed. Hence, a com­
plete addition operation requires one cycle to obtain an instruction pair, 
one cycle to add the first addend to the (cleared) accumulator, one 
regeneration cycle, and one cycle to obtain the second addend and add it 
to the contents of the accumulator, or a subtotal of four cycles, or 100 
µsec. The sum now stands in the accumulator register; to transfer it to 
the memory, it is necessary first to obtain a second instruction pair from 
the memory. So the following cycles must elapse: one for regeneration, 
one to obtain the next instruction pair, one to effect the transfer; thttt iH, 
75 µsec. Hence the complete operation requires 175 µ.sec, which is 
reduced to 150 µsec if the first addition instruction is the second inst1uc­
tion of a pair. In multiplication without round-off, 41 additions take 
place. As a delay of 15 µsec is introduced in each addition to ensure that 
carry propagation has been completed, it is evident that, in the worst case 
(all l's in the multiplier), the multiplication process itself consumes 615 

1 R K. Richards, "Arithmetic Operations in Digital Computers," cha.p. 5, D. Van 
Noatra.nd Company, Inc., Princeton, N.J., 1955. 
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µsec. To this must be added the time to obtain the instruction pair, the 
time to obtain the multiplier, and a regeneration cycle, the operation 
being initiated upon the appearance of the multiplicand. All together 
this requires 615 + 75 == 690 µsec, and an additional 50 µsec is required 
to obtain the instruction calling for the transmission of the product 
to the memory and to carry out this transmission. Evidently, if an 
improved adder were installed in which only the carry-propagation time 
required in each step was introduced, these figures could be greatly 
reduced. The current estimate is not much over 10 µsec plus the access 
times. Division requires about the same time as multiplication. 

In SEAC, the instruction code is of either the three- or the four-address 
type, the choice being left to the programmer, and so a single instruction 
word suffices for the whole operation. If the mercury-delay-line memory 
is used, the time required to obtain a desired word from the memory can 
be as little as 48 µsec or as much as 384 µsec. Since the performance of a 
complete addition operation requires that the instruction word and then 
the two operands be obtained from the memory and, finally, that the sum 
be put back in the memory, addition can consume from 192 µsec to 
1.536 msec, the average being 864 µsec. Multiplication is accomplished 
by successive additions, each requiring one minor cycle. Since one of the 
45 bits of a word is the sign, there must be 44 additions, consuming 
44 X 48 == 2,112 µsec. Four accesses to the memory are required; so 
the total operation time can be as large as 3.648 msec or as small as 2.304 
msec. The time required for division has exactly the same bounds. 
SEAC has a logical-multiplication instruction; as remarked above, the 
time required for such operations is generally short, in this case the same 
as for addition. If the Williams memory is used as the exclusive source 
of instructions and operands, addition requires but 240 µsec, and multi­
plication and division each require 2.35 msec. 1 

Without going into details, the times required for MIDSAC operations 
\Vill be listed: (1) addition, 40 µsec; (2) multiplication, 88 µsec; (3) divi­
sion, 272 µsec.* 

It is quite clear from the above discussion that, given the conventional 
circuitry, which operates satisfactorily on pulses about half a microsecond 
wide, occurring at a prf of 1 Mcps, and given a memory with access time 
of a few tens to a few hundreds of microseconds, both access time and 
processing time make significant contributions to the total time required 
to perform the operations. If long-access-time memories are used, such 
as magnetic drums, the operation time is for all practical purposes deter­
mined entirely by the accesses to the memory, unless great ~are is taken 

1 S. Greenwald, S. N. Alexander, and R. C. Hauctor, SEAC, NBS Cirr.. 551, Jan. 
25, 1955. Seo the table on p. 26. 

*Brown, De Turk, Garner, and Lewis, op. cit., p. 53. 
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so to insert the information into the memory that it becomes available 
just at the instant it is required-in which case ("optimum program­
ming") quite high-speed operation can be obtained. 

If machines substantially faster than those now in existence are to 
become feasible, both processing time and access time must be reduced. 
In serial machines, processing time can be reduced by operation at higher 
prf's; in parallel machines, better transient response is required; in both 
cases this a.mounts to a requirement for greater bandwidth in the circuits. 
Within limits, such improvements can be accomplished without too great 
a departure from present circuit techniques. 

Using different techniques, very great increases in speed are obtainable. 
Thus Fischer and Marshall1 designed a very fast scaler based upon a 
bistable circuit (i.e., a binary memory element) of 10 mµsec resolving time, 
using grid-controlled secondary-emission tubes. However, fast circuitry 
cannot accomplish much in reducing the time required for operations 
unless access time is also reduced. Furthermore, its use would impose 
very severe requirements upon the memory. Suppose, fo1· example, that 
it was desired to build a machine like SEAC in all respects except that it 
would be ten times as fast in operation. From the discussio11 above it is 
evident that the speeding up of addition would require a 10: 1 reduction 
in access time. Hence, the mercury delay lines would have to be reduced 
to 38.4 µsec in length, so that, if each were to hold as much information 
as in the original machine, a prf of 10 Mops would have to be used with, 
say, 0.05-µsec pulses; this would be exceedingly difficult, if not impossible, 
to accomplish. It might be thought that a lower prf might be used and 
a loss in memory capacity per delay line accepted, in the interest of speed. 
However, with respect to multiplication, it becomes clear that a 10: 1 
reduction in the length of the minor cycle would be necc1:1sary, at least 
given the present method of forming the product; this in effect reimposes 
the 10-Mcps prf. A way around this difficulty exists: it consists in using 
a more elaborate multiplier. If this were done and if a reduction of 2:1 
in delay-line memory capacity per line were accepted, it would be poAAible 
to use a 5-Mcps prf-presumably feasible, for a rate of 3. 77 Mcps has boon 
used successfully in BA YDAC. 8 The moral to be drawn from the above 
discussion is that & brute-force attack on the speed problem hy irrnrcu.sing 
prf's and the speed of response of circuits is likely to moot wit.h only 
limited success; more sophisticated logic is required, and it would appear, 
in fact, that the problem of building superspeed computel's involves con-

1 J. Fischer and J. Ma.rshall, A Ten Millimiorosecond Scaler, paper read at the 
Natl. Electronics Conf., Chicago, 1953. Equivalent work was done at tho George 
Washington University by Prof. Z. Bay and Dr. N. T. Grismore. 

1 "A Survey of Digital Comput.ers," p. 81, Oflioe of Naval Research, Washinp;ton, 
D.C., 1953. 
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siderable modification of the conventional logical design as well as 
improvements in circuitry and memory devices. In a rather modest 
way, MIDSAC affords a good example of what can be accomplished by 
logic alone, with no increase in the operating speed of individual circuits 
and only a small improvement in the Williams-memory access time. 

3-9. The Need for Increased Speed. It is important to realize that, 
for all the successful development of digital computers to date, they are 
still unsatisfactory for carrying out some of the most important and char­
acteristic computational problems of mathematical physics, and their 
failure here is due chiefly to lack of speed. It is also true that currently 
attainable speeds are only barely sufficient to make digital techniques of 
any use in many control-system applications, where extensive real-time 
treatment of data derived from a number of sources must be carried out. 
The failure with respect to problems in physics is the more scandalous, for 
it was precisely for scientific computation that the first digital machines 
were designed. 

The failure lies in the field of the numerical solution of partial differen­
tial equations, which arise in all branches of fluid mechanics. 1 One of the 
earliest problems successfully reduced to computation was that of the 
propagation of a spherical shock wave. In this problem, which involved 
a hyperbolic equation in time and but a single space coordinate, it was 
necessary to carry out the computation at 100 spatial positions for each 
time step and to do this for 3,000 time steps. About 4,500 multiplica­
tions and divisions are executed at each time step, plus other less time­
consuming operations. For the 3,000 time steps, the total amount of 
computing was equivalent to about 1. 7 X 107 multiplications. Assuming 
a 1-msec multiplication time, this would require nearly 5 hr of machine 
time; actually, if rather careful checks are included in the problem code, 
this time might be at least doubled. If it were desired to find the effect 
of changing a parameter, it might be necessary to repeat the whole com­
putation a considerable number of times (say 50). Thus, even for a 
comparatively simple problem, a survey computation of this type would 
consume a tremendous amount of time; if 10 hr is needed for a single 
computation with programmed checks, the survey involving 50 parameter 
values would require 500 hr of machine time. 

The situation becomes much worse. A hyperbolic equation of much 
the same character but involving two space coordinates might easily 
require that values be computed at each point of a spatial lattice of 2,500 
points and that this be done for each of 3,000 time steps. A reasonable 

1 Muoh of this material is taken from the author's notes on a lecture by H. H. 
Goldstine delivered at the Computer Conference held at Darmstadt, Germany, in 
October, 1955. Any inaccuracies oan properly be attributed to the author, not to 
Dr. Goldstine. 
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estimate, including programmed checks, gives a computation equivalent 
to 5 X 10s multiplications, which, at 1 msec per multiplication, would 
require nearly 140 hr of machine time. Thus a survey computation 
involving even a modest number of parameter changes is for all practical 
purposes out of range for a machine of the speed assumed. Furthermore, 
in such a computation, it is necessary to hold in the memory a great 
deal of information; so a memory capacity of about 12,000 words would be 
required. 

For a three-dimensional hyperbolic equation describing shock-wave 
propagation, even for a relatively coarse mesh (e.g., a cubic lattice with 
20 divisions per edge), the equivalent of 1.7 X 109 multiplications would 
have to be performed and a memory capacity of over 50,000 words pro­
vided. Thus a single computation of this sort would require 500 hr of 
machine time. 

Similarly depressing estimates can be made for elliptic and parabolic 
equations. The general conclusion to which one is forced is that a 
machine that would be really useful for such computations would have a 
fast-access memory capacity of from 20,000 to 50,000 words and would be 
fast enou•gh to complete 1010 multiplications in a reasonable time. This 
means that a multiplication time of 10 µsec or less is needed and an access 
time of about 0.1 µsec. Of the two, the fast circuitry is the more nearly 
attainable in the present state of the art; it seems clear that memories of 
such short access time are at present out of reach and that their physical 
realization must wait upon new discoveries. 

3-10. Timing: Synchronous and Asynchronous Systems. Since the 
execution of any data-processing program is a sequential process, some 
sort of timing must be involved. In serial transmission, the pulses rep­
resenting the bits of a word mui:1t follow one another in a definite sequence, 
since this is the only way in which they can retain their identity; they must 
also be uniform in shape so that they will all be treated equally well by the 
electronic circuits. Hence, in serial and serial-parallel machines, all 
transmission, processing, and transfers to or from the memory arc regu­
lated by timing signals derived from a master oscillator called the "clock," 
which can be as elaborate and precise as a crystal-controlled oscillator 
or as simple and relatively unprecise as a train of permanently inscribed 
signals upon a magnetic drum. Since the pulses deteriorate in shape with 
transmission, they are (at least in many machines) reshaped and retimed 
with reference to the clock from point to point in the system to guarantee 
that the timing relations are properly preserved. 

In parallel transmission and processing, alternative procedures exist .. 
The first is to regulate all machine operations strictly by signals derived 
from a clock as in the serial case; this is done, for example, in Whirlwind I. 
The second alternative for completely parallel systems is to use no stand-
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ard time reference, but to perm.it the various operations to be self­
timing, so that the circuits concerned are set into operation by a signal 
from the main control, proceed with the appropriate operation at their 
own pace, and, upon its completion, generate and transmit back to the 
main control a signal that causes the initiation of the next operation to be 
commanded. AB an example, consider the arithmetic unit of the IAS 
computer, which will be described in detail in Chap. 13. This contains 
a circuit that is held quiescent until an arithmetical operation is to be 
performed, whereupon it is set into operation. At the same time, the 
number of cycles that it must execute is presented as one input to a com­
parison circuit, whose other input is the contents of a counter that counts 
the cycles executed. When agreement is reached, the operation is ter­
minated, the circuit is brought back to rest, and a signal is sent to the 
ma.in control signifying that the operation has been completed. 

Operation of the kind just described is said to be "asynchronous." 
It is very well adapted to para.llel systems, though it would be difficult to 
say whether it is better than synchronous operation. It simplifies the 
system by making it unnecessary to provide the same time reference in all 
units. It also makes possible enhanced speed of operation, for a fixed 
period of time need not be allowed for each operation; this is true particu­
larly in multiplication and division. 1 It appears to lead to considerable 
economy in vacuum tubes--according to a comparison, for example, of 
the parallel asynchronous IAS computer with the parallel synchronous 
Whirlwind I, which has a much shorter word length. However, Whirl­
wind has certain features, like the fast carry and marginal check, that the 
Institute ma.chine has not; so mere numbers of tubes probably give a 
rather exaggerated notion of the economy of the asynchronous design. 

3-11. General Types of Circuitry. Going back to the manner of rep­
resenting l's and O's electrically, recall that this may be done by pulses 
(or their absence) occurring at times synchronized with a master clock or 
by voltages assuming for comparatively long periods one of two possible 
levels. It has been proposed to call these 11 a-c" (alternating-current) 
and "d-c" (direct-current) systems, respectively. 2 Alternatively, the 
first type can be spoken of as 11 dynamic" and the second as 11 static " 3 or, 
perhaps better, as "quasi-static." In most systems both representations 
a.re used; for example, it is quite common in serial machines to "statici.ze" 
the instruction word by inserting it into a shifting register built up of 
vacuum-tube-toggle circuits, so that a set of temporarily fixed voltageA 

1 Richards, op. cit., p. 342. 
9 Tbid.., pp. 342-343. 
3 Dynamic and static a.ccumula.tors were discussed by Burks, von Neumann, and 

Goldstine as early as 1946 in the "Preliminary Discussion of the Logiaal Desi~ of a.n 
Electronic Comput.ing Instrument." 
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are available to activate the logic circuits that control the fiow of infor­
mation during the operation. 

The most thoroughly dynamic computer is probably the serial syn­
chronous SEAC, in which all information is constantly in motion in the 
form of pulses i even the binary memory cells of which certain registers 
are built up consist of short loops about which a pulse circulates and is 
available at a specified point once every cycle of the clock. The other 
extreme is represented by the IAS machine, in which, however, dynamic 
operation occurs in the circuits controlling the cycling of the Williams 
memory and the performance of the operationsj evidently there must be 
some dynamic operation in a system if it is to function at all. 

It is evident that thoroughly dynamic operation must also be carefully 
synchronized. Thus in a serial dynamic system it is the general practice 
to reshape pulses and to reestablish their time reference as they progress 
through the circuitry, and it is hard to see how this can be avoided. Fur­
thermore, it is necessary in design to take into careful account the time 
delays along various paths that converge at a point and to ensure that 
suitable equalization is introduced. 

Clearly, considerations of this sort strongly ill:fiuence the type of cir­
cuitry used. Thus, quasi-static operation leads naturally to direct cou­
pling between individual circuits i for dynamic operation, transformer 
coupling is natural and popular, or capacitive coupling can be used. 
Each system naturally has its own advantages and disadvantages. 
Direct coupling is the simplest but may require the provision of a nwn­
ber of levels of d-c supply voltage. On the other hand, with capacitive 
or transformer coupling, the use of quasi-static circuits like ordinary fiip­
fiops (or "toggles," as they will be called here) involves the difficulty that 
the output is transmitted only as a transient. In Whirlwind I, for exam­
ple, this forced the incorporation of so-called "restoration," in which, by 
a specially provided pulse train applied through specially provided input 
circuits, all toggles a.re periodically caused to switch twice in rapid suu­
cession, so that their state is not changed but the charge on the capacitor 
that couples from the plate of a tube to the grid of the tube controlled 
by it is periodically restored. 

It must be emphasized that direct comparisons between different types 
of systems are nearly impossible to make in a. ration.al way. Each type 
has its own merits and its own shortcomings. The important thing is to 
achieve a.s natural a. design as possible, which must always involve a 
compromise between general system considerations and considera.tio11s 
of the physical circuits to be used. 

3-12. Reliability. Present electronic digital computers contain from 
a few hundred to many thousands of vacuum tubes and from none to 
perhaps tens of thousands of crystal diodes. It is quite obviouR t.hat 
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systems of this kind cannot be expected to function perfectly all the time. 
That they function as well as they do is sufficient evidence of the skill of 
their designers and builders. 

The question of the reliability of complex electronic equipment has 
been widely discussed in recent years. It is not intended to consider in 
detail the various definitions that have been proposed or to discuss the 
definition adopted by the Radio-Electronic-Television Manufacturers' 
Association (RETMA), 1 which equates the reliability of a device with the 
probability of its performing adequately for a specified period of time 
under a specified range of operating conditions. The important point 
to note is that, for purposes of comparison, a numerical measure of reli­
ability has been introduced whereby figures of merit can in principle be 
assigned to various equipments designed for the same purpose. 

It is felt, however, that different figures of merit (rather than the 
"probability" of the RETMA definition, which is difficult to establish) 
are appropriate in different situations. For digital data-processing sys­
tems it may be well to consider the mean time between failures, that is, 
the average interval in which the system functions properly. However, 
this does not take into account the time lost in preventive maintenance 
or the time lost in correcting troubles. These can be expressed by a ratio 
of the time during which the system is capable of functioning usefully to 
the total time during which any operations are performed at all, either 
for data processing, trouble shooting, or scheduled preventive mainte­
nance. It is true, of course, that the time during which the system is 
capable of functioning properly will not all be devoted to useful operation, 
because of errors in programming, incorrect scheduling of work load, and 
so forth, but these factors measure the efficiency of the organization using 
the system rather than the excellence of the system. In any case, in 
comparing the ratios for different equipments, it is necessary to know 
how the ratios have been computed, for occasionally the scheduled main­
tenance time is excluded from the total "on" time, and the ratio of total 
"good" time to total 11 available" time is computed. This ratio, too, is a 
reasonable figure of merit, provided that the scheduled maintenance time 
is also specified. 

If the two figures of merit described in the last paragraph are con­
sidered, it is evident that they measure the excellence of different aspects 
of the system. The first (average time between errors) depends upon the 
excellence of the components and of the circuit design; the second (opera-

1 This whole question is discussed in detail by Ca.pte.in W. F. Luebbert, U.S.A. 
Signal Corps, in Principles a.nd Concepts of Reliability for Electronic Equipment and 
Systems, Stanford Univ. Electronics Research Lab. Tech. Rept. 90, Aug. 18, 1955. 
(A report on ONR contra.ct N5onr25107, jointly supported by ONR, USAF, a.nd the 
Signal Corps.) 
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bility ratio) depends upon the ease with which troubles can be located 
and corrected and also upon how many troubles there are. 

As far as circuit reliability is concerned, a good deal can be accom­
plished if the design allows for fairly wide safety margi.ns. 1 The designer 
who demands that too close component tolerances be held, who does not 
allow for changes in value due to aging and to instability of various kinds 
(e.g., due to changes in temperature and humidity), or who depends upon 
excessively good regulation of power-supply voltages, is asking for trouble. 
Fortunately, the fact that binary (and, for that matter, decimal) com­
puting circuits operate on a two-level or two-state basis makes it fairly 
easy to avoid the necessity for any very close voltage-amplitude discrim­
ination; this in tum makes the problem of designing for satisfactory opera­
tion under rather wide safety margins comparatively easy to solve. 

The general procedure is first to design the circuit to give nominal 
values of output voltage for binary 0 and 1 and then to calculate the varia­
tions introduced by changes in the values of the circuit parameter. When 
the outputs have departed by the permitted tolerance from their nominal 
values, the maximum permissible parameter variation has been found; 
failure points can be determined in this way and plotted, e.g., as a func­
tion of the permissible tolerance in the output. Thus Taylor2 has given 
as an example the tolerance in the crossover resistors of a toggle: under 
variation of a "marginal-checking parameter" (in fact, the platc-Rupply 
voltage) the deviation of these resistors from their nominal design values 
was increased until the toggle would no longer switch from one i:itate to 
the other. Thus for each value of plate-supply voltage a failure point 
was determined, and these were plotted. The plots for two diff crent 
designs reveal at a glance which is the better from the point of view of 
safety margin. 

At this point it is not inappropriate to cite some of the rulcH laid clown 
by J. H. Bigelow for the guidance of the engineers who designed the cir­
cuits of the IAS computer. As to vacuum-tube ratingH, the average 
plate (or grid) dissipation should not exceed 50 per cent of the rated 
value, the average cathode current should not exceed 50 per c:ent of the 
rated value, and the peak cathode current should never exceed the rating. 
As far as the use of tubes in circuits is concerned, the design should be 
such that satisfactory operation continues even if, because of tube dete­
rioration, the currents produced by a given set of voltages fall to as little 
as 50 per cent of the values specified in the published tube characteristics, 
and, when a tube is operated in the positive grid region and a specified 

1 An excellent discussion of these points was given by N. H. To.ylor, Rndimcnt!! of 
Good Circuit Design, Electronic Components Symposium, Po.sa.deno., Apr. 30, 1953, 
subsequently published as MIT Digital Computer Lab. Rspt. R-224, May 19, 1953. 

I Ibid., pp. Sff. 
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glid current is flowing, satisfactory operation should be obtained under 
variation of plate and screen volt-ampere characteristics from half to 
twice the average ones. As far as resistors are concerned, satisfactory 
circuit operation should be obtained under variations of up to ± 10 per 
cent from the nominal values, and dissipation should never exceed 50 
per cent of the rated value. Apart from these rules on components, 
Bigelow laid down a number of general principles, of which the following 
are typical: (1) use no balancing of one pulse against another, either to 
cancel the two out or to override one by the other; (2) have no amplitude 
discrimination on pulses and, therefore, permit no spurious pulses that 
are expected to be rejected because of their small amplitude; (3) do not 
attempt to discriminate between wanted and unwanted signals by means 
of time constants. These rules proved to be very helpful in the design 
work, being particularly appropriate to the parallel asynchronous logic 
that had been decided upon. 

Even with the best circuit design and with the best procurable com­
ponents, failures are bound to occur from time to time, and measures must 
be taken to forestall them or to minimize their effect upon the operability 
of the system. Failures are of different types, of which the three follow­
ing can be distingui!:!hed: (1) those due to the cumulative effect of gradual 
deterioration of components; (2) those due to sudden breakdowns, such 
as shorts or open circuits; and (3) those that are of an intermittent or 
transient character. 

The question of how best to avoid trouble due to failures has been 
debated at great length; various measures have been used. These fall 
into three classes: (1) programmed checks, (2) checks performed during 
normal operation by special circuits, and (3) marginal checks-but the 
last may perhaps be more properly considered part of the routine pre­
ventive maintenance of the system.1 

Programmed checks a.re of several kinds. The simplest consist merely 
in causing the system to execute from time to time (e.g., once per shift or 
once per day) a routine designed to cause every instruction to be obeyed 
once or more and in noting errors or causing the machine to stop when an 
error occurs. Thus, for example, to test the function of the arithmetic 
circuits, it is possible to place in the memory, along with each addition 
or multiplication instruction, the correct sum or product nnd to cause 
each computed sum or product to be compared by subtraction with the 
correct value, the code being so arranged that the machine is stopped if 
agreement does not occur. Codes of this kind may be so framed as to 
test the operation of various parts of the machine. Thus it is possible to 
test all memory addresses to ensure that information can be recorded in 

1 N. L. Do.ggett and E. S. Rich, Diagnostic Programs and Marginal Checking in 
the Whirlwind I Computer, IRE O<muenti<m. Record, 1953, pp. 48-55. 
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and read from them, input and output can be checked, the arithmetic 
circuits can be checked, and so on. Thus failures can be localized i for 
this reason, routines of this sort are sometimes called "diagnostic rou­
tines." Of course it can be argued that they consume too much time, 
but this is not necessarily so; in most installations an hour or two of each 
day is devoted to tests of this sort and to various standardized electrical 
checks, and good operation is then generally obtained for the rest of the 
day. A degree of optimism is involved in reliance on checks of this kind, 
of course, and, clearly, a. sudden breakdown in the future can hardly be 
expected to be foreseen. 1 

It is prudent to include also certain checks in the code of each problem. 
No general rule can be given with respect to these, but the programmer 
must be sufficiently astute to exploit the peculiar features of the problem 
under consideration. Thus, for example, in a problem concerning the 
behavior of a conservative dynamical system, the total energy may be 
computed from time to time; if it changes, some error has occurred. In 
other situations, the same number may be calculated in alternative ways 
and a. comparison made. In many cases, checks of this kind can be 
included in the code of a problem without unduly lengthening it. 

An alternative-or, better, a supplementary-method of checking is to 
incorporate certain checking circuits in the machine. These can take 
many forms. The simplest conceptually-and the most expensive 
method-is to duplicate certain parts of the equipment. For example, in 
some machines two arithmetic units a.re included; so each arithmetical 
operation is carried out twice in parallel, and the results a.re compared. 
A very simple method for checking transfers is to add to each word an 
extra "parity check," which is 0or1 according as the toto.1 number of l's 
in the word proper is even or odd, or the reverse. At certain check points 
the number of l's is counted, and a new parity-check bit iH dctemiined, 
which is compared with the one received with the word. If the old and 
new parity-check bits disagree, the ma.chine is automatically Hioppod; 
this must be done both to prevent propagation of the error through the 
system and to facilitate error location. In UNIVAC J, both <luplic1ation 
of certain critical circuits and parity checking are provided, 1 and the 

1 Daggett and Rich, op. cit. 
J.P. Eckert, Checking Circuits and Diagnostic Routines. 
L. R. Walters, Diagnostic Programming Techniques for tha IBM Typo 70] 

EDPM. ' 
G. Estrin, Diagnosis a.nd Prediction of Malfunctions in the Computing Mn.ohinn 

at the Instituto for Advanced Study. 
M. V. Wilkes and S. A. Bo.rton, Experience with Marginal Checking and Ro11tining 

of the EDSAC. 
Those papers a.re all in the Symposium on Diagnostic Progra.ms and Marginal 

Checking for Large Seo.lo Digital Computers, IRE 0Mwention. Record, 1953, pt. 7. 
I Eckert, op. cit., pp, 62-65. 
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equipment required constitutes about 30 per cent of the equipment in 
the central computer. 

A more elaborate checking system was incorporated in RA YDAC. A 
certain number, the "weighted count" of the bits of the word in question, 
was generated for each word and transmitted with it. At certain points 
a new weighted count was determined and compared with that received 
with the word. The weighted counts also had certain simple arithmetical 
properties, which were exploited in checking arithmetical operations.1 

The methods just described are all intended to detect malfunctions that 
already exist. Preventive maintenance procedures, on the other hand, 
are designed to forestall malfunctions. In most installations, an hour or 
two each day is devoted to various testing operations, including the run­
ning of diagnostic routines and also various electrical tests. At longer 
intervals the whole system is subjected to careful examination, during 
which adjustments are made and components regarded as suspicious are 
replaced. A very potent aid to preventive maintenance is "marginal 
checking, 11 which was first evolved systematically during the development 
of Whirlwind I and has since been adapted to many machines. 2 The 
governing concept is very simple: the operating conditions of the circuits 
to be checked are worsened by varying the d-c supply voltages from their 
nominal levels, and this is continued until malfunction occurs, so that 
measures of the safety margins of the individual circuits are obtained 
directly. This is done in a systematic and automatic manner, the system 
being divided into about 200 sections which are checked individually in 
sequence. A day-to-day record is kept of the least satisfactory margins 
encountered; if an abrupt change in any circuit's margin is noted, it is 
subjected to careful investigation and the necessary steps (such as the 
replacement of components) are taken to restore the margin to a satis­
factory value. If only a gradually decreo.sing margin is noted, nothing 
is done immediately, but during a regularly scheduled weekly maintenance 
period steps are taken to correct any such margins that are approaching 
the danger point. Marginal checking is most effective in detecting grad­
ually deteriorating components before deterioration has gone so far as 
to cause malfunction. It cannot be expected to forestall troubles of an 
abrupt and catastrophic sort, like the sudden shorting of tube elements, 
but it can be used, once malfunction has been noted, as a means of diagno­
sis and fault location. 

All the methods discussed have their advantages, of course. Cer­
tainly marginal checking in some form is useful, and certainly operating 
checks using diagnostic routines are of great value. Built-in checks, such 
as the parity check mentioned above, are very attractive provided they 

1 u.. M. Bloch, R. V. D. Ca.mpbell,a.nd M. Ellis, The Logica.l Design of the Ra.ythoon 
Computer, MT AC, vol. 3, no. 24, pp. 286-295, October, 1948. 
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do not require excessive additional equipment. Well-designed and well­
maintained systems that incorporate no special checking circuits at all 
seem to be giving just as good performance as those that incorporate 
fairly elaborate checking circuits. It can, however, be argued that, in 
the absence of checking circuits, it is necessary to use a good deal of 
programmed checking and that, therefore, the machine is used less effi­
ciently than it would be otherwise. 



CHAPTER 4 

BASIC LOGIC CIRCUITS AND THEm REPRESENTATION 

4-1. Introduction. The circuits and components used in the physical 
realization of digital computers will now be discussed. These will be 
treated in Chaps. 4 to 10; then attention will be directed to their intercon­
nection in building up the major units of the machine. The order to be 
followed is to a certain extent arbitrary. The exposition will start with 
the simplest "logic" (or switching) circuits, to which this chapter will be 
devoted. Chapters 5 and 6 will cover the basic memory elements. The 
natural course is then to show how the basic logic and memory elements 
can be used to build up the switching circuits, registers, counters, and 
adders in terms of which it is most convenient to describe the functioning 
of the machine. The treatment deals mostly, but not entirely, with cir­
cuits and components used in computers in current service. These 
machines are essentially based logically upon concepts developed in the 
1940s, and for the most part use circuits and components either well 
understood or at least under development in that period. The :first 
electronic computer, the ENIAC, used vacuum-tube circuits to perform 
all computer functions. Next came nonelectronic memory devices (e.g., 
acoustic delay lines) and then solid-state elements: crystal diodes, 
magnetic cores, transistors. Current machines use both vacuum tubeR 
and solid-state elements. Machines of the early 1960s will presumably 
use solid-state elements exclusively. 

4:-2. General Remarks on Logic Circuits. It has been remarked in 
Chap. 1 that, in electronic digital computers, either the binary scale of 
notation is used for the representation of numbers or, if the decimal scale 
is used, each digit is represented by a binary-coded equivalent. This is 
because of the simplicity and engineering convenience obtained by using 
only bistable elements and circuits that need to discriminate between only 
two electrical states. Instructions are, of course, also encoded as collec­
tions of binary digits. Each binary digit may be represented either by a 
pulse of definite duration (or the lack of one) in a synchronous machine 
or by the electrical state of a wire; this has been discussed in Chap. 3, 
where the various modes of both storage and transmission of information 
within a machine have been distinguished. 

85 
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Speaking quite generally, means are required.(1) for storing information 
and (2) for opera.ting upon information. Circuits used for these two func­
tions can conveniently be called "memory 11 and "switching 11 (or "logic 11) 

circuits, respectively. The basic binary memory devices will be dealt 
with in Chap. 5. The present chapter will be devoted to the basic circuits 
that combine two (or more) bits of information to produce a third. 

The basic circuits have a number of important direct applications, and 
from them it is possible to build up elaborate structures for such functions 
as (1) encoding and decoding, (2) performing arithmetical operations, and 
(3) controlling the fiow of information. These higher-level combinations 
of the basic elements will be discussed in Chaps. 7 and 9. 

4.-3. The Basic Operations on Binary Variables. The operations to 
be considered are those affecting variables that take on but two possible 
values1 0 and 1, called "binary variables." The results of these opera­
tions are to be in every case variables taking on only these values. The 

TABLE 4-1* 

Input Output 

:I: '/J 0 1 2 3 4 5 6 7 
--------------------

0 0 0 1 0 0 0 1 1 1 
0 ~} 0 0 1 0 1 0 1 1 1 
1 1 0 0 0 1 1 1 0 1 

• F. 0. Willia.ma, A. A. Robinson, and T. Kilburn, Universal High-speed Digital 
Computers: Seria.J. Computing Circuits, Proc. IBB, vol. 99, pt. 2, no. 68, pp. 107-123, 
April, 1952. 

simplest case, of course1 is that in which but one binary variable is to be 
operated upon. Consider the operations to be performed by a "black 
box" which has the variable as its input and the result as its output. 
There are but four possible cases: (1) the output is a constant 0 no matter 
what the input; (2) the output is a constant 1 no matter what the input; 
(3) the output is identical with the input; (4) the output is 0 if the input is 
1, 1 if it is O. With two inputs, x and y, there is an output for each pos­
sible combination of inputs (O,O), (0,1), (1,0), and (1,1). To each input 
must correspond an output 0 or 1. Since a single black box must give a 
unique set of four outputs, one for each of the possible inputs, there a.re, 
clearly, 2' - 16 possible black boxes. This is the most general situation, 
which will be dealt with in Chap. 7. For present purposes, it is more 
convenient and perspicacious to require that in every case (0,1) and (1,0) 
shall give rise to the so.me output so that there a.re but 23 - 8 poAAible 
black boxes, a.s listed in Table 4-1. 
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Examining this table, note that outputs 0 and 7 are constants, not 

depending upon the inputs. In column 3, an output of 1 arisesonly if 
both x and y are 1. In column 4, an output of 1 arises if either x or y is a 
1. In column 51 an output of 1 is obtained if both the inputs are the 
same, but 0 is obtained if they differ. Such verbal descriptions could be 
continued, but it would be better to devise a concise symbolic way of 
describing the operations. Fortunately a mathematical science exists 
in the form of Boolean algebra, 1 which is ideally suited to the treatment 
of such ideas. '-4. The Boolean Algebra. The algebra of logic, :first worked out a 
century ago by George Boole, 1 was originally an attempt to deal sym­
bolically with relations of inclusion and exclusion among classes of objects. 
Thus it actually was concerned with such ideas as (1) the "union" of two 
classes A and B (written AU B), or the class each member of which is a 
member of A, of B, or of both A and B; (2) the "intersection" of A and B 
(written A('\ B), or the class of objects each of which is a member of 
both A and B; and (3) the "complement" or "negative" of A (written.A), 
or the class all of whose members are outside A, but are members of the 
"universal set." These classes are also written "A or B," 11 A and B,11 

and "not A," respectively, or "A + B," "A · B,11 and "-A.11 Given 
these definitions, it is possible to develop a great number of theorems, 
which form the body of the algebra. This will be treated in some detail 
in Chap. 7; for present purposes only the fundamental ideas are needed. 

It turns out also that a logic of propositions can be worked out along 
similar lines. 8 If p and q represent propositions, then p A q is true if 
p and q are both true, p V q is true if either p or q is true, and "' pis true 
if p is false. To every p the value of 1 is assigned if p is true, or the value 
0 if pis false. The logic of propositions is then a Boolean algebra having 
but two elements. 

Here a two-element algebra. is employed. Clearly, 1('\1 - 1, 
1 ('\ O = 0 ('\ 1 = O, 0 ('\ 0 = O; 1 V 1 = 1, 1 U 0 == 0 V 1 - 11 

0 U 0 == 0; I == 0, 0 == 1. Also the "and" and "or" relations can be 
written: 1 · 1 = 1, 1 · 0 == 0 • 1 == 0 · 0 == O, 1 + 1 == 1, 1 + 0 o::: 0 + 1 == 11 

0 + 0 = O. Inspection of Table 4-1 shows that column 3 is x ('\ y and 
tha.t column 4 is x U y. Column 1 is the negative of column 41 or (x V y) 1 

and column 6 is (z ('\ y). Column 5 may be written "x = y1
11 signifying 

1 Bee P. C. Rosenbloom, "Elements of MathematicaJ Logic," chaps. 1and2, Dover 
Publications, Now York, 1950. 

A useful summary is given by Robert Serrell, Elements of Boolean .Algebra. for the 
Study of Iuformation-handling Systems, Proc. IRB, vol. 41, no. 10, pp. 1366-1380, 
October, 1953. 

1 G. Boole, "Investigation of the La.we of Thought," 1854. Dover Puhliaa.tions, 
New York, brought out a reprint in 1951. 

a Rosenbloom, op. cit., chap. 2. 
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that the output is 1 if the variables x and y have the same value but 0 
if they do not, and column 2 may be written "x not = y."* In passing, 
it may be remarked that this last can be expressed as (f ('\ y) ('\ (x {"\ y). 
In general, the most complicated propositions of Boolean algebra involve 
only "and," "or," and "not." In fact, two of these operations theo­
retically suffice; for example, "or" can be defined in terms of "and" and 
"not." The circuits used to realize these may now be examined. 

4-5. Gates and Mixers ("And" and "Or"). Consider circuits having 
two inputs and a single output. A "logical-and" circuit will be called a 
"gate"; and a "logical-or" circuit will be called a "mixer." Each of these 
has a voltage level representing 0 and a voltage level representing 1. 
Inputs may be pulses of definite duration, or they may be temporarily 
fixed voltages. A similar statement is true of the output. Circuits 
actua.lly in use exist in rather considerable variety; hence, a number of 
examples will be given. Crystal-diode gates and mixers are now stand­
ard, but earlier circuits used thermionic pentodes and triodes. 

4-6. Pentode Gates. Figure 4-1 shows a pentode circuit. 1 The bias 
voltages -Eco and -Ess hold the tube safely off in the absence of signals 

EBB 

1 
-Ess -Eco 

FIG. 4-1. Pentode gate. 

at A and B. A positive pulse on A (or B) unaccompanied by one on 
B (or A) has no effect. However, if coincident positive pulses of sufficient 
amplitude are impressed on A and B, plate current flows and a negative 
pulse appears at the output. If a positive pulse is to be used for 1 and 
no pulse for 0, it is clearly necessary to follow this tube with another in 
order to invert the output and produce a" gate" or "logical-and" circuit 
in the usual sense of the term. 2 In the Whirlwind I computer a pulse-

* F. C. Williams, A. A. Robinson, and T. Kilburn, Proc. IEE, vol. 99, pt. 2, no. 
68, p. 109, April, 1952. 

1 Britton Chance, F. C. Williams, V. W. Hughes, D. Sayre, and E. F. Ma.cNichol, 
Jr., "Waveforms," p. 379, McGraw-Hill Book Company, Inc., New York, 1049. 

1 The circuit with inverter following the pentode is shown in Staff, Harvard Com­
putation Laboratory, "Description of a. Magnetic Drum Ca.Iculo.tor," p. 48, Harvard 
University Press, Cambridge, Mass., 1952. The triode circuits of Sec. 4-7 a.re shown 
on the same page. 
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transformer output is used,1 obviating the need for a puls&-inverting tube. 
The circuit is given in Fig. 4-2. The diode and resistor combination 
across the primary of the pulse transformer damps out any tendency of 
the transformer to ring and guarantees that only a single positive pulse 
will appear at the output when the circuit is properly excited. This 
circuit requires a sharp-cutoff pentode, such as the 7 AK7, which was in 
fact developed for this application. 

+150 volts 

:::: h11c Ootp"' b!., 
Inputs ~t:t::::=====------o +90volts 

IN38 '"" 1 = 
-15 volts 

FIG. 4-2. Whirlwind I pentode gate. 

4-7. Triode Gates and Mixers. A variety of forms of triode circuits 
will now be described. The Rossi circuit is shown in Fig. 4-3. In the ab­
sence of input pulses, both triodes are conducting and the plate voltage is 
low. If a sufficiently negative pulse is applied to A, the left triode is cut off, 
but because of increased conduction 
in the right triode, the plate voltage 
does not change much. If suffi­
ciently negative pulses are applied 
to both A and B, however, both tri­
odes are cut off, and the plate volt­
age rises to Euu for the duration of 
the pulse. Again, as in the case of 
the pentode gate shown in Fig. 4-1, 
a reversal of polarity occurs, which 
must be corrected by subsequent 

EBB 

_l_ ..... _i_I ___ -ooOutput 

Ao-II-- -11--<>B ry 
Negative bias 

Fm. 4-3. Roeei gate. 

inversion if two negative inputs are to result in a negative pulse. It 
should be remarked, however, that in many cases the pulse of opposite 
polarity at the output can be used directly without inversion, depending 
upon the circuit that follows the gate. 

By a simple change of bias, this circuit can be changed into a "logi.cal­
or" circuit or a "mixer." Suppose the inputs are positive pulses for l's. 

1 C. A. Roland, Jr., An Investigation of tho Possibilities for Improving Pentode 
Gate Tube Circuits, Projeat Whirlwind Rapt. R-186, submitted under ONR contract 
N5ori60, MIT, Servomechanisms Labor1itory, Apr. 26, 1950. 
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The negative cathode bias is replaced by a positive bias sufficient to hold 
both triodes cut off in the absence of inputs at A and B. In the quiescent 
state, the output voltage is EBB· If a sufficiently positive pulse is applied 
at A (or B) the left (right) triode conducts, and the output voltage falls; 
positive pulses at both A and B have the same result. Thus the circuit 
is transformed into a mixer. Here also pulse polarity is reversed and 
must be corrected by a subsequent stage. The circuit of Fig. 4-3 is 
shown as having pulse inputs. This is not necessary. A direct-coupled 
version, with grounded cathode and input levels that are positive for 1 
and negative for O, is also in use. 1 

A very simple triode gate is used in the IAS computer ;2 it is shown in 
Fig. 4-4. This gate transmits information by drawing plate current so 

Yes-Ovolts 
0 :;.wm 

No--40volts J 
Disable-+ 10 volts-, r 
Enable- -20 volts •• L.J 

Fm. 4-4. !AS triode gate. 

+110 volts 

J-i 
Ao-o-_,,,.,..,,..,. .. , 

-lOOvolts 
FIG. 4-5. IAS cathode-coupled triode gate. 

that there must exist a resistive path between the plate and a source of 
positive voltage. The input to the grid is either 0 volts or -40 volts 
(1or0). The quiescent voltage of the cathode is 10 volts, which is ample 
to prevent conduction for either grid voltage. The gate is "enabled" 
by pulsing the cathode down to -20 volts, which may be considered as 
the 1 level as far as this element is concerned. During the enabling pulse, 
current is drawn if the grid voltage is 0 volts, but is not drawn if the grid 
voltage is -40 volts. It should be noted that this type of gate was 
designed specifically for use in direct-coupled circuits. 

Another triode circuit, 3- 5 also used in the IAS computer, is shown in 
Fig. 4-5. It consists of two cathode followers with a common cathode 

1 Staff, Harvard Computation Laboratory, "Synthesis of Electronic Computing 
and Control Circuits," p. 12, Harvard University Press, Cambridge, Mass., 1051. 

1 C. V. L. Smith, "Sixth Interim Progress Report on the Physical Realization of au 
Electronic Computing Instrument," p. 4, Institute for Advanced Study, Princeton, 
N.J., September, 1951. 

8 Ibid., p. 6. 
'Engineering Research Associates, Inc. (W.W. Stifler, ed.), "High-speed Comput­

ing Devices," p. 39, McGraw-Hill Book Company, Inc., 1950. 
~ Chance ct al., op. cit., p. 378. 
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resistor. AB used there, the input levels are ± 10 volts. As the cathode 
follows the higher grid, it is clear that, if either A, B, or both are + 10 
volts, the output is also + 10 volts (plus a slight cathode rise, which can be 
neglected). If both A and B fall to -10 volts, so does the output. If 
.+10 volts represents 1, and -10 volts represents O, then the circuit acts 
as a mixer. If these polarities are reversed, then the circuit is a gate. In 
any case, the circuit preserves polarity. 

In relation to triode gates, another circuit should be considered. It 
consists of two triodes in series. The :first bas its cathode grounded and 
its plate connected to the cathode of the second. The plate of the second 
is connected through a resistor to the plate supply. If both grids are 
kept sufficiently low, the plate voltage of the second tube is the supply 
voltage as both tubes are cut off. For current to flow through the 
resistor, it is necessary for both grid voltages to be raised; that of the first 
tube must be brought up toward ground and that of the second must be 
made considerably positive. If this is done, the plate voltage of the 
second tube falls. If it is desired to pass positive pulses, this circuit must 
be followed by an inverter. This circuit was used successfully in the 
ACE computer.1 

4-8. Diode Gates and Mixers. It has been mentioned above that most 
designers today use solid-state diodes for their gate and :mbcer circuits. 
Such elements arc very attractive, of course, because they consume no 
cathode power and generate negligible heat. Furthermore, the circuits 
are very simple. There are, however, certain difficulties that can plague 
the unwary user. One of these is the unfortunate transient effect: imme­
diately after a pulse of current is transmitted, the back resistance falls 
rather spectacularly for a short time, which may be as short as a fraction 
of a microsecond but may also be much longer. In any case, this should 
be taken into consideration. It has made unusable diodes which were 
extremely good in other respects such as low forward and high back 
resistance, and stability (except for the transient effect I) of back-to-front 
resistanoe ratio. It is also a mistake to design circuits th.a.t rely heavily 
on an optimistic view of the maintenance of high back resistance 01· that 
permit the rated inverse voltage to be applied to the diode. Conserva­
tism and caution pay large dividends, and properly designed solid-sto.te­
diode logic circuits are very satisfactory. 

The firRt example is a gate for positive signals, originally devised for 
thermionic diodes. s Suppose that 0 is represented at the input by 0 volts 
and 1 by some positive voltage. If A is positive but B is 0 volts, then 
conduction by D1 holds P to a small positive voltage, Da does not conduct, 

1 A. D. Booth o.nd K. H. V. Booth, "Automatic Digital Ca.lcula.tors," p. 85, Butter­
worth & Co. (Publishers) Ltd., London, 195.~. 

• Cha.nee ot al., op. cit.., p. 370. 



92 ELECTRONIC DIGITAL COMPUTEBS [Oiu.P. 4 

and the output is 0 volts. Finally, if both A and B are positive1 a posi­
tive voltage must appear at the output. 

The circuit of Fig. 4-6 can give an output equal to B only if A is larger 
than B. The circuit of Fig. 4-71-a avoids this objection. Suppose 1 is 

B 

indicated by V 1 and 0 by V 01 where Vo 
< V 1 < EBB· If at lea.st one of A and 
Bis Vo1 then the output voltage is Vo 
plus the small drop in the diode or di­
odes. If both A and B are V 11 then the 
output voltage is V 1 plus the small drop 

----oOutput in the diodes. Thus the circuit is a 
gate for positive signals, either pulses 
or temporarily :fixed voltages. The 
difference in voltage between the 1 and 

FIG. 4-6. Diode gate (positive sig- O outputs is essentially the same ss that 
naJs). between the 0 and 1 inputs. 

The circuit of Fig. 4-7 also serves a.s a mixer for negative-going signals. 
Suppose that V1 < Vo <EBB; then if V1 is impressed on A, B, or both, 
the output level is slightly above V 1. Only if both inputs are Vo does the 
output level rise to slightly above Vo. 

Output Output 

A B A B 
FIG. 4:-7. Diode gate (positive signa.ls). Fxa. 4-8. Diode gate (negative signals). 

A gate for negative-going signals or a mixer for positive-going signals 
is obtained simply by turning the diodes around and making the supply 
voltage low, as in Fig. 4-8. If V1 and Vo represent 1and01 respectively, 
then if Eas <Vi< Vo, a gate is obtained, and if EBB < Vo< V1, a 
mixer. 

4-9. The Negative. The treatment of the negative in tho logical sem1e 
depends upon the manner in which information is represented within the 
machine. First consider the case of asynchronous direct-coupled com-

1 Tung Chang Chen, Diode Coincidence and Mixing Circuits in Digital Computers, 
Proc. IRE, vol. 38, no. 5, pp. 511-514, May, 1950. 

1 C. H Page, Digital Computer Switching Circuits, ElecU-onicB, vol. 21, pp. 110-118, 
September, 1948. 

a "Synthesis of Electronic Computing a.nd Control Circuit.a," chap. 10. The 
simple circuits shown here are given on p. 130. 
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puters. In the IAS computer, for example, information that is to be 
operated upon is stored in toggles; the output is taken from a grid, 0 
volts for O, -40 volts for 1, and the voltage at the opposite grid gives the 
logical complement or negative of this. In other situations it may be 
necessary to use an inverter, but then the inversion takes place at a higher 
voltage level and some mea:ns must be employed of translating the volt­
ages so obtained to the desired levels. 

In a serial synchronous computer, some such scheme as that shown in 
Fig. 4-9 can be used. The stage labeled "I" is a simple inverter. It is 
assumed that information and clock pulses start from 0 volts and rise to 
+ E volts. In the absence of an input pulse, the clock pulses appear at 
the output. However, if a positive pulse appears at the input, the volt­
age at point Pis driven down to 0 volts, and a clock pulse received at that 
time does not appear at the output. The pair of diodes D1 and Dz con­
stitute a gate for positive pulses, but Da merely "bumps" the negative 

Output 

+E 
Fxa. 4-9. "Not" circuit. 

1o-1.....----... 
Output 

~ 
Fxa. 4-10. Two-input gate, showing dis­
tributed capacitance. 

swing of point P at ground. Thus a 1 at the input can be regarded as 
preventing, or "inhibiting, " the passing of the clock pulse by the gate 
circuit. 

4:-10. Design of Diode Gates. So far, crystal gating structures have 
been considered only from an ideal point of view, and their actual 
operation has been neglected. In view of the practica.l. importance of 
circuitry of this type, it is important for the reader to realize the need 
for careful electrical design. In the present section, a. simple circuit 
will be discussed with some degree of realism. 

Consider a simple crystal gate for two inputs; suppose tha.t informa.tion 
is conveyed by positive rectangula.r pulses, and that, as frequently occurs, 
it is necessary to provide d-c isolation. The circuit then a.ssumes the form 
shown in Fig. 4-10. The presence of the coupling capacitors at the input 
makes it necessary to add the resistors R1 and the source E1 < E1. The 
dashed capacitor 0 represents the capacitance from the output line to 
ground. If no inputs appear at 1 and 2, the output voltage remains at 
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RiE1+2RE1 
Ri+2R 
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but if one input is pulsed high enough to keep its diode cut off, the output 
changes exponentially toward 

RiE1 + RE2 
Ri+R 

for back resistance of the cutoff diode is assumed to be infinite. Finally, 
if both inputs are pulsed positive to a value E::;; E1, then tho output 
changes exponentially toward this value.1 If there were n inputs instead 
of two, there .would be n - 1 output levels 

RiE1 + kRE2 
Ri+ kR 

k = 1, 2, . . . , n - 1 

corresponding to 1, 2, ... , n - 1 positive inputs, and for n inputs the 
value would be E, supposing as before that E ~ Ei. It is evident that 

the degree of discrimination between 
coincident and noncoincident inputs 

output is not very good. This situation can 
.___~,__..--<> be remedied by a very simple expe-

I 
I 

o--ji--...--1<11---' R De TC 
J_ 

E1 Eo = 
E2 

FIG. 4-11. Gato with clamping diode on 
output. (Tung Chang Chen, Proc. IRE, 
vol. 38, no. 5, pp. 511-514, May, 1950.) 

dient, shown in Fig. 4-11, where an 
extra diode has been added, and a 
source Eo such that E2 < Eo < Ei 
and Eo < E. The output voltage 
now remains at E0 volts (minus a 
small diode drop) jf zero or one posi­
tive pulse signal appears at the in­
put. If both inputs are pulsed 

simultaneously, then the output condenser starts to charge toward Ei 
volts and the output voltage becomes 

E1 - (E1 - Eo)e-itBC 

if the capacitance of the diodes D1 and D2 is neglected and infinite back 
resistance is assumed for Do. This mode of variation persists until tho 
value Eis reached, provided of course that the pulses last long enough. 
In this case, the time taken by the output in rising from E o to Eis given by 

RCln Ei - Eo. 
E1 - E 

where the effect of decay of the voltages applied to D1 and D2 is neglected 

1 It should be olea.r that if E > E1 and if both inputs are energized, the output will 
rise exponentially to Ei. 
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because of the finite values of input time constants. The output pulse 
now has an exponentially rising leading edge in place of a vertical one. 
This will not be serious if the pulse duration is several times the length 
of the rise time. On the other hand, a short pulse would be badly dis­
torted in passing through the gate. 

Fall time can be calculated by assuming the output capacitance C 
charged to E volts and then removing the exciting pulses. The calcula­
tion will not be given, but it should be observed that the time constant 
of fall must be less than the time constant of rise, since the resistance 
involved is now essentially the parallel combination of R, R 1, and R 1. 

So far nothing has been said about the capacitances of the input diodes. 
If these (each of which will be called Cd) are comparable to C, then the 
rise time of the output is given by 

(nCd + C)R ln Ei - Eo - nCd (E - Eo)/(C + nCd) 
· Ei - E 

if it is supposed that the gate circuit has n inputs. There is no point in 
considering the influence of Cd upon fall time, for, when all the inputs 
are removed, the input diodes all conduct and their small forward resist­
ances effectively short-circuit their capacitances. 

No consideration has been given to the effect of the transient lowering 
of back resistances of crystal diodes that have been in a conducting state 
when the polarity of the voltage across them is suddenly reversed. 
Clearly, the intensity and duration of this effect should be known, since 
if input pulse durations are very short, this effect causes the output of the 
circuit to degenerate still further. 

4-11. More than Two Inputs: Inhibition. So far, mixers and gates 
having but two inputs have been considered. Most of the circuits are 

IEBB I 
Output 

J_r------+---+--~O 

A er-- Bo--- Cc:r---w-

l.______I --'~ 
Fm. 4-12. Three-input triode gate (nega­
tive-going signals). 

~---+---+----0Qutput 

0 

A B C 
FIG. 4-13. Three-input diode gate (posi­
tive-going signals). 

simply extended in the obvious way to form A (\ B (\ C (\ · · · (\ N 
and AU BU CU · · · UN. Two examples will be given. If 1 is 
represented by a negative signal and 0 by 0, the direct-coupled version of 
the Rossi circuit becomes the circuit shown in Fig. 4-12. This is also a 
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mixer for positive-gomg signals. In many applications & subsequent 
inverter is required to restore polarity. The cathode-coupled gate of 
Fig. 4-5 is similarly extended to more than two inputs. For diodes, a 
gate for positive-going sign.a.ls is given in Fig. 4-13; polarity is of course 
preserved. A combination of a gate and a not-A circuit (see, for exam­
ple, Fig. 4-9) gives a circuit that forms B (I 0 if A = O, but O if A = 1. 
The input A is then said to inhibit the gate. 

4-12. The Harvard Vacuum-tube Operators. Now that the usual 
types of gate and mixer circuits have been reviewed and the utility of 
Boolean algebra. in representing symbolically the operations performed 
by such circuits has been pointed out, it is worthwhile to direct the 
reader's attention to the equivalent algebra devised at the Harvard Com­
putation Laboratory by Professor H. H. Aileen and his associates. 1 This 
algebra possesses a certain advantage in that it is developed entirely in 
terms of arithmetical operations on variables whose values are binary 
numbers and that it is not necessary to introduce the notions of logic. 
Also, the development is carried out in terms of "vacuum-tube operators" 
and "switching functions," so that the learner retains contact with famil­
iar language and, presumably, finds it easier to pick up the new ideas. 

Consider direct-coupled circuits whose inputs can assume only two 
values, a high and a low, and whose outputs are necessarily similarly 
restricted. At both the input and the output, assign the numerical 
value 1 to the high value and 0 to the low value. This is not to be con­
strued as implying that the high value of voltage at the input is the same 
as the high value at the output; no such assumption is made. 

Consider :.first the simple case of an inverter, a triode with resistive load. 
Let 61 be a binary variable expressing the input, and let the output be 
designated by the functional expression T2(e1). Since th.is must take on 
values (1, 0) according as the values of 61 are (0, 1), 

T1(e1) = 1 - 61 (4-1) 

This function is the "vacuum-tube operator" describing such a stage. 
Now consider the pentode circuit of Fig. 4-1, and consider the direct­

coupled case where the capacitors have been elim;nated. If the corre­
sponding operator is called P1(e1,6s), it is clear that the following expres­
sion is valid: 

P1(e1,e2) = 1 - 61e1 (4-2) 

This emphasizes the fact that the circuit as it stands is not a. gate, even 
though it detects the coincidence of the high values of e1 and es. 

The direct-coupled version of the Rossi circuit (a mixer for positive 
signals) is described by the operator 

T1(e1,e1) = (1 - e1)(l - es) = e~e~ 
1 "Synthesis of Electronic Computin11: e.nd Control CircuitR-" 

(4-3) 
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where e' = 1 - e; and, if n triodes are used, 

T ,.(e1,e2, . . . ,e,.) = (1 - 61) (1 - e2) • • • (1 - e,.) = e~e~ · • • e: 
(4-4) 

The cathode-coupled circuit of Fig. 4-5 is described by 

(4-5) 

Finally, in the diode circuits, the circuit of Fig. 4-7 is described by the 
operator 

(4-6) 

4-13. Transistor Logic Circuits. Transistor logic circuits exist in con­
siderable variety, depending upon the type of transistor employed and 
the mode of operation.1 As a number of these are merely combinations 
of several emitter followers, the emitter-follower circuit will be treated 
first. In Fig. 4-14 are shown circuits of this type using a pnp and npn 

Eco 

~ 

IEEE 
= 

(a} (b) 

Fig. 4-14. Emitter followers. (a) pnp, (b) npn. 

junction transistor. Suppose, in the pnp case, that the quiescent value 
of V; is 0 volts, so the emitter-to-base junction is biased in the forward 
direction. Suppose also that the total excursion of v, and the supply 
voltages EBII and Eaa are so chosen that the transistor always functions 
in its active region except perhaps for very brief periods under transient 
conditions. Finally, suppose that Eaa is somewhat (about 1.5 volts) more 
negative than the negative excursion of v,, to minimize the storage of 
minority carriers. If, now, v, is made positive, the amount of forward 
bias is decreased and the emitter current is decreased so that Vo increases. 
On the other hand, if v, is made negative, then the amount of forward 
bias is increased and Vo swings in the negative direction. Indeed, it can 
be shown that Vo is a linear function of v, and EBB; the coefficient of 
EBB is in general negligible if the resistor R. is of the order of a few thousand 
kilohms, and the coefficient of V; is of the order of unity. The term pro-

1 J. C. Logue, Transistor Switching Circuits, in Lloyd P. Hunter, "Handbook of 
Semiconductor Efoct1·onics," sac. 15, pp. 15-34, McGraw-Hill Book Oompa.ny, Inc., 
New York, 1956. 
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portional to Eu represents a shift in reference level of the output as com­
pared to the input, and can be compensated for by inserting a resistor 
between v, and the base and· then connecting the base through another 
resistor to a negative voltage source, the resistors being chosen to form a. 
voltage divider which, under quiescent conditions, holds the base suffi­
ciently negative to keep Vo at 0 volts. The transient response of the 
circuit is complicated by the existence of a relatively large emitter-to­
base capacitance, which necessitates some ca.re in choosing the resistor 
in series with the base so that the output does not rise too slowly. The 
paralleling of this resistor by a capacitor also improves response by speed­
ing up the charging of the emitter-to-base capacitance at the beginning 
of any sudden change in V,:. In Fig. 4-14b is shown the emitter-follower 
circuit using an npn transistor. There is no need for a separate discussion 
of this circuit. 

BBB<O Eac<O EBB<O Ecc<O 
· Fig. 4-15. pnp gate circuit. 

Using the 'fJ'fl-P emitter follower as a building block, a "logical-and" 
circuit, or gate, is easily constructed. The circuit shown in Fig. 4-15 
detects the coexistence of positive-going excursions of A and B. Suppose 
that 0 levels of both A and Bare, say, 0 volts, and the l levels are a few 
volts positive. If A and B are both O, then the output must be 0 volts 
and, therefore, represents 0. If A = 1 and B = O, the output is held 
down to 0 volts by B and, hence, represents 0; and the same reasoning 
shows that if A = 0 and B = 1 the output must be 0. Finally, if both 
A == 1 and B == 1, the output must rise to a positive value a.pproxima.tely 
equal to that of A and B, and the output represents 1. Hence the cir-­
cuit does in fact generate Ar. B. 

The npn emitter follower similarly serves as a building block from which 
a "logical-or" circuit, or mixer, can readily be constJ:ucted, as shown in 
Fig. 4-16. Notice that if A, say, is raised above B, the bias of the emitter­
to-base junction is increased, more current flows through R0 , and the 
output follows A. The same is true if B rises above A, or if both rise 
together. Hence, as stated, the circuit is a mixer for positive-going 
signals. 



SEC. 4-13] BASIC LOGIC CIRCUITS 99 
If the A and B signals are negative-going to represent 1, then the cir­

cuits shown become a mixer and a gate, respectively. 
To complete a stock of logical building blocks, a "not" circuit or 

inverter is needed, which exchanges signal levels and, hence, logically 
replaces 0 by 1 and 1 by 0. Simple pnp and npn configurations are 
shown in Fig. 4-17; these are both grounded-emitter amplifiers. Minor­
ity-carrier storage can be eliminated by preventing saturation, which 
can be accomplished, for example, by clamping the collector by means 

EBB<O 

Ecc>O 

.Re 

EEE<O 
Fig. 4-16. npn mixer (positive-going signals). 

Ess>O 

Ecc<O Ess<O -
(Cl) (b) 

Fig. 4-17. Inverters. (a) pnp, (b) np1~. 

of a diode to a suitable voltage; in the circuit of li'ig. 4-17 a this would be a 
few volts negative. 

Some ve1y simple logic circuits based upon the grounded-emitter 
inverter employ surface-barrier transistors (e.g., the Philco SBl00).1 

These are junction transistors of a special type, in which the base layer 
is very thin. Consequences of this are (1) that they are intrinsically low­
voltage devices, using supply voltages of from -1.5 to - 3 volts, and (2) 
that they are very fast in operation, owing to high alpha-cutoff frequency 

1 R.H. Beter, W. E. Bradley, R. B. Brown, and M. Rubinoff, Surfa.oe Ba.rrier Tran.­
Rist.or Swit.chinp; Circuits, l RE Oorwen:tion Rec.ord, 1955, pt. 4, pp. 145-148. 
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and small minority-carrier storage time. In the grounded-emitter 
circuit small variations in base voltage (say from ground to a few tenths 
of a volt negative) ca.using proportional variations in base current (say 
from a few to a few hundred microamperes) cause rather large variations 
in collector current (say from a few microa.mperes to more than 1 ma.) 
accompanied by but small variations in emitter-to-collector voltage. For 
this reason, the grounded-emitter circuit of this type has been said1 to 
operate "in the current mode," and is best thought of as a current 
amplifier, as distinguished from the circuits described above, which use 
ordinary junction transistors and which can be described as operating "in 
the voltage mode." In the present case, then, one can regard the cur­
rent as the means of conveying inf orm.ation. Circuits of this type are 
obviously very suitable if direct coupling is to be used. They have the 

Ecc<O 

Bcc<O ------o(AnB) 

FIG. 4-18. Inverting mixer using surface- FIG. 4-19. Inverting go.ta using surface-
barrier transistors. barrier transistors. 

advantage of simplicity, for few circuit elements besides the transistors 
a.re required and but a single power supply ( -1.5 volts for the Philco 
SBlOO). They are also quite fa.st in transient response, as noted above; 
rise time is less than 0.1 µsec and fall time about 0.1 µsec. They possess 
the disadvantage that the outputs are inverted. 

Consider now the circuit of Fig. 4-18. Suppose that the positive direc­
tions of current B.ow at inputs and output are as given by the arrows and 
that positive current :8.ow is taken to correspond to .A. = 1, zero current 
B.ow to A == 0. If (a) current is drawn from either or both of the ho.set!, 
then current B.ows up through Ro to Eco, which, as noted above, may be 
ta.ken as -1.5 volts; but if (b) no current is drawn from either base, 
no current :8.ows from the collectors through Ro. Hence, if the output 
terminal is connected to the base of a following grounded-emitter circuit 
and if Ro is so chosen that, when either of the transistors conducts, the 
common-collector voltage rises to ground (that is, Ro == 1,000 ohms if the 

1 Logue, op. cit. 
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transistors are Philco SBlOO's), then it follows that in case a no current 
:flows into the output terminal, but in case b it does. Thus, logically the 
current entering the output terminal represents 1 (\ B or (AV B). 
In terms of voltage inputs, with 0 volts corresponding to 0 and a small 
negative voltage (three or fouT tenths of a volt) corresponding to 1, then 
the output level is high if one or both inputs are negative, but low if both 
are at ground. 

An inverting gate is shown in Fig. 4-19. If current is drawn from both 
bases, if Eco and R. are properly chosen (Eaa = -1.5 volts and R0 = 1,000 
ohms for SBlOO's), and if the output terminal is connected to the base of 
a grounded-emitter transistor, then no cuITent :flows into the output ter­
minal, whereas if no cuITent is drawn from at least one base, then no 
collector current flows through R. and the source draws current in through 
the output terminal. Thus the current flowing into this terminal logically 
represents (A ("'i B). 

4-14. Magnetic-core Logic Circuits. Certain ferromagnetic materials 
have nearly rectangular hysteresis loops, characterized by fairly low 

B 

l+Br 
81 

-He +Ha H 

82 -B,. 

coercive force and high remanence. These 
properties were exploited by Aileen and his 
associates at the Harvard Computation Labo­
ratory to produce simple, rugged, and reliable 
bistable devices. This work was concerned 
first with memory devices such as shifting 
registers, which will be described in Chap. 5. 
The same materials can be used to produce 
logic circuits, and methods of doing this will 
be described in this section. Later on it will FIG. 4-20. Ideal hystcrcsil! 
be shown how the same basic ideas have led loop. 
to the principal type of large-capacity low-
access-time random-access memory used in modern high-performance 
computing machines. 

In Fig. 4-20 is shown an idealized hysteresis loop, taken as rectangular 
and symmetrical with respect to the origin. The positive value H. for 
which B = 0 is called the "coercive force," and the value +Br for which 
H = 0 is called the "remanence," or "residual induction." 81 and 82 
indicate positive and negative magnetic saturation. If a magnetizing 
force of magnitude greater than H. is impressed upon a core of the ma,te­
rial by the :flow of current through a suitable winding on that core, then 
the residual induction after the removal of the unidirectional current is 
either +Br or -Br, depending upon the direction of the impressed mag­
netizing force and the sense of circulation about the core taken as posi­
tive. This makes it possible to store binary information and also to use 
combinations of the cores to generate logical functions. 
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It must, of course, .be understood th.at actual magnetic materials do 
not possess ideal b.ysteresis loops but loops exhibiting nonvertical sides 
and rounded corners, pretty much like the one exhibited in Fig. 4-21. 
Certain oriented silicon steels and a variety of iron-nickel alloys possess 
such hysteresis curves, more or less well approximating the ideal, a.nd 
certain ferrites, which are materials having a crystal structure like that 
of spine! (MgAI:.iO,), an example being MnFe20,, also approach it fairly 
well.1 Cores of the steels are usually formed by wrapping an ultra.thin 
ribbon of the material on a ceramic bobbin. The ribbon may be (e.g.) 
of molybdenum Permalloy, as thin as ~ mil,* with the outside diameter 
of the completed core perhaps 3i in. The ferrite cores are pressed in the 
shape of tiny doughnuts of outer die.meter 31'.o in. or thereabouts. 

The simplest imaginable magnetic-core logic circuit consists of four 
win.dings upon a single core, two being inputs, one an output, and the 
fourth used to prepare the core by driving it to negative saturation before 
information pulses arrive at the inputs. When the core is so prepared, if 

B 
either or both inputs are excited by current 
pulses strong enough to drive the material of 
the core to positive saturation, then the large 
change of :flux through the output winding 
will cause a voltage pulse to appear across its 

H terminals. Hence this circuit functions as a 
mixer. For the case in which the two input 
pulses follow one another a gate can be devised 
if the windings are so arranged that, when the 

Flo. 4-21. Actual hysteresis preparatory pulse has set the core to negative 
loop. saturation, the .first pulse, if it arrives, drives 
the core to positive saturation; here it would be necessary to sample the 
first output during the second information pulse. A modification of this 
idea, using two cores connected m such a way as to compensate for less­
tha.n-ideal hysteresis loops, has been suggested.2 An undesirable feature 
of the simple gate described is that several voltage pulses appear across 
the output winding before the desired one, and steps have to be taken to 
suppress or ignore them. 

A single three-legged core carrying one winding upon th.e center leg and 
two other windings and operated as a. saturable-core transformer can be 
used as a gate, provided the core material possesses high incremental 
permeability at remanence and, hence, possesses a far-from-ideal hystere-

1 R. M. Bozorth, "Ferroma.gnetism," chaps. 5 and 7, D. Van Nostrand Company, 
Inc., Princeton, N.J., 1951. 

"'D. Loev, W. Miehle, J. Paivinen, and J. Wylen, Magnetic Core Circuits for 
Digital Data Processing Systems, Proc. IEE, vol. 44, no. 2, pp. 154-162, February, 
1956. 

2 Booth and Booth, op. cit., p. 88. 
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sis loop. 1 This arrangement also requires that the two inputs be received 
in sequence. A saturable reactor can be used in series with the load 
if the pulses applied to it are derived from a low-impedance source;1 this 
arrangement will work if the two information signals are simultaneous, 
although the enabling signal applied to the control winding should be of 
longer duration than the pulse that is to be granted or denied transmission. 

Of more interest in view of current applications are multicore logic 
circuits. These exist in a variety of forms, of which several will be pre­
sented here. a-5 These arise because of the essentially sequential mode 
of operation imposed by the fact that a core, once driven to saturation in 
one sense, must remain in that condition until it is driven to saturation 
in the other sense; the manner in which the designer accommodates him­
self to this fact depends upon the modes in which information is delivered 
to the circuit and in which the out­
put is obtained. 

Consider Fig. 4-22, which shows 
A. 

one form of mixer. Assume that, P 
before the receipt of any information, ....__,_ 
the three co1·es are all in the 0 (e.g., 
negative-saturation) state. The B 
windings driven by the inputs A and 
Bare so arranged that standard (e.g., Fig. 4-22. Mixer operated by two "ad-

vance" pulse sequences. 
positive) pulses arriving on these 
drive the cores to their 1 state, and the series diode prevents the flow of cur­
rent when the transition from 0 to 1 is made. After A and B pulse times, 
a pulse P, called in the common terminology an "advance" pulse, drives 
both cores back to the 0 state; if either or both hold a 1, the transition pro­
duces an output of such a sense that current passes freely through the 
diode and through the input winding of Ca, and the magnitude of this 
current is sufficient to drive Ca to the 1 state. Of course, if neither A 
nor B were energized, no such energizing of Ca would take place. The 
diode in the output of Ca is so arranged that it passes current only when 
Ca swifohes from 1 to O; hence no output occurs when and if Ca is switched 
to 1. To obtain an output, a pulse is applied to Q, of such amplitude and 
sign that Ca is driven to the 0 state. Hence, if an input is received at 

1 Computer Componenls Fellowship Quarterly Rept. 10, sec. 3, The Mellon Insti­
tute of Industrial Research, Pittsburgh, 1953. See also Quarterly Rept. 12, sec. 7, 
pp. 7-10. 

1 Computer Components Fellowship Quarterly Rep!. 11, sec. 4, p. 3. 
3 S. Guterman, R. D. Kodis, and S. Ruhman, Circuits to Perform Logical and Con­

trol Functions with Magnetic Cores, IRE Con1Jention Record, 1064, pt. 4, pp. 124-132. 
4 A. J. Lincoln, Ferromagnetic Core Logical Circuity and Its Application to Digital 

Computers, BRL Memo Rept. 911, Ballistic Research Laboratories, Aberdeen, Md., 
August, 1955. 

• Locv, Miehle, Po.ivinen, a.nd Wylen, op. cit. 



104 ELECTRONIC DIGITAL COMPUTERS (CBAP. 4 

either A or B, then an output is transmitted when Ca is switched back to 
O by the second advance pulse, and the circuit functions as a mixer, as 
stated. Notice also that all cores a.re :finally in the 0 state and that the 
circuit is thus prepared for another cycle of operation. The analysis 
shows that there must be two distinct sequences of advance pulses to 
operate a logic circuit of this kind. 

---op 

p 

B 

FIG. 4-23. Mixer operated by a single "adva.nce" pulse sequence. (8. Guterman, 
R. D. Kadis, and 8. Ruh.man, IRE Comumtion Record, 1964, pt. 4, pp. 124-132.) 

It is also possible to use but a single advance pulse sequence; a circuit 
by which this can be accomplished is shown in Fig. 4-23. Assume the. t 
all three cores a.re in the 0 state and that inputs A and B cause one at 

A 

B 

least of a 1 and a 2 to assume the 1 
state. Now let a pulse drive the 
line P in such a way that all cores 
are driven to negative saturation, 

An.ii or 0. The output pulse or pultie.'i 
charge a rapidly through the low 
forward diode resistance, and a 

P then discharges more slowly through 
FIG. 4-24. Inhibitor. (A. J. Unooln, Rand the input winding of Ca, driv­
BRL Memo Rept. 911, p. 46, Ballistic ing Ca to the 1 state. The next 
~esearch.19~oratorin, Abmleen, Mtl., advance pulse finds 01 and C2 

ugust, .) already in the 0 state and so docs 
not affect them, but drives Oa back to 0, producing an output pulse, 
which this analysis shows must represent A V B. 

FIG. 4-25. Gate. (A. J. Uncoln, BRL Memo Rept. 911, p. 48, Ballistic Research 
Laboratori11S, Abertlean, Mtl., August, 1955.) 

Two other examples of circuits using the two sequences of advu.11c1c 
pulses a.re shown in Figs. 4-24 and 4-25. The first of these produces 
A n B', and hence illustrates inhibition. Observe that, if A is a. con­
tinuous train of pulses, so that 01 is always driven to 1 after the advance 
pulse ha.a set it to 01 the circuit is a complementer or inverter, genera.ting 
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B from B. The means of accomplishing this is the additional winding 
on 0 8, so arranged that the signals from 01 and 02 produce opposing 
magnetizing forces, which cancel out. 

Finally, in Fig. 4-25 appears a gate. Its principle of operation is sim­
ple. Suppose A = 1. The output from 01 so drives 02 that, when 01 
is switched from 0 to 1 by a P pulse, 02 is driven to 0. Hence, if B = 0 
there is no output from 02, but if B = 1, such an output exists and drives 
Ca to 1, and the subsequent advance pulse Q drives Ca back to 0 and pro­
duces an output. Clearly such an output is generated if and only if 
A = B = 1, and the circuit is a gate, as described. 

4-16. Other Logic Elements. It should also be possible to use the 
ferroelectric materials in constructing gates. No use of these in computer 
circuits is known to the author except in some experimental matrix mem­
ories. Discussion of these materials is accordingly deferred to Chap. 5, 
where binary memory elements are treated. 

If the diodes in a simple mixer circuit are replaced by ordinary resis­
tors, 1 as in Fig. 4-26, and if the inputs have the possible levels 0 volts (for 
O) and E volts (for 1), then the output voltage Eo can 
assume the four possible levels: 

RE 2RE 
Rl + 3R Rl + 3R 

0 
3RE 

Rl + 3R (4-7) 

If Rl = R, these become 

R1 

1~1 2 4 
Ri 

3 R 

( 4-8) FIG. 4-26. Circuit 

For the general case of n inputs and for R 1 = R, the using nonlinear rt'l­
sistors. 

possible levels of Eo become 

0 0.25E 0.5E 0.75E 

0 
2E 

1i+1 
nE 

n+i 
(4-9) 

and the discrimination becomes worse with increasing n. If the resistors 
are replaced by nonlinear resistors having a common volt-ampere charac­
teristic curve given by 

i = Tcvn (4-10) 

the situation is quite different. A very simple analysis shows that, in 
the three-input case under consideration, the possible output. voltages are 

0 
]§ 

2 (4-11) 

For thyrite, for example, 4: :::; n ~ 7. Hence, taking n = 4, the levels 
become 

0 0.43E 0.5E 0.57E (4-12) 

1 Computer Components FellowBhip Qiw.rter/11 R11pt. 9, pt .. 2, 1953. 
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and, for n == 7, they are 

0 0.46E 0.5E 0.54E 

[C:e:AP. 4 

(4-13) 

In general, if there are M inputs and N are energized, then the output 
voltage is 

E 
l+A,. 

where -(1 +M- ~v" A,. - N -) 

(4-14) 

(4-15) 

The three-input case just cited, using nonlinear resistors with n = 4, 
would serve as a reasonably good mixer, but would have to be followed 
by an amplifier to restore the signal level. 

Granular aggregates of silicon carbide show the type of nonlinearity 
discussed above. This material is easy to handle. It can be formed in a 
sheet after being mixed with some suitable bonding material such as 
rubber, and electrodes can be sprayed on where desired. As long as the 
electrodes are kept apart by about three times the thickness of the sheet, 
there is substantially no leakage between them. This technique makes 
it possible to make large arrays of logic elements in very compact form. 
Unfortunately, tests appear to show that waveforms become badly dis­
torted when repetition rates of the order of 100 kcps are reached. Rather 
considerable capacitance across each element may be expected to be the 
reason for this. 

4-16. Symbols for Logic Elements. Simple symbols for mixers and 
gates are shown in Fig. 4-27. These are much like the symbols published 
by Hartree,1 and are said to be due, at least as far as computer applica­
tions are concerned, to von Neumann. The modification used mini­
mizes the possibility of confusion. Inhibition is simply shown by the 

(al (bl 

FIG. 4-27. Symbols for (a) mixers and (b) 
gates. 

Fro. 4-28. Gate with inhibition. 

symbol of Fig. 4-28. Circles with letters inside them are used to desig­
nate several kinds of circuits: thus, "CF" for cathode follower, "I" for 
inverter, "P" for puller. A simple circle carrying no letter and having a 
single input and a single output designates a vacuum tube or transistor. 
Other symbols will be introduced as they are needed. 

1 D. R. Ha.rtree, "Calculating Instruments and Ma.chines," p. 98, University of 
Illinois Press, Urbana, Ill., 1949. 



CHAPTER 5 

STATIC MEMORY CELLS 

6-1. Introduction. A basic function that must be performed in digital 
computers is the retention of information until it is to be used; this is 
referred to as "memory" or "storage." In addition to the large-scale 
memory, in which the data of the problem and the code to be executed are 
held, other machine units must also incorporate devices that retain 
information. Thus, the arithmetic unit must contain registers that 
receive information from the large-scale memory and retain it until the 
arithmetical operations ha.ve been com­
pleted; and the control must be able to 
hold each instruction of the code until it 
has been executed. The chief devices for 
large-scale memory will be described in a 
later chapter; here those used in building 
up the high-speed registers used through­
out the computer will be discussed. The 
present chapter will be limited to circuits 
and devfoC!I that have two distinct stable 1 

-E2 
physical states, leaving to Chap. 6 those Flo. 5-l. Triode toggle circuit. 
that retain information by virtue of peri-
odic regeneration or recirculation. The present chapter covers the tradi­
tional Eccles-.Tordtm fl.ip-:fl.op, similar circuits using transistors, satura.ble 
magnetic cores, and ferroelectric elements . 
. 6-51. The Vacuum-tube Toggle. The most commonly used circuit for 
1-bit storage derives from the trigger pair first described by Eccles and 
Jordan. 1 'rhis circuit lli frequently referred to as a "ftip-:flop," and some­
times as a "bistable multivibrator"; the term "toggle" will be used here 
(following J. H. Bigelow), for this term is more descriptive of its action. 
· A commonly used circuit schematic is shown in Fig. 5-1. A common 
variant of this circuit is the cathode-biased type, in which the points 
shown here connected to the negative supply voltage are grounded 
and the cathodes are connected to ground through a common resistor. 

1 W. H. Eccles And F. W. Jordan, A Trigger &le.y Utilizinp; Throo-alcotroda 
Themi.ionic Va.ouum Tubes, Radio Rev., /)ublin, vol. I, pp. 143-146, 1919. 

107 
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So-called "speed-up" capacitors are often connected a.cross the crossover 
resistors R2 and R~. Most often the circuit is symmetric, with R, = R~. 
Another variant uses pentodes, with the cathodes, control grids, and 
screen grids connected as in Fig. 5-1, the plates connected through resis­
tors to positive supply voltages, and the suppressors connected together; 
provision is made to set the voltage of the suppressors at ground or suf­
ficiently below ground to inhibit plate current. So the circuit functions 
as a toggle plus read-out gates.1 

· The most complete analysis of the bistable nature of the circuit has 
been given by Starr. 2 For simplicity, Starr assumes that the design is 
such that no grid current ever flows. Let i;p1 be the plate current in T1 
and let ii be the current flowing through R2 and Ra. Let R,,i be the d-c 
plate resistance of Ti. The same letters with right-hand subscript 11 2" 
will refer to T2, Ti and T2 being the left and right triodes. Then 

E1 = (i;p1 + i1)R1 + ip1R;p1 
Ei + E2 = (i;p1 + i1)Ri + i1(R2 + Ra) 

ea2 = i1Ra - E2 

From these equations the following are obtained by eliminating ii: 

where 

(a) 

(b) 

(c) 

(d) 

Similarly, 

i21i(Rpi + Roi) = Eoi 
ea2 = Eo2 - Ro2ip1 

Roi = R1(R2 + Ra) 
Ri + R2 +Ra 

R RiRa 
02 = Ri + R2 + Ra 

Eo1 = E1 Roi - E2 Ro2 
R1 Ra. 

Eo2 = Ei Roi - E2 Roi 
Ri Ri 

i;p2(R,,2 + R~i) = E~i 
Bui = E~2 - R~2i112 

(5-1) 
(5-2) 
(5-3) 

(5-4) 
(5-5) 

(5-6) 

(5-7) 
(5-8) 

where the primed letters stand for the expressions obtained by priming 
the R, in Eqs. (5-6). 

The dynamic-transfer characteristic of Ti is of the form A in Fig. 5-2, 
where the dashed portion emphasizes the restriction to the nonpositive 

1 Sta.ff, Harvard Computation Laboratory, "Description of & Magnetic Drum 
Calculator," Harvard University Press, Cambridge, Mass., 1952. The sohomatic of 
the pentode toggle is on p. 52. 

1 A, T. Starr, A Trigger Peak Voltmeter Using "Ha.rd" Valves, Wirelesa Engineer, 
vol. 12, no. 146, pp. 601-606, November, 1935. 
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grid region. From Fig. 5-2 and Eq. (5-5) a plot of ea2 versus eg1 is 
obtained. This is shown in Fig. 5-3 for two possible cases: I, E 02 > 0, 
and II, Eo2 < 0. 

The curve giving the variation of ip2 with e0 1 is plotted on the axes of 
Fig. 5-2. This is shown in Fig. 5-4, together with three straight lines 

ip r-, e&.2 
I .. , 

' 
.. --------!Al 1Eco egl 

fl) 

Eco eg 

FIG. 5-2. Dynamic-transfer characteristic. Fxo. 5-3. Relationship of the grid volt­
ages. 

0 
Fm. 5-4. Possible equilibrium st1itns of the toggle. 

representing Eq. (5-8) for three different values of the slope. These 
lines can intersect the ip2 curve in at most three points. The drawing 
shows two intersecting the curve in one point and one in three points; 
these points represent possible equilibrium positions of the circuit. 
Points such as M, however, cannot 
represent stable equilibrium posi­
tions. For suppose the circuit is in 
the condition represented by point 
M. It is clear from Eq. (5-8) that, 
if for any reason ip2 suffers a slight 
decrease, e0 1 will become more posi­
tive, which will lead to a further 
decrease in ip2· This process is cu- Fm. 5-5. IMtability of point M. 
mulative until point N is reached. 
Similarly, a slight increase in ip2 from the value at M automatically builds 
up until point L is reached. An illustration is given in Fig. 5-5. A simi­
lar argument shows that points J., and N are stable: a slight variation from 
either tends to reduce itself and to hring the cirnuit back to the original 
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condition. It is, therefore, clear that in Fig. 5-4 only the line l represents 
a bistable circuit; lines Z' and l" both represent circuits that have only 
one stable state. It is also evident that line l represents a circuit having 
two stable states in neither of which is either tube cut off, a situation 
generally to be a.voided for it increases the chances of spurious triggering. 

Given that the circuit has actually been designed to possess two stable 
states, it must now be shown how it can be caused to change from one to 
the other. In Fig. 5-6, let line 3 be the normal position of the line repre­
senting Eq. (5-8). The other lines represent the efiect of adding various 
fixed voltages in series with the grid of Ti, the effect being to change Eo2. 
Suppose the circuit is in the state corresponding to the lower stability 
point on line 3, which, following Fig. 5-4, will be called Na, and suppose 
that it is desired to switch the circuit to the state corresponding to the 
upper stability point La. First let Eos be decreased, shifting line 3 to 
position 1. Here but one stable state exists, and the circuit must assume 
it; the operating point is now Li. Now let Eo2 return to its original value, 

so that line 3 returns to its oligina.l 
ip position, carrying Li into position La. 

Similarly, switching the circuit from 
the state represented by La into that 
represented by Na can be accom­
plished by shifting line 3 to position 5 
and back a.gain. The two cases con­
sidered exemplify triggering by nega-

• • •11 tive pulses and by positive pulses, 
FIG. 5-6. Triggering of a toggle. respectively. The transition of the 

circuit can also be ca.used by momentarily dropping the supply voltage 
Ei to one of the plates, leaving the supply voltage to the other plate 
unaltered; in this case separate supply buses a.re required. IJater on it 
will be seen that this method is used (in a number of machines) to 11 clear" 
the toggles, that is, to set them all in one of their two states. 

G-S. The Desjgn of Triode Toggles. In digital computers, particularly 
of parallel type, large numbers of toggles a.re used. In the interest of 
reliability, it is necessary to choose a design that guarantees the doi:1ired 
operation despite variations in circuit para.meters. Thus the effects of 
aging on resistors and tubes, of fluctuations in supply voltages, and of the 
usual tolerances in commercial resistors and tube characteristics should as 
far as possible be ta.ken into account. Design methods that recognize 
these factors have been worked out and presented in the literature in 
readily applicable form. Here an account will be given only of the 
method of Johnston and Ratz,1 since this is the least readily accessible. 

1 R. F. Johnston and A.G. Ratz, A Graphical Method of Flip-Flop Design, AIEB 
Tech. Pa.per 53-60, December, 1952. 
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The reader is referred also to the papers of Rubino:ff 1 and of Paivinen and 
Auerbach. 2 

Postulate a symmetrical circuit. Two tolerances are introduced: 
(1) t., the tolerance in the supply voltages, such that the plate supply 
always lies in the range (1 - t.)E1 to (1 + t.)E1, where E 1 is the nominal 
value, and similarly for the negative supply of nominal value -E2, (2) 
t,., the tolerance in the resistors, such that the actual value of any R lies 
in the range (1 - t,.)R to (1 + t,.)R, where R is the nominal value. 
Specify also the maximum d-c plate resistance of the tube at zero grid 
voltage acceptable (written Re) and the maximum grid voltage for cutoff 
at n. plate voltage of Ei (written Eo). In this way the divergence of tube 
characteristics from the average values published by the manufacturer 
and the effects of aging upon tube performance can be taken into account. 

The next step is to derive inequalities that guarantee (1) that the grid 
of the "on" tube is positive and (2) that the grid of the "off" tube i1:1 
below cutoff-an obvious means of minimizing the possibility of spurious 
triggering by bursts of noise. For (1), the worst possible condition is 
that the plate-supply voltage should be (1 - t.,)E1 and the bias voltage 
-(1 + t.)E2, with the values of the resistors (1 + t.)R1, (1 + t,.)R2, and 
(1 - t.) Ra. If no grid current flows in the "on" tube, the grid voltage 
is given by 

( )R E1 + E2 + (Ea - E1)t. ( )E 
Bo = 1 - t,. a (1 + t,)(R1 + R2) + (1 - t,.)Ra - 1 + t,. 2 (5-9) 

If Ba as calculated by Eq. (5-9) turns out to be positive, then grid current 
flows, and the grid voltage is reduced by a term proportional to the grid 
current, so in practice it can be only slightly positive. The necessary 
and sufficient condition for the grid voltage to be positive is that the right­
hand member of Eq. (5-9) should be positive; this condition, after some 
simplifying, is seen to be cquivn.lent to the inequality 

E1 1 - ~ > R1 + R2 ~ + tr 
lff 2 1 + t, Ra 1 - tr 

which can be rewritten in the form 

where 

E1 
R2 < g E2 Ra - Ri 

1-t.,l-t., 
g=1+t.l+t. 

(5-10) 

(5-11) 

The requirement that the grid voltage of the other tube be below cutoff 

1 M. Rubinoff, Further Data on the Design of Ecclos-Jordan Flip-Flops, Blee. Eng., 
vol. 71, no. 10, pp. 905-910, October, 1952. 

s J. 0. Paivincn and I. L. Auerbach, Design of Triode Flip-Flops for Long Term 
Stability, IRE Trans. cm Electronic Computers, vol. EC-2, no. 2, pp. 14-26, June, 1953. 
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lea.de similarly to a second inequality: 

R2 > !. E it So Rs - sR1 (5-12) gs 1-e. 

where 8 = Rc/(R1 + Re) and e. = E./E1. 
Replace the inequalities (5-11) and (5-12) by equations and suppose 

that all quantities except R1, R2, and Ra are given. Choosing a value of 
R1, plot the equations as straight lines in the (Ra,Rs) plane; these are the 
lines Li and Ls, respectively, of Fig. 5-7. .Any point lying below Li and 
above Ls satisfies the inequalities (5-11) and (5-12). Hence R1 must be 
chosen such that the slope of Ls is less than the slope of L1. Setting the 
two slopes equal gives a value of R1 that must be exceeded if the circuit 
is to perform at all. Similarly, it can easily be shown by comparing the 
expressions for the slopes of Li and Ls that, if R1 is fixed but Ei and Es 
are subject to choice, a minim.um ratio EJE1 exists which must be 

Ba 
Fxo. 5-7. Permissible area for .Rs and .Ra, according to Johnston and Ratz. 

exceeded if a design is to be possible. Supposing that R1, E 1, and Es 
have been chosen such that the slope of Li exceeds the slope of Ls, the 
two lines appear as shown in Fig. 5-7. 

The region of possible values of Rs and Ra can be further delimited if 
other conditions are imposed. AB an example, suppose that the plate 
voltage of the "on" tube is not to exceed a value ED and that of the 
"off" tube is to exceed a value Eu. These conditions lead to two more 
inequalities: 

R [R1/(l + t.)](Eu/E1) 
1 > g - (Eu/E1)[{l - tr)/(1 + t.)(1 + t,.)] 

R R (ED/E1 + E1/E1)gsR1 
1 < - 8 + s(l - t.) - g(ED/E1)[(l + t,.)/(l - t,.)] 

(5-13) 

(5-14} 

By replacing these inequalities with equations and plotting, two more 
lines are obtained: La (horizontal) and L, (of slope equal to -1). Points 
above La and below L, satisfy the inequalities. These lines are plotted 
along with L1 and Ls in Fig. 5-7, and the small shaded area is the region 
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from which values of R2 and Ra compatible with the choice of the other 
parameters and the requirements may be chosen. 

Of course, inequalities arising from other requirements can be used in 
place of (5-13) and (5-14), along with the basic stability inequalities 
(5-11) and (5-12). 

Consider next the dynamics of the circuit. Switching from one stable 
state to the other is not instantaneous, because of the interelectrode 
capacitances of the tubes and the stray capacitances of the circuit. 
When switching takes place, the charges held by these capacitances must 
be changed; so the time required for the transition 
depends upon the time constants involved. 

First consider triggering by a positive pulse ap- Ci 
plied to the grid of the "off" tube. The total 
time required to switch the circuit from one stable 
state to the other can be divided into three parts: 
(1) the time required to bring the circuit to the C2 
point at which positive feedback becomes effective; 

- A 

E2 

(2) the actual transition time, which begins when 
positive feedback becomes effective and ends when Cs 
it ceases to be effective; and (3) the time required 
after positive feedback ceases for the voltages and 
currents to reach their final stable values. From Fm. 5-8. Circuit used 

in analysis of settling 
time. an analysis1 certain important points become clear: 

(1) a critical trigger duration exists, such that 
shorter triggers arc unable to initiate the switching action; (2) circuits 
designed for very fast switching are not necessarily the best from the point 
of view of minimum tolerable time between triggers. 

Tillman studied a toggle using pentodes and concluded that the critical 
trigger duration is a small multiple (say 2) of the time constant Ri01, 
where R1 is the plate-load resistance and C1 the total capacitance shunt­
ing it. Therefore, in the case studied, this duration does not exceed a 
few hundredths of a microsecond. It is hardly desirable to attempt to 
make this smaller, because success in this undertaking merely intensifies 
trouble from spurious triggering by noise. 

The transition speed and settling-down time of a triode toggle have 
been studied by Rubinoff, 2 who bases hiR analysis upon the behavior of 
the circuit of Fig. 5-8. Here E 1, JC2, R1, R2, and Ra have the meanings 
used before in this chapter. It is assumed that point A is connected to the 
plate of the "on" tube, which is abruptly cut off, and the effect of this 
sudden action is assumed equivalent to the application of a step of cur-

1 This analysis is duo to Tillman. J. R. Tillman, Transition of an Eccles-Jordan 
Circuit, Wireless Engineer, vol. 28, no. 331, pp. 101-113, April, 1951. 

2 Op. cit., pp. 909-910. 
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rent injected into the circuit at point A. Simple circuit analysis shows 
that the rise of eg is dependent upon a term 

· (1 + b )e-a1 - be-r& 

where a and 'Y are rather complicated functions of the R's and O's and 
of b; in general 'Y ;:::: a, with 'Y = a only if the three time constants 
n = R,O, are equal, and b is given by the expression 

a(l - ')'r2) 

'Y - a. 

It is possible to deduce from the analysis a number of conclusions (and 
the reader should find no difficulty in doing this if he possesses sufficient 
patience). Perhaps the most interesting of these conclusions is that, if 
r2 is made sufficiently large (larger than either r1 or ra), the grid voltage 
attempts to overshoot its final value. In this way the time required to 
switch the circuit from one stable state to the other can be made small. 
The rising grid does not actually overshoot, since it is clamped at cathode 
potential by the :fl.ow of grid current. The falling grid, however, over­
shoots in the negative direction and must subsequently rise to its final 
value; this means that, if triggering takes place before the quiescent value 
is reached, the low grid has further to rise and hence requires a longer tiine. 
Thus it must be concluded that it is impossible to minimize both the 
switching time and the time between successive triggering actions, which 
is called the "resolving time." 

The present section will be closed by citing a design that has been used 
in a number of machines. 1 The circuit is that of Fig. 5-1; it is symmct.­
rical, and no crossover capacitors are used. The tube is a 6J6 (or equiva­
lent); Ri = 15, R2 = 33, and Ra = 120 kilohms; E1 = 150, E~ = -300 
volts. The 11 on" tube's grid voltage is about 0.5 volt positive, and its 
plate voltage is about 35 volts. For the "off" tube these values are about 
-40 and 100 volts, respectively. The resolving time is about 0.5 µsec. 
No diodes are used to clamp grid or plate voltages, for the design is such 
that rather large variations in electrode voltages are tolerable. 

5-4. Communications with Toggles : Symbols. This section takes up 
the ways in which information can be inserted into or extracted from 
toggle circuits. First, however, the symbols used to represent these cir­
cuits must be illustrated. Figure 5-9a represents the common grounded­
cathode toggle; the symbol is simple and obvious, and merely omits the 
passive circuit elements. This is modified in Fig. 5-9b to represent a 
toggle provided with two separate plate-voltage-supply connections that 
are used for clearing operations. Here it is convenient to include the plate 
resistors in the diagram. If the toggle is of the self-biased type, the 

1 In the IAS compnt.er and in those whose design is based upon it. 



SEC. 5-4] STATIC MEMORY CELLS 115 

diagram of Fig. 5-9c is used, in which an additional input terminal is 
shown. In all the circuits, the plates and grids are available as input or 
output terminals. These diagrams are used whether the tubes are tri­
odes, tetrodes1 or pentodes-if the last are used in the conventional way. 
The Harvard Mark III circuit, which uses pentodes in which the sup­
pressors and plates are essentially output gates, would require that all 
tube elements be shown. 

ll'ioolly1 the simple block shown in Fig. 5-9d is used in logical diagrams. 
The arl'ows entering the base at the left and right of the vertical line are 
inputs which, upon being nffi.l'med, set the toggle to 1 or to 0, respectively, 
while the nrrow entering at the center of the base is a "complement" 
input, which causes the toggle to change state. This arrow will be shown 
only in co.sea in which Ruch an input is actually used. The outputs 
ordinarily go to gates (or mixers) :md signify that the affirmative, or 

.A. B 

(ii) (bl !cl (cfl 
Fm. 5-ll. Toggle symbob1. 

enabling, Rignal exists at the left or at the right output when the toggle 
holds u. 1 or a O, respectively. 

There are two different approaches to the triggering of toggles: (1) 
the toggle may be instructed to change state or not to change state, 
assuming that tho lumped and distributed capacitances ca.n. be relied 
upon to remember the previous state; or (2) the triggering voltage may 
be so applied that the circuit is guaranteed to assume a definite state. 
The latter will be referred to as "positive-action" triggering. In many 
computers both these schemes are used; in others the second scheme is 
used consistently. 

First, consider the problem of "clearing," i.e., putting the circuit into 
one of its two stable states, without regard to the previous state. This is 
necessary, for example, when, at the bcginni11g of an operation, a register 
must be caused to hold all O's. In existing machines this is done in several 
ways. One of these is to provide means of applying triggering pulses 
(usually via RO networks) to each of the grids. Thus, if, in the circuit 
of Fig. 5-9a, the 0 state is that in which the left tube conducts, theclear­
to-0 pulse could be a negative pulse applied to all right grids only. If a 
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circuit is already in the 0 state, nothing will happen; if it is in the 1 state 
a change will occur. Note that one of two things may be done: (1) the 
triggering pulse may be made short, intended merely to initiate action and 
relying upon the remembered previous state of the circuit; or (2) the trig­
gering pulse may be made so long that the circuit assumes its new state 
before the pulse is removed: The latter is true" positive action.'' A very 
simple way of accomplishing it is used in the computer at the Institute 
for Advanced Study (!AS). In this computer, all the toggles of a register 
are supplied by two separate buses (A and Bin Fig. 5-9b) and clearing 
is accomplished by dropping the appropriate bus from its normal value 
of 150 to 50 volts for a time long enough to guarantee that all the toggles 
assume the desired state. In the example cited above, clearance to 0 is 
accomplished by dropping the voltage of the A bus. 

Not only is it frequently necessary to clear toggles, but even more often 
it is necessary to change the information held. Thus, in the circuit of 

A 

l~ l 
0---r 

B 

1 
---0 

1-

Fig. 5-9c, it is possible merely to 
apply a sufficiently positive pulse 
to the cathode to cut off the "on" 
tube and to rely upon the redistri­
bution of charge on the lumped and 
distributed capacitances to cause 
the other tube to assume the " on" FIG. &-10. Clearing and read-in by means 

of puller tubes. state after the removal of the 
trigger, thus essentially depending 

upon the circuit's remembering its former state. A similar scheme is to 
apply a negative pulse simultaneously to both grids. In such schemes, 
the shape of the triggering pulse may well be important. 

Positive-action triggering schemes are more reliable, and, at the expense 
of some additional equipment, they avoid dependence upon pulse shape. 
Consider the circuit of Fig. 5-10, which is used in the Harvard Mark III.1 
The two triodes (puller tubes) are used to read in a 0 or a 1, respectively, 
depending upon the convention used. Suppose that 0 is signified by the 
left tube of the toggle being on; 0 can be read in (or the circuit may be 
cleared to O) by raising the grid of puller tube A, which is normally cut 
off, above the cathode, and, similarly, puller tube B can be used to read 
in a 1. Normally, it would be desirable to deliver information via a 
single path only, e.g., via puller tube B. As this tube can insert only a 1, 
it is necessary to break the process down into two steps: (a) use A to 
clear the toggle to 0; (b) use B either to read in a 1 or to leave the circuit 
unaltered; that is, if 1 is to be transmitted it arrives via B and sets the 
toggle to 1, whereas if 0 is to be transmitted no pulse comes via B, and 
the toggle continues to hold the 0 to which it was previously cleared. 

1 "Description of a Magnetic Drum Calculator," p. 51. 
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'l'he toggles of the registers of the !AS computer use a .similar scheme: 
(a) clearance to 0 (or 1) by dropping the appropriate bus voltage, (b) 
read-in by triodes which are in fact combined pullers and gates. 

As observed above, the plate and grid voltages of a toggle a.re available 
as outputs. As the plate swing is apt to be greater than the grid swing 
and ordinarily occurs between positive levels (unless the cathodes of the 
toggle tubes are returned to a negative voltage), it is frequently neces­
sary or desirable to provide additional voltage-divider networks from 
plate to -E2. Th.is complication is not particularly desirable. 1 Another 
scheme is to use the grid voltages directly as outputs, as in the Harvard 
Mark III and the IAS computer; in the latter, for example, 0 and -40 
volts a.re available to represent 1 and 0. In both computers, the toggle 
grid voltage is isolated by a cathode f ollowcr from the stage it is to drive 
in all cases where undue loading would otherwise result. Although 
neither of the computers does so, it is possible, if desired, to use clamping 
diodes on both grid and plate circuits to define the "on" and "off" grid 
and plate voltages precisely and thus to avoid variation from tube to 
tube.9 

6-6. A Single-pentode Bistable Circuit. A bistable circuit using a 
single pentode has been described by Reich. 8 It has not, to the author's 
knowledge, found any application in computers. It depends upon the 
possibility of causing, by interconnecting the suppressor and screen of a 
pentode by means of a resistor, the screen-current-screen-voltage char­
acteristic to contain a portion of negative slope. 

6-6. Transistor Toggle Circuits. A variety of transistor toggle circuits 
have been described in the literature. The earlier ones used but a single 
point-contact transistor.' The possibility of such a circuit depends upon 

1 Pa.ivincn and Auerbach, op. cit., pp. 21-22. 
1 See ibid., for oxamplc, p. 15, for clamping in tho grid circuit. 
a Herbert J. Reich, "Theory and Applications of Electron Tubes," pp. 208-209, 

McGraw-Hill Book Company, Inc., Now York, 1944. 
4 A great number or papers were writton on point-contact-transistor toggle circuits; 

as oxnmples, the following will bo cited: 
E. Eberhard, R. 0. Endres, and R. P. Moore, Counter Circuits Using Transistors, 

ROA Rw., vol. 10, pp. 459-476, December, 1949. 
A. W. Lo, Transistor Trigger Circuits, Proc. IRE, vol. 40, no. 11, pp. 1531-1541, 

November, 1952. 
The following books will also be cited: 
R. F. Shea et Ill., "Principles of Tra.nsistor Circuits," John Wiley & Sons, Inc., 

New York, 1953. Seo chap. 19 for point-contact circuits. 
Lloyd P. Hunter (ed.), 11 Handbook of Semiconductor Electronics," sec. 15, McGraw­

Hill Book Company, Inc., New York, 1956. Both point-contact and junction-type 
transistor circuits are covered. 

A. W. Lo, R. 0. Endres, J. Zawels, F. D. Wa.J.dhauor, and Chung-Chih Cheng, 
"Transistor Electronics," chap. 12, Prentice-Hall, Inc., Englewood Cliffs, N .J., 1\155. 
Both point-contact and junction-type toggle cirr.uits are covered. 
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the negative incremental resistance presented by point-contact transistors 
under certain conditions. Circuits of this type, which are now chiefly 
of historical importance, will be considered briefly; then circuits appro­
priate to junction transistors will be described 

Consider a point-contact transistor with load resistor and collector 
power supply as shown in Fig. 5-11. The plot of V. versus le is given in 

Fig. 5-12. The curve falls into three 
sections: the cutoff region I, the transi­
tion region II, and the saturation re­
gion III. The negative slope in the 
transition region is characteristic of 
point-contact transistors; it can occur 
only when the current-amplification 

Fio. 5-11. Basic point-contact-tran- factor exceeds unity. If a source and 
sistor bistable circuit. 

a resistor Ra are placed in series across 
the input terminal of Fig. 5-11, possible operating points may be found 
by drawing upon the same axes the load line A of slope R11• In the 
drawing, RB is so chosen that the load line intersects the curve in three 
points P, Q, R, each of which represents a possible equilibrium condition 
of the circuit. Q, however, is a point of unstable equilibrium; so only 

v, two stable positions exist. 
Suppose that the circuit of Fig. 

5-13 is in the condition represented 
I« by point R; in this circuit the rcsis-

1I m 

FIG. 5-12. v. vs. I, curve with load line 
{point-contact transistor). (R. F. Shea 
et al., "Principles of Transistor Circuits," 
p. 428, John Wiley & Sons, Inc., Nm.o 
York, 1953.) 

Trigger 
input 

c 

FIG. 5-13. Point-contact-transil!tor tog­
gle. (R. F. Shea et al., "Principle8 of 
Transistor Circuits," p. 433, John W ile11 
&; 801U1, Inc., New York, 1953.) 

tor RB is added to increase the negative slope in region II. A positive 
triggering pulse applied to the emitter momentarily shifts the load line up 
above the apex V of the curve in which position only the equilibrium point 
given by P' exists. The circuit accordingly assumes this equilibrium 
state, and, when the triggering pulse is removed, P' slides down the curve 
to point P. Unfortunately, to trigger the circuit from P to R requires the 
use of a negative pulse to shift the load line down to position 0. 

One possible way of avoiding the need for triggering pulses of opposite 
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polarity is to make the time constant of the input circuit small compared 
to the trigger pulse duration. 1 Under these circumstances, provided that 
the triggering pulse has steep leading and trailing edges, the differentiat­
ing action of the input circuit provides a pair of pulses of opposite polari­
ties, one or the other of which triggers the circuit. This expedient makes 
the action strongly dependent upon pulse shape and provides triggering 
pulses of very small width. It has little to recommend it from the point 
of view of reliability. 

Alternate triggering by pulses of opposite polarity has been exploited 
by Felker,2 in a circuit which he calls a "regenerative amplifier." The 
purpose of this circuit is to recreate pulses in a standard form. The cir­
cuit is triggered first from point R to point P (in Fig. 5-12) by the pulse 
to be regenerated, and it is then triggered back to R by a standard clock 

-v 

In o---w-----1 1---+-~--oln 

+v 

FIG. 5-14. Bistable circuit using two transistors. (R. L. Trent, Proc. IRE, vol. 40, 
no. 11, p. 1562, November, 1952.) 

pulse, the output voltage being taken from the collector. The output ia 
thus independent of input amplitude and duration. 

Two-transistor toggles using point-contact transistors avoid the 
undesirable necessity of triggering by pulses of alternate polarities. 
Oarlson8 devised a circuit consisting essentially of two of the circuits of 
Fig. 5-11 connected emitter to emitter and with resistors inserted between 
the bases and ground; Trent (Fig. 5-14) has described a circuit which 
bears a superficial resemblance to the familiar Eccles-Jordan toggle. 

1 Eberhard, Endres, and Moore, op. cit., p. 467. 
1 J. H. Folker, Regenerative Amplifier for Digital Computer Applications, Proc. 

IRE, vol. 40, no. 11, pp. 1584-1596, November, 1952. 
1 A. W. Carlson, High Speed Transistor Flip:ll.ops, Air Force Oambridge Research 

CMter Tech. Rept. 53-16, June, 1953. 
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All point-contact circuits, however, suffer from the variability and drift 
of transistor parameters and require some sort of stabilization if reliable 
operation is to be obtained. For example, in Fig. 5-13, 1 the wire from the 
lower end of RB to ground can be replaced by two paths, one to ground via 
a diode, the other to a positive voltage source via a resistor, RB itself 
being fairly small and the other resistor much larger (for example, 1 
kilohm and 10 kilohm.a, respectively). For small positive or negative 
values of I., the diode conducts, with the result that the resistance from 
base to ground is small, and this effectively prevents variations in the 
collector resistance from having much effect in the region near point Y 
(Fig. 5-12). When the current I, increases in the positive directiou, 
current :B.ows from the source upward to the base, the diode no longer 
conducts, and the effective base resistance becomes large, making the 
curve in region II quite steep. 

The various stabilization schemes have the common drawback that 
they severely limit the operating speed of the circuit (by a factor of 5, 
according to Poppelbaum.2). Hence, although a switching time of as 
little as 0.2 µsec between stable states has been reported, 8 adequately 
stabilized circuits generally can be operated with good reliability only at 
rates considerably below 1 Mcps. As an example will be cited one of 
the earliest transistor computers, built by Cooke-Yarborough at Ho.rwell, 
in which it was found advisable to limit the repetition rate to 60 kcps. 

The earlier junction transistors were rather poor for applications of 
the type considered here, for they were very limited in frequency response, 
and, therefore, toggles made of them switched rather slowly. However, 
as improvements in design have been made, this drawback has been 
overcome. Present transistors of, e.g., the "drift" type (IBM) or the 
surface-barrier and silicon-surface-alloy types (Philco) put 10-Mcps 
transistor-digital-computer circuitry within the designer's grasp. Natu­
rally, circuit design must be appropriate to the type used if high speeds 
are to be realized; thus, the hole-or-electron-storage e:ff ect can limit 
operating speed severely if saturation is permitted to occur.' 

The existence of both npn and pnp transistors and the consequent 
possibility of obtaining amplification with either a rise or a drop in the 
d-c output level make it possible to devise a number of bistable circuitR 
that are fairly tolerant of component parameter variations and that avoid 
the slowing-down effects due to saturation. 

1 Shea et el., op. cit., p. 433. 
1 W. Poppelba.um, A Fast Junction Transistor Flipflop, with Stabilized Output 

Levels (report on ONR contract N6ori71, TO XXIV), Digital Computer Labora.t.ory, 
University of Illinois, Jan. 24, 1955. 

8 B. G. Farley, Dynamics of Transistor Negative Resistance Circuits, Proc. IRE, 
vol. 40, no. 11, pp. 1497-1508, November, 1952. 

4 Poppelbaum, op. cit,., p. 1. 
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A circuit due to Wier1 depends upon the bistable character of the circuit 
shown in Fig. 5-15, which consists essentially of a pnp and an npn ampli­
fier in series. The two stable states are (1) both transistors conducting, 
and (2) both transistors cut off. The conditions that must be fulfilled 
are (1) that, given I, = 0 in both transistors and I. = lea, the voltage 
drop across Ra must be smaller than the drop across RB to guarantee 
cutoff, and (2) that, when both transistors are conducting, the diode 
must draw enough current to reduce the a-c loop gain to less than 1. 
Wier has given a design procedure that leads to the correct values of 
resistors and voltage to guarantee the bistable character of the circuit 
and the avoidance of saturation in the conducting state. The measured 
switching time from one state to the other given by Wier is between 0.3 
and 0.5 µsec. 

+E +E +E 

R1 

= +Ee 
Fxo. 5-15. pnp-11.pn bistable circuit. 

+E 

+----1 pnp R pnp i---... 

RE 

-E1 

+E 

FrG. 5-16. Symmetrical bisto.blc circuit 
based upon .Fig. 5-15. 

The circuit of Fig. 5-15 is not itself well suited to computer applica­
tions because of its lack of symmetry, which makes it impossible to find 
two points from which complementary signals can be taken. The 
four-transistor circuit of Fig. 5-16 consists essentially of two of these 
circuits and is completely symmetrical. To see that it is in fact bistable, 
com:1idcr the case where the two right transistorR are conducting, and 
astmme the two left ones cut off. Then the voltagos at points P and Q 
are 

and 

If the collector resistors have the common value Ra, then the voltage at 

1 J. M. Wier, Some Direct-coupled Computer Circ11its Utilizing Nl'N and PNP 
Tro.nsil!tors in Combination (report on ONR contract NGori7 l, TO XXIV), Digit1tl 
Computer Laboratory, University of Illinois, Aug. 31, 1955. 
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P minus the voltage at Q is 

Rc(0tl. - 2lao) 

which is positive by a fairly large amount. Also, since the common 
emitter connection R must follow the base of the conducting transistor, 
it is easy to see that this is in fact a stable condition. 

The circuit of Fig. 5-16 is very tolerant of component drifts. It can be 
designed to operate with small voltage swings and in such a way that no 
transistor ever saturates. The switching time is approximately the same 
as for the circuit of Fig. 5-15. P and Q are convenient points from 

Ra 

Ea 
FIG. 5-17. Transfer of informa.tion between tra.nsistor toggles. 

which to take complementary outputs. A circuit for transferring infor­
mation from one such circuit to another is shown in Fig. 5-17, where E,, is 
normally high enough to exceed the positive voltages on the bases of the 
transistors G1 and G2 by an amount sufficient to ensure that they are both 
cut off. To accomplish the transfer, E,, is made negative with respect to 
the more positive possible level of base voltage, so that either G1 or G2 
draws collector current and forces toggle Ts to assume the same state as 
T1. 

Another symmetrical junction-transistor circuit, due to Poppelbaum, 1 

is shown in Fig. 5-18, where the two transistors, a pnp and an npn, have 
a common emitter resistor and a common base connection, and thus form 

1 °"'· cit. 
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an emitter follower, with one transistor working for positive and the other 
for negative base voltages. Between points P and Q is connected a 
grounded-base d-c amplifier, giving at Q an amplified and inphase version 
of the voltage appearing at P. To see the bistable nature of the circuit, 
imagine a positive voltage at Q less than + v 
+uo. This voltage tends to make P more 
positive, which in turn forces Q up, and this 
continues until +uo is reached, whereupon 
Di conducts, and further increase of Q is 
stopped. On the other hand, a negative 
excursion of the point Q continues until 
the voltage at Q is caught at -uo by D1. 
Clearly, one of these actions must take place 
if Q is initially at any voltage between +uo 
and -uo. 

The circuit appears to be fairly tolerant 
of para.meter variations and can be so de­

In -V 

Q 

signed that no transistor is ever saturated. Fig. 0-18 • .Another form of npn­
A complete schematic, including the ampli- pnp transistor toggle. 

:6.er, is given in Fig. 5-19, where the pnp transistor was a GE 2N44 and 
the npn a Texas Instrument 200. For a circuit of this type tests have 
shown a switching time of less than 0.5 µsec; a triggering pulse as short 
as 0.2 µeec can be used. 

62K 

+2 volts 

K 

In 

Out 

62 K -30 volts 

-2volts 

:1: 51' for all resistors in circuit 

Fxo. 0-19. Schomo.tfo of Fig. 0-18, showing amplifier. 

With the improvement in the frequency response of transistors, it is 
obviously possible to obtain toggles that switch faster. As an example, 
consider the Philco surface-barrier transistors already mentioned in 
connection with logic circuits in Sec. 4-13. A very simple circuit1 using 

1 R. B. Beter, W. E. Bra.dley, R. B. Brown, and M. Rubinoff, Surface Barrier 
Transistor Switching Circuits, IRE Convention Record, 1955, pt. 4, pp. 145-148. 
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these is shown in Fig. 5-20. If Ti is conducting, its base must be slightly 
negative and its collector is very nearly at ground. This is consistent 
with T2 cut off; so the state is stable, and so is the case of Ti cut off and 
T 2 on. In the given circuit the collector of the "off" transistor is at 
-0.35 volt, and that of the "on" transistor is at -0. 03 volt. Switching 

- 1.5 volts from one state to another can be accom­
plished by (e.g.) pulsing the base of the 
"off" transistor in the negative direc­
tion, thus turning it on and cutting off 
the other. This simple circuit can be 
switched from one state to another in 
~ µsec. If separate collector supply 

= T2 buses are provided, the toggle can be 
Frn. 5-20. Direct-coupled surface- caused to switch by momentarily caus­
barrier transistor toggle. ing the bus that supplies the "on" 
transistor to assume a more negative voltage. A similar circuit using 1111 

experimental Philco pnp junction transistor1 (of the silicon-surface-alloy 
type) has been reported to switch in a few tenths of a microsecond. The 
transistors employed have the additional advantage that they can be 
operated at temperatures as high as 140°0. · 

+lOvolts 

Qin -
5.6K 

-lOvolts 

+10 volts 

-3volts 

1 in 
~ 

5.6K 

FIG. 5-21. TX-0 toggle. (J. L. Mitchell and K. H. Olisen, Proc. Eaat.em Joint Com­
puter Conj., 1968, p. 93, American Inatit-1tte of Elect,rical Engineers, New York, lll57.) 

A more elaborate circuit, developed in the Lincoln Laboratories for 
the TX-0 computer, is shown in Fig. 5-21. This circuit also uses Philco 

1 J. B. Angell, High Temperature Silicon Transistor Computer Circuits, Proc. 
Eaatern Joint Computer Con;f., 1968, pp. 54-57, .American Institute of Elcctricial 
Engineers, New York, 1957. 
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surface-barrier transistors. The grounded-emitter inverter circuits in 
series with the emitters of the toggle transistors are used for read-in. 
This is accomplished by pulsing the appropriate input terminal positive, 
which cuts off the inverter concerned and hence cuts off in turn the toggle 
transistor if it is in conduction; a positive pulse of a little less than 1.5 
volts suffices to cause these events. The 120-pf (picofarad) capacitor is 
sufficiently large to take all the "holes" out of the base in a very short 
time. The output amplifiers serve both to isolate the toggle from its 
loads and to provide output voltages of 0 and -3 volts corresponding to 
the two stable states in place of the collector voltages, which differ by 
only a few tenths of a volt. This circuit has been caused to switch back 
and forth satisfactorily at rates up to 
10 Mcps. 

So far the circuits considered have 
330K 

been of the direct-coupled and resis-
tance-coupled types. Coupling by 
means of emitter followers1 results in 
higher-speed operation. A nonsatu­
rating emitter-follower-coupled toggle 
using surf ace-barrier transistors is 
shown in Fig. 5-22. The transistors 
in the emitter-follower circuits do not 
suffer from hole-storage effects and 
they serve as a low-impedance source 
to supply relatively large currents to 

= 

8200pf 

charge stray and internal capacitances, 
and thus expedite the transition from FIG. 5-22. Nonso.turo.ting omitter-fol­
one state to the other. It has been lower-collplcd toggle. 

stated that the circuit shown in Fig. 5-22 can perform the 'transition from 
one state to another in 22 mµaec; to this very small time must of course be 
added a short time, perhaps 10 m.µsec, which elapses between the applica­
tion of the driving signal and the initiation of the transition. Thu1-1, 
the toggle should be capable of being driven at rates up to about 30 
Mcps. 

6-7. Magnetic Binary Elements. A way of obtaining greater reliabil­
ity in digital computers is to replace vacuum-tube circuits by magnetic 
circuits wherever possible. This has already been touched upon in Sec. 
4-14, where the use of magnetic elements in logic circuits was described. 
Attention is now turned to the use of such elements for the storage of 
binary information; this is indeed their primary function, for their use in 
logic circuits depends upon it. 

1 A. K. Ra.pp a.nd S. Y. Wong, Transistor Flip-Flops Ravo High Speed, E1.eceronica, 
vol. 29, no. 12, pp. 180-181, Docomber, 1056. 



126 ELECTRONIC DIGITAL COMPUTERS [CBAP. 5 

The pioneer work in this field was done at the Harvard Computation 
Laboratory. The original idea was due to H. H. Aiken, who saw early 
that the properties of certain ferromagnetic materials, which are charac­
terized by nearly rectangular hysteresis loops, low coercive force, and 
high remanence, might be exploited to obtain simple, rugged, and reliable 
binary-storage elements. 1- 3 In the present chapter, a brief discussion 
of the principles of such devices will be given; accounts of the Harvard 
magnetic delay lines and shift registers and of the multicore memory 
arrays developed at the MIT Digital Computer Laboratory, RCA Lab­
oratories, and elsewhere will be deferred. 

At this point the reader would be well advised to reread the material 
given in Sec. 4-14, particularly the discussion of the kinds of materials 

Core 1 Core2 

In 

available, both metallic and ceramic, 
and of their magnetic behavior. 

It is easy to see that a core of such 
material, provided with three wind­
ings for read-in, sensing, and read­
out, can be used to store information 
until it is needed. However, in such 

Out a simple device, sensing is destruc­
tive of the information held, and 
some means must be employed to re­
generate it. Later on it will be seen 

First magnetizing Second magnetizing 
how this problem is solved in the 
high-capacity core memories, but 
the present treatment will show how 
the problem was first solved at the 

pulse pulse 
FIG. 5-23. Magnetic "trigger pa.ir." 

Harvard Computation Laboratory.' The magnetic trigger pair described 
by An Wang is shown in Fig. 5-23. Each core carries four windings: two 
for transfer, one for read-in or read-out, and one for sensing. Sensing is 
done by the magnetizing pulses, so chosen that they drive the coil to 
which they are applied to negative magnetic saturation. The diodes in 
the connecting paths between 1and1' and 2 and 2' are so arranged that 
current can fiow from 1 to l' only when core 1 makes a transition from 
positive to negative saturation and from 2' to 2 only when core 2 makes 
a similar transition. 

Suppose both cores originally are in the state of negative saturation, 
which is taken to represent 0. It is clear that the two successive magne-

1 Harvard Comput,a.tion Laboratory Progress Rept. 2, under USAF contra.ct Wl9-
122-AC-24, Seo. 4, Nov. 10, 1948. 

1 An Wang, Magnetic Triggers, Proc. IRE, vol. 38, no. 6, pp. 626-629, June, 1950. 
8 An Wang and Wa.y Dong Woo, Static Ma.gnetic Storage and Delay Line, J. Appl. 

Phys., vol. 21, pp. 49-54, January, 1950. 
' An Wang, loc. cit. 
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tizing pulses make no change in this situation and that no pulse appears 
across the output winding. Now suppose that an input pulse drives core 
1 to positive saturation. The first magnetizing pulse returns this to 0, 
but the large flux change causes a considerable voltage to appear across 
coil 1, which causes current to flow through coil 1' and drive core 2 to 
positive saturation. The diode prevents flow of current when core 1 is 
driven from negative to positive saturation. The second magnetizing 
pulse now drives core 2 from positive to negative saturation, and the 
coupling by means of coils 2 and 2' drives core 1 to positive saturation 
again. Thus the net effect of the two magnetizing pulses is to return the 
circuit to its initial condition. Note that a pulse is available across the 
read-out winding during both first and second magnetizing pulses. Infor­
mation can be introduced by means of the read-in winding in several 
ways; one way would be to use positive pulses for l's, negative for O's, 
and to drive the read-in winding in synchro­
nism with the second magnetizing pulses. 

Wang has described also a single-core cir­
cuit 1 in which the core carries read-in, read­
out, and triggering windings, the triggering 
windings shunted by a resistor and capacitor. 
A single magnetizing pulse is used, and the 
discharge of the capacitor reestablishes the 
magnetic state of the core after it has been 
destructively sensed by the magnetizing pulse. 

E 

I 
FIG. 5-24. Voltage-current 
relationship for nonlinear 
RLO circuit. 

The original Harvard trigger pairs could be switched back and forth at 
rates up to about 50 kcps. Improved core materials of course permit 
this rate to be considerably increased, and access times to magnetic-core 
memories are now of the order of a few microseconds. 

Memories employing magnetic cores as elements will be treated at some 
length in the chapters on registers and high-speed memories. This sec­
tion concludes with a brief account of a magnetic memory element 
depending upon an effect known as "ferroresonance." The basic prin­
ciple is quite simple, and has been known for a long time. It is observed 
that, if the amplitude of the a-c voltage impressed across a series RLO cir­
cuit, in which the inductor is of the iron-core type, is gradually increased, 
the current also increases gradually up to a certain point; at this point 
the current increases abruptly to a higher value without any increase in 
impressed voltage, after which it again increases in continuous fashion. 
If, now, the impressed voltage is gradually decreased, the current also 
decreases gradually until a certain value is reached, at which it decreases 
abruptly to a lower value. The situation is represented in Fig. 5-24, 
where the jumps occur at points 1 and 2, in the senses shown; here the 

1 Ibid., pp. 628-629. 
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variables are supposed to be a-c voltage and cuxrent amplitudes, and the 
fact that harmonics must be present at the higher values of current 
because of the nonlinearity of the magnetization curve of the core is con­
veniently ignored. In a rough way, the iron-cored inductor can be con­
sidered to possess two values of "inductance," a large one for small cur­
rents, the core not being saturated at any time during the cycle, and a 
small one for currents of such amplitude that the core is saturated during 
part of each cycle. 1 

A bistable circuit based upon the effect just described has been devised 
by Isborn. 2 A pair of iron-cored inductors are connected as in Fig. 5-25, 
the extra windings being provided as a means of triggering. The capaci­
tor o. is such that, for the given a-c supply voltage, it is impossible for 
both LO circuits to be in the high-current (or resonant) condition, for 
then the drop across O. would be so great, and the voltage across the cir-

Triggerl J L 

lR·f source 
Cc 

L C Trigger2 

Output 

Fro. 5-25. Ba.sic ferroresona.nt bistable circuit. 

cuits would be so low, that both would attempt to make the transition 
from point 2 to the left (Fig. 5-24). Similarly, if both LO circuitR were 
in the low-current condition, the voltage across o. would be so small and 
the voltage across the LO circuits would be so large that both would 
attempt to make the transition from point 1 to the right. Under these 
circumstances, one of the LO circuits must operate in the saturated (high­
current) condition and the other in the unsaturated (low-current) condi­
tion. To trigger from one state to the other is simple. For suppose that 
the left LO circuit is in the high-current condition, and apply a pulse to 
the triggering winding on the right core of sufficient amplitude to cause 
saturation of the right core; the inductance of the right core falls to its low 
valu-e, the current through it increases, and the voltage .across the left 
circuit is so far reduced that it is forced to shift to its low-current state. 

1 Of the large number of papers on ferroresonance in the literature we content our­
selves with citing one: P. H. Odessey and E. Weber, Critical Conditions in Ferro­
resona.nce, Trana. A.IEE, vol. 57, pp. 444:-452, 1938. Thie is the clearest exposition 
that we have found, the argument being given in terms of a simple and elegant 
gra. phi ca.I construction. 

1 C. !shorn, Ferroresonant Flip-Flops, ElectroniC8, vol. 25, no. 4, pp. 121-12.~, 
April, 1952. 
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Upon the removal of the trigger, the right core rems.ins in the high­
current state, for the voltage impressed a.cross it and its series capacitor 
is sufficient so to maintain it. The trigger pulse must be of duration 
equal to severs.I times a cycle of the a.-c supply (say five). Output can 
be ta.ken a.cross either of the capacitors in series with the iron-cored 
inductors, the a.-c voltage being rectified to provide d-c levels correspond­
ing to the two states. 

A circuit using but a single-trigger pulse and providing the rectified 
output is shown in Fig. 5-26. Triggering is accomplished by negative 
pulses. It is stated that, using cores of ~-mil 4-79 molybdenum Per­
malloy, it is possible to use r-f source frequencies up to 2 Mcps and to 
trigger at a rate of 100 kcps. Triggering voltage pulses are fairly large, 
of the order of 30 volts, and output (as, e.g., at point 0 of Fig. 5-26) 

£·fsource 

Trigger pulse (negative) 
Fm. 5-26 . .l.<'orrorosono.nt bistablo circuit. (R. W. Uwha1u11sr, Electronics, vol. 271 

no. 5, p. 152, May, 1954.) 

ratios of up to 16: 1 between the two states can be obtained, with 8: 1 
being readily designed for; the specific circuit published by Isborn gave 
outputs of 3 and 25 volts, respectively. 

The circuit is open to the objection that (like circuits using vacuum 
tubes) it continually consumes power and is thus at a disadvantage a.a 
compared to memory cells of tho static magnetic type described earlier. 
It is, however, possible to design for very low power drain, as low, for 
example, as 0.05 va. A definite advantage of this circuit is that its 
stability with respect to variation in the frequency and amplitude of the 
r-f power supply is very good. 

5-8. Ferroelectric Binary-memory Elements. Quite recently much 
interest has been shown in the possible exploitation of tho so-called 
"ferroelectric" materials in the construction of binary-memory cells. 
The designation "ferroelectric" iH applied to a. number of dielectric mate" 
rials Fmch M rochelle salt, potii1:11:1ium uiobatc, pot11.H11ium dihydl'ogen 
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phosphate, and barium titanate, in which domains of perm.anent electric 
dipoles exist and which exhibit residual electric polarization after having 
been subjected to an electric field.1 A plot of electric displacement or 
polarization versus electric field (Dor P vs. E) for any of these ma.tcrin.ls 
hes much the same appearance as the B-H curve of a ferromagnetic 
material, whence the name. 

Of the materials mentioned above, rochelle salt exhibits the effect only 
in a limited temperature range ( -15 to +20°0), and the phoKphateK 
exhibit it only at low temperatures. On the other hand, barium titans.to 
(BaTiOa) retains the property up to 120°0; it may be employed as a 
rugged ceramic material or in the form of single crystals. t-4 rfht'l C\ll'VC 

of Fig. 5-27 plots polarization versus applied voltage for a single cryHt.a.l 
0.0045 in. thick used as the dielectric of a capacitor, to the plateR of whfoh 
a 60-cps sinusoidal voltage of amplitude 100 volts was applied. If tht' 

Polarization 

Applied voltage 

-PM 
FIG. 5-27. Hysteresis curve of "ferroelectric" mat.aria.I. 

amplitude were smaller, a similar curve of smaller size would bo ohtn.inml, 
whereas, if the exciting frequency were raised, a fla.ttened curve would 
result. 5 

For use in memory devices a loop as nearly rectangular as poMihlc iK 
desired, with low coercive force and high residua.I polarization. 'rhil4 
excludes barium titanate ceramic in the form prepared for uRe nH the 
dielectric of capacitors, since this exhibits a badlynonrectangula.r hyHte1rc­
sis loop and its coercive force is high. Single crystals have good char­
acteristics, but growing them is a problem and they arc not commorc1ially 

1 A. von Hippel, Ferroelectricity, Domain Structure, and Phase Tra.rusit.iom1 in 
Barium Tita.na.te, RM. Modem Phys., vol. 22, no. 3, pp. 221-237, July, 1050. 

1 D. A. Buck, Ferroelectrics for Digital Information Storage and Switchinr;, M 11' 
Digital Computer Lab. Rept. R-212, June 5, 1052. 

1 J. R. Anderson, Ferroelectric Elements for Digital Computers and Switcl1inp; 
Systems, EZ.o. Eng., vol. 71, pp. 916-922, October, 1952. 

'C. F. Pulvari, An Electrostatically Induced Permanent Memory, J. Appl. Pkya., 
vol. 22, no. 8, pp. 1039-1044, August, 1951. 

1 Anderson, op. cit., gives the curve reproduced in Fig. 5-27, 
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available in quantity. However, if the ceramic material is formed into 
a. thin sheet (about 0.2 mm thick) and is subjected to crysta.lliza.tion 
conditions, apparently some minute crystals tend to grow through the 
thickness dimension of the materisJ., and the resulting highly oriented 
material has quite good characteristics.1 

A basic binary-memory element is shown in Fig. 5-28. Let positive 
residual polarization represent binary O; let negative represent binary 1. 
Hence, to insert a 1 into the cell, a negative voltage pulse is applied at the 
read-in terminal; a 0 is inserted by a positive pulse. As in the case of 
the static magnetic memory cells, sensing is destructive, and in this case 
is performed by a positive read-out pulse. In this chapter means of 
regenerating the information a.fter destructive read-out will not be dis­
cussed. If a 1 is held, the read-out pulse causes a large change in polariza­
tion, and the curve of Fig. 5-27 is traversed from -Pa. upward and to the 
right to PM. Since the slope of the curve is very steep during part of 
this traversal the capacitance is large; if it is large compared with O, as it 

Positive read-out pulse o---------. 

Negative storage pulse o---... 

Ferroelectric 

Cs cf ~+~' 
Fla. 5-28. Basic ferroeleatric memory cell. 
October, 1952.) 

-=- "'='"' 

(J . .R • .Anderson, Eleo. Eng., rJol. 71, p. 918, 

will be if 0 has been correctly chosen, most of the pulse voltage must 
appear across 0. On the other hnnd, if the cell holds O, the read-out 
pulse causes the curve to be traversed only from +Pa to PMi so the 
crystal exhibits a capacitance small compared with 0 (if 0 has been 
correctly chosen) and, as a result, most of the voltage appears a.cross 
the crystal and little across the capacitor 0. It is not hard to show that, 
if O~ is the minimum value of capacitance exhibited by the BaTiOa 
element, if }{is the ratio of the mu.ximum value of this capacitance to O~, 
and if R is the desired ratio of output voltage when reading 1 to output 
voltage when reading 0, then 0 should have the value 

O,,R-1 
8 X-R 

Cells of the type discussed have been tested by Anderson, who used a 
single crystal about 0.1 sq in. in area and about 0.004 in. thick, with small 

1 C. F. Pulvari, The Snapping Dipoles of Ferroeloctrics as a. Memory Element for 
Digital Computers, Proc. Weatern. Computer Conj., Feb. 4-8, 1968, pp. 140-159, 
Institute of Radio Engineers, New York, 1958. 
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silver-paste electrodes 0.02 in. in diameter on opposite faces. The value 
of C was 0.01 µf, a.nd read-in a.nd read-out pulses of 30:voltsa.mplitude and 
5 µsec duration were used to give output pulses of 25 volts amplitude for 
l a.nd 0.6 volt amplitude for 0. H a shorter (O. 75 µsec) pulse of ams.Iler 
amplitude (10 volts) was used, this excellent discrimination between· 1 
a.nd 0, amounting to a. value of R greater tha.n 40, fell to about 3. As to 
the permanence of the information, Anderson found that, if the material 
is actually driven to saturation, no deterioration is noted even after 
several days, but that, if one operates on a low-voltage hysteresis loop, 
deterioration sets in after a few hours. Switching in a microsecond or 
less has been obtained by other experimenters1 also and may be regarded 
as an established fact. 

To date, ferroelectric memories have not emerged from the experi­
mental stage. This is due to the lack of commercial quantities of suitable 
materials. If sufficient interest is shown in this means of memory, no 
doubt the manufacturers will in time respond with greatly improved mate­
rials, just as they have over the years greatly improved the commercially 
available ferrite cores. A defect of ferroelectric memory elements in 
comparison with magnetic elements is the comparatively high dissipation 
of energy during switching. This dissipation is of the order of one hun­
dred or more times the value for ferrites, for example, 5,000 joules per cu 
m for BaTiOa single crystals as against 4 to 90 joules per cum for ferrites. 
This could lead to a severe cooling problem, but, fortunately, Ba.TiOa 
ceramic can be formed into thin sheets that a.re easily cooled. 

1 Pulva.ri and Buck, for example. 



CHAPTER 6 

DYNAMIC :MEMORY CELLS 

6-1. Introduction. The memory elements described in Chap. 5 were 
all such that information once inserted is retained without deterioration 
until it is deliberately disturbed. In this chapter devices will be con­
sidered in which the information deteriorates rapidly and must, therefore, 
be regenerated periodically. Two of these are schemes for maintaining 
the charge on a capacitor at either of two values. In the third the infor­
mation is caused to circulate about a loop in which a delay line is inserted. 
Under these circumstances the pulse shape deteriorates very rapidly 
and must be periodically restored; hence the memory cell is essentially a 
pulse restoration or regeneration circuit with feedback from output to 
input through a delay line. The thoroughly dynamic character of such 
memory cells must be emphasized. The best-known system is that devel­
oped at the National Bureau of Standards (NBS) and used in the SEAC 
computer and those machines whose designs evolved from SEAC. As 
these all use transformer coupling between stages, a discussion of pulse 
transformers is included; electrical delay lines also will be treated briefly 
in this chapter. 

6-2. IBM Microsecond-delay Unit. The memory cells of which the 
registers of the IBM 701 electronic data-processing machine were built up 
are known as "microsecond-delay units." 1 1'he basic principle used is 
that of periodic restoration of the charge on a capacitor every micro­
second for as long as it is desired that the information be held. Of course, 
provision is also made for altering the charge on the capacitor so that 
the information held can be changed. 

In the actual circuit, shown in simplified form in Fig. 6-1, binary 0 iH 
represented by -30 volts and binary 1 by +10 volts. The "peaker" 
is a triode with a parallel RL (and, of course, distributed 0) circuit in 
the plate lead, driving a cathode follower. A positive pulse input causes 
an output corresponding to one cycle of a damped sine wave, which starts 
by swinging negative. The u synch" voltage remains at -30 volts for 
six-tenths of each microsecond, then swings up to + 10 volts for the 

1 H. D. Ross, The Arithmetic Element of the IBM Type 701 Computer, Proc. IRE, 
vol. 41, no. 10, pp. 1287-1294, October, 1953. 

133 
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remaining four-tenths. When "synch" falls, "clamp" falls from + 10 
to -40 volts for a.bout 0.2 µsec, and then swings back to +10 volts. 

Suppose the memory capacitor 02 is charged to -30 volts. If -30 
volts is impressed at the input, nothing happens when the synch pulse is 
applied to the gate. The fall of the clamp, however, to -40 volts per­
mits Cz to regain any charge that may have leaked off and, at its expira­
tion, -30 volts appears across C2. If, on the other hand, +10 volts is 

-30 volts 

Input~ 1 - C1 

Output 

Synch 
-100 volts 

Clamp 
Fxa. 6-1. Microsecond-delay unit. 

impressed at the input, the gate passes the synch pulse and the peaker is 
activated. The negative swing of output voltage cannot pull point A 
down below -30 volts, and 01 charges during this period. When the 
peaker output swings positive, point A rises and 02 charges positively. 
When the clamp voltage returns to + 10 volts, any excess charge is 
drained off by Da, and the voltage across 02 is established at +10 volts. 
It has been shown (a) how 0 is restored and (b) how 0 is replaced by 1. 
The reader will have no trouble in treating the two remaining cases. 

External o----... 
source 

FIG. 6-2. Input and regeneration paths of the delay unit. 

The regeneration and read-in paths to a delay unit are shown in Fig. 
6-2. The read-in control is normally held at -30 volts, which (1) 
prevents information from entering from the external source, and (2) 
produces a +10-volt output from the inverter, thus enabling the gate in 
the feedback path. When new information is to be inserted, the read-in 
line is pulsed up to + 10 volts, which permits information to flow in from 
the external source and which disables the gate in the feedback path. 

6-3. NBS Diode-Capacitor Memory Cell. A development of the NBS, 
the memory cell to be described (the basic circuit of which is shown in 
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Fig. 6-3) uses a capacitor as the memory element and provides means of 
periodically restoring the charge of the capacitor. 1 In the circuit shown, 
the levels chosen were +2 volts from point B to point D to represent 1, 
and - 2 volts to represent 0. 

Before the action of the circuit is described, the block labeled "delayed 
gate" in Fig. 6-3 should be noted. This unit consists of an amplifier with 
output gates and delay elements so arranged that a slightly delayed 
negative signal is sent out on the line marked " - "if the input is negative 
and a positive signal on the line marked "+ " if the input is positive; for 
inputs of 1 volt or more these outputs exceed 2 volts in magnitude. 

Suppose that points A and 0 are held at ground and that a negative 
signal arrives at the input. The net effect is to pull the voltage of point 
D down after a slight delay, but the diode Di permits D to fall only to 
-2 volts. As D falls, the capacitor 01 starts to charge through the low 

output {: ---------'-! 0:r:d 1-----111--<> Input 

F10. 6-3. NBS diode-capacitor memory cell. 

forward resistance of the diode Ds; suppose that the input lasts long 
enough to permit 01 to charge essentially to 2 volts. The next step is to 
remove the input and to establish points A and C at - 4 and +4 volts, 
respectively. The capacitor 01 then proceeds to discharge slowly through 
the high back resistances of D& and Ds. Note that, if the input had been 
positive instead of negative, the voltage across 01 would have ended up at 
-2 volts. 

The storage capacitor is permitted to discharge to ± 1 volt, and there­
upon its charge is restored. Suppose that it is positively charged and 
that, at the time the voltage reaches + 1 volt, the points A and 0 are 
both suddenly grounded, thus also grounding point B. The voltage at 
D drops abruptly to -1 volt, and this signal is amplified, delayed, and 
gated out on the line marked " - "; point D is forced down to - 2 volts, 
and the storage capacitor rapidly charges to 2 volts via D5. When A and 

1 Holt, A. W., A Preliminary Report on the Prototype Diodc-Ca.pacitor Memory, 
Proc. Argonne Conj. on Dig·ita.l Computers, August, 1953. See also NBS Rept. 2713, 
June, 1953, and NBS Rept. 8374, May 1, 1954. 
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C are once more set at -4 and +4 volts, respectively, the storage capaci­
tor's voltage has been restored. This restoration process makes available 
a negative pulse which can be used as an output. Thus a negative pulse 
input results in a positively charged capacitor but in a negative output 
pulse that is available every time the regeneration process is carried out; 
a similar remark naturally also applies to a positive pulse input. 

In the actual circuit, a value of 2 kilohms was used for R, and the stor­
age capacitor was 10,000 pf if ordinary germanium diodes were used. 
Regeneration had to be performed only at intervals of several hundred 
microseconds .. In practice, however, since regeneration must take place 
in order to read, this operation is carried out much more frequently. 
In an experimental memory at NBS, regeneration was accomplished every 
6 µsec. Reading required ~ µsec and writing 3i µsec. With higher­
quality diodes, leakage is reduced and the requirement on regeneration is 
relaxed. Recent work using silicon junction diodes has indicated that 
operation on a 1-µsec cycle is obtainable. 

The circuit of Fig. 6-3 as it stands is obviously rather wasteful of 
equipment. It is possible to arrange in a matrix a great number of stor­
age capacitors, each with two diodes (the Ds and De of Fig. 6-3), each 
column served by a single amplifier and delayed gate, so that a reasonably 
economical memory results. 

6-4. Pulse Restoration or Regeneration. Inasmuch as physical cir­
cuits approximate only more or less satisfactorily to the ideal character­
istics for transmission of pulses, pulses are bound to suffer a good deal of 
distortion and attenuation as they move about the machine. The 
attenuation is of course a reduction in amplitude, and the distortion takes 
the form of a "smearing out" or widening accompanied by rounding of 
corners and decrease of slope of edges. It is, therefore, necessary in many 
cases to provide means of reshaping pulses at various places in the cir­
cuitry. This may be done in a variety of ways. Some of these will be 
described in order to lay the foundation for a discussion of a dynamic 
memory device which consists of a pulse-regeneration circuit with a 
delayed feedback. 

A very simple method of pulse restoration is to use a monostable 
("one-shot") multivibrator.. If, however, the pulse used to drive it is 
badly smeared, the time at which triggering takes place is rather uncer­
tain. If such a slight uncertainty in the timing of the pulse can be 
tolerated, this method should be satisfactory. However, in serial com­
puters, precise timing is commonly required. 

Another simple scheme is shown in Fig. 6-4. The pulses to be restored 
or standardized are originally positive, but have been amplified and 
inverted before arriving at the input. In the absence of a pulse input, 
the pentode conducts strongly. The negative input pulse cuts the pen-
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tode off, thus setting up a transient in the circuit that consists of the 
inductor, diode, 270-ohm resistor, and the distributed capacitance of 
the inductor. The end of the inductor connected to the plate of the tube 
starts by swinging through the posi­
tive half cycle, the diode not con­
ducting. When the negative half 
cycle begins, the diode conducts, and 
the resistor rapidly dissipates the re­
maining stored energy; so the output 
is essentially the positive arch of a 
sine curve, of period determined by 
the inductance and the distributed 
capacitances of the coil. 

A transistor circuit for pulse stand­
ardizo.tion has been discussed in Sec. 
5-6. A transistor one-shot multivi­
brator is, of course, equally applica­
ble, 1 and numerous circuits of this 

+150volts 

2700 
3.9K 

Output 

FIG. 6-4. Pulse standardizer. (R. R. 
Rathbone, Radio and Television N <JWa, 
November, 1951, p. 6.) 

type have been published. 2- 6 Typical circuits for both point-contact 
and junction transistors are shown in Fig. 6-5. 

Output 

lnp~ 

Ecc<O 
= 

(a) 

FIG. 6-5. Transistor onc-Hhot multivibrators. 
barrier). 

Ecc<O 

!bl 
(a) Point contact; (b) junction (surface 

An important scheme, which forms the basis of the dynamic memory 
cell to be described in Sec. 6-5, will now be described. This was devel­
oped for use in serial machines. In principle it is very simple; the restor­
ing circuit accepts as inputs both information pulses and the clock wave-

1 A. W. Lo, Transistor Trigger Circuits, Proc. IRE, vol. 40, no. 11, p. 1531, 1952. 
1 H. G. Follingstad, J. N. Shive, and R. E. Yeager, An Optical Position Encoder and 

Digit Resolver, Proc. IRE, vol. 40, no. 11, pp. 1573-1583, 1952. 
a J. R. Harris, A Transistor Shift Register and Serial Adder, Proc. I RE, vol. 40, 

no. 11,pp. 1597-1602, 1952. 
'R. H. Deter, W. E. Bradley, R. B. Brown, and M. Rubinoff, Surface Barrier 

Transistor Circuits, IRE Convention Record, 1066, pt. 4, pp. 139-145. 
& Lloyd P. Hunter (od.), "Handbook of Semiconductor Electronics," Mr.Graw-Hill 

Book Company, Inc., New York, 1956. See sec. 14 hy E. Eberhard o.nd sec. 15 by 
J.C. Logue. 
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form. Whenever an· information pulse is received, a standard pulse 
derived from the timing waveform is transmitted. A simplified block 
diagram is shown in Fig. 6-6. As developed at NBS, the timing wave­
form is a pure sine wave, and the information signals are positive pulses 
for binary l's, nothing at all for O's. 1 A positive information pulse 
arriving at the input passes through the mixer, and is amplified and 
limited and fed back to open the gate for the standard clock signal. 
The clock signal is now mixed with the information pulse, amplified and 
limited, and fed back to the gate. Thus the output pulse lasts until the 
termination of the positive portion of the timing waveform. This scheme, 
which was suggested by earlier work on the EDVAC and UNIVAC, has 
received intensive development and exploitation at the NBS, and is 
aptly described as "regenerative reclocking." Section 6-5 is devoted 
entirely to circuits based upon this idea, in particular to the so-called 
"dynamic :flip-fl.op." 

nm;,:,:~"'.,..: __ :~~1----[>:>-----00 Output 
Unformatlon pulses) ~ 

FIG. 6-6. Regenerative reclocking. 

6-5. Basic NBS Circuit. It has been observed in Chap. 3 that the circuit 
philosophy that dominated the development of both SEAC and DYSEAC 
at the NBS was simply to perform all logical functions by means of 
crystal-diode structures and to use vacuum tubes solely as power ampli­
fiers.s, a Thus the mixer and gate of Fig. 6-6 are of the diode type 
described in Chap. 4, but the amplifier is simply a miniature beam-power 
tube 6AN5 with a pulse transformer in the plate circuit. If a slight 
delay is inserted in the feedback path, so chosen that the transmission 
time about the loop is one pulse-repetition period, a binary storage cell 
results. A longer delay permits the storage of several bits and can be 
utilized in the building up of one-word storage devices, or registers, 
which will be described in a later chapter. Because of the versatility 
of the gate-mixer-amplifier combination, it was found possible, in the 
design of DYSEAC, to use a single "package" of this type, which, with 
different types of feedback, can be used as pulse repeater, binary storage 
cell, or part of a register. 

1 R. D. Elbourn and R. P. Witt, Dynamic Circuit Techniques Used in SEAC and 
DYSEAC, Proc. IRE, vol. 41, no. 10, pp. 1380-1387, October, 1953. 

1 lbicl. 
8 S. Greenwald, R. C. Ha.ueter, and S. N. Alexander, SEAC, Proc. IRE, vol. 41, 

no. 10, pp. 1300-1313, October, 1953. 
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The basic package is shown schematically in Fig. 6-7. Five gates are 
provided at the input; their outpute are fed to a mixer. The two diodes 
in the grid circuit of the tube limit grid excursion; the negative level is so 
chosen that the 6AN5 conducts slightly when there is no pulse input. 
This has two effects: (1) it prevents the formation of cathode interface; 
and (2) it protects the grid from noise as well as holding the tube in the 
cut-off state would, and does not require as large pulse inputs, much of 

+62volts 

+62 volts 

+62 volts 

+62volts 

+62volts 

Direct 

-65volts 

Flo. 6-7. NBS basic package. 

-8 volts 

Positive 

Negative 
-65 volts 

which would be wasted in charging the grid capacitance through a region 
of low transconductance. The 10- and 39-kilohm resistors in the gates 
and mixers, respectively, are so chosen that the grid-circuit parasitic 
capacitances are charged and discharged at a rate of at least 75 volts per 
µsec at the beginning and end of ~ach pulse. 

The pulse transformer (see Sec. 6-6) has a 60-turn primary and two 
6-turn secondaries, thus yielding both positive-going and negative-going 
output pulses, which are about 20 volts in amplitude. The quiescent 
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levels of the positive- and negative-going outputs are a little below - 8 
and +4 volts, respectively. The former lev.el is established by the 
clamping diodes. No current flows in the transformer secondary under 
these circumstances, and the current needed to hold down input gates of 
other packages driven by the positive output lead is supplied by the 
- 65-volt source. One or more of the three resistors (1.25, 1.25, and 
3.3 kilohms) are connected, according to the number of gates that must 
be held down, up to five each for the 1.25-kilohm resistors and two for 
the 3.3-kilohm resistor. The total rated driving capacity of the package 
is 14.5 gates, of which 12 can be driven by the positive output and the 
others by the "direct" or negative outputs. During the pulse, the 
positive lead swings up to about + 12 volts, and the diodes shunting the 
130-ohm resistor conduct, so the resistor does not contribute to the load. 
At the termination of a pulse, any negative overshoot is damped (some­
what less than critically) by the 130-ohm resistor. The 11ece1:11-1ity of 
damping out this back transient limits the maximum duty cycle of the 
circuit to about 50 per cent. 

With the stepdown transformer in the output circuit, the tube sees a 
very small load. The load line actually intersects the plate characteristic 
for e0 = +2 volts far below the "knee." This type of operation, known 
as "bottoming," results in almost uniform voltage output from tubes 
exhibiting.a 2 :1 variation in current capability. As the minimum plate­
current swing between e0 = -5 and e0 = +2 volts is at least 42 ma, 
large secondary current is available. 

It is for this reason that the circuit is able to drive heavy loads. It 
has already been mentioned that the maximum resistive load is equiva­
lent to 14.5 gates; in addition to this, up to 300 pf capacitance may be 
present. If only nine gates are driven, up to 1,000 pf capacitance may be 
tolerated. The low effective impedance of this circuit is such that it is 
possible to use long (e.g., 50-ft) unshielded wires between stages without 
running into trouble from noise. 

6-6. NBS Dynamic Flip-Flop. It is now possible to describe the 
dynamic binary memory circuit based upon the NBS pulse-amplifier 
package described in the last section. Both SEAC and DYSEAC arc 
synchronous serial computers. 1•2 The timing waveform is a 1-megacyclo 
sine wave (from 30 to 45 volts peak to peak in DYSEAC); all pulses arc 
derived from it and are ~ µ.sec in duration. The transmission delay 
caused by a single pulse-amplifier package is very nearly ~ µ.sec. For 
this reason, the timing signal is distributed as four phases of a 1-megacycle 
sine wave, spaced 90° apart, and successive packages are timed by suc­
cesl!live phases of the clock. To clarify the process, refer to Fig. G-8, 

1 Ibid. 
1 Elboum and Witt, op. r:it. 
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which shows phases 1 and 2 of the clock, with the grid clipping levels 
+2 and -5 volts and with the pulse output from the :first stage, which is 
given as timed by phase 1. The outputs of stage 1 and phase 2 are used 
as inputs to one of the gates of stage 2. To a second gate are delivered 
phase 2 and the "direct" output of stage 2. Hence (referring to Fig. 
6..S) although the input pulse crosses the -5-volt level at point a, it is 
clear that the output of the gate to which it is fed does not rise until 
point b. The gate output passes through ~ ~ 
the mixer and is clipped at +2 volts by 2 

the grid-circuit diodes, amplified, and fed 
back to the second gate-to which phase 
2 is also an input-and returned via the +~ _ _,._..,.,__-+1,.----+ ......... ~ 
mixer to the grid circuit of the amplifier _5._..__,_,_ __ 1---1 _ _,_ __ 

tube. Thus, although at point e the 
first gate is disabled, the second gate con-
tinues to pass a. signal to the mixer and Fxo. 6-8. Regenerative reolocking. 
hence to the grid until the phase 2 signal 
falls below -5 volts {point/). The grid input of stage 2 is thus the pre­
cisely timed trapezoidal pulse bciJf. This scheme allows a. precise deter­
mination of the time at which a given information pulse will arrive at 
the grid of any stage in the computer. 

To obtain a dynamic memory circuit, a second feedback path is added 
in which a delay of % µaec is inserted by means of a delay line (see Rec. 
6..S) ; so the total delay around the loop is 1 µsec. A block diagram iR 

Stop­
clear to zero 

Fxo. 6-9. Dynamic flip-fl.op. 

+Pulse output 

shown in Fig. 6-9, where the tube-transformer combination is represented 
by a circle labeled TT. From this a.re ta.ken a positive output and also 
a negative output, indicated by the small loop drawn about the circle. 
The upper loop (regenerative) is as described in the preceding paragraph, 
and in the lower loop is inserted the delay line. It is assumed that phase 
1 is the appropriate clock phase. To the gate in the lower or recircula­
tion loop, one input is the stop signal, which inhibits the gate and hence 
prevents the delayed pulse from being fed back to the mixer; it may as 
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well be called a "clear-to-0" input. If the circuit holdA 0, not1hing what.­
ever happens; if it holds 1, a pulse constant,ly recircultLtcs a111l is :wnil:ihlo 
at the output at intervals of 1 µsec. 

6-7. Pulse Transformers. The use of tran&ormer coupling in t.lrn 
SEAC circuitry has been described above. It is used ext.cmdv<ily nh.;o in 
machines whose design principles are quite different, notably iu Whirl­
wind I. An obvious advantage is that reversal of polarity iK M'oi1lo<l in 
a natural and evident way; if capacitive coupling wcro ui;nd, 1:1omu 
means of correcting such reversal would have to be provhfod, cit.her by 
inserting extra tubes or by operating alternate stagcH in a quirn~<lmlt c1on­
ducting condition, with attendant waste of power. An additional honofit, 
is that impedance matching is facilitated. Thus, for cxamplo, in Whirl­
wind I, low-impedance coaxial line is used to transmit puI1mH to romof.(l 
points, and matching at both ends is accomplished by pulRe trau11formm·H. 1 

The use of pulse transformers in SEAC to provide suuh ln.rgci out.put. m1r­
rents that there is no need in the design to take extlCRHivc pninH t.o mini­
mize wiring capacitance between stages has already b1~m1 11onKid1•rud. 
In a work such as this it would be impractical to clltcr int.o n diH<llll*lion 
of the theory and design of pulse transformers; honco only n fow gc\Ut\ral 
observations are included. 

To provide good reproduction of pulse shape, 2 a pulse tranHformor 
should be designed to meet the following roquiremontA: 

1. The decay of output pulse amplitude during tho pulH<I Rhoulcl he 
small (assuming that the input pulse is fl.at-topped). 

2. The rise and fall times should be small. 
3. Ringing and general distortion should be minimizod. 

It can be shown that requirement 1 can be met by making Urn induc~tance 
of the primary large; thi:;; can be done by using many turnR in UH1 prinuLry, 
by using a high-permeability core, and by using a cmre of ltLrp;ci c~r<>HH· 
sectional area. Requirement 2 can be met by making t.ho produc~1. of 
leakage induetance by int.erwinding capacitance small; thiH can hn don<! 
by using a small number of turns on the primary nnd a 1:1mnll winding 
circumfereuce. It is, therefore, necessary to make a compromiH1: hot•wmm 
these conflicting requirements. Finally, requirement :J mtn hci mt•t hy 
making leakage inductance and interwinding capacifonce wit,h roforcnc10 
to the primary small, but in such a way that a certain ratio iH prc1o1orvc.1d. 

1 C. A. Rowlo.nd, Pulse Transformers and Intcrsto.gc Couplinp; in Whirlwind I, 
MIT 81J1'1Jomschanisms Laboratory Eng. Note E-328, Jan. :n, 1950. 

2 T. F. Wimett, Low Power Pulse Transformers, Project WMrlroiruJ 'l'erh. l~t.pt. 
R-122, submitted under ONR contract N5ori60, December, 1047. Tho pr!llmnt di.fl.. 
cussi.on is summarized from this report. 
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From the requirements stated in the above paragraph it is possible to 
deduce some general design principles: 

1. The core material should have as high a value of permeability as pos­
sible and should produce the lowest possible eddy current and hysteresis 
losses. For this reason, in the earlier pulse transformers, cores were of 
thin laminations of such materials as Hipersil; recently ferrites have 
become feasible and widely used. 

2. The core itself should present the shortest possible magnetic path 
length consistent with its being able to hold the windings. Cross­
sectional area must be the best possible compromise consistent with the 
need to hold down the length of wire in the windings. 

3. The number of turns in the primary (and therefore in the other coils) 
must be determined as the most acceptable compromise between pulse 
decay and rise and fall times. 

4. The winding with the greatest number of turns should be of the 
smallest-size wire that can be used without danger of breaking. 

5. Yet another compromise involves the characteristic impedance, or 
the load into which the transformer will deliver the least distorted out­
put. This is proportional to the spacing between primary and second­
ary, wJi.ich also directly affects leakage inductance and interwinding 
capacitance. 

The original Whirlwind I pulse transformers were designed to pass 
pulses of the shape of one arch of a sine wave and of 0.1 µsec duration. 
They use laminated metallic cores. A variety of experimental designs are 
described in the report by Wimett, cited above. As an example of ferrite­
core transformers, a design used at the NBS may be cited. This uses a 
core of sintered manganese-zinc ferrite. The core is very small, shaped 
like a flat cylinder 91'6 in. in height and 'ls in. in diameter, and actually 
composed of two parts, each the general shape of an angel-cake tin, which 
are held together by a screw. Thus the windings are completely enclosed. 
These were designed to pass rectangular pulses of 0.5 µsec duration. 
Descriptions of these have been published.1•2 

6-8. Electrical Delay Lines. Electrical delay lines were first encoun­
tered in the account of the NBS dynamic flip-fl.op. They are also used 
in the arithmetic registers of SEAC and the machines influenced by SEAC 
design, and in a variety of other machines. Therefore, a brief account 
will be included here. 

The desideratum in all applications is to introduce delay without pulse 
distortion. This would require the use of a suitable length of ideal lossless 

1 Elbourn a.nd Witt, op. cit. 
1 NBS Tech. News Bitll., vol. 36, no. 5, pp. 78-79, Ma.y, 1952. 
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transmission line or of distortionless lossy line. A moment's reflection 
is sufficient to determine that this would lead to the use of impractically 
long pieces of line, since delays from 1 up to perhaps 50 µsec are required. 
Since ordinary coaxial line is thus ruled out, the natural thing is to have 
recourse to artificial lines of various sorts, and it is these that will be 
considered. 

Delay lines first became important during World War II, and both of 
the principal types were used: (1) the lumped-constant lines and (2) the 
distributed-constant lines. 1 The theory of the lumped-constant line was 
well known, 2 and the theory of the distributed-constant type is essentially 
that of ordinary transmission lines. 

Since lumped-constant artificial lines are essentially cascades of low­
pass filter sections, considerable departure from ideal characteristics must 
be tolerated, such as distortion in shape and attenuation. The following 
important characteristics of delay lines have been listed: (1) total delay, 
(2) rise time of the output pulse (e.g., the time required to rise from 10 to 
90 per cent of peak amplitude), (3) the density of pulse spacing that may 
be achieved without disastrous interference between adjacent pulses, (4) 
insertion loss for pulse transmission, (5) volume, (6) pulse distortion due 
to phase distortion and cross talk, (7) stability of delay as a f unc1tio11 of 
temperature, (8) characteristic impedance, (9) adjustability of dela.' time, 
(10) cost, (11) maximum voltage that can be tolerated across the line. 3 

Lumped-constant delay lines are probably less popular than distrib­
uted-constant lines. A useful form of the latter may be regarded as the 
limiting form obtained if, starting with a cascade of T sections, each 
having inductors in the series arms and a capacitor in the shunt arm, one 
proceeds to the limit, letting the inductors merge into a continuous coil 
and replacing the capacitors by the distributed capacitance between the 
coil and a cylindrical metallic core. 4 A typical delay line of this type is 
described as producing a delay of 0.55 µsec per ft, with an attenuation 
of 1.3 db per µaec, and as presenting a characteristic impede.nee of 1,100 
ohms. The version of this line used in SEAC and DYSEAC& is built up 

1 Britton Chance, F. C. Willia.ms, V. W. Hughes, D. Sayre, and E. F. Ma.cNichol, 
Jr., "Waveforms," McGraw-Hill Book Company, Inc., Now York, 1049. Che.pt.l'r 
22 is devoted to the theory of delay lines. Design is treated in detail in John F. 
Blackburn (ed.), "Components Handbook," chap. 6, McGraw-Hill Book Company, 
Inc., New York, 1949. 

1 E. A. Guillemin, "Communication Networks," vol. 2, chap. 7, John Wiley & Sona, 
Inc., New York, 1935. 

1 J. ·R. Anderson, Electrical Dela.y Lines for Digital Computer Applications, I RE 
Trt:l1&8. 011. Electronic Computers, vol. EC-2, no. 2, pp. 5-13, June, 1953. 

'J. P. mewett a.n.d J. H. Rubel, Video Delay Linea, Proc. IRE, vol. 35, no. 12, 
pp. 1580-1584, December, 1947. 

1 Elboum and Witt, op. cit. 
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of (1) an inner core of plastic tubing, (2) a close-wound helix of very fine 
wire upon the tubing, (3) a sprayed layer of aluminum paint, ( 4) two 
layers of Teflon tape, (5) a grounded braid of insulated wires, and (6) an 
outside protective cotton covering. This is the delay line used in the 
dynamic :flip-fl.ops and in the registers, and it transmits ~-µsec pulses 
without intolerable distortion. It has proved very satisfactory. 

In the SEAC circuits, about 5 µsec of delay line is the maximum length 
driven by any one tube. In many applications it would be desirable to 
use a single tube to drive a length of line sufficient to hold an entire word, 
but attenuation and distortion restrict the length that can be used without 
some form of pulse reshaping. Anderson has carried out an experimental 
investigation from which he concluded that, for existing delay lines of 
both types, the maximum number of pulses seems to be about 23, irrespec­
tive of line length. He has adduced a theoretical argument to show that 
the number is indeed limited by a quantity proportional to the resultant 
quality factor Q' of the inductance and capacitance per unit length. 1 

Thus, if 
1 1 1 
Q' = QL + Qc 

where QL and Qc have the usual meanings of "'L/R and "'O/G, rise time 
is given by the expression 

3.078T 
Q' 

where T is the total delay of the line; and the total number of pulses that 
can be present on the line, assuming that intolerable distortion will result 
if the pulse length is less than twice the rise time, is 

Q' 
6.156 

As generally QL « Qc, the total number of pulses can, presumably, be 
increased most easily by increasing QL. Anderson has proposed, there­
fore, a lumped-constant line using high-quality inductors of inductance 
equal to about 1 µh and having a Q of about 200, consisting of a short 
length (about 1 in.) of fine wire passing through a small hole drilled in a 
block of nickel-zinc ferrite. Assuxning that Qc is of the order of ten timeR 
QL, this should produce a line capable of storing 32 pulses. 

Continuously wound delay lines suffer from the inconvenience of such 
considerable dispersion that the storage of more than a few pulses in a 
single piece of line is impracticable and the designer is forced to break up 
the total desired delay into a number of short sections with pulse ampli­
fiers and rcshapers interposed between them. A lattice-type delay struc-

1 Anderson, op. cit. 
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ture has rather better characteristics and can be used to hold up to 40 
pulses at a 500-kcps repetition frequency. 1 The lattice impedances are 
of the forms given in Fig. 6-10. 

Let f be a frequency, the significance of which will become apparent 
later; in A (Fig. 6-10), let L1 = [(2j - 1)24ir2f2C]-1; and, in B, let 

LJ = [(2.f)247!"2f2C)-1 

when all the capacitors are of the same capacitance 0. Then, in A, the 
jth resonant circuit is tuned to (2j - l)f and, in B, to 2jf. If both are 

~: ]):: 
A I B I 

I I 
: I 

_1] ... _, o-j~'·· 
(tJ) 2C lb) 

FIG. 6-10. Impedances in delay lattice. 

excited by a unit current impulse or delta function, then the voltages 
appearing across the input terminals are given by 

1 
V ..t = 0 [cos 21rft + cos (3 X '21rft) + · · · + cos (2n - 1)27rft] 

1 
Vs= O ~+cos (2 X 21rft) +cos (4 X 'Pirft) + · · · 

+ COB (2n - 2)27rft + ~ cos 2n21rft] 
or, using known formulas, 

V _ .!': sin (2n)21rjt 
.4 - 0 2n sin 2-irft 

V _ n sin (2n)21rft 
8 - ?J 2n tan 2-irft 

In both cases, the voltage at t = 0 is n/ 0 and, thereafter, oscillates. Then 
the amplitude varies inversely with sin 2-irft and tan 2-irft, reaching extreme 
values of ±n/O when these functions both vanish, that is, at t = O, 1/2f, 
2/2f, 3/2/, . . . -the peaks at 1/2J, 3/2f, . . . being of opposite sign 
and those at 0, 2/2f, 4/2!, . . . being of the same sign. The difference 

1 G. G. Sca.rrott, W. J. Harwood, and K. C. Johnson, Electromagnetic Delay Net­
works for Digital Storage, pa.per delivered at IEE Convention on Digital Computer 
Techniques, London, 1956. 
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of these two voltages, which can be written in the form 

n sin 4'nnrft 
Vo == VB - VA == 0 2n sin 2-zrft (cos 27f'ft - 1) 
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is zero at t = O, possesses a peak value of 2n/0 at t = 1/2/, 3/2/, . . . , 
and clearly vanishes at 1/2! ± 1/4nf. Thus any circuit that develops 
this voltage can be thought of as introducing a. delay of 1/2/ sec, and the 
input delta function of current emerges as a voltage pulse of width 1/2nf 
and of shape something like a half sine wave. Because V0 vanishes at 
t ... 0, 1/4n/, 2/4n/, ... , it appears that input pulses spaced 1/4n/ 
a.part should give distinguishable outputs. Ideally, the pulse pattern 
would repeat, but, given the usual resistances associated with the coils, 
the second pulse, which occurs with a delay of 3/2/, is so attenuated 
as to be negligible. The delay of 1/2! can thus, ideally, be used to store 

FIG. 6-11. Delay lattice. 

2n pulses, or one pulse per coil. However, better pulse shape can be 
obtained by a slightly more lavish use of elements. The design considera­
tions will not be discussed here, but an example of a practical design will 
be cited. In this, the number of coils required is 4n/3 instead of n to 
store n pulses, or 36 coils for 27 pulses, at a prf of 500 kcps. Thus ea.ch 
network contains 18 resonant circuits. Assume that 20 µ,d of distributed 
capacitance exists across the terminals to which each network is to be 
connected. It can be shown that each C can be reasonably chosen equal 
ton times the distributed capacitance, which leads to a value of at least 
360 µ,d for C. Assuming that the input pulses are 1 µeec in length, the 
total delay introduced by the network must be 27 X 2 - 1 = 53 µsec. 
As this must equal 1/2f, t.he value f = 9.434 kcps is determined, and the 
inductances of the coils are determined as Li == 0. 77 henry (greatest) to 
Laa = 0.594 mh (least). 

An obvious arrangement of the networks A and B to produce the 
desired delay is in a lattice or bridge circuit, as shown in Fig. 6-11. More 
efficient practical arrangements require the use of only one ZA and one Za. 



CHAPTER 7 

HIGHER-ORDER LOGIC CIRCUITS 

7-1. Introduction. In Chap. 4 elementary circuits for expret:ii,;ing logi­
cal "and," "or," and "not" have been described. This chapter will 
proceed to a discussion of what may be called "higher-order" logic cir­
cuits. One broad class of these consists of circuits built up of combina­
tions of the elementary circuits in such a way that there are a number of 
inputs and but a single output. A simple example has already been 
shown in Fig. 6-9. Generally speaking, especially in the control circuits 
of digital computers, the situation is much more complicated, and the 
circuit is designed to make a binary decision based on a rather complicated 
combination of item.a of information. On the other hand, there are also 
circuits with several outputs as well as several inputs. These are of the 
nature of multiposition switches. 

7-2. Switching .Algebra. The first class of logic circuits consists of 
those that realize a binary function of several binary variables. These 

are logically- similar to the two-terminal 

~ switching networks that were show11 by 
I o Shannon to be amenable to treatment by 
~ · a Boolean algebra. u These have almady 

F 7 1 :. 1 ~ . 't been mentioned and will be discussed in 
10. - • J.Inp e r ay cll'cw . Sec. 7-4. 

As an introduction to the use of Boolean .algebra in dealing with 
switching functions, consider the circuit of Fig. 7-1, in which A, B, aud 
C are the contacts of three relays. The conducting path from input to 
output can be completed either (1) by closing A or (2) by closing both B 
and C. Now let the letter a be a varia.ble that takes on the value 0 whcu 
contacts A are closed and the value 1 when they are open ; it is assumed 
in all cases that the contacts are closed when and only whcu the relay is 
energized. The variables b and c are similarly defined. The primed 
letter a' is to have the value 1 when A is closed, () when it is open; so 
a' = 1 - a. Thus a is a binary variable: it can take on only the values 

1 0. E. Sba.nnon, A Symbolic Analysis of Relay and Switchinp; Circuits, Trana. 
IEE, vol. 57, p. 713, 1938. 

1 W. Keister, A. E. Ritchie, and S. H. Wat!hburn, "The Design of Switching Cir­
cuits," D. Van Nostrand Company, Inc., Princeton, N.J., 1951. 

148 
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0 and 1 as described above. Since the product ab has the· value 0 if 
either a orb or both are 0, it follows that the product represents two relays 
in pare.llel. Since the sum a + b is 0 only if both a and b are 0 and since 
it is 1 if a or b is 1, the sum can be used to represent two relays in series­
provided we agree that 1+1 = 1, which we forthwith do. Having 
agreed to these simple rules (see also Sec. 4-4), it becomes easy to write 
down an algebraic expression that assumes the values 0 or 1 according as 
there exists or does not exist a conducting path from input to output; 
in our example this path is clearly given by a(b + c). An expression of 
this kind is called by Shannon the uhindrance" of the network. 

If the hindrance of a network is written down and then transformed by 
such rules as a/ - 1 - a and aa' = 0, a variety of equivalent networks 
can be found. These will frequently be found to be simpler than the 
original network. A related situation is that in which it is desired to 
realize a given function of binary variables. This function can be trans­
formed into a variety of forms, a.nd an attempt can be made to find the 
simplest. The mathematical science useful for dealing with problems of 
this nature is Boolean algebra, which has already been sketchily intro­
duced in Chap. 4. 

7-3. Boolean Algebra. Boolean algebra. is an abstract deductive sci­
ence, in which objects of a class, in general undefined, are subjected to 
certain operations in accordance with certain postulates. From these 
are deduced the theorems of the science. 

Let there be given a nonempty set of objects C, and two operations(\ 
and' obeying the postulateK:1 

P1: if a and b are in 0, then a' and an b are uniquely determined 
members of a. 

P2: if a and bare in C, then an b = b n a. 
Pa: if a, b, and care in C, then (an b) n c = an (b n c). 
P 4: if a, b, and c are in C and if a n b' = c n c', then a n b - a. 
P5: if a, b, 11.nd care in C and if an b = a, then a fl 1/ = e. (\ r.'. 
Pa: if a and b are in (J and if a - b, then a' = b'. 
P1: if a, b, and c a.re in C and if a - b, then a n c = b (\ c and 

c (\a= c(\ b. 

Here the eqU"ality sign is not an operation of the system, but is taken as a 
part of the ordinary language in which we discuss the system (the tech-

1 The postula.tes and the statements of theorems Ti to T11 below a.re quoted froDI 
"Elements of Ma.thematieal Logic'' by P. 0. Rosenbloom., through permission granted 
by Dover Publications, Inc., New York 10, New York. This is the clea.rest rigorous 
treatment of tho subject th.at the author has beon able to find, and he thanks Dover for 
their kind permission to make the quotations. It must be a.dded that the author has 
a.dded some proofs of his own; so any errors that the critical reader 1nay find should hr 
charged to the author and not to ProfE'.ssor Rosenbloom. 
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nical logical term is the "syntax language"), and is taken to mean that 
the object to its left is identical with the object on its right. 

Let us deduce two simple theorems: 

Ti: a(\ a= a. For certainly a(\ a' = a(\ a', whence the result 
follows by P ,. 

Ts: a(\ a' = c ('\ c'. For in Pa set b = a. 

From Ts it is clearly appropriate to introduce a symbol for a(\ a'; we 
choose to call this "O." We also introduce a new relation C by defining 
"a C b" to mean that a ('\ b = a. We also define a new symbol "1" 
by setting 1 = O'. We now prove: 

Ta: a C b if and only if a('\ b' = 0. For if a C b, then by definition 
a ('\ b = a. But then by Pa, for any c, we have a ('\ b' = c ('\ c' = 0. 
Conversely, if a(\ b' = 0, then for any c we have a('\ b' = c ('\ c', and by 
P, it follows that a(\ b =a, or a Cb. 

T,: a Ca. For a('\ a' = 0, and the result follows by Ta. 
T&: If a C b and b C c, then a C c. For since a('\ b = a and b 

('\ c = b, we have, by Pa, a(\ c =(a('\ b) ('\ c =a('\ (b ('\ c) =a 
('\ b =a. 

Ta: a(\ b Ca. For a('\ b = b ('\a by P2, and (b ('\a) (\a = b 
('\ (a('\ a) by Pa, whence, by Ti, we have (bf\ a) ('\ a = (b ('\a), or 
(a('\ b) (\a = a('\ b, which proves the theorem. 

T7: If a Cb and b Ca, then a= b. For, by hypothesis, a(\ b = a 
and b ('\ a = b. But by P2 a ('\ b = b (\ a, so a = b. 

Ta: a(\ 0 = 0. For, by definition, 0 = a ('\ a', and by Ts setting 
b = a', we have a('\ a' Ca, which proves that 0 Ca. But by defini­
tion this means that 0 ('\ a = a r\ 0 = 0. 

Te: a" =a. By P2 a"('\ a' = a'('\ a", and a"('\ a' = O. Hence, 
by P, a"('\ a = a", for in P, replace a by a" and b' by a'. Therefore 
a" Ca. Hence it follows that a"' Ca' and a"" Ca", and by Ta we 
have a"" Ca. From this, by T3, we have a""('\ a' = O, and by P1 
a'('\ a"" = 0. Therefore by Ta, a' Ca"', which, combined with a"' 
C a' proved above, shows, by Tr, that a' = a"'. But a ('\ a' = 0, so 
also a('\ a"'= 0, and by Ta a Ca". But we have shown above that 
a" Ca, so by T7 we have a" = a. 

A new operation U is now defined as follows: a U b = (a' f\ b')'. 

Tio: a(\ b = (a' U b')'. For, by the definition of U and Te, we.can 
write a' U b' = (a('\ b)'. Hence (a' U b')' = (a('\ b)" = a('\ b, again 
by Ts. 

Tu: a Cb if and only if b' Ca'. For if a Cb, then, by Ta, a('\ b' = 0. 
But by Ts a" = a, and hence by P2 b' ('\ a" = 0, so by Ta b' C a'. 
Conversely, if b' Ca', then a" Cb" by the case just proved, and hence 
by Ts a Cb. 
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Tu: a C b if and 011ly if a V b = b. For, by Tu, a C b if ancl only if 

b' C a', aud hence a Ci> if and only if b' fl a' = Ii'. Jlmu·u, by 'I'~. 
(b' fl a')' = b" = b. By P2, b = (a' fl b')', nml by tho tlt•finit.iou of 
V we have b = a V b. 

T 13 : a V b = b V a, and (a V b) V c = a V (b V c:). Thu fir:-11. pa.rt. 
is a direct couscquc>ncc of P2 and tho ucfinit.icm of V. 'l'o provn t.111• 
second, we have by dcifinit.ion (a Vb) V ': = ((a U b)' (\. c')' ,., ((11 1 

(\ b') fl c')'. Hmwu hy Pa (a Vb) V c = (<i' fl (b' (\ 1~1 )) 1 • By '!\, 
this becomes (a Vb) V c = (ci' fl (b' ("\ c')")', which, hy t.hH dc1fi11it.io11 
of V, gives us (ti Vb) Vt: = a V (b' (\ c')' = n V (/JU r). 

T 14 : a U a = a. For by t.ho definition of V, wci h1~\'I! n U a. (a' 
0. a')', whence Ly 'l\ a Va = (a')' == a", aml tlrn thtiot't1111 followM hy Tu. 

Ta: a Va' = :I. For a'(\ a = a(\ a' :::-: 0, whmwn (a.('\ tt')' '·"' O' 
== 1, and the theorem followK by the d<lfinition of V. 

T 16 : a C a V b. l1'or (a V f>)' = (a' fl fl)" """' a' (\ I/ by 'l'u n11d t.lw 
definition of U. By Ta, <t' ("\ b' Ca/, or (a Vb)' C 1t'. l1C'11c1~ by '1'11 
the theorem follow:-1. 

T17: au (a(\ b) == a(\ (<iv f>) = a. 'l'lmt. "v (tt n /1) : .. • (£ iH !Lil 

immediate conHcqtw1wc: of 'l'o 1t11cl Tu, mul t.lutt. an (ci VI>) .., a followM 
from T 16 and the <hlfinitfou C)f C. 

Tis: If a c 11, t.lH~n an cc b ("\ c 1md av cc l> v c fur (lV(ll'Y' t:. 
For by P2 ancJ Pa W<l luwo (an c) (\ (I> n c) ··= (<i ('\ c) ('\ (fl r.. I>) 
= an (c (\ (c n I>)) == a('\ ((r. (\ c) ('\ b). By '1'1 t.hiK la.<;{, C\XJ>l't'HHion 
rcducicR to a n (c: r'I b) =-~ a fl (b ("\ c) = (<-' ("\ b) 0. 1:. 'l'hiM lttKt. iH 
equal to a (\ c by (,}in clc:liniLiou of a C l>, Hl> (a('"'\ c) fl (Ii ('\ r) · <l ('\ r., 
and by tho cl11finit.ion of C tlrn fil'Ht po.rt of t.ho Uwormn follow:-1. To 
prove the i:iccwud pnrt., wo luwo (a V c) U (11 V c:) ""' (1t \...) r) U (<: V /;) 
by 1\a; a U (r. V (<:VI>)) hy Tia; a V ((<: U c:) U /1) hy '!'mi" U (': \..) l>l 
by T14; a V (I> V c:) by 'L'rn; (rt V fJ) V c hy 'l'u; (1 V ':by 'l'u. But,, hy 
Tu, (a V c) V (b V t:) == li V c i mpli<!H t.hnt, a U t: C l> \...) r.. 

Tiu: If a C c n.nd b C c:, t;lum a V /1 C r., mul, if r. C a 1tt11l r. C Ii, tlw11 
c Ca("\ b. •1'0 prov" Uw fi1·1-1t, p1Lrl1, not.o t.lutt, hy '1' 12, ti V r. ' .. r. 1u1cl 
b V c == c. But (a V h) V c "'" a U (b Ur.) l>y '1'13, whic~h 1tt. onc•f! 
reduces to a V c: nncl h1111eci t.o t:, HO (a U b) V r. = r., nncl HO tt I.,) Ii C: r. 
by Tu. 'l'lrn ROCIOllCl pnrt. iM (~Hbthlii;lrnd hy IL Mi111i11~r IU'J.tlllllNllo: 1101.iup; 
that, by hypothm1iM, r. fl a = r. and o 0. b .... r.; 1Lpplyi11~ t.lu\ hy1wt.h1~H•'" 
and Pa, c 0. (a("\ b) = (r. 0. a) ("\ b =:• c 0. l> == <;; u.ncl t.hiK implic•H t.lmt, 
c c an b, by the cl<'fi11i1.ion of c. 

Tao: a 0. (a' Vb) """" an f>. By tho dofinitfon of() W<\ h1wc1 (fl. fl /1') 
("\ (a f\ b')' = 0. By J.>2 nnd Pa t.hiri lmcomciH b' (\ (a 0. (<t ('\ I>')') ,., 0, 
whence, by 1'a, a(\ (a(\ IJ')' c b, or, hy tlm ddinit.ion of c. (an (a 
("\ b')') n l> = a(\ (a;(\ l>')'. But. by t.hn d<llinit.ion of v ILlld hy rr .. 
a 0. (a/ V b) == a{"\ (ti" r.. b')' =~ a(\ (a('\ b')'. lfo1wc1 (a("\ (ti' U /1)) 
('\ b == a 0. (a' Vb). By Pa t.hi11 h<~C!Oln<\14 a(\ ((a' V f1) r.. Ii) ,.,. '" 
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n (a' U b), and by P2, an (b r'i (b U a')) = an (a' U b). Now, 
applying T 17, this becomes an b = an (a' Vb), which was to be 
proved. 

T 21 : an (b Uc) = (an b) U (a r'i c). Since b C (b Uc), c C (b 
U c) by T13 and Tio, we ha.ve, by Tis, an b C an (b Uc), an c C a 
n (b Uc). Hence, by T19, (a r'i b) U (an c) Can (b Uc). Now 
consider the product (an (b V c)) r'i ((an b) V (an c))'. By '1\o and 
Tg, this can be written (an (b V c)) f\ ((a' Vb') ('\ (a' V c')). By P3, 
we can write this in the form. (b V c) n ((an (a' Vb')) ('\ (a' V c')). 
By T2o, a('\ (a' Vb') = a('\ b', so the product becomes (b V c) ('\ ((a 
('\ b') ('\ (a' V c')). Again by P2 and Pa, this becomes (b V c) ('\ (b' 
('\ (a f\ (a' V c'))), and, again by T2o, this reduces to (b V c) n (b' 
n (a f\ c')). By application of P2 and Pa we have (b' f\ (b V c)) 
('\ (a('\ c'), and, again by T2o, this reduces to (b' n c) n (an c'), 
which, by P2 and Pa, can be written as b' ('\ ((c ('\ c') r'i a). By the 
definition of 0 this is b' n (Of\ a), and two applications of Ts show t.hat 
this all reduces to 0. Hence, by Ta, an (b V c) C ((an b) V (an c)), 
and this, together with the previously demonstrated relation (an b) 
U (a f\ c) C a('\ (b V c), shows, by T1, that the theorem is true. 

T22: a V 0 = a, a V 1 = 1, a f\ 1 = a. By 'rs, 0 Ca, whence by T12 
0 U a= a. Also 0 Ca', and by T11, a" CO', or a C 1, whence by T12 
a U 1 == L Finally, since we have seen that a C 1, we appeal to the 
defiuition of C to show that a n 1 = a. 

We arc now in a position to prove a remarkable theorem which is 
basic to the application of the algebra of logie to the study of switching 
circuits. It deals with the expansion of a BoolcanfuMtion. We attempt 
to explain this notion before proceeding to the proof of T23. 

First, let us recall the icloo. of a function of a complex variable. EASen­
tially it is that a funr.t.iou iH a rule that allows us, given one complex 
number, to determine by computation a second; wo denote such a func­
tion of a complex variable by tho symbol f(z). Similarly, if we have a 
rule by which, given any pair of complex numbers (z,w), we can calculate 
a third value, we then have a function of two complex variables f(z,w), 
and so on. In every case the simplest function is a constant: f(z) = c. 

In our algebra of logic we shall use tho same symbols f(x), f(x,y), etc., 
where now x, y, ... can take as their values any of the objects of the 
class 0 with which our algebra concerns itself. 'l'he value of the function 
is also to be a member of C. We sha.11 begin by admitting any object of 
0 as a possible value of a constant function: f(x) = a, f(x,y) = a, etc. 
The next step is to admit identity: f(x) == x. We have available three 
operations n, V, ', and with these we can form a variety of expressions 
x Uy, x ('\ y, x Vy', (x' n y')', etc. In general, by a Boolean function 
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we agree to understand any expression that can be bui It up by starting 
with constants and the identity function and then applying our three 
operations a finite number of times. 

The fundamental expansion theorem will first be stateld for one variable 
and for two variables: 

(1) f(x) = (f(l) n x) V (f(O) (\ x') 
(2) f(x,y) = (f(l,1) r\ (x n y)) V (f(l,O) r\ (x n y')) V (f(0,1) 

(\ (x' (\ y)) U (f(i-0,0) (\ (x' (\ y')) 

" 
Now let l x; stand for xo V x1 V · · · V x,. and let x/ signify x; if i = 0 

0 

but x~ if i = 1. Then the two forms of the expansion theorem can be 
written 

1 

(1) f(x) = l (f(l') (\xi) 
.:~o 

1 1 

(2) f(x,y) = l l (f(l", 1'•) (\ (xii n yi•'J) 
i1=0 ii=O 

The general statement is T~u: 

1 l (f(l'•,1•2, ... ,111) 
.... o 
(\ (x1•1 n x2'' n . . . n x.c••)) (7-1) 

Note that, since, by Pa, an (b (\ c) = (an b) n c, either expression 
can be written without parentheses as a(\ b n c; this j11stifies the above 
notation. 

The scheme of proof here is to demonstrate the theoNm fork = 1 and 
then to proceed by induction. So let k = 1 and suppose that f(x) = c, 
a constant. Then, by T21, (c (\ x) V (c (\ x') = c (\ (::c V x') = c (\ 1 
= c; so the alleged expanded form does in fact a.lwa.rs give f(x) = c. 
Thus the theorem is true for f(x) = c. Now consider the case f(x) = x, 
so thatj(O) = 0, /(1) = 1. The theorem then states th:atf(x) = (1 n x) 
V (0 (\ x') = x V 0 = x, which is obviously correct. Now let g(x) 
= f(x)', and suppose that the theorem is true for f(x). The expression 
for g(x) should then be given by ((/(1) n x) V (/(0) (Ix'))', which can 
be transformed by T9 and Tio into (j(l)' U x') (\ (f (O)' V x). li'rom 
this, by application of T21 (using P2 and Pa twice), there are obtained first 
((/(1)' V x') (\ j(O)') V ((j(l)' V x') (\ x) and then ((f(O)' (\ /(1)') 
V (f(O)' n x')) V ((f(l)' n x) V (x' n x)), which, by T22 and the fact 
that x' n x = 0, reduces to ((/(O)' fl/(1)') V (f(O)' n x')) V (j(l)' 
n x), and this last expression can, by P2 and Tu, he written in the form 



154 ELECTRONIC DIGITAL COMPUTERS [CHAP. 7 

(f(l)' (I f(O)') U ((f(l)' (\ x) U (f(O)' (\ x')). Since x U x' = 1 and 
since, for any a, a(\ 1 = a, this can be writtenin the form ((f(l)' (\ f(O)') 
(I (x V x')) U ((f(l)' n x) U (j(O)' t\ z')), which, by T~u, becomes 
(((f(l)' n f(O)') n z) v ((j(l)' n f(O)') n z')) u ((f(l)' ri x) u (f(O)' 
n z')). The first and third and the second and fourth of these expres­
sions (joined by "U") can be brought together and rearranged, by Tu, 
P2, and Pa, to give ((/(1)' {'\ x) U ((f(l)' {'\ x) {'\ f(O)')) V ((f(O)' {'\ z') 
U ((f(O)' {'\ x') n f(l)')). If T17 is then applied twice, the result is 
(f(l)' (\ x) U (f(O)' n z'), which proves that, if f(x) can be expanded, 
tio can f(x)'. 

The next step is to show that, if any two functions f(x) and g(:t) pot11:1ess 
the expansion, then so does h(z) = f(x) U g(x). To begiu with, it iti 
obviously true that f(x) V g(x) = {(f(l) fl z) U (f(O) n z')) U ((g(l) 
n :z:) V (g(O) {'\ x')). By an application of Tia, this becomes ((f(l) {'\ x) 
U (g(l) {'\ x)) U ((f(O) n z') V (g(O) (Ix')), which reduces to ((/(1) 
U g(l)) n x) U ((f(O) V g(O)) {'\ x') by Ps, Tia, and Tu. This proves 
that h(x) = f(x) U g(z) also possesses the expansion. In a similar fash­
ion it can easily be established that f(x) {'\ g(x) possesses the e."Cpo.nsion. 

The above arguments show that any f(x) that is built up from com1tants 
and the variable z by a finite number of applications of V, {'\,and' must 
possess the alleged expansion, and so the theorem has been proved to 
hold for all such functions, usually ref erred to as 11 Boolean functions." 

The proof that the theorem holds for functions of any number of var­
iables now proceeds by induction. Suppose that Eq. (7-1) holds for 
fu11ctions of k - 1 variables. Then it is surely true that 

1 1 1 

f(z1,x11 ••• ,x1o) = l l · · · l (f(z11lh, ... ,11•) 
i1•0 ,,.o ,,_o 

(\ (:r:2'' (\ za'' n ... (\ x11'•)) (7-2) 

but, since the theorem is true for k = 1, it is certai11ly true that 

f(z11 l'•1 1 1.~, ... ,1'•) == {!(1°11'•,11•, ... ,1 1~) {'\ x1°) 
v (f(l1,1'•, 111, ••• ,1'') (\ ;1:1 1) (7-:J) 

and, if substitution is now made from (7-:3) into (7-2), the truth of the 
theorem for k variables follows immediately. Hence, since it has been 
established that the theorem is true for one variable, it follows that it iR 
t.rue for any finite number of VEtriables. 

There exists a second expansion in which the roles of U and {'\ are 
interchanged. It will be stated here, a.nd proved only fort.he case of a 
single variable. As a preliminary, the following theorem will be stated 
and proved: 
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T~u: a V (b ("\ c) = (a Vb) ("\ (a V c). For, by T:u, it is true that 
a' ("\ (b' V c') = (a' ("\ b') V (a'(\ c') and, by application of Pe, the 
definition of V, and Tio, the truth of TH follows. 

The expansion theorem TH will now be stated: 

1 1 1 

f(x1,x2, ... ,x1:) = n n . . . n (j(1•1,l'1, ••• ,1••) 

The product symbol II is taken to mean that the intersection or logical 
product of the terms following it is to be taken. A proof will be given 
only for k = 1, in which case the theorem becomes f(x) = (f(l) V x') 
("\ (f(O) V :z:). Start with the expansion of Tu, f(x) = (f(l) (\ x) 
V (f(O) ("\ x'), and apply Pe, Tu, Tio, and the definition of U, to obtain 
f(x)' = (f(l)' V x') ("\ (f(O)' V :i:). Upon application of Tn, this can be 
written f(:i:)' = ((f(l)' V :i:') (\ f(O)') V ((J(l)' V x') (\ x). By P2 and 
T21, this can be written f(x)' == ((/(1)' V x') (\ f(O)') V ((x ("\ f(l)') 
V (x ("\ :i:')) and, by the definition of 0 and by T12, this easily reduces to 
f(x)' == ((/(l)' V x') ("\ f(O)') V (f(l)' (\ x), and by P2 and Tu to f(x)' 
= (f(O)' ("\ f(l)') V (f(O)' (\ x') V (f(l)' (\ x). Now apply Tu and T12 
to replace /(0)' ("\ /(1)' by (f(O)' (\ f(l)') (\ (x V x'), which, by Pa and 
Tu can be written in the form (f(O)' (\ (f(l)' (\ x)) V (f(l)' ("\ (f(O)' 
("\ :i:')). Thus f(:i:)' == (f(O)' (\ (f(l)' (\ z)) V (f(l)' (\ (f(O)' ("\ :i:')) 
V (f(O)' ("\ :i:') V (f(l)' (\ x), which reduces, by T11, to f(:i:)' == (J(l)' 
("\ x) V (f(O)' ("\ x'). We now apply Po, Ta, Tio, and the definition of 
V to obtain f(x) == (f(l) V :c') (\ (f(O) V x). 

Several interpretations of the abstract algebra developed above can be 
made. Irirat, the elements a, b, . . . can be to.ken to be tho subsets of a 
11 universal set," which is represented by 1 (sometimea written "I"), and 
the "empty E1et, 11 which contains no elements and is represented by 0. 
The operations are iuterprcted as follows: (1) a Vb is the set of ohjectM 
that are members of set a, set b, or both; it is frequently written a + b, 
and the operation is referred to as "logical sum" or me1·ely "or." (2) 
a("\ bis the set of objects that are simultaneously members of hoth Het 
a and set b; it is frequently written a X b or simply ab and is referred to 
as "logical product" or "and." (3) a' is the set of objcctl'I that arci 
included in the universal class but not in a; it is sometimes written a or 
Ca and is referred to as "not a" or "the complement of a." ( 4) The 
derived relation a C b is understood to mean that set a is a subset of set b. 
The drawing of a few simple diagrams suffices to convince one that the 
poRtulateR P1 to P7 do indeed hold with this interprctat,ion and, therefore, 
that all the tbeoremR must automat.ically be true when RO interpreted. 
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As a second interpretation, consider the calculus of propositions. 1 The 
elements, usually written p, q, r, • . . , are interpreted as propositions, 
at least as propositions that can be asserted to be true or false, so that 
each proposition has a 11 truth value" t or 1 if true, f or 0 if false. The 
operations are: (1) V is written for V; p V q signifies the assertion of p 
or q, and the operation is called "alternation" or "disjunction." (2) A 
is written for r\; p /\ q signifies the joint assertion of p and q and is called 
"conjunction." (3) For ' we substitute ,...., or-; "'P 01· p signifies the 
denial of p, and the operation is called "negation." (4) Whereas in our 
abstract algebra. " C " stands essentially for a. statement in terms of the 
equivalence sign " == ," which is itself exterior to the algebra, in the cal­
culus of propositions the symbol ":::>" is introduced by the definition 
that p :::> q is equivalent to the proposition p V q (" p is false or q is 
true"); p :::> q is read as "p implies q." A short consideration of the 
Boolean postulates suffices to convince one that they all hold under the 
propositional interpretation, and so all the theorems can also be so inter­
preted; of course theorems whose statement involves "C" will not he 
used, and new theorems will appear involving ":::>." Note that it is 
always possible to check a. theorem of the calculus of propositions by 
showing that the propositions asserted to be equivalent do indeed always 
have the same 11 truth value." Ai!. a.n example of the computati1>n of 
truth values, consider the possible values of p V q: p can be 0 or 1 (J or t) 
and so can q. We apply the rules 0 V 0 = O, 0 V 1 = 1 V 0 == 1 V 1 
== 1. The results can be displayed in tabular form : 

'P 

1 
1 
0 
0 

q 

0 
1 
0 
1 

1' v q 

0 
1 
1 
1 

The itable reveals that p :::> q is true if p and q a.re both false or both t.rue 
and also when pis false and q is tnie. Thus p :::> q is not quite whu.t; we 
mean when we say "p implies q11 in ordinary language; for thi1:1 1·on1-1on 
the operation is frequently designated "material implic:ation" as diHtin­
guisJ:ied from "strict implication,11 a notion introduced by C. I. Lewi~. 

A ihird interpretation is Shannon's switching algebra. 'l'hc elcmentH are 
variables that refer to the state of the conta.cts of relays; they assume but 
two values, 0 (closed) and 1 (open). We have the operations (1) a+ b, 
which signifies the state of two relays in series and is formally cquiva.lent 
to a V b, since 0 + 0 = 0, 0 + 1 == 1 + 0 = 1, and 1 + 1 = 1; (2) ah, 
which signifies the state of two relays in parallel and is formally equivalent 

1 Ibid., cha.p. 2. 
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to a /\ b; (3) a', which signifies the opposite of a, i.e., if a = 1, a' = O; if 
a = O, a' = 1. With these interpretations the postulates P 1 to P1 are 
satisfied, and so all the theorems of Boolean algebra are available. 

As a fourth example, recall the remarks made in Sec. 4-12 on the Harvard 
switching algebra. This is also a two-valued algebra; its addition and 
multiplication rules are, however, those of ordinary arithmetic. Precau­
tions are taken that no sum ever exceed 1, and the resulting algebra is 
equivalent to a system founded strictly on Boolean algebra; for example, 
the expansion theorem T 2& is valid. 

A fifth example is Lewis's switching algebra,1 in which the variables 
refer to the 1:1tatcs of pairs of relay contacts: z = 0 and :i:: == 1 signify 
open and closed contacts, respectively. Ordinary arithmetical addition 
and multiplication are used. Thus, if relays :i:: and y are in series, the 
state of the con1bination is described by zy. The negation operator 
is introduced by the definition N(:i::) = 1 - x. It is then possible to· 
describe the combined state of two relays whose pairs of contacts are 
in parallel by the expression N(Nz ·Ny), which turns out to have the 
value z + y - xy, so that, as in the Harvard switching algebra, numerical 
values are restricted to 0 and 1. The algebra possesses all the cus­
tomary features, such as an expansion theorem. A variety of other alge­
bras, some strictly arithmetical and some possessing features of Boolean 
algebra, have been published. 2-4 

As a sixth and finu.l example, there is the system used by D. R. Hartree. 6 

This is a two-valued system, 1 standing for the presence of a signal, 0 
for its absence. •1'huR 1 can staud for an electrical pulse and 0 for its 
absence, or 1 and 0 can stand for the two possible voltage levels at some 
specified poiut (e.g., the voltage at the plate of one tube of a toggle), aA 
in the Harvard 1-1y1-1t.om. The system is strictly Boolean. The negation 
and alternation (11 or") symbolR are those of the calculus of propoRitions. 
For conjunction ("and") Hartree uses "&," reserving the symbol 
"/\"to sigrtlfy "<ixc:h1Hive or," defined as follows: p /\ q - (p & (-..q)) 
V ((,.....,p) & q). 1.'hus p /\ q hall the value 1 if one and only one of p 
and q has the value 1. It can readily be shown that q /\ p == p /\ q 
and that p /\ (q /\ r) == (p /\ q) /\ r, this combinu.tion having the value 

1 I. A. D. J,owi11, A Symholi<1 Mot.hod for t.ho Solution of Somo Switching o.nc:l ltoli~y­
circuit Problems, Pro1:. IEE, vol. 08, pt. 2, no. 111, pp. 181-Hll, Mn.y, Ul51. 

1 0. i>lcchl n.nd A. Duschck, GrundzO.ge cinos Algobrns dcr oloktriachon Scha.ltunp;on, 
Osterr. lng.-Arch., vol. 1, p. 2o:i, 1!>46. 

a G. A. Montgomcrin, Sk<it.ch for an Algebra of Itola.y o.nd Contractor Circuits, 
Proc. IEE, vol. 05, pt. 2, p. 355, l!J.18. 

4 G. H. Buffory, A Contribution to the Algebra. of Rola.y and Switch Conto.cts, 
Proc. IEE, vol. 07, pt. 2, p. 351, 1950. 

1 D.R. He.rt.rcCI, "Cn.lcnln.tinp; Instruments e.nd Ma.chinos," chap. 81 secs. 8.4 a.nd 
8.5, Tho Univcr1dt.y of IlliMi11 Prcs11, Urhn.nn., Ill., Ul40. 
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1 if one or three of p, q, r have th~ value 1, but the value 0 if just two of 
the three have the value 1. 

Enough has been said to alert the reader to the fact-perhaps regret­
table-that a number of different ways of writing the theorerot:1 of the 
Boolean algebra exist and that he must be prepared to meet these in the 
literature. 

7 -4. On the Simplification of Switching Functions. If the Boolean 
algebra afforded merely a convenient symbolic means of writing down 
complicated switching functions, it would hardly be worthwhile to dovotu 
so much space to it. But, beyond this, it affords a systematic method 
for simplifying complicated combinations of logical clements (mixer1-1, 
gates, inhibitors) by application of the theorems proved above. It was 

Fxo. 7-2. Rcla.y circuit to be simplified. 

for purposes of syl:!tematic simplifica­
tion that Shannon originally npplicd 
methods of this kind. Com1idcr a 
1:limple example given by Rlumnon.. 1 

---:~J---
z w 

Fxa. 7-3. Simplified form of l•'ig. 7-2. 

The hindrance of this circuit (see Sec. 7-2) is given by 

H(x,y,z,w) = x + [(x + (y · (z + w))) · (x' + (11 · (w + y')))] (7-5) 

By TH, the right member (bracketed) of Eq. (7-5) cnn h<l writ.tnn in t.hc 
form 

(x + (x + (y · (z + w)))) · (x + (x' + (y · (w + y')))) 

By Tu, Tu, and Tu, this becomes 

(x + (y · (z + w))) · (1 + (y · (w + 1/))) 

and, by T22 applied twice, thi".1 reduces to H = x + (y · (z + w)), whic:h 
is the hindrance of the much simpler circuit shown in Fig. 7-:t A<lmit,­
tedly, the reduction i1:1 obvious upon inspection of Fig. 7-2; however, 
it is useful as an illustration. 

The whole object of such a procedure is to obtain a swit.ehing fmrntiou 
of the simplest possible form. This term obviously 11c<ld1-1 to hli tfofinccl, 
since it is not at all clear in what Rense 11 simple1-1t" shonl<l he taken. 
Ordinarily, the form of a given switching function considm·<ld to !Jn Him­
plest is the form that involves the least number of occurrt•ncoH of the 
variables. It should be noted, however, that the function that i1:11:1implest 

1 C. E. Shannon, The Synthesis of Two-terminal Switching Networks, Bell S11stem 
Tech. J., vol. 28, no. 1, pp. 59-98, January, 1949. 
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in this semm is not necessarily the most desirable from the point of view 
of practical engineering, since it may well lead to a circuit that is very 
difficult to design satisfactorily. The results of logical simplification must 
always be examined critically from the circuit designer's point of view. 

By generalization from the example discussed above, the problem of 
simplifying n. switching function can be defined as the problem of finding 
a function of simpler form (e.g., in the sense of involving fewer occurrences 
of the variables) that assumes the same values as the given function. In 
some cases the new function may also be a function of fewer variables, 
which happens if the functional value is not changed when some variable 
is replaced by its negative; for example, f(p,q) == (p A q) V (p A q') 
redU(ics &mply to p. 

It is possible to proceed to the simplification of a given function by 
deriving all functions that assume the same values (or have the same 
truth table) and to select from these the one of simplest form; this is 
simplification by exhaustive comparison. 1 The only drawback to this 
is that, presumably, a great deal of labor is required; reflect that 211" 

switching functions of n variables exist (thi.A is readily seen since in the 
disjunctive normal form there are 2" terms and the coefficient of each 
can have one of two possible values). However, thc:r;e is no reason why 
the problem of generating the functions equivalent to a given function 
cannot be handled successfully by means of a digital computer. 

A second type of approach is to operate on the given function by means 
of logical t.hcoremR. This procedure goea back to Ahannon's original 
work, and a conl'liderahlc amount of cff ort has been oxptlndcid upon it. 
Perlui.p:-1 the moRt famous reRult of this has been tho C1rcat.iou of the Har­
vard minimizing c:hart.R.2 No derivation is given in. t.he publication in 
which their ui:m is expounded, but Burkhart3 has Rtutc~d t;ho logical basiR 
for their c:o11F1t.ructio11 and has 11how11 that they do not no<mRAarily result 
in the simplest equivalent function. 'fhe chartR do, howovcr, ordinarily 
give useful i·esults and have the advantage of being Rimple to use. An 
example of a reduction obtained by this met,hocl will be given. Another 
procedure has been presented by W. V. Quine, and this also will be given 
below. 

Reductions can be effected also by other methods worked out at the 
Harvard Compntation Laboratory. The central idea in these is the 
"minimum g<'lncrating set" of all the switching functions of n variables. 
Suc:h a set of functions has the property that, if the functions belonging 
to it are transform.<>.d in all possible ways by permuting and negating the 

1 W. H. Burkhart, Theorem Minimization, J. ACM, Ma.y, 1952, pp. 259-263. 
1 Staff, Ha.rvo.rd Comput.a.tion Laboratory, "Synthesis of Electronic Computing and 

Control Circuits," chap. 5, lla.rva.rd University Pl"oes, Cambridge, Maas., 1951. 
a Op. cit. 
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variables, all the possible 21" functions of n variables are obtained. An 
essentially aJ:ithmetical approach to this problem, depending on the prop­
erties of a suitably defined cho.racteristic function corresponding to a given 
switching function, has been worked out.1 Another approach depends 
upon certain combinatorial theorems connected with the theory of groups, 
originally due to George P6lya. 2•8 

To apply the Harvard minimizing charts, it is necessary first to write 
the given function in the disjunctive normal form of Theorem 23 [Eq. 
(7-1)]. The result of the operations is a simplified equivalent (in the 
sense of fewer occurrences of the variables) expressed, however, in the con­
junctive form of Theorem 25 [Eq. (7-4)]. Before the method is described 
it is necessary to introduce a simplified notation for the coefficients. 
Each coefficient denotes the value of the given function for a set of values 
of the variables, h1 which each varin.ble assumes one of the values 0 and 1. 
These are written down in the order in which they occur, and the result ia 
interpreted as an n-bit binary integer; this in turn is converted to a deci­
mal integer and then the functional value iu question is dcl'!lignu.tcd by the 
letter f with the equivalent decimal integer as subscript. 1•'01· uxample, 
f(O,O,O) is written f o, f(O,O, 1) is written f 1, and so on, up to/( 1, 1, 1), which 
is written /7. For the three-variable case the chart is writt.t11t u.H follmv1:1:4 

fo p' q' r' p' Ag' p' Ar' q' Ar' 711 A I/' I\ r' 
fi p' q' r p' A 11' p' /\ r q' /\ r 1i' I\ I/' I\ r 
ft. p' q r' p' /\ q p' I\ r' </ /\ r' 71' I\ I[ /\ r' 
fa p' q I' p' I\ q p' /\ r I/ I\ r 71' I\ I/ I\ r 
f4 'P rt' r' p I\ q' p I\ r' 1[' I\ r' 71 /\ 11' I\ r' 
fa 'P 

,,, 
/' p I\ q' p /\ r I[' I\ r 11 l\'11' Ar 

fa p q r' 'P I\ q p I\ r' IJ I\ r' 11 I\ IJ I\ r' 

" p q r P Aq p I\ r q I\ r 
I 71 '"I I\ r 

The first step is to note, in the disjunctive norm1i.l form of f, t.h<'l fi that 
are equal to 1, and to draw a horizontal line acrORl'.I the chart; through uneh 
such f,. Next, note each variable or combination of vnritthloH through 
which each line passes, and cross off these comhinat.io11t1 wlwrciv<lr oilm 
they occur in the srune vertical column. Now im:1p1.wt; cinch row for which 
f, = 0. Some rows will be found in which there irl only on<l m1m1wkll<l. 
combination of a minimum number of variablei=i. 'l'lmHt' 11ombinntfont1 

1 W. L. Semon, Cho.mcturitJtin Numbers and Their U1:1u in thn Uci<·umpoHit.ion or 
Switchinp; Functions, J. ACM, Mn.y, 1952, pp. 273-280. 

1 T. Singer, Tho Theory of Cmmting Techniques, J. ACM, M1Ly, 1052, pp. 287-
291. 

1 R. L. Ashenhurst, The Applimi.tion of Counting Tcuhniqurn1, J. ACM, l\fay, 
1052, pp. 293-.105. 

4 This description of the contJtruction and use of tho minimi~ing cha.rt is t.n.ku1l 
directly from "SyntheeitJ of lillautronio Computing; o.nd Cont.ml Circ111ito11," pp. 50-J>7. 
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are called "essential" combinations. Each such combination and all 
repetitions of it in the same column are now to have circles drawn about 
them. The rows that contain no encircled unmarked combinations are 
then inspected; each will be found to contain at least two combinations 
of a minimum number of variables, which are called "optional" combina­
tions. Encircle at least one "optional" combination in each row, and 
encircle all occurrences of such a combination in its column. This 
should be done in such a way as to minimize the number of distinct 
optional combinations encircled. The product of the negativeH of the 
essential and the optional combinations is the desired minimal form of the 
original function. 

As an example, consider the function 

(q /\ p') V (q /\ r') V (q' /\ p) V (q' /\ r) 

Substitut.ion of tho values shows that/o = f(0,0,0) = O,f1 = f(0,0,1) = 1, 
/2 = f(0,1,0) = 1,fa = /(0,1,l) = 1,/4 = f(l,0,0) = 1,f& = /(1,0,1) = 1, 
fe = f(l,1,0) = 1, f7 = /(1,1,1) = O. The table bocoinos 

so the fu11ction rcducel'I to 

(p' /\ <l /\ r')' /\ (p /\ q /\ r)' 

which involves 1:1ix occurrencc111 of the variableR ini-1tottd of eight. A 
moderate amount of manipultition puts t.his into tho form 

(p /\ q') V (q /\ r') V (p' /\ r) 

which is the same kind of oxprciHsion as the one from which we Atartod 
hut whfoh ifl a di1-1junot.ion of only three terms imtca.d of four. 

Thero is a groat. doal more to the Harvard algebra tho.n appears above; 
fo1· example, a great deal has boon done toward oxprcsAing functio111:1 in 
terms of the vammm-tubo opcratom which were defined in Chap. 4. 
Nothing will ho said here ahout this; the reader is r<ifcrred to 11 Sy11thm1iK 
of Electronic Computing ancl Control Circuits." Noto also that an 
equivalent chart method has been p11bfo1hecl by Vcitcih. 1 

1 E. W. Vuituh, A Cho.rt Method for Simplifying Trut.h Funotion11, J. AOJll, 
May, 1052, 1>p. 127-133. 
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Another simplification process is originally due to Quine 1 and has been 
developed by Samson and Mills2 and by Quine. 3 In order to proi,;ent it, 
it is necessary first to define some terms: 

1. Afundamentalforrnula is a conjunction of letters p, q, r, etc., in which 
no letter appears twice; fundamental formulas will be designated by Greek 
lower-case letters c/J, 1/;, etc. 

2. A normal formula is an alternation or disjunction of fundamental 
formulas, which are said to be its ''clauses." Normal formulu.H will he 
designated by Greek capitals w, '11, etc. 

3. A fundamental formula is said to subsume another fundamental 
formula if and only if each letter contained in 1/1 iR also contained in cf>; 
for example, if q, = p /\ q /\ r, if.I = p /\ q, then cp subsumeH ,P. 

4. The consensus of fundamental formulas p /\ cf> and p' /\ if; is found 
by forming q, /\ 1f; and deleting any duplicates, provided that in the 
result no proposition is both affirmed and denied. 

5. cf> is a prime implicant of <P if and only if (a) cf> ::> 9? n.nd (b) cf> doo::1 not 
subsume any shorter fundamental formula 1/1 such that 1f; ::><I>. 

The objective of the simplification process is to find the shortmit. norm11l 
formula equivalent to a given <P. Quine has proved~ that nny 1:1horte1:1t 
altcrnational normal equivalent of <Pis an alternntion of prime implicant:-i 
of <P. Hence the process is essentially a systematic method of finding thti 
prime implicants or, rather, of reducing <P to an alternntion of prime 
implicants i after this has been done, it is still necessary to find tho 1:1hortest 
such alternation, as will be explained below. 

The reduction of <P to an altemation of all its prime implicantH d<ipcnds 
upon the repeated application of two rules: 

1. If any clause ¢of .P subsumes another clause 1/1, then drop ¢. Al1-10 
replace p V (p' /\ ¢) by p V <P and p' V (p /\ t/>) by p' V cf>, which uan 
be done only if p itself (or p') is a clause. 

2. Adjoin to <I> as an additional clause the consemml'I of t;wo cln.1rn<'."I, 
but do this only if the consensus does not subsume any dm1:-1<i already 
present. 

These two rules are applied as of ten as possible, rule 1 being ttppliod 
as often as possible before and after each application of rulo 2. Quinn 

1 W. V. Quine, The Problem of Simplifying Truth Functions, Am. Math. M1mthl11, 
vol. 59, no. 8, pp. 521-531, October, 1952 (Quine I). 

1 E. W. Samson and B. E. Mills, Circuit Minimization: Algcbm and Alµ;orit,hmH fur 
New Boolean Canonical Expressions, Air Force Cambridge J~esr.ardt 01°11.tnr 7'1:l'h. 
Rept. 54-21. 

8 W. V. Quine, A Way to Simplify Truth Functions, Am. Math. Mm1lhl!f, vol. 02, 
no. 9, pp. 627-6:H, November, 1955 (Quine II). 

4 Quine I. 
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has provedt that, when no further applications are possible, the remaining 
formula. must be an alternation of all and only prime implicants. 

To illustrate the application of these rules, consider the example given 
by Quine: 

t> == (p /\ 8) V (p' /\ a') V (q' /\ t) V (p /\ r /\ 8) V (q A r /\ s') 
V (p A q /\ r At) 

Here p /\ r /\ s Huhsumcs p /\ sand is therefore dropped; this is the only 
possible application of rule 1. Then look for the possibility of finding 
conscnsus01-1 ; thit-1 can be done for p A s and q /\ r /\ s', yielding p A q 
/\ r, which is adjoined 111ince it subsumes no clause. 1'he result is 

(p /\ 8) Y (p' /\ s') V (q' A t) V (q /\ r /\ s') V (p /\ q /\ r A t) 
V (p /\ q /\ r) 

Now apply rule 1 again to drop p /\ q /\ r /\ t, which subsumcfl (p /\ q 
/\ r). The conK<lllHUHCS r /\ 81 /\ t of q' /\ t and q /\ r /\ s', an<l p /\ r 
/\ t of q' /\ t and p /\ q /\ r are adjoined, giving 

(p /\ s) V (p' A s') V (q' /\ t) V (q /\ r /\ s') V (p /\ q /\ r) 
V (r /\ s' /\ t) V (p /\ r A t) 

in which no clause subsumes any other, and no further colli3ent:1uses exist; 
so these cla.u1.-1cH mm~t be the prime implicants of tl>. 

Now, to find the 1:1hortc1:1t equivalent, it is necessary to eliminate a.s 
many clauses as possible. 'l'he test of diapensability iR very simple: 
find whether any (1ltmscs imply the remainder of the formula, and drop 
any that do. It must, however, he ohHervcd that, if all pofoutially dis­
pensable clau1:1es arc found, it, uannot be concluded that flll are in faet 
dispensa.blo, for the dropping of one may make another indi~penHablo. 
The following pro1~cdure has been found c1onve11icnt. First of all, tho 
elauses that wcrt1 added hy rule 2 after the last application of rule l arci 
obvious candidates for diRpcnHJ.tbility, fo1· they added nothing new to thci 
trut.h table, being ucmscnsuacMj they am ln·ac1kotcd. Now th<l altc.m1ai;ion 
of unbracketed nlaui«lH iR eonHiclcrud, and the diRpcnRahility tcRt 1tpplied 
in<lividnally to tmtl11. Ju the cxamplo, it turns out that p /\ q /\ rand 
q /\ r /\ s' oad1 imply tho alternation of the four elam.40R thu.t remain 
when it has bccm <l<ilctccl; thcHe candidates tuo arc bracketed, giving 

(p /\ s) V (p' A s') V (q' /\ t) V [(q /\ r A s')] V [(p /\ q /\ r)] 
V [(r /\ s' A t)] V [(p /\ r A t)] 

The unbracketed r<1mainder 

(p /\ 8) v (p' /\ a') v (q' /\ t) 

is called the 11 core" of cfi, and must either he iuelf or be contained in the 
1 Quine Il. 
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shortest normal equivalent. Next, test each bracketed clause to see 
whether it implies the core; if it does, drop it entirely. In the example, 
this is not the case for any of the bracketed clauses, and a further testing 
program must be carried out. In doing this, it is sensible to start by 
testing as large as possible an alternation of bracketed clauses to see 
whether this implies the rest, because it is desired to drop as many clauses 
as possible. In the example, this means starting with alternations of 
three of the bracketed clauses, for it is known that the core i1:1 not implied 
by any of the four individually and, therefore, is not implied by their 
alternation. It turns out, as the reader can verify, that 

and 
imply 
and 

(q /\ r /\ s') V (r /\ s' /\ t) V (p /\ r /\ t) 
(p /\ q /\ r) V (r /\ s' /\ t) V (p /\ r /\ t) 

(p /\ s) V (p' /\ s') V (q' /\ t) V (p /\ q /\ r) 
(p /\ s) V (p' /\ s') V (q' /\ t) V (q /\ r /\ s') 

respectively, and so the last two expressions are alternative simplei:;t nor­
mal equivalents of <I>. 

It becomes clear this process too depends upon cut-and-try methodH 
for its completion. No process has yet been devised that avoids thiH 
unfortunate eventuality. However, if the testing appears to be to'o 
formidable, it can be programmed for execution by a digitiil computer. 

7-5. '.Multiple-output Switching Circuits. Circuits of this type <ixist 
in great variety and are used for many purposes: as multipositiou 1:1witcht1H, 

E E E 

...----oo 

FIG. 7-4. Simple decoder. 

as encoders, as decoders, and as arithmetical circuits. A very c<>mmon 
type i'l constructed to accept n binary inputs and to yield 2" out.putR. 
Clearly, 2" gates each having n inputs suffice to accompfo1h thiH, but it, will 
be seen that more economical arrangements exist. Todn.y, circuitH of 
this kind are constructed almost exclusively of crystal diotles. Circuits 
built up of triodes and pentodes will not be discussed; a full treu.tment of 
them can be found in "Synthesis of Electronic Computing 1md Control 
Circuits/' chap. 6. Some circuits built up of magnetic elmnents will be 
prelf!ented; these have the advantage of greater dependability. 
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Consider first the simplest case, n = 2. Let Pi and p2 be the inputs, 
the value 1 signifying the higher of two voltage levels and 0 the lower. 
Four diode gates having inputs (p1,p2), (p~1p2), (p1,p~), and (p;,p~) gen­
erate the 22 = 4 outputs P1 /\ p21 p~ /\ p2, Pi /\ p~, p~ /\ p~. In Fig. 
7-4, the input voltages E1 and E2 can assume the levels, for example, 
E and 01 where Eis positive; if E1 = E, then Ei = 0, and so on. The 
voltage supplied to the anodes of the crystals is any value equal to or 
greater than E. If E1 and E2 are both low, then point 0 is at E volts and 
points 11 2, and 3 are at 0 volts. If E2 is high and E1 is low, then point 1 
is at E volts and the rest at 0 volts, and so on; the outputs 0, 1, 2, 3 cor­
respond to p; /\ p~, Pi /\ p2, Pi /\ p~, and P1 /\ p2. A neater way of 
drawing the schematic is shown in Fig. 7-5; this is the convcntiomtl diode 
matrix and has the advantages of being ensy to remember and to draw . 

E1 E]. E2 Ei 

Fm. 7-5. Simple doc:odor drawn in form of u matrix. 

for any n. Vory commonly, in practice, the pair of lca.ds to ltl1 and E~ arc 
connected t.o t.hc tmodes of the tubes of a toggle. 

For any intog(ir n, the number of diodes required to form th(\ ma.trix is 
n X 2", Hinc:o tho circuit oonsi:ots of 2" gate circuits each having n input.1-1. 
More cconomicml circuitH will now be derived, i.<1., the" pymmid" and the 
'' rect.angl<1. '11 

Consider, for <ixnmplc, the case n = 4. '!'he 24 = 1 t> output,1-1 are 

p 0 = p~ /\ p~ /\ p~ /\ p~ 
P I I I 

2 = Pi /\ P2 /\ Pa /\ p, 
P4 = P11 /\ 1h /\ P~ /\ P~ 
Po = P~ /\ P2 /\ Pa /\ P~ 
PH = Pi /\ p~ /\ P~1 /\ p~ 

Pio = 1>1 /\ p~ /\ pa /\ P~ 
P12 = Pt /\ P2 /\ P~ /\ P~ 
P14 = P1 /\ P2 /\ Pa /\ P~ 

1'1 = p~ /\ P~ /\ P~1 A p4 
P3 = Pi /\ P~ /\ 7>:i /\ 7'4 
Pr; = p; /\ P2 /\ 1>~1 /\ p4 
P1 = p~ /\ P2 /\ 7>:i A 7>, 
Po = P1 /\ p~ /\ 1>~ A p, 

Pu = P1 /\ p~ /\ Va /\ p4 
Pia = P1 /\ 7>2 /\ P~i A r>i. 
P1& = Pi /\ P2 /\ pa A pi, 

(7-6) 

1 We follow tho t.urminoloizy of "Synthetiis of rmectronic Computing and Control 
Circuits." The rcct1inglo i~ 111tll(\(l the motit economical circmit in U. It. Brown nnd 
N. Rochester, ltcc1tificr N ctworks for Multiposition Switching, l'roc. l ItJil, vol. :i7, no. 
2, pp. 139-147, Fchrunry, 104!'1. 
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Evidently, if we set a = p~ /\ p~, b = p~ /\ p2, c = P1 /\ p~, d = P1 /\ P2, 
this table can be written 

Po = a /\ p~ /\ p~ 
Pa = a /\ Pa /\ p, 
Pa = b /\ pa /\ p~ 
p9 = c /\ p~ /\ p4 

P12 = d /\ p~ /\ p~ 
P 1s = d /\ Pa /\ p, 

P 1 = a /\ p~ /\ p, 
p 4 = b /\ p~ /\ p~ 
P1 = b /\ Pa /\ p, 

Pio = c /\ Pa /\ P~ 
P13 = d /\ p~ /\ p4 

P2 = a /\ Pa /\ P~ 
Pr. = b /\ p~ /\ P• 
Pa = c /\ p~ /\ p~ 

Pu = c /\ Pa /\ p4 
P1, = d /\ Pa /\ p~ 

Now, setting e = a /\ p~, f = a /\ pa, g = b /\ p~, h = b /\ pa, 
/\ p~, j = c /\ pa, k = d /\ p~, and l = d /\ pa, we obtain 

Po = e /\ p~ P1 = e /\ p, P2 = f /\ p~ Pa = f /\ P• 
P 4 = g /\ p~ Ps = g /\ p, Pa = h /\ p~ P1 = h /\ p4 
Pa = i /\ p~ Pu = i /\ p, Pin = j /\ p~ Pu = j /\ p4 

P12 = k /\ p~ Pu = k /\ p, Pl4 = l /\ p~ P16 = t /\ p, 

(7-7) 

i = c 

(7-8) 

, I I I I t or, settmg q = p3 /\ p4, r = p 3 /\ p,, 8 = Pa /\ p 4, = ]Ja /\ p.i, we may 
write 

Po= a/\ q P1 =a/\ r z.>2 = a/\ s Pa= a/\ t 
p, = b /\ q Pri = b /\ r PG= b /\ 8 P1 = I> /\ t (7-9) 
Ps = c /\ q Pu = c /\ r Pio= c /\ s P11 = c /\ t 

P12 = d /\ q Pu= d /\ r Pa= d /\ s P1r. = d /\ t 

Consider first the generation of a, b, c, d; thiR requireR four diode gatt~l:I 
and can be accomplii.:ihcd by the circuit shown in logimtl form in l1'ig. 7-ll. 
Now consider the exprcssiouH e, f, g, h, i, j, k, and l. Wo require for t.ll<'ir 

d 

P2 P2 

generation eight diode gutes, u.ntl, 
finally, from Eqt1. (7-8), we 11m:-1t ha.vc 

Pi 16 more diode gates to generate l'o 
to Pu. The coinplotc ciirc:uit,, whfoh 
is shown in logical form in lt'ig. 7-7, 

P'1 therefore requires 

(4 + 8 + W)2 = no 

FIG. 7-6. First stage in deriving thn 
pyre.mid. 

diodes, whereu..-1 tho 1:1tru.ight.forwu.rd 
matrix required 64. It r.mt bo i,;hown 
that an n-input circ:uit of thiH type 
incorporates 2"+2 - 8 diodoH. B'rom 

Fig. 7-7 it i11 apparent why this configuration is called u. pyru.mid. 
Now consider the form (7-9) of the equations. Here wo hlwc but eight 

factors a tot to deal with, and it is clear from their form that t.hc firl'lt four 
can be generated by a simple matrix consisting of four gates, a1ld the 
second four by a similar circuit; each of a, b, c, dis then used a.<i one input 
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to a gate of which the other input is one of q, r, s, t. All told there are 
then 24 gates using 48 diodes. In general, it can be shown that the num­
ber R,. of diodes required for n inputs p1, p2, , Pn satisfies recursion 
formulas 

Rsn = 2Rn + 22"+1 

R2n+1 = Rn+1 + R,. + 22..+2 
(7-10) 

The logical diagram of a rectangle for n = 4 is shown in Fig. 7-8. A 
table t:ihowing the actual number of diodes required for 2 ::; n ::; 8 is 
given in the "Synthesis of Electronic Computing and Control Circuits. 111 
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Nothing hru:: been Haid co11cer11ing general procedures for the minimiza­
tion of multiple-output Awitching circuit1:1. This has been treated recently 
by Muller for the tmse in which the outputs can he expre1:11:1ed a1:1 a tiot of 
Boolean polynomials in the input variables. He has shown th11t, under 
these circumst,ances, the problem of aimultanoou~ly minimizing q polyno­
mials in p variables can be reduced to the problem of minimizing a single 
polynomial in p + q variables. His argument2 will not be pre11onted here. 

1 &'C "Synthesis of Electronic Computing a.nd Control Circuits," pp. 138, 135, 137, 
139 for the formulM for the number of cliod11s in ea.ch configuration and tho table. 

s D. E. Muller, Application of Boolean Algebra. to Switcl1ing Circuit Design, 
IRE Tra.na. on. Compuoor8, vol. UJC...~, no. a, pp. 6-1.2, September, 1954. 
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7-6. Crystal-diode Circuits. So far this chapter has been devoted 
exclusively to questions of the logical design of switching networks. Once 
a logical structure has been settled upon, the task of working out an 
adequate physical realization remains, and this involves purely practical 
considerations of circuit design. It is necessary to take into account 
such things as the necessary voltage levels at input and output, the types 
of source from which inputs are derived, the circuits which the output is 
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Pg 
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[J 

q r 

P4, P2, P2 

p-P4 
T T 
P3 Pa 

Fm. 7-8. Rectangle. 

to drive, distributed capacitances as they affect rise-and-fall time, and 
the fact that the elements employed, e.g., crystal diodes, arc not ideal. 

Consider the circuit of Fig. 7-9, where tho n inputs to the m mixers 
can assume the levels Eo and Ei (Eo > Ei) and where Eo ancl J11'i rcprc1:1cnt 
1 and O, respectively. If the diodes were ideal, possessing zero forward 
resistance and infinite back resistance, the output levels also would be 
Eo and E1. However, Rb is not infinite and R1 is not zero; so, for any 
given combination of input voltages, it is necessary to replace the diodes 
by the appropriate values of Rb and R1 ; it is then possible, for any given 
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combination of input voltages, to compute the output voltage. For this 
voltage to be high, the outputs of all m mixers must be high, and any one 
of these is high if at least one of its 
inputs is high; clearly, the greater 
the number of high inputs, the higher 
the output will be. Hence the most 
pessimistic estimate for the high out­
put voltage is obtained when just one 
input to each is high. If the high 
value of the output is designated 
by E1, then this value is Emin· Simi­
larly, a low value ]ff of output volt­
age is obtained if at least one mixer 
output is low; if more are low, then 
the output voltage is lower. The 
most pessimistic estimate E-x occurs 
when the output of one is low and 
those of the others are as high as pos­
sible. Analysis of the equivalent cir­

E1 Ea 
FIG. 7-9. Two-level circuit. (An Wang, 
Proc. IRE, vol. 40, no. 8, p. 931, Augmt, 
1952.) 

cuits for these two cases, under the assumption that R1 « R1, R2 «Rb, 
shows that the difference Emin - !Jl,u. is given hy1 

(Eo - Ei) { l - R1 -+ R 1Rb/[~1 + (n =.--i)R1] 

- Ii;+ Ri + t'njr~~-+···cm·::-1)R2J} 
The factor by which Eo - E 1 is multiplied can easily become 0.5 or less. 
It is possible to compensate for this attenuation of the signnl through the 
circuit by replacing the d-c supply voltage to the gate by a value greater 
than Bo. 

Similarly, consider the output voltu.geR of a matrix. Consider an 
n-input matrix of the form of F'ig. 7-5, and suppo1:1e that 

Ei = E2 = · · · == E .. = O E~=E~- · · · == l~~.-l!l 

The diodes are then replaced by R1 or by Rb, as appropriate; for example, 
in the case n = 2, the circuit is shown in Fig. 7-10, the selected terminal 
being terminal 4. It is evident that terminals 1, 2, 3 are at positive volt­
ages, whereas ideally they should be grouudcd. ll'or the general situation, 
the equivalent circuit of Fig. 7-10 has been <lcrived, 2 on the assumption 
that all unselected terminals are at the same voltage. On this basis, the 

1 An Wang, Miniature Rectifier Computing a.nd Controlling Circuits, Proc. IRE, 
vol. 40, no. 8, pp. 031-!>30, August, l!l52. 

t Brown and Rochester, op. cit., p. 143. 
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unselected-terminal voltages a.re given by 

E 
n2 .. - 1RRb 

1 + R1[n(2-1 - l)R + (2" - l)Rb] 

[CHAP. 7 

and in ordinary cases a.re small compared to the selected-terminal voltage 
E; in fact, as n becomes infinite the value of this expression approaches 
(R1/Rb)E as limit. For the case n = 6, R = lOR, = O.lR,,, the value 
is very nearly E/24. Thus a circuit of this type, operated as assumed, 
can be depended upon to give good discrimination between selected- and 
unselected-terminal voltages. For other modes of operation, 1 however, 
the discrimination can deteriorate seriously for large values of n. 

The discussion so far has concerned only the effect of the nonideality 
of crystal diodes upon the d-c voltage levels of the outputs of switch-

R ing circuits. The transient behavior, 
1 which will next be discussed, muHt he 

taken into account becamm it limit.H 
"-"JV11r--1-+-l-4.,..-~-+--2 the speed at which tht~ uirc11it.H can 

be operated. 
"'""/V\'"'"'---+----+---+.....,..-+-3 Crystn.l diodes have af*.lociu.tc!Cl with 

them a capacitanco. Fo1· gorm.anium, 
....,,,fV'._ ________ 4 thia is so small that it, iA usmtlly nog-

ligible compared with vu.riouH wir­
ing capacitanceR t.hat 1tr<~ proRont. 

~ _ .!- .f. For selenium, on tho ot.hcr lumd, 
Fxa. 7-10. Circuit used for n.no.lyAis of it amounts to up to 70 pf (1 pi<10-
m11otrix. farad - 10-11 farad) for (lltuh diodo,s 
enough to limit speed of response considerably. Thus, although H<llti­
nium-diode circuits operate successfully in the l OO-kcp1:1 rangu, <1ii·cuitR 
using germanium diodes normally operate at ten times thi1:1 mt.(1 mid may 
be operated at 100 times this rate. 1'his unfortunate dc>,fo<:t. httR limitml 
the use of selenium diodc1:1, which are otherwise attractiv11 in t.lmt t.hoy 
are cheap and possess large bat:k-to-front resiRt3.ut1P. rat.i11K, o.g., np t.o 
200 megohms back re1:1i~ta.nc1(\ and about 1,000 olum.i forw1ml. 3 

The effect of the fairly largo capacitance of selenium diodu1-1 up<>n the 
response of circuits consi1:1ting of mixers f ollowcd by g1~tn1:1 lm1-1 h<~Nl t.r11at.ncl 
by An Wang in the paper already mentioned; as selc11i111n diodnH lutv11 not 
found wide acceptance, An Wang's discussion will not he pmH<mtcid hcirc. 

J Ibid. 
1 An Wang, op. cit., p. 935. 
1 Proc. El6ctronic Computer Symporimn, UCLA, Apr. 30-Ma.y 2, Hl52. Rae pa.nel 

report OD Utilization of Gormnnium modes, p. VIT-19. 



SEC. 7-6] HIGHER-ORDER LOGIC CIRCUITS 171 

In Sec. 4-10 the effect of distributed capacitance upon the rise time of the 
output of simple gates and mixers has been discussed. It is worthwhile 
at this point to see how this factor affects the design of some practical 
circuits. In the SE.AC and DYSE.AC the common circuit used through­
out the machine is a regenerative amplifier which has already been 
described in Sec. 6-5; at its input are a number of gates feeding a mixer, 
the output of which is fed t.o the grid of the amplifier tube. 1-a The design 
of such circuits has been discmised in detail in the literature and is of 
sufficient iutereHt u.nd importance to include here. 

'l'he c~ircuit to be treated is typified by that shown in Fig. 7-11, where, 
for simplicity, only two gates with two inputs each are shown. The two 
gates n.re composed of diodes Du, Du, and D21, Du, and the mixer con­
sists of D1, D2; the other diodes are used for isolation and bumping. Iu 
SEAC and DYSEA0, the dashed diode ii:: also included; this diode and 
resistor R1 hold the grid of the amplifier tube, which is connected to point 
0, slightly above cutoff when the Clircuit is quiescent and also a few voltK 
above the voltage at the anodes of D1 and D2, thus protecting the ampli­
fier from responding to 1:1purious signals. 

The simplest and most obviou1:1 way to start the design iR by working 
bu.ck from the output. The quiescent output value desired determines 
the value of c1. AHsume that the upper excun;ion of point 0 is also fixed, 
as by the (dashed) clamping diode in Fig. 7-11. The total capacitance 
from point 0 to ground (this includes input capacitance to the nmplifier 
tube following poiut 0) iK measured aud designated by 01. Suppose that 
a pulse causes one of t.he diodes D1, D2 to conduct and that, therefore, 
the point 0 is at itH highc1:1t positive voltage v+, the capacitance 01 being 
charged t,o this value before the termination of the pulse. Then, at the 
terminntion of the pulHe, the output voltago must. decay toward its lower 
extreme v- with t.imc constant R101; the actual formula for the time of 
fall is (sec Fig. 7-12) 

v+ -Bi 
t1 = ll1<'!x In ·- ·· ..... ,.., v- - l!i1 

Having chosen TT+, v-, and t,, it is necessary to choose E1 in order to cal­
culat.c Ri or, rather, to chooRc a suitable pair of values Ruch that the 
equation is satisfied. Ei mu1:1t, of course, be more negative than e1 iu 

1 H.. D. Elhourn and R. P. Witt, Dynamic Cirouit Techniques Used in SEAC a.nc\ 
DYSEAC, Proc. I RE, vol. 41, pp. 1380-1387, October, 1053. 

2 S. Oroonwtild, R. C. Haueter, and S. N. Alexander, B.EAC, Proc. IRB, vol. 4J, 
no. 10, pp. 1aoo-Ja13, October, 1953. 

3 S. E. Gluck, H. J. Gray, Jr., C. T. Loondos, and M. Rubinoff, Tho Design of 
Logical OR-AND-OR Pyramids for Digital Computers, Proc. IRE, vol. 41, no. 10, 
pp. 1388-1392, October, 1953, 
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order for D,. to conduct and so establish the quiescent value of output 
voltage. Normally it should be fairly large so that the current through 
R1 will not change very much as the output voltage changes from V- to 
v+; on the other hand, if it is too large, an excessive amount of power is 
dissipated. 

To treat rise time, suppose that all the inputs to one of the gates, for 
example, G1, are simultaneously pulsed positive. The rise of voltage of 
point P 1 must depend upon the charging of the distributed capacitance 
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Fm. 7-11. Simple logic circuit discus1mcl in t.lw t.r.xt .. 

02 between point P1 and ground. The voltu.ge init.ia.lly acrosi; 02 will 
he called Eo(C2); clearly, it iH very nearly equal t.o th<l (nogat.ivn) r.2, which 
should be more negative than ei but more pm1itivc t.hnn t.hc quicHccnt 
value of input voltage in order to provide adequate filt.mfog again11t noise 
pulses. The diode Di does not conduct until R(C2) h1i1-1 risen fllightly 
above v-, but after that time (generally very short) tho ri1-1e can he deter­
mined from the circuit of lt'ig. 7-1:3, in which (n - l) R1, reprc::mnt1:1 the 
back resistance of the nonconducting diodes of the mixer. It is evident 
that the time com!tant involved is that of Ci + C2 nnd of tlw paru.llol 
combination of R1, R2, and (n - 1) Rb. The netnnl cxproKHion for riim 
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time involves this time constant multiplied by a rather complicated 
expression;1 E2 (pmlitive) and Rs must be chosen to be consistent with 
thi1:1. Again, E2 should be large enough so that the total current through 
R1 does not vary greatly, and due regard must be paid to the question of 
power dissipation. 

Finally, it is necessary to choose values for Ea and Rs. There is gen­
erally no reason why Ea (negative) should not be the same as E1• Ra can 
then he determined, e.g., on the basis of allowable fall time at P 1 when one 
of the inputs falls from its high to its low value. In calculating the fall 
time at P1, it is necessary to ta.ke account of Oa, the distributed capaci­
tance from the C~\thode of Do to ground, a.a well as the capacitn.nce 01 
already mentioned nbove. There is no point in reproducing here the 
rather formidable equations thut give fall time u.s a function of the other 
parumoters. 

-------o 
eiI 

= T 
E1 ei 

Fm. 7-12. Cirnuit for tho ca.lculo.tion of 
fall time. 

T 
Eo(C2l Ei 111 

F10. 7-13. Circuit for the calculation of 
riso time. 

It iH of Rome iutorcst to cite the values of the parameters used in a 
practical circuit of this type (DYSEAC). 1 Thero are five gates (n = 5) 
with two, five, four, t.wo, and two input.;, reHpectivoly. All tho olements 
to the loft of the du.1:4hed line arc eliminated, adequate clu.mpiug of the 
quiescent voltage level being accomplished at tho outputH of the circuitA 
that drive the gates; tho quiescent level is -8 voltH, and informu.tion 
pul::!c11 are positive-going and 20 volts or more in nmplitndo. Both ]),. 
and D~ arc used, with 01 = -5, e~ = 2 volts. Tho other po.ramctel'ti are 
1£1 = -()5, Es = +02 volts; R1 == 39, Rs = 10 kilohmR; the mcnHurcd 
capacitance from P1 to ground (inclu<ling the grid-cathodo capacitance 
of tho 6AN5, whose gl'id is connected to point 0) i1:1 10 pf. With thc~c 
vu.luCR, and assuming 5 per cent tolerancON in the most unfo.vorablc direc1-
tiou in the rc11istor values, the rise and fall of the output voltage take 
place at 75 volts per soc, corresponding to rise and fall times of about 
0.1 sec. 

If smaller pul.Re amplitudes are used, it is possible to design for lowc1· 
voltage levels and lower power consumption. The tube driven from point 

1 Gluck, Gray, LcondCI!, a.nd Rubinoff, op. cit., p. 1389. 
1 Elhourn a.nd Witt, op. cit., p. 1381. 
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0 can be of submiuiature type, and the resistors can be miniature also, 
so that much less power need be dissipated. Since distributed capaci­
tances are considerably reduced, short rise and fall times can readily be 
achieved. An experimental design, in which all d-c voltages were reduced 
by a factor of 5 (and, therefore, power dissipation by a factor of 25), is 
reported to give reliable operation with improved rise and fall times. 1 

7-7. Magnetic Matrices. In Sec. 4-14 it has been shown how trans­
formers having two inputs and one output, wound on cores of material 
having a more or less rectangular hysteresis loop, can be made t.o function 
as gates. By an obvious application of this principle, multipoi:iition 
switches can be built up. These first became of interest when magnetic­
core memory arrays were being developed.2.3 The attractive feature of 

3 

1 

0 

Driver o-i----1 

+ 
FIG. 7-14. !<'our-position magnt>tfo-mat.rix Rwitch. 

magnetic switches in these applications is that they are capable of deliver­
ing the pulses of current, of amplitude of the order of an ampere or more, 
that are required to select the cores of the memory array. In this 
chapter only the switches will be discussed; an account of the memory 
arrays themselves will be found in Chap. 12. 

For a very simple form of mag,nctic multiposition switch, one which 
amounts to a set of transformers with cores saturable by control currontH, 
consider Fig. 7-14. The four cores-which have beeu roprcscntod as 
bars rather than as toroids, for simplicity-each carry four windings, two 
for selection, one for driving, and one for output. Current from the 
battery flowing through a selected winding is supposed to be of imffi<lient 

1 Gluck, Gray, Lcondcs, and Rubinoff, op. cit., p. 1392. 
1 K. H. Olsen, A Map;not.ic Matrix Switch and Its Incorporation into n Coincidcnt­

currcnt Memory, MIT Digital Computr.r Lab. Rept. R-211, 1052. 
a J. A. Rajchman, Static Magnetic Matrix Memory and Switching Circuits, R(!A 

Rev., vol. 8, pp. 183-201, June, 1952 (Rajchman I). 
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strength to saturate the core, and the driver is supposed to put out a cur­
rent pulse of sufficient amplitude to drive the cores from negative to 
positive saturat.ion. Suppose that, initially, all the cores are saturated in 
the ncgn.tivc direction (field pointing to the left). When the input 
switches arc set in the positions shown, the three lower cores all become 
saturated in the positive direction. When, subsequently, a pulse is put 
out by the driver, only the upper core suffers a substantial change of 
magnetic fiux, and so a pulse output appears only at :3. To use a circuit 
like thiH repcnt.li<lly, it would be necessary after each operation to dh:i­
connect the inputs and drive all the cores to negative saturation. One 
winding per core co.n he diHpenscd with if the driver replaces the battery as 
the excitation of the fir8t two (or the third and fourth) windings. The 
original cxpcrimentu.l switches at MIT were of these two types. 1 The 
cores were ferramic with 20 turns per winding. The input switches 
(n = 4) were sets of flip-flops controlling hard-tube drivers. 

A difTerent Rcheme, 2 better adapted to pulse inputs, is shown in Fig. 
7-15. Each core carries two winding1:1 for each binary position in the 
input, and thcHc are wound in opposite Renses, one producing magnetizn­
t.ion in t.he po8itive (counterclockwise) and the other in the negative 
(clockwi::m) l:!ense; the N (negative) winding has K - 1 as many tums a.":1 
the P (positive) winding, where K is the number of binary places in the 
input (three in Ji'ig. 7-15). Their distribution can be obtained by first 
drawing u. circuit like that of Fig. 7-14 with only the P windingH and then 
in each column inserting an N winding in each position left unfilled. 
The N windingi:i at the extreme left are connected to a driver lu.bcled 
"rel:!tore N." To sec how the circuit works, suppm1c thu.t; all cores have 
been driven to N, and let poRitive pulses h~ applied to the gridH of the left 
triode of each pair of input drivers, the right tl'iod<i r<1maining cut off. 
The top core (000) iR then driven to positive sttturation by the K (three 
in the drawing) windiug1:1 of n turnR each or J(n turns. ~L'ho Hccond core 
(001) iH driven in the positive direction by the (K - l)n tums of K - l 
windings and in the ncgat.ivc direction by the (J( - 1)n turnH of a Hingle N 
winding; Ro, u.s idcnt.i<lal currents flow in all colummi, it oxpciricne1c1-1 no 
change. All other corcA are driven in 'the negative direction by at lettHt 
one winding of (K - l)n t.urns and in the poHitive direction by at most; 
K - 1 windings of n turns each. Hence, all corc1:1 but tho Hclectecl onn 
[here the firRt (000)] either experience no net excitation or arc driven 
strongly in t.ho negative direction. Since all cores were nego.tively 
saturated to hogin with, an output pulse is obtained. only from tho selected 
core. After the input. pulses hu.ve terminated and before the next set iA 
received, the restore-N driver is pulsed; this restores the selected core to 

1 Olsen, op. cit., pp. 46-51, 56-62. 
'Rajchma.n, op. cit., pp. 187-189. (Reproduced by permission.) 
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negative magnetic saturation and does not change the others, which a.re 
already in tha.t condition. 

The switch just described, which has been called a magnetic "com­
mutator" switch, becomes difficult to construct when the number of 

n. turns P direction ·n.(K-ll turns N direction 
+Bo----1-._..,__~ ____ ._,.,__ _____ ,,_, 

nKturns Ndlrection 

Outputs 

ft tU1- -rut tUt 
22 21 20' 

Restore N Inputs P 

Flo. 7-15. Magnetic commutator switch. 

cores is large, because of the number of windings that must be carried by 
each core; furthermore, the distributed capacitances between the wind­
ings may become so great as to produce such undesirable effects as delays 
and ringing. These troubles are avoided by the double-coincidence 
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biased switch, which is shown in a simple form in Fig. 7-16. 1 The draw­
ing shows a four-position switch, with one core per output. Each core 
carries four windings: two for selection, one for bias, and one for output; 
larger switches n.re constructed in exn.ctly the sn.me wo.y. Inputs drive 
one horizontn.l and one vertica.l selection line, o.nd the selected core is at 
the intersection of the excited lines. The drivers a.re bia.sed so as to 
be norma.lly nonconducting, and the inputs to the desired positions 
appear as positive pulses. The cores should have fairly rectangular 
hysteresis loopH. The bias windings carry a d-c current of suffi.eicnt. 
magnitude to produce a magnetizing force in the negative saturation 

Blas Output 

Output Output 

Fxo. 7-lCI. Douhl(!-(loincidcnco biased 1-1witch. 

region, which iH Rhown as H11 in li'ig. 7-17; this magnitud<~ iK not critical. 
The selection windings arc such that, when excited, they each prodm:ci n 
magnetizing force of magnitude HB but in the po1-1itive direction; Ao, ii' 
one winding of a core is excited, no output (or at. lcu.::;t vury litt.lc) roHultH, 
but if two a.re excited simultu.neously a largo output reKulfa-11 the corn 
being driven to po:-iit.ive saturation during the pu!Ho. In order to kcmp 
the output for a 1-1i11glc excitation low, it is ncceARary t.o uHo core:; whoHo 
B-H curves arc flat from the remanencc point.s out t.o 1-1:it11rntion, aH in 
Fig. 7-17. The magnitude of Iln can be choscil ttrbit.rurily, provided it iH 
sufficient to cause Raturation; the turnover time of the cores is, roughly, 
inversely proportional t.o ll 11• It is clear that the hi:tl'I current alwny1-1 

1 J. Ro.johmo.n, A Myriahit Magnotir.-corc Mat.rix Momory, Pi·oc. ll~E, vol. 41, 
no. 10, pp. 1407-1421, October, 1953 (Ro.johman II). 
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returns the selected core to negative saturation at the termination of the 
input pulses. 

The switch described by Raj chman was built up of cores made of 
molybdenum Permalloy tape wound on ceramic bobbins of about 91'.6 in. 
outer diameter and %a in. inner diameter. These were used because they 
yielded a rather good hysteresis curve, more nearly rectangular than that 
obtained with f errites. The selection windings were of lG turns each, a 
single winding linking all the cores of each row and a single winding link­
ing all the cores of each column to reduce interturn capacitance. Bias 

B 

FIG. 7-17. Hysteresis loop. 
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and output windings were of one turn each, giving 600-ma output-current 
pulses to the load. These consisted, as they must in any imch device, 
of a positive pulse followed by a negative pulse as the selected core moved 
back to negative saturation. 

7 -8. Other Circuits. The use of nonlinear resistors has been consid­
ered briefly in Sec. 4-15; clearly they could be used to replace diocfo1:1 in 
matrix switches. It should also be possible to exploit a variot.y of non­
linear circuit elements for these and like purposes. The tront.ment here, 
however, will be limited to the diode and magnetic switchc."l, for t.hm-io are 
of chief importance in current practice. 



CHAPTER 8 

SHIFTING REGISTERS 

8-1. Introduction. A variety of circuits for the storage of binary infor­
mation and for the performance of logical opcratious have been prc1:1e11ted. 
Chapter 7 showed how the elomcntary logic cfrcuits could be combined 
into rather complex t'ltructurcs. Similarly, the present chapter will 
show how the basic 1:1t.orage circuits can be combined into complex struc­
tures which serve as rcpo1:1itorics (usually temporary) of siugle words, in 
which word1:1 can not only be inserted aud withdrawn as desired but ab10 
shifted to the right or left. The shifting feature makes certain of these 
structures 1.mitu.ble also for converting the transmission of information 
from Rerial to parallel and vice versa. 

Generally speaking, a device that serves as the repository of a. single 
word iR called a "regi1:1ter,11 whether it consists merely of a set of locations 
in a large-1:1c:alc memory device or of a set of toggles; the devices to he 
trcattid here are called 11 8hifting regiRters." They are of great importance 
as element!! of arithmetic circuitry, for multiplication and division a.re 
carried out u.~ sequcuccH of additions or subtractions and shifts. Great 
diversity of form is possible, accordi11g to the peculiar requirements of 
the system; it will be necessary to consider circuits well adapted some to 
seriu.l and some to pa.rallcl transmission. 

'rhis chapter will describe l'lome shifting i·cgisters built up of vaouum­
tube toggles and magnotic binary clements and also regiHtcrs of a cirr.ula.t­
ing chamoter, where the output i'i feel hack to the input through a delay 
line. lnli!trnlrCl of vacuum-tube toggles, it is pORRihle, of course, to UHe 
tra.111:1istor toggleR, NBS dynamic binary elcmcnfa1, NBS diode-capacitor 
elemcntfl, or 1tny other building blocks of like capabilities. It Hhollld be 
apparent that the <:irculating register is a natural typo to u1110 when 
information transmission is serial but is not adaptable to parallel trans­
mission, whcrtiu.R tho other types can be usod in both cases but are at their 
best in parallol, for then the access time of the register is the Ramo as that 
of any one of its biuary clements. If information is entered in parallel 
form, it can ho removed serially by calllling a number of Hhift111 equal to 
the .numlwr of bitH in the word; the l'Cg~tcr is thou called a 11 dyuamioizer." 
On the other hand, if information enters the clement at one end 1 bit at a 
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time and if the contents are shifted away from that end one position at a 
time as each bit is received until the register is full, then the circuit 
functions as a "staticizer," and, if so desired, the information from it can 
be transmitted in parallel. 

A shifting register built up of vacuum-tube toggles and associated gates 
for the entrance and removal of information uses a considerable number 
of vacuum tubes. A nonshifting register similarly built up is not so 
expensive in tubes, but requires quite a few. In certain computers it 
has been found convenient to dispense with at least some such registers. 
Thus, in serial machines using magnetic-drum memories, it is fairly 
common practice to reserve for temporary storage a few tracks on the 
drum so arranged that a word written on one of them is read beginning one 
word time later and the output fed back to the writing head and rewritten, 
so that this particular word is always available with a maximum of one­
word-time access time; in this way the first of a pair of addends to be 
removed from the main drum memory is kept on hand until the second 
addend has had time to emerge. Tracks so arranged are frequently 
referred to as "recirculating tracks." 

8-2. A Positive-action Shifting Register. This section will be devoted 
to the shifting registers of the Institute for Advanced Study (IAS) com­
puter, 1 or, properly speaking, to an archetype of these, for the shifting regis­
ters in the actual machine differ from the circuit to be described in various 
ways noted below. In Chap. 13, the interconnections of the shifting 
registers with the rest of the computer will be dealt with in detail. 

The archetype consists of two ranks of 40 toggles each with associated 
gates. In Fig. 8-1 are shown two consecutive toggles of each rank, those 
corresponding to the binary positions 2-.1> and 2-c1<+i>; 2° (the sign position) 
is at the extreme left end of the register and 2-39 is at the extreme right 
end. The upper and lower ranks of the nth shifting register are called 
R" and R .. as shown; thus RI stands for the first shifting register, and 
R1 and R1 are its upper and lower ranks. A number normally resides in 
the lower rank; when shifting is to take place, the number is transferred to 
the upper rank and then down to the left or right as desired. Thus the 
information is never in transit only, but ~s always securely held in at 
least one set of toggles, as will appear in the discussion below. 

Consider now the detailed structure of the circuit. The convention 
adopted is that the toggles hold O's when the left tube conducts, so that 
the left grid is at higher voltage (0 volts) than the right (-40 volts). 
There are two ways in which information can be introduced into the 

1 H. H. Goldstine, J. H. Pomerene, and Charles V. L. Smith, Final Progress 
Report on the Physical Realization of an Electronic Computing Instrument, written 
under contracts W-36-034ord7481 and DA-36-034ord19, Institute for Advanced Study, 
Princeton, N.J., January, 1954. 
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toggles. One is from a toggle of one rank to a toggle of another rank via 
one of the gate1:1 U1, Uo, Da, DL. These are gates of the type shown in 
Fig. 4-4. In each case one input is taken from a grid of a toggle and, 
hence, can assume only the levels 0 and -40 volts; the other input is the 
disable-ennble voltage of one of the driving buses 01 to G,, which is + 10 
volts to dit:lable or -20 volts to enable. Thus, if the input from the tog­
gle grid is high, then, when the bus voltage falls to - 20 voltti, current is 
drawn and thh1 pulh1 down the plate voltage of the toggle to which trans­
mission iR to take pluce and causes it to switch in case the driven plu.te 
wns originally high. It remains in the condition to which Hwitcihcd 

--~~~~~--~~~~~~~~~~--~~~~~-<>Cl--1 

--~~~~.-.-r-~~~~~~~~~---1-~~~~~-oCl-+O 

--r-~~'"*'~~~-t-~~-->if--~~-:~~-"~~~~~.----0G3 

-r--~~~....---~~--~--....___.,,__~.-....~~~-1-~~~~--'......,G4 

~~~~~.,._-+-~~~~~~~~~----+-~~~~~~c1--o 

~~~~~~--~~~~~~~~~~_...,~~~~~-ac1-.1 

Fxa. 8-1. Soution of IAS Rhir1.ing r<igistor. 

after the bus resumt'.R its highcir voltage level. If the togglo grid driving 
the gate tube iR at itH low voltage, nothing whatever takCl'I plutie when the 
bus falls to its enabling level. This ineans that each g-..i.tc can tranl!lmit 
only a 0 or a 1, not both. Uo can transmit only a 0, U1 a 1, DJJ. a 11 and 
DL a 0. For this reason the transfer of information always requires 
that the recipient rank be properly prepared. This is accomplished by 
the four "clea.r 11 buses (labeled "cl~ O," "cl~ l ") shown ill Fig. 8-1. 
These supply the B+ voltages to the toggles and can he Elet at one of two 
levels, +150 and +so volts, the high for normal operation, the low for 
clearing. Thus, suppose it is desired to clear R" to O'l'I. 'l'his iN ea.Rily 
accomplished by maintaining the cl~ 1 bus at +150 volts and dropping 
momentarily (for about 1 µRec) the cl--+ 0 bus to +50 voltR. 
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With the gating and clearing capabilities firmly in mind, it is very caHy 
to understand the method of generating shjfts. Suppot:1e that a left shift, 
of the contents of R,. by one position is required. There are two pmit;ible 
ways in which the shift up to R" can be performed. Suppose that it is 
desired to do it by using the U1 gates. Since these can transmit only l's, 
R" is first cleared to O's; after this has been accomplii:!hed and the cl - 0 
bus has returned to + 150 volts, the Ga bus is dropped from + 10 to - 20 
volts. If, e.g., the toggle in the 2-k position in R,. holds 1, the condwit.ion 
of current by the U 1-gate tube causes the toggle in the corresponding 
position in R" to switch to 1. On the other hand, if the toggle in the 2-i­
position in R .. holds 0, nothing happens. But the upper toggle ha~ just 
been cleared to 0; so, in any case, the upper toggle finally holdH the cor­
rect information. Next, the word now held in R11 must he moved back 
down to R,. via the DL gates; as these transmit only O's, R,. must firHt be 
cleared to l's before the DL gates are enabled, and the result is l:leeu to be 
the desired one. 

Similarly, a right shift can be accomplished by the sequence of opera­
tions: clear R" - 0, enable U 1 gates, clear R,. - 0, enablo D n. gates. 

In any shift, certain information must be lost unless special precautions 
are taken to provide it with a place to go. In a left shift of one place, the 
original 2° bit would be lost if an extra toggle were not provided to receive 
it. Similarly, in a right shift, the 2-39 bit would be lost; in the case of 
the RI register of the IAS machine a path is provided by which this bit 
can be inserted in the high-order end of another register RII; thiR is done, 
in fact, during multiplication. 

Although two 11 up" gates are shown in Fig. 8-1, in the actual registers 
of the IAS machine only the U1 gates are connected as shown; the U0 

gates are driven by an informat.ion source other than the toggles of the 
lower rank and thus serve as the means by which information mm be 
inserted (in parn.llel) into the registers. A detailed account of this is 
given in Chap. 13. 

8-3. The Whirlwind I Shifting Registers. As an example of a quite 
different type of circuit, consider the shifting registers of Whirlwind I. 
A section of the "B register," which, e.g., holds the multiplier at the 
beginning of a multiplication, is shown in Fig. 8-2. Note at one<~ that 
but a single rank of toggles is used; when a shift is ordered, the informa­
tion is passed on via the delay-line elements shown in the drawing. 

In Fig. 8-2, the convention is that a toggle holds 0 if the left tube is 
conducting. Read-i:a is accomplished by pulsing the left grids ncgat.ive; 
so only l's can be inserted. Before a read-in, the register is cleared to 
O's by pulsing the right grids negative. The cathode connections of the 
toggles are used only for restoration, which is irrelevant to the logic; 
restoration is necessary only because the coupling from the toggle plates to 
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the grids of the gate tubes is capacitive, and is accomplished by cau1:1ing 
each toggle to switch twice at definite times determined by pulses at a 
submultiple of the clock frequency. Read-out is accomplished by puls­
ing the read-out-command line positive. The gates throughout the 
register are of the pentode type discussed in Chap. 4; so the coincidence 
of positive inputs to the control and suppressor grid1::1 yields a negative 
voltage swing at the plate. Hence, during the rend-out-command pu1F1e, 
negative pulses from the toggles that hold l's appear at the outputs of' the 

To accumulator To accumulator 

Read out to accumulator 

Shift right 

Shift left 

Read in Read In 
Fxo. 8-2. Shifting in Whirlwind I. 

read-out gates. The gates G11 Gs and the dela.y lines d1, d1 serve to carry 
out tho right shift; simil.a.rly, the gates Ga, G, and the delay lines da, d, 
carry out the left shift. The delays are actually 0.1 µsec, the length of 
the standard Whirlwind pulse. 

To see how the shifts are carried out, consider first the case of a right 
shift, and let the 2-11 stage hold 1. The left plate of T,. is a.thigh voltage; 
so, when the right-shift-command line is pulsed positive, G1 gives a nega­
tive pulse output, which is delayed by d1 and finally arrives at the left 
grid of T1o+1, switching it to 1 if it does not already hold a 1. On the other 
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hand, if the 2-i. stage initially holds 0, then G2 responds during the 
right-shift-command pulse, and the negative pulse output, a.fter delay by 
d2, arrives at the right grid of Tk+1 and switches it to 0. Hence, in both 
cases, it is guaranteed that T1o+1 will hold the information held by T. 
before the arrival of the shift-right command. The left shift is carried 
out in exactly the same way. 

So far only the interior stages of the register have been considered; 
clearly some special arrangements must be made at the ends. (1) Out­
put connections are taken from Ga and G" in the 2° stage into the lowest­
order (2-16) stage of the accumulator. (2) Inputs are brought from 
outside to di and ds of 2°, so that O's or l's can be introduced into To. 
(3) In the 2-15 stage, Gi and G2 are used to sense the contents of Tu; 
they are enabled by a "digit-sense" pulse rather than by the shift-right­
command pulse. The outputs go to the arithmetic control and arc used 
in multiplication to determine whether or not the multiplicand is to be 
added to the partial product. (4) There is a special arrangement for 
inserting a 1 into Tu above. (5) The output of Ga in the 2-15 stage is 
fed back, so that, if Tu holds 1, it is switched to 0 upon left shift, thus 
guaranteeing that the shifted number has O's in all positions to the right 
of the originally least significant bit. (6) A special provision (used in 
division) is made so that the contents of all but the 2° stage can be shifted 
left. (7) An extra gate is attached to the left plate of To; the other 
input of this gate is a round-off pulse from the control, and its output is 
a round-off carry to the lowest-order stage of the accumulator (this is 
used in single-length rounded multiplication). 

8-4. Other Types. In Fig. 8-3 are shown two other method1:1 of elfot\t,.. 
ing right shift. In Fig. 8-3a, the capacitors are charged up to the voltages 
of the plates to which they are connected; the right-1:1hift-eommand line 
is normally held at ground and is pulsed negative by the shift command. 
Using the convention that a toggle holds 0 if the left tube iR conducting, 
it is clear that if, say, T,. holds 0 and if a shift-command pulRc of ampli­
tude greater than the voltage of the conducting anode is applied, tho grid 
of the right tube of Tk+l is driven below ground-with proper design, for 
enough to cut off the tube and so switch Tk+1 to 0 if it holds 1. 'l'he 
situation if Tk holds 1 is similarly treated. The shift comnumd alRO 
causes Tk+2 to assume the state of Tk+l· Notice that the switching of 
T1c+i causes no confusion because its original state is "remembered". by 
the charges on the capacitors 01k+i, 02"+2, which, given a proper c1hoicm 
of R, do not change appreciably while the right-shift-command pulRe is 
being applied. The time constants must, of course, he choi,;en Huch that. 
the charges on the capacitorA have sufficient time to rcadjnRt thcmimlves 
in the interval between successive right shifts. 

Still another scheme is Khown in Fig. 8-3b. If the Ti. switCJhcs from 1 
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to O, the sharp drop in voltage of the plate of the left tube is propagated 
along the delay line, finally pulling down the grid of the left tube in Tr.+1 

if that stage holds 0. Hence, to cause the transfer of the bit in Ti. to 
Tr.+1 it is necessary only to clear all the toggles to 0. This (a) causes a 
negative step to be transmitted along the delay lines by those and only 
those stages originally holding 1 's, and (b) prepares each toggle to receive 
a 1 if this is transmitted to it by its neighbor on the left. This automat­
ically transfers O's also. The length ll of the delay must be greater thau 
the length of the 11 clear" pulse. 

_J +-+---'I-

lf o-~~~~~~~------~~~~~~-----~~ 
Shift command (IZ) 

.R R 

a~ 
.R 

lf o-~~~~~~i.--~~~~~~~--4--~--~~~ 
Shift command 

(bl 
Fxa. 8-:t Two typcu1 of shifting rcp;i11tor. [A. D. Booth cmtl K. H. V. Booth, "A1'to­
matic Digital, On.l1mlatora1" p. 10·1, B·utterworth. ct Co. (P·ublislwrs) Ltd.., J .. ondon, 195:tj 

8-5. Transistor Shifting Registers. There is no neod to discuss in any 
detail the queRtion of 11hifting registers that employ tran11istors M binary 
memory clcm<mts, l!'lim:c logioally these resemble vac:uum-t.ube regi1o1tori:1. 1 

Naturally, hcciause of the nature of the input signals required and the 
outputs available, the read-in and road-out circ:uitK muRt gcnurally be 
rather different, from those used in vacuum-tuho rcgiMtcrs; examples will 
be found in Chap. 5. 

8-6. Other Binary Elements. NBS diode-capacitor memory cells or 
the IBM microsecond-delay units described in Chap. 6 can also be used 
as the memory elements of shifting registers. 

t For example, o. two-rank 11b.ifting register logically resembling tho IAS design ha.A 
been dOBcribcd in It. A. Kuc.Uich and Hwa-Nion Yu, A Study or Somo Diront-coupled 
Asynchronous Computer Circ1uits Using Transistors, rapc>rt undor ONU contra.cit. 
N6ori07124, Digita.1 Computer T..a.l>oratory, Tho University of Illinoil:I, October, 1954. 
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The shifting registers of the IBM 701 computer were built up of the 
del.a.y units. The way in which the shifting is accomplished is shown in 
simplified logical form in Fig. 8-4. 1 To understand this, it is necessary 
to recall that, in the absence of an input, the contents of each delay unit 
are regenerated every microsecond by a positive-going synch pulse (from 
- 30 to + 10 volts) i on the other hand, if new information is to be entered, 
the regeneration path is interrupted by a read-in-control signal, and the 
new information enters the unit a.t the time of the synch pulse. In Fig. 
8-4, the input to each delay unit is provided by a mixer whose inputs a.re 
received from three gates Gi, G2, and Ga; Gi is enabled for right shift, Ga 

To 
2-<k-2 

Hold 

~~f!~ght 
~~-f"-~~~t--T---<>--~~--ii--~-4-~~~-+--

S hi ft left 

FIG. 8-4. Shifting circuits of dela.y-unit register. 

for left shift, and G2 to provide for normal regeneration of the contentfl 
of the delay unit. The gat~s are controlled by three lines for shift left, 
shift right, and hold. The shift lines are held a.t -30 volts if no shift is 
ordered, but are pulsed up to +10 volts by the shift command; -30 
volts disables the gates and +10 volts enables. The two shift lines drive 
a mixer, the output of which is inverted, so that (1) if both shift lines are 
at -30 volts, then the inverter output is +10 volts, and (2) if a shift 
line rises to +10 volts, the inverter falls to -30 volts. Hence, if no 
shift is ordered, G2 is enabled, as noted above, but if (1) a left shift is 
called for, G1 and G2 are disabled, but Ga is enabled, and if (2) a right shift 
is ordered, G2 and Ga are disabled, but Gi is enabled. The synch and 

1 H. D. Ross, The Arithmetic Element of the IBM Type 701 Computer, Proc. 
IRE, vol. 41, no. 10, pp. 1287-1294, October, 1953. 
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clamp signals then ensure that the transfers of information from delay 
unit to delay unit actually take place. As synch and clamp pulses occur 
every microsecond, the number of places shifted is determined by the 
length of time the shift line is raised to +10 volts. 

It must be emphasized that Fig. S-4 is incomplete in that it omits the 
synch, clamp, input, and output circuits, showing only the shifting cir­
cuits, but this is sufficient for present PUTPoses. 

8-7. Magnetic-core Registers. Magnetic-core shifting registers were 
first developed in the Harvard Computation Laboratory.1 The earlier 

Advance 1 

Advance 2 
FIG. 8-5. Magnetic shifting register using t.wo cores per bit. 

form of this circuit is shown in Fig. 8-5; it requires two cores per bit, 
each core carrying three windings. ~-e As in Chap. 4, the negatively 
saturated state of magnetization will be ta.ken to represent 0, the positive 
state 1. Suppose that initially all cores are in the 0 state. Suppose that 
a pulse appears at the input, of correct polarity and sufficient amplitude 
to drive the first core to positive saturation. The upper winding is 
supposed to be such that the induced voltage is prevented by the series 

1 See Harvard Compv.ta.tion Lab. Progress Repta. 1 to 10 under Air Force contract 
W-19-122o.c24. 

•An Wang and Wa.y Dong Woo, Sta.tic Mngnotic Storage a.nd Delay Line, J. 
Appl. Phys., vol. 21, no. 1, pp. 49-54, Jn.nuary, 1950. 

• M. Kincaid, J. M. Allen, and R. n. Hanna, Static Magnetic Memory for Low 
Cost Computers, Electronics, vol. 24, no. 11 pp. 108-111, January, 1951. 

'An Wang, Magnetic Delay Line St.oragc, Proc. IRE, vol. 39, no. 4, pp. 401-407, 
April, 1951. 

1 A. D. Booth, The Physical Realization of a.n Electronic Digital Computer, 
Electronic Eng., vol. 22, no. 274, pp. 492-498, December, 1950. 

' E. A. Sands, An Analysis of Magnetic Shift Register Opcro.tion, Proc. I RE, vol. 
41, no. 8, pp. 993-090, August, 1053, givos a. trca.tment o·f the design problem. 
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diode from driving any current through the input winding of the second 
core, a. 1 is eaf ely registered in the :first core, and no disturbance is prop­
agated beyond it. Certainly, before the first core can acquire another 
bit of information, it must be cleared to O; this action destroys the bit 
just registered there, so some place must be provided in which it can be 
held until needed. It is for this reason that the second core is provided. 
As soon as the first bit has been registered in the :first core, advance pulse 
1 is applied to the lower winding, of the correct polarity and amplitude 
to switch the core back to negative saturation, i.e., clear it to 0. During 
this operation, however, the voltage induced across the upper winding is 
opposite in polarity to that induced by the input pulse, and so the series 
diode a.llows current to be driven through the input winding of the second 
core, switching it to positive saturation, while the voltage induced in the 
top winding of the second core is prevented by the series diode from driv­
ing current through the input winding of the third core. The next. 
step is to apply to the second core advance pulse 2, which clears the core 
to 0 and drives current through the input winding of the third core, 
switching it to 1. A voltage is also induced across the input winding of 
the second core, but this is prevented by the series diode from driving 
current through the output winding of the first core; on the other hand, 
the shunt diode now conducts, and the induced power is dissipated in the 
resistor. Thus the net effect of an input pulse representing 1 and followed 
by two advance pulses is to put the 1 into the third core and to clear the 
first two cores to O's. Furthermore, it is clear that, if there is no input 
to the :first core, the net effect of the advance pulses is nil and that, after 
they have been applied, a.11 three cores still hold O's. Hence the register 
is filled 1 bit at a time, two advance pulses occurring after each pulse tim<1 
in which an information pulse can occur. Once the register haR been 
filled, a right shift of one position can be caused by a pair of ad vanc:c 
pulses; this causes a pulse output to appear at the extreme right-hand 
end of the register if that position holds a 1. In this way, by ca.using n 
right shifts, an n-bit word is made to emerge serially from a register con­
siHting of 2n cores. 

It is possible to use such a register also as a dynamic memory, by feed­
ing the output back to the input and by causing a word once inserted to 
circulate contil1ually about the loop. Used in this way, the circuit is 
properly referred to as a "magnetic delay line"; indeed, the original 
design worked out a.t the Harvard Computation Laboratory contem­
plated this type of operation. 

The registers just described can fairly be considered to be of the posi­
tive-action type, for elements e."'tactly like the ma.in memory clements 
are used as intermediate memory elements. A dynamic type of register 
is obtained if the intermediate memory function is performed by capacii-
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tors, which are charged when the advance pulse clears all cores and which 
are then permitted to discharge through the input windings of the suc­
ceeding cores. The circuit of such a register,1 described as "single-line" 
as distinguished from the ''double-line'' type already described, is shown 
in Fig. 8-6. This circuit is, admittedly, simpler than that of Fig. 8-5, 
for only half as many cores and less than half as many crystal diodes 
are used. Although but a single advance pulse is required, time must be 
allowed for the capacitor to lose most of its charge between advance 
pulses; so the speed of operation depends upon the time constant RC, 
and R cannot be made too small because it is necessary to ensure that, 
during the advance pulse, a large fraction of the output current is devoted 
to charging the capacitor. Nevertheless, a shifting speed of 100,000 
pulses per second was reported for an early model of this register. 

n-1 n 

From core n-2 

To coren+l 

Advance pulse 
F1a. 8-6. Mn.gnctic shifting n1gh1tor uHing one core por bit. 

In the vacuum-tube shifting registers described earlier in this chapter, 
it is always possible to insert or extract information either in parallel 
(without shifting) or serially. Presumably, in a magnetic register, the 
parallel insertion could he accomplished by equipping each core with an 
extra winding and by cleariug all cores to 0 before the parallel read-in 
operation. As the registers stand, this last step would entail a number of 
right shifts equal to the number of binary positions, the input at the left 
end being held at tho 0 level, which would be wasteful of time. A morn 
elaborate system of regulating the flow of information from tiorc~ to core 
could be worked out, so that transmission coul<l be enabled or dii:m.blcd 
at will; thls would permit the simultaneous clearing of all cores. Parallel 
read-out would involve problems too, for, in the schemes discussed, it 
would be necessary to cause a switching of the magnetic state of each core 

1 R. D. Kodis, S. Ruhmn.n, n.nd Wa.y Dong Woo, Mn.gnctic Shift Register Using 
One Core per Bit, I RE Convc1ition Record, 195a, pt. 7, pp. aS-42. 
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in order to obtain output signals. A practicable method of nondestruc­
tive reading would make it possible to extract the information in parallel 
without having to cause a shift of the contents of the register. 

8-8. Dynamic Shifting Registers. So far, in every case, some binary 
memory cell has been the basic element in every shifting register 
described. With magnetic elements, information is retained indefinitely 
until it is deliberately disturbed; with vacuum-tube toggles, retention 
is also indefinite-unless, of course, circuit elements or the power supply 
fails; in the capacitor memory cells, more or less gradual degradation of 
the information occurs, so periodic restoration is necessary. Still another 
type of memory element is thoroughly dynamic, the information being 
kept in circulation about a loop, so that it may be recovered at some 

A 

Insert 

11-l 

Right 

FIG. 8-7. NBS dynamic shifting register. 

specific point at intervals equal to the loop transmission time. In Chap. 
6 an account has been given of a binary element of this character, the 
NBS dynamic flip-flop; it remains to show how shifting registers can be 
devised by adopting this technique. 

The shifting register of Fig. 8-7 is a direct extension of the single-bit 
memory circuit. 1 Information enters at input A, provided that "insert" 
pulses are present to enable gate G1; a train of n insert pulses must be 
applied in synchronism with an n-bit word. The word that passes 
through G1 then passes through the mixer M and is amplified by the tube­
tra.nsformer circuit TT1. Reshaping and reclocking are performed here 
also. The circuits are not shown, but can readily be supplied by the 
reader by referring to Fig. 6-9. The output pulses then travel down a 

1 A. L. Leiner, W. A. Notz, J. L. Smith, e.nd A. Weinberger, System Design of the 
SEAC and DYSEAC, NBS Gire. 551, pp. 73-92, 1955. 
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delay line n - 1 pulse periods in length and upon emerging are amplified 
(and reshaped) by the tube-transformer circuit TT2. A direct output 
(i.e., one that gives positive pulses for l's) is fed back to gates G2, Ga, G,. 
If the word is merely to be held, the "normal" input is enabled, and the 
pulses proceed through the one-period delay line and Ga back to Mand 
then again to TT1, and so on. Thus when the normal input is excited, 
the total delay around the loop is n pulse periods (n µsec in SEAC). 
The word circulating about the loop is available at the output every n 
microseconds. 

For right shift, no enabling pulses appear at "normal," but a train of 
n - 1 pulses is applied to "right," beginning at the instant the second bit 
of the word reaches the output. Thus the one-period delay line is elimi­
nated, and the pulse in it is lost; the pulse that was formerly the second 
to arrive at the output, representing the next-to-the-lowest-order bit, 
becomes the first to arrive at the output and, therefore, now represents 
the lowest-order bit. Thus the effect of eliminating the one-pulse-period 
delay for n - 1 pulse periods is that the former lowest-order bit of the 
word is lost and that all other bits are shifted one place to the right. 

Similarly, for left shift, a train of enabling pulses is applied to the ter­
minal marked "left" while right and normal are held at the disabling 
level; the first pulse of this train must arrive two pulse periods after the 
pulse representing the lowest-order bit emerges from TT2. Thus all 
pulses of the word are delayed one pulse period longer than they are in 
normal recirculation; hence the next time that the pulse representing the 
lowest-order bit arrives at the output is one pulse period later than it 
would be normally. The net effect is to displace all bits of the word one 
place to the left. Notice that in left shift it is not necessary to lose the 
highest-order bit, since the total delay is made longer than normal. 
However, if this bit is not suppressed, it is shifted into the lowest-order 
position. 

Although Fig. 8-7 shows a delay line n - 1 pulse periods in length, 
this length must be somewhat restricted since the pulses deteriorate intol­
erably if it is too great. This difficulty can be avoided by using several 
short delays, at the end of which amplification and reshaping of the pulses 
take place. An example is given in Fig. 8-8, which shows the 30-bit non­
shifting registers used in the Manchester megacycle computer (MEG). 
The blocks labeled 11 R and R" are the rcading-and-retiming amplifiers. 
The delay lines are each 9.35 µsec in length, 1.95 µsec delay being intro­
duced by the other circuits. Information pulses are negative, so erasure 
is easily accomplished merely by making the erase terminal sufficiently 
positive, and writing is accomplished by applying the pulses of the word 
to be held to the write input. Four read outputs are provided so that 
blocks of 10 bits can be removed concurrently if desired. 
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It would be simple enough to convert the MEG register into a shifting 
register by decreasing the delay along the three lines by one pulse period 
(1 µsec) and by introducing a scheme like that shown in the diagram of 
the NBS shifting register. As a matter of fact, this is not required in the 
MEG arithmetic unit, as will be shown in Chap. 13. A variable delay 
circuit is incorporated in the adder, which is used to introduce any shifts 
needed in standardizing the floating point, and the shifts necessary in 
multiplication are provided by the delays in the multiplier loop; more will 
be said about these matters in Chap. 13. 

Note also that acoustic lines or magnetostrictive lines (e.g. 1 of nickel) 
can be ueed and in fact have been used as the delay elements of registers. 
A scheme like that shown in Fig. 8-7 can be used to introduce shifting. 

The NBS dynamic binary elements (dynamic flip-flops) can also be 
used to construct a register analogous to the toggle registers discussed 

Read Read Read Read 

Erase Write 

FIG. 8-8. MEG 30-bit register. (D. B. G. Edwards, Ph.D. thesis, Uni11ersity nf Man.­
cheater, England, 1954.) 

above, in which each bit of the word held has a definite repository. A 
very flexible circuit of this sort is shown in Fig. 8-91 in which any pulsc­
reshaping circuits have been omitted in the interest of clarity. 1 The cir­
cuit consists of a chain of n dynamic binary memory cells, each of which 
can transmit to its neighbors to the left or right, except that the lcf t cell I 
can transmit to the next cell 2 and ton, whereas the rightmost cell n can 
transmit to the next left cell n - 1 and to 1. Thus circular shifts with­
out loss of any information can be carried out if desired. Inputs are (a) 
serial at terminal B1 or (b) parallel at terminals Ai, A2, Aa, •.. , An. 
Outputs are (a) serial at a .. , or (b) parallel at 01, Cg, ••• , 0,.. For 
serial input to stage 1, the input gate must be enabled by a positive insert 
pulse I, whereas, for parallel input, it is necessary to enable the parallcl­
insertion gates by pulsing line P positive. To hold information, line 1l 
is pulsed positive once every pulse period (1 µsec) to enable the recircula-

1 lbid. 
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tion gates. To shift right (or left) one pulse, R (or L) is pulsed positive 
while H is not; so transmission to the right (or left) takes place while 
recirculation is inhibited. Note also that "insert" prevents the first 
stage from being influenced by either a right or a left shift. 

The register of Fig. 8-9 can be used as a shifting register, as a staticizer, 
and as a dynamicizer. The last two terms can easily be misinterpreted 
in this context. A word once inserted serially is available thereafter for 
parallel transmission in the sense that, in the kth stage, a pulse appears 
at C,. once each microsecond if the stage holds a 1, and that this is true 
simultaneously for all stages. If it is desired to transmit the contents 
serially, it is of course possible to shift right n times inn successive micro­
seconds, while the bits emerge successively from C,.. 

8-9. Serial+-+ Parallel Conversion. In several computers it is neces­
sary to convert from serial to parallel transmission of information and 
vice versa. Two typical situations in which this must be done will be 
cited. 

First, in some machines it has been found advantageous to use a parallel 
memory but a serial arithmetic unit and generally serial data transmis­
sion. In the present state of the art, the most reliable high-speed mem­
ories are built up of rectangular matrices of magnetic cores. These were 
originally developed with the needs of parallel systems in mind, and par­
allel read-in and read-out are both natural and readily accomplished. On 
the other hand, many designers prefer serial to parallel circuitry, as more 
economical of circuit components, particularly of vacuum tubes. Serial 
+-+ parallel conversion makes it possible to achieve a reasonable design 
combining a parallel memory and serial arithmetic unit. 

It may be objected that a large-scale memory composed entirely of 
magnetic shifting registers acting as delay lines after the original Harvard 
fashion would be a more reasonable memory for a serial machine than a 
parallel memory of the type mentioned above. Apart from considera­
tions of equipment required, there is a very real question of access time. 
Suppose, for example, that the prf of the pulses of the machine words is 
to be 1 Mcps. The prf of the pulses emerging from a magnetic shifting 
register m:µst be the same as the shifting rate, which is limited (given 
present core materials, at least) to considerably less than 1 Mcps. On 
the other hand, with parallel read-out, the. output pulses can be made 
substantially less than 1 µsec in duration, either by shaping and differ­
entiating them or by strobing them with a short pulse. The latter tech­
nique can also be applied to the parallel output of a toggle register to 
which the memory output is first delivered. If these short output pulses 
are applied to the points between 1-µsec delay lines arranged in a chain 
and if this is arranged so that transmission can take place only in one 
direction, the set of pulses simultaneously transmitted to the chain on th~ 
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parallel lines must emerge as a. train of pulses at a prf of 1 Mops. Such 
a. system, used in MEG for conversion of the output of a parallel Willia.ms 
memory, is shown in Fig. 8-10, where the strobing is done in the gates 
Go. The conversion from serial to parallel at the input is accomplished 
by opening the gates G, for 1 µsec beginning at the instant the lea.ding 
bit of the word to be recorded in the memory begins to emerge from the 
last 1-µsec delay line of the input cha.in. 

A second important application of serial-to-parallel conversion occurs 
in the central control of serial computers. The bits of the instruction 
word that specify the operation to be performed must in some manner be 
decoded in order to derive the signals needed to actuate the circuits that 
perform the operation. This means that the individual bits of the 

Parallel memory 

Serial 
input -----.i 

Fxu. S-10. Serial ++ para.llel conversion in MEG. (D. B. G. Erltoarda, Ph.D. tl&eria, 
Uni11er8it11 of Mtmeheister, England, 1954.) 

instruction must be simultaneously available. One way of doing thiH is 
to staticize them in a toggle register that transmits them in parallel to a 
crystal-diode matrix. 

Ii'rom the above discussion it is evident that the serial +-+ parallel con­
versions can be effected in different ways. The parallel-to-serial con­
version can be effected either by the method of ":flashing" into a dclay­
line chain, as shown in Fig. 8-10, or by reading first in parallel into a toggle 
shifting register and then shifting (e.g., right) a number of times equal to 
the word length, an output being taken from the endmost (e.g., rightmost) 
stage at ea.ch shift. A register that can receive in parallel and transmit 
in series is called a. "dynamicizer." Serial-to-parallel conversion can be 
effected by the flashing technique from a chain of delay lines, as shown 
in Fig. 8-10, or by inserting the serial bits one by one into the endmoflt 
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(e.g., leftmost) toggle of a shifting register and carrying out a shift (e.g., 
right) af~r each insertion. The flashing techniques can, of course, be 
used to insert information into and recover information from toggle reg­
isters that cannot shift. Any register that receives serial information 
to be held thereafter and kept available for parallel transmission is called 
a "staticizer." 



CHAPTER 9 

COUNTERS 

9-1. The Toggle as Counter. Consider the simple circuit of Fig. 9-1 
which consists of a toggle circuit with a common input to both grids. 
Let the toggle be set in the condition where the left section is conducting. 
If u. negative pulse is applied at I, the left section is turned off. The input 
pulse tends to hold the right section off, too, but the rise in voltage of the 
left plate is communicated to the right grid and, if the design has been 
properly made, overrides the input pulse and cnuses the right section to 
conduct. A second input pulse returns the circuit to its original condition. 
The circuit is, therefore, a simple counter modulo 2, * or a "scale-of-2" 
counter.1 Its chief defect lies in the necessity of solving the "pulse­
dodging" problem,1 that is, of ensur­
ing that the plate rise is sufficient to 
overl'idc the negative input signal to 
the grid of the originally "off" section. 
Usually t.hii; requircK the use of capaci­
tors in parallel with the crossover resiH­
torA to 8ecurc the il1Atantn.neom1 tram+· 
mission to the grid of the variations 
in plate voltage. The circuit is, thm1, 
sensitive to vu.riatio118 in the amplitude 
and shape of the input pul1:1es, which 
means that in many applicn.tions a 

~· 
1f. -c J = J-c 
Io 

Itrn. !)-1. A togglo ILt! co1111~or. 

pulse-standardizing circuit must be provided to form suitable input pulso1::1. 
This drawback is inherent in all counters that depend upon elementH of the 
form of Fig. 9-1 in which inputs are applied simultu.neously to both grid1::1. 
Later on counters will be presented that are built on the positive-action 
principle and that avoid this type of input. 

* "High-speed Computing Devices" by the Staff, Engineering Research Associa.tes, 
McGraw-Hill Book Company, Inc., 1950, contains an interesting section on counters, 
chap. 3, pp. 12-31. 

1 T. K. Sharpless, High Speed N-scalc Counters, Electronics, vol. 21, pp. 122-125, 
March, 1948. 
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Observe also that the circuit of Fig. 9-1 can be thought of as function­
ing as a modulo 2 adder; this fact is extensively exploited in parallel 
arithmetic units. Observe that, if the 0 state is taken to be that in which 
the left section conducts, the return of the circuit to this condition upon 
the reception of the second pulse can be indicated to other circuits by 
the sharp rise in voltage of the right plate or by the sharp fall in voltage 
of the left plate. These can be used as indications of carry when the 
circuit is used as an adder. 

9-2. Counters Modulo n. Counting to an arbitrary number n can, 
obviously, be performed by any device that possesses n recognizably 

47K 

47K 

Stage 0 
+110 volts 

Stage l 
+110 volts 

..:as volts 

.Stage 9 
+110 volts 

Io+-\:t-t-~--t~-1~~--~~~~~+--+~~~~---~~ 

1I 

-85 volts -85 volts 

l ~+20volts 

~f-<>Clear 
1 I.I' 

-85 volts 
Fro. 9-2. ENIAC decade. 

distinct stable states which it can be caused to assume in a definite 
sequence. A device of this character can be used as a memory clement 
for the scale of notation based on n, just as a simple toggle is so used for 
binary notation. Thus the basic memory element of the first electronic 
digital computer, the ;ENIAC, was the decimal ring counter shown in 
Fig. 9-2.1- 1 This circuit' requires 2n triodes if n stable states arc to be 
obtained; it has been characterized as a ~'2n.-triode counter modulo 
n."1 Before describing this circuit, it is apposite to remark that a multi­
stage binary scaler with feedback can also be used to realize a circuit 
having n stable states, with a considerable saving in the number of 

1 "High-epeed Computing Devices," pp. 23, 24. 
1 A. W. Burks, Electronic Computing Circuits of the ENIAC, Proc. I RE, vol. 36, 

no. 7, pp. 756-767, August, 1947. 
• Sharpless, op. cit., p. 125. 
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vacuum tubes required; the precise arrangement will be described later 
011 in this chapter. 

The toggles in Fig. 9-2 use two triodes with separate cathodes (6SN7's 
in the original circuit) and have capacitors paralleling the crossover 
resistors. The 1 state of each toggle is taken to be the state in 
which the left triode conducts, so that the right plate voltage is high. 
Input and "clear" are both negative pulses. In the cleared state, 
To = 1, Ti = Ts = · · · = Tg = 0. That this is indeed a stable state 
depends upon the fact that Ri * 9R2 [ 9 (n - l)R2 in an n-stage 
circuit], so that the left and right cathode voltages are identical. 
If an attempt were made to make Ti = 1, the voltage of the right 
cathode would fall by one part in nine and, also, the left tubes of 
To and Ti could draw only about half as much current as the left 
tube of To draws when To alone holds 1. Consequently, the voltnges 
of the left plntes of To and Ti would rise, and the voltages of the right 
grids; nnd, since the tube characteristics cannot be expected to be 
identical, tho right tube of one of the toggles would begin to conduct, 
and the usual action would turn tho other off. Notice also that, if an 
attempt were made to turn all tho toggles off, the left cathode would fall 
toward -85 volts, and one left triode at least would start to conduct 
when its cathode voltage fell within cutoff voltage of the grid. Thus we 
can accept tho statement that tho cleared state is stable. Similarly, 
any state in which one toggle holds 1 while all the others hold O's is also 
stable. 

ARsume the circiuit to be in its cleared state, and let a negative pulse 
appear at the input. This depresses tho voltage of tho right cathodes 
momeut.ltrily; Hince Ti to Tu have their right tubes conducting, no change 
takes place in them, hut, if the pulse is of sufficient magnitude to deprci;s 
the cathode voltage to within cutoff of the voltage of the right grid of T0 , 

the toggle '1'0 ii,i Rwitchcd to 0. Tho abrupt rise of the voltage of tho lcft­
hand pinto iH ciommunicated by the couplitlg capacitor to Ti, switching 
Ti to 1. Cloitrly, the fall of the left plate voltage of Ti cannot affect. 
T2; so tho circuit is now in the stable st1.1.te To = T1 = Ta = · · · = Tu 
= 0, '1'1 = 1. The next input pulse Rots Ts to 1 and all the rest to 0, 
and so on. Tho fooclbo.ck o.rrangomeut from T11 to To gunrantees that 
tho tenth pulse will return tho circuit to its original state. 

Output.'l cian obviously he taken in a great variety of ways, e.g., from 
the right pl:it.os (only one right plate at n time is at its upper level of 
voltage), and vi1-1un.l indication can be given by a set of neon bulbs con­
nected, o.g. 1 from these plates to ground. An m-place scaler working in 
base n notation can be built of m of these circuits so arranged that the 
input to any one is generated by switching from 1 to 0 the last toggle 
T 11-i of the preceding circuit. 
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It has been stated that the ENIAC ten-stage circuit just described can 
operate satisfactorily at rates up to 180,000 pulses per second. 1•2 

The reader probably considers the counter just described to be rather 
wasteful of vacuum tubes. Successful modulo n counters using n tubes 
have been devised by Lewis. 3•4 However, the circuit becomes com­
plicated if n is not fairly small; it is forced to discriminate between volt­
ages that differ by smaller and smaller amounts as n is increased. The 
original circuit was devised for n = 5, and it does not seem possible to 
increase this beyond n = 8 without losing the necessary degree of reliabil­
ity. Of course it is possible to cascade a circuit for n = 5 and a binary 
scaler to produce a decimal counter. 

9-3. Scalers. It has been shown how circuit1:1 having n 1:1table states 
can be devised and how they can be caused to step from one such state 
to the next upon the receipt of a pulse. These can be used only if n is 
fairly small, because the number of tubes used is proportional to n. If 
n is not small, recourse is had to the familiar scaling type of counter, 
which has been in use for many years in the instruments of nuclear and 

FIG. 9-3. Binary scaler. 

cosmic-ray physic1:1. This type of counter depends upon the fact, notod 
above, that, when a modulo n circuit steps from state n - 1 back to stnt.<~ 
0, an indication is available that can be used to step a second such circmit. 
Thus, at every nth pulse received at the input of the first modulo n count­
ing circuit, the second such circuit is caused to step once, and, at the 
n2th pulse, a third such circuit is caused to step once, and so on. Apart 
from intercircuit coupling, a circuit having 2" stable states requires 2n 
triodes. Note that the second, third, ... modulo n counters in the 
chain need be designed to count at speeds only 1/n, 1/n2, ••• of the 
speed of the first counter. 

The simplest possible form of scaling is shown in Fig. 9-3. Assume 
that negative pulses are to be counted and that, initially, both toggles 
are in the 0 state with, say, the left triodes conducting. The first pulse 
switches the 2° stage to 1, transmitting a positive pulse to the grids of 
the second toggle; assume that the design is such that this pulse does not 

1 ]bid. 
t Burks, op. cit. 
i W. B. Lewis, "Electrical Counting," Cambridge University Press, New York, 

1942. The circuit is given on p. 91. 
4 "High-speed Computing Devices," p. 20. 
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affect the second stage. The second pulse switches the 2° stage back to 0 
and transmits a negative pulse to the 21 stage, switching it to 1. A 
third pulse now switches 2° to 1 and does not affect 21, and a fourth pulse 
switches 2° to 0, transmitting a negative pulse to 21 and switching this 
also to 0. 

A scaling counter in the decimal system can be constructed similarly, 
if the two toggles of Fig. 9-3 are repla.ced, for example, by rings of ten of 
the form of Fig. 9-2 and if the coupling is so arranged that the transition 
of the lowest-order stage from 9 back to 0 causes the counter in the next­
higher stage to advance by unity. In like fashion, scaling counters can 
be devised to operate in any desired scale of notation. 

9-4. Binary-type Counters in an Arbitrary Scale. Binal'y scaling 
counters of the type of Fig. 9-3 possess 2" stable states, which are succes­
sively assumed as the count progresses. By the use of feedback, the cir­
cuit can be caused to ignore certain of these states;1 it thus becomes a 
counter in a different scale. For example, a four-stage binary counter 
can be caused to ignore six of its possible states and thus to p<>l:IHess iu 
effect only ten distinguishable states, becoming a 11 decade" i from decades 
of this type it is possible to construct a decimal scaling counter. Con­
siderable economy in vacuum tubes is achieved by using decades of thiH 
type, as compared with 20-triode rings, and even as compared with th<1 
Lewis-type ring mentioned above. 

There a.re several possible methods of introd\lcing feedback to achieve 
the desired result. s-4 The circuit may be allowed to csount initially to 
2" - 1 (that is, 15) and, upon the next count, may go back not to 0 but to 
some different state (say 6) ; or it may be so arranged that it progresseH 
normally through the Huccessive stages up to N - 1 (where N < 2"), 
returning to 0 upon the next count; or it may be caused to skip certain 
of its normally pm1sible 1:1tatcs. As an example of the firRt type of cir­
cuit, 11 consider I1'ig. 9-4. Initially, Ti, Ts, Ta, and 7', are to have their 
right triodes drawing current. Lot negative pulHei:i be o.pplied to the 
input. 'l'he counting proceeds as if no feed.ho.ck conncctioDH were 
present until in every stage the left triode if! conducting; thiR condition 
obtains after the reception of the 15th pulse. 'rhe 1 <ith puh!e now 
returns every stage to its 0 condition; this is a progres.<iivc proceM, first 

1 Harold Lifshutz, Now Vacuum Tube $(1aling Ciruuit.s of Arhitru.ry Intcgr1i.J. or 
Fractional Sea.ling Rates, Ph11s. Rev., p. 24.1, Fohmn.ry, 1940. 

1 Richard J. Blume, Predetermined Counter for Process Control, Ef.ecl.ron.ica, vol. 
21, pp. 88-93, February, 1948. 

1 I. E. Grosdofr, Electronic Counters, RCA Rw., vol. 7, pp. 438-447, September, 
1946. 

4 John T. Potter, A Four Tube Counter Dees.de, Electronic11, vol. 17, pp. 110-113, 
:~58-360, June, 1944. 

1 Blume, op. cit., p. 89. 
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Ti switching to O, then T1, and so on. However, when T, switches to O, 
the sharp rise in voltage of the plate of the left triode is transmitted to 
the grids of the left triodes of T2 and Ts, turning these tubes on and leav­
ing the circuit in the state that would normally signify 6, but which in 
this case is used to signify 0. From this point on, the circuit steps for­
ward from "normal" 6 to "normal" 15, then back to "normal" 6 and so 
on, passing through only ten stable states. These may be used to repre­
sent digits 0 to 9. 

AB an example of the second type of circuit, i modify Fig. 9-4 as follows: 
(1) in place of the feedback connections shown, let there be one connection 
from the plate of the left tube in T, to the grid of the right tube in T2; 
and (2) add a capacitive connection from the plate of the right tube in 
Ti to the grid of the left tube in T,. Thus, switching Ti from 1 to 0 

B+ B+ B+ B+ 

FIG. 9-4. Decade obtained by feedback. 

causes T, to switch from 1 to 0 but does not otherwise affect T "' and 
switching T" from 1 to 0 causes T 2 to switch from 1 to 0 but otherwise 
has no effect. With this understood, let a train of negative puli-;ee; be 
applied at the input. The count proceeds normally up to 9, at which 
point Ti and T, hold l's, and T1 and Ta hold O's. The next pulse now 
switches T1 to 0, and this does two things simultaneously: (1) it switches 
T, from 1 to 0, and (2) it causes the positive pulse fed back from T" to T2 
to override the negative switching pulse from Ti to T2, and so prcvcutH 7'2 
from switching to 1, as it would if the feedback connection were not 
present. Thus the net effect of the tenth input pulse is to return the 
whole circuit to its initial, or O, state. 

9-1>. Positive-action Counters. Ordinary scaling circuits suffer from 
dependence on pulse shape. Since the same input is fed to both grids, 
the voltage fed back from the plate of the tube that has its state of con-

1 Potter, op. cit., pp. 110-113. 
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duution changed first must override the input at the grid of the other 
tube. Or, if the circuit is of the cathode-coupled type, the initial state 
of the circuit must be remembered by the voltages of the crossover and 
distributed capacitances. In any case, therefore, the circuit is essentially 
called upon to "remember" its previous state so that it will "know" to 
what state to change. 

The dependence of the ordinary scaling counter upon the character 
of the input pulse makes it unsatisfactory for use in computers of the 
asynchronous type, such as the machine at the Institute for Advanced 
Study (IAS) and those built under the guidance of the design philosophy 
evolved there.1 Another consideration that in some cases makes it 
necessary to go beyond the simple scaler is that, even in a synchronous 
machine, the pulses to be counted may not be precisely defined in time 
and so it may be necessary to reestablish the timing with reference to 
the standard clock pulses. 2 In these and in other cases where it is neces­
sary to avoid dependence upon input-pulse characteristics, a counter of 
the positive-action type provides a satisfactory solution. The general 
principle in circuits of this type has been stated as follows: "With each 
primary storage clement there is associated a secondary element whose 
only function is to remember the state of the primary element during any 
interval in which it is changing or is in a state of change."3 

Consider now two illustrations of counters embodying the positive­
action principle. A typical stage of the :first is shown in Fig. 9-5. 2 The 
"up" and "down" gates U1, U2, Di, D2 are pentode gntes1 and 01 is a 
double-triode common-plate-resistor circuit and so functions as a gate for 
negative swings. The inverter I occurs only in the first stage, supplying 
all higher stages with a negative pulse to enable their output gates; the 
A' and B' outputs serve only to enable the D and U gates of the following 
stage. 

Suppose both toggles initially hold 0, the left tubes conducting. Pulse 
A causes conduction by D2 and sets the lower toggle to 1, and pulse B in 
tum causes conduction by U1 and sets the upper toggle to 1. Note 
that, if B docs not occur, the next A pulse has no effect. Output is 
taken from the right plate of the upper toggle. If the upper toggle is in 
the 0 state, one of the grids of 01 is high and the output voltage is not 
affected by a negative pulse at the other input, whcrca.s, if the upper tog­
gle holds 1, the gate is enabled and the arrival of an A pulse causes the 

1 W. H. Ware, The Logical Principles of a. New Kind of Binary Counter, Proc. IRE, 
vol. 41, no. 10, pp. 1429-1437, October, 1953. 

1 "Synthesis of Electronic Computing and Control Circuits," chap. 8. 
1 We.re, op. cit., p. 1429. The positive-action principle was systematically applied by 

J. H. Bigelow in the design of the IAS computer. A description of hill positive-action 
shifting register is given elsewhere in the present volume. 
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output to the next stage to be a positive pulse. This is the meanH choHeu 
for providing the scaling action of the circuit. The second pair of puli:;ei:i 
sets both toggles of the first stage to 0 and both toggles of the second stage 
to 1. 

Note the complexity of the circuit. This is the price paid to achieve 
the type of action desired and to eliminate dependence upon pulse shape. 

The second illustration is shown in Fig. 9-6. 1 This arrangement is 
like that of Fig. 9-5 in the up-and-down gating between toggles of the 
same column, but different in the gating between columns. In Ware's 
terminology, the upper rank of toggles is called the "true" rank and the 
lower the "false" rank; the reason for this will become evident shortly. 

AJl_ 
B _J1_ 

01 
G 1-----'l..o A' _fl_ 

} 
To D and U gates 
of second stage 

..---.-,i.OB' --11.. 

....._ ______ 1 1---------1----. -U-To output gates of all 
higher stages 

F10. 9-5. One form of positive-action countcn-. 

The convention is retained that a 0 is represented by a toggle with t.ho 
left tube conducting. 

The input to the lowest-order stage consists of a pair or pulH<'l'I iu 
sequence. The first opens the "down" gate and th mi cauHHH t.lw fl' t.og­
gle to assume the same state as the T toggle above it. The K<mond pulKn 
opens the "up" gates and thus causes the T toggle t.o aHKmn~ thn r;Lat.n 
opposite to that of the F toggle (or the l's complement; of th<l informuLion 
in theF toggle). These rules can be summarized by the 1wmh0Ji.; 7'0 ·-• /1'11 , 

c • 
F'o - To. Thus, if both toggles of stage 0 arc cleared to O's before t.he 

1 /bi'.d., p. 1431, and also Ware's unpublished Princeton t.hc!siH. A cfotn.ilPcl 
dil!eussion is given in Charles V. L. Smith, Sixth Interim Progn•MH ll<!port. on 
the Physicu.l. H.ealization of an Electronic Comput,ing In11trmn1111t., pp. ia K2, InH1i· 
tute for Advanced Study, Princeton, N .• J., September, 1951. Tim Hn1111• rn11ort. 
1~lso contains a detailed Rehematic of the Rhift com1t.cr dcsig1l!'d by W1~rl' for Uu1 
Iruit,itute computer. 
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reception of the first pair of pulses, the net effect of this pair is to leave 
To= 1, Fo = 0, whereas the effect of the second pair is to leave To= O, 
F 0 = 1; this shows why the two ranks are named as they are. Thus the 
Oth column certainly behaves as it should. 

Now exn.mine the behavior of the next stage. The following require­
ments are evident: (1) if stage 0 changes from 0 to 1, there is no carry to 
Htage 1, and stage 1 must therefore be unaffected; (2) if stage 0 changes 
from 1 to 0, there is a carry into stage 1, and the state of stage 1 must 
change. The following rules for transfer between T1 and F1 satisfy these 
requirements: (1) if 'l'o = 1, then Ti--+ Fi; (2) if To = 0, then F1 ~ Ti. 
A glance at Fig. 9-Ci shows that these rules are in fact obeyed and that, in 

To 
(i+lJst 
stage 

ith stage (i- l)st stage 

Fw. !l-6. IAS pot1itivc-nction countor. 

True 

From 
li-2)nd 

stage 

False 

general, (I) if 'J',_1 = 1, then 'l',-+F,; (2) if T1-1 = 0, then F,~ T.;; so 
it, is guumntccd that the cireuit is in fact a binary counter. 

The numbers in the fuh'.lc rank corresponding to numbers given in the 
true rank arc readily determined. Thus consider a five-stage counter, 
initially holding the number 00000 in the true rank. It is evident from 
the transfer rules that all the Rtages of the false rank beyond stage 0 must 
hold l's. l•'urthcrmore, Rinoe the last opc1·ation of the stage 0 must have 
been t.o turn from 1 to 0, fi'o also holds a 1. The first few countR result in 
fali::;e numberR nR follows: 

True False 

00000 11111 
00001 11100 
00010 11001 
00011 11010 
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There is no need to extend this table. Note only that to each true num­
ber corresponds a well-defined and unique false number. Since, in many 
computer uses, it is necessary to insert a number in a counter and to 
require it to begin counting from this value, it is clear that, in the present 
circuit, the false number corresponding to this desired initial value must 
also be inserted into the false rank. Thus Fo must be the complement 
of To, and, for higher stages, if T1-1 = 1, then T, = F;; if T,_1 = 0, then 
F, must be the complement of T,. To ensure this requires merely the 
addition of another set of gates from the true to the false rank, which 
must be enabled only when an arbitrary number is being inserted into 
the counter and which are disabled during the ordinary counting process. 
These gates must be dynamic in the sense that they are enabled only 
upon command. It is possible also to make a subtracting counter by 
changing the gates to conform to the following transfer rules: (1) Fo ..::.+To, 
and, if T1-1 = 1, then F,-+ T,; (2) To-+ Fo, and, if T1-1 = 0, then 

c 
T0 -+F0• 

It has already been mentioned that an extra set of dynamic gates 
can be used to insert into the false rank the dual of a number inserted 
into the true rank. It is also quite possible to replace by dynamic gates 
all the T -+ F gates in the stages above the 0th, for a T-+ F transfer makes 
no change in any T, and so affects no other T --+ F transfer; hence it suf­
fices to open these gates only for the time required to change the state 
of a toggle. On the other hand, in the F-+ T transfer, a change in any 
T, affects the transfer in the next higher stage, which means that, if 
dynamic gating were to be used, the enabling pulse would have to lal'!t 
longer than the longest carry-propagation time. One would expect that, 
if dynamic gating were used in the T--+ F transfer, the false numbers 
dual to the true ones would not be the same as those found with static 
(or self-instructed) gating. This is in fact the case. The interested 
reader will find no trouble in constructing a table of these numbers. 

It has been pointed out that, when an arbitrary number is inserted into 
the true rank, the corresponding false number (its dual in this seuRe) 
must be inserted into the false rank and that this insertion requires a set 
of gates enabled only for this purpose. The rules given were: (1) To..::.+ F0 ; 

(2) if T 1-1 = 0, then T, ..::.+ F,; and (3) if T '-1 = 1, then T,-+ F,. If 
rule 1 is replaced by (1') To-+ Fo, then the rules 1' and 2 are identical 
with two of the rules used in counting. If these new rules are used for 
constructing a false number dual to a number N read into the true rank, 
it turns out (as the reader can see by constructing a few examples) that, 
if the true rank holds N, then the false rank holds the number dual t.o 
N + 1. Hence, with dynamic gating, to start counting from a number 
N, simply insert N into the true rank and do no more. The T -+ F gate:; 
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are all arranged to open in synchronism with the first of the two pulses 
representing the next count. This places in the false rank the dual of 
N + 1, which is exactly the number that should be in the false rank after 
the reception of the first of the two activating pulses anyway. Thus the 
use of dynamic gating permits counting and "dual-instructing" gates to 
be combined. 

A column of the shift counter in the IAS computer is shown in Fig. 9-7; 
this circuit was devised in accordance with the principles outlined above. 
Only static gates are used. The stage shown is the lowest-order one. 
All the other stages except the last are identical with this; the last 
embodies certain simplifications made possible by the fact that the coun­
ter is required to count only up to 40. Input 1 is ordinarily maintained 
at ground potential, the 1-µsec pulse swinging down to -20 volts. Input 
2 is normally held at +60 volts, the 1-µsec pulse, which occurs 1 µsec 
after the termination of the pulse at input 1, swinging up to 110 volts. 

Let the tubes of the column be designated Ti to T7, reading down. 
Ti is the false toggle, and the right section of T1, all of To, and the left 
section of Tr. together form the true toggle. The up (or F-+ T) gate con­
sists of T 2. The down ( T --+ F) gating structure consists of Ta, T ,, the 
left section of 'J.'7, and the right section of T". The voltage dividers 
between the grids of Ta and -300 volts are so designed tho.t, when the 
voltage at, say, the left grid of Trs is 0, the voltage at the left grid of T2 
is -10, and, when the left grid of Ta drops to -40 volts, the left grid of 
T2 drops to nearly -50 volts. 

Now consider the effect of a -20-volt pulse on input 1. It is clear 
that, before the pulse, the cathode of T2 was held so far above either grid 
that neither section of T2 was conducting. With the pulse, the cathode 
of T 2 falls to - 20 volts, and current is drawn by the section of T 2 the grid 
of which is at -10 volts. If, for example, this is the left section, then 
Ti is already forced to the state where the left section is conducting. 
Clearly, T2 forces the state of the false toggle to imitate the state of the 
true one. 

Now consider the effect of the second pulse, and assume that Ti is in 
the 0 state, so that the left and right grids of T, arc held at 0 and -40 
volts, respectively. Before the pulse, the plate supply of T, is +60 
volts, so the left plate of T, is substantially below 60 volts, o.nd the right 
plate is +60 volts. As the plate voltages of Te are +60 or +110, it is 
clear that Te can be in either state. Now, when the pulse comes, the 
plate supply of T, suddenly increases to + 110 volts; so the right plate of 
T, also rises to 110, and the left plate rises to about +60 volts. Then the 
right grid of T& rises to +no volts, and is followed by the cathode. 
Hence, the right grid of Te is brought up above ground and so Te is forced 
to assume the 1 condition, no mo.ttcr what its previous condition. The 
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Cl Cl 

Input 1 

+llOvolts +240volts 

Input 2 

13K lK 1.5K 45K 

-300 volts ....... AA-.._.,AA. ........ ...._...AA--N"'---' 
45K 1.5K lK 13K 

FIG. 9-7. One column of IAS shift counter. 
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down gates force the contents of the false toggle to become the comple­
ment of the contents of the true toggle. 

9-6. A Double-ranked Positive-action Counter. Some types of bigh­
speed memories are such that the information rapidly deteriorates and 
means must be provided of periodically restoring or regenerating the 
contents of the memory. The chief example is the type of electrostatic 
memory first proposed by F. 0. Williams, which uses conventional cath­
ode-ray tubes. In parallel memories of this type, it is convenient to 
ttlteruate cycles of restoration and action. A counter is needed to count 
through all the addresses of the memory, and, in a machine of the single­
addrcss type, a counter must also be provided for counting through the 
succcHRive addresses occupied by the instructions of the code being exe­
cuted. It is, therefore, possible to effect a considerable economy in 
equipment by combining these two counters. 1 The resulting circuit 
consists of a single falAe rank, a true rank for restoration addresses, and a 

2° stage 21 stage 
Fxa. 9-8. Whirlwind I counter. 

true mnk for instruction addresses; this may be termed a "dispatch" or 
"central-exchange" com1ter. The arrangement becomes especially 
attriwt.ive when it is noted that, since the false numbers are unique and 
boar u. one-to-one relation to the true numbers, the false numbers can be 
mm<l within the mmnory to specify adtlre1:1ses and that, therefore, a single 
out.put from the fu.lim rank to the deflection circuits of the memory suffices. 

Another type of di1:1patch counter will be described in Sec. 9-8. 
9-7. Adding Counters. It is also pos1:1iblc to construct couuters that 

are essentially simple adders, iu which counting from N to N + 1 is 
o.c1compfo1hed by adding 1 to the contents of the lowest-order stage and 
permitting the carry to propagate throughout the circuit. Probably the 
Himplest binary counter of this type is that used in Whirlwind I. It is 
Hhown in Fig. 9-8. 

The toggleH are cathode-coupled with capacitors paralleling the cross­
over rosiHtors, the gates are of the pentode type (see Chap. 4), and the 
delay clements are short sections of artificial line. As usual, the conven­
tion is that a toggle holds 0 when the left section is conducting. 

1 Ware, op. cit., pp. 14.'36-1437. 
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Assume the counter cleared to 0. The first pulse received is stopped 
by the closed gate Gi but, after a short delay (this must just exceed the 
duration of the pulse), switches Ti to 1. The next pulse finds Gi open and 
Gs closed. It therefore switches both Ti and T1, so that now T1 holds 0 
and T2 holds 1, as they should. It is now clear how the circuit operates. 
Observe that this circuit is really just as simple as an ordinary scaling 
circuit but may be expected to be somewhat faster, for the propagation 
time of the carry down the structure is only the transmission time along 
the carry line and through the carry gates. 

9-8. An Adder-type Dispatch Counter. One form of double counter, 
the so-called "dispatch" or "central-exchange" counter has been 
described in Sec. 9-6. A brief description will be given here of the 
counter used in the IAS computer. 

Physically this circuit consists of three ranks of ten toggles each, called 
the "restore" (TB), the "dispatch11 (TD), and the "order" (To) toggles. 
The rank TD may be associated with either of the other ranks to form a. 
simple adding-type counter. Leads are taken from TD to the deflection 
circuits in the electrostatic memory, and leads into TD make it possible to 
insert an arbitrary number there when a shift or jump instruction is 
obeyed. 

The general procedure is as follows: Supposing that the number in TB 
is to be increased by unity, first clear TD to O's, then open the gates that 
force the contents of T» to duplicate the contents of T11. Then clear Ta 
and open the gates from TD into Tr-these are so arranged that TR 
receives a. number greater by unity than the number held in TD. Noto 
that this counter is essentially of the positive-action type, for all inf or­
mation is held intact in one set of toggles until the transfer to another set 
has been accomplished. 

A schematic of one column of the circuit is shown in Fig. 9-9. The 
convention here is that a toggle holds 1 if the left section of its tube iii 
conducting (just the opposite of the convention followed earlier). The 
inputs are those labeled BB, .An, Bo, .Aoi these are normally held at +10 
volts but are dropped to -10 volts to enable the gates. 1'he voltages 
B CIA, B Ola, .A Cl.t, .A 0111 are normally +150 volts, but are dropped to 
+ 50 volts when a toggle is to be cleared. 

To increase the count in the restore rank (of which Ts is a representa­
tive toggle), we :first clear the dispatch rank to O's by pulsing B 0111 down 
to +50 volts. The next step is to pulse BB down to -10 volts, so that, if 
TB holds 1, this is transmitted to TD but, if Ta holds 0, then TD continues 
to hold O; the state of TD must duplicate that of TB. 

Consider now the carry gate V1 and its associated diodes Ve, V1. The 
carry voltage from the preceding stage is positive (normally +21 volts) 
if the carry is 0, but negative (normally -40 volts) if the carry is 1; thCR('i 
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FromR3 

BClAo---------+-----. 

Carry from previous 
stage (in first stage 

connected to 
-10 volts! 

42K 

-300 volts 

A Cl Ro-------. + 150 volts 

-300volts 

To deflection generator 
in memory 

oBo 

120K 

-300 volts -300 volts 

211 

.--+"'="'15::-:0,-v"""'ol"""ts-+--o.ACZA 

Fm. 9-0. Double-ranked ndding countar (one column). 

values will be derived shortly. 'l'he voltage representing the contents of 
TD is 0 volts for l, -40 for 0. There .are, therefore, four ca.sea to discuss. 

Case I: The "carry in" is O; TD holds 0. The right grid of V& is posi­
tive, and the left is held at - 40 volts. The cathode follows the right 
grid, and the left section is cut off; so the carry voltn.ge to the next stage is 
set by the resistance network (between +150 and -300 volts) at +21.4 
volts if all the resistors actually have their nominal values. The action of 
the diode Vs causes the grids of gates Va and Vo to be very slightly nega-
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tive. Hence, when T11. is cleared to 1 and AR is pulsed from +10 to 
-10 volts, the gate Vs conducts and switches TR back to 0. Thus 0 is 
left in T11., and the carry to the next stage is 0, as it should be. 

Case II: The carry in is 0; TD holds 1. Again the left section of V & is 
cut off, and a +21.4-volt carry voltage is transmitted to the next stage. 
However, since the voltage of the right grid of TD is -40, the diode Va is 
inoperative, and the grid voltage of Vs is far negative (below -40 volts); 
so, when TR is cleared to 1 and A.R is pulsed down to -10 volts, nothing 
happens. The net results are that TB holds 1 and that no carry is propa­
gated to the next stage. 

Case III: The carry in is 1; TD holds 0. Both grids of V& are negative. 
The diode network operates to hold the cathode at such a level that both 
sections of V 6 are cut off (except perhaps in the lowest-order stage, where 
the right half may draw some current, the left half being safely cut off), 
and so a 0 carry is transmitted to the next stage. The voltage of the 
grid of Vs is low enough. so that finally, when AR is pulsed down to -10 
volts, insufficient current is drawn to change the state of Tn, which con­
tinues to hold the 1 inserted into it by the clearing operation. 

Case IV: The carry in is 1; TD holds 1. As the left grid of V & is held at 
0 volts and the right is negative (-10 volts in the first stage, about -40 
in all others), the left half of Vs conducts and the right half is cut off. 
Conduction through v, holds the grid of Vs very close to 0 volts. Tho 
carry voltage is very nearly -40 volts (this justifies the value already 
used). Finally, when An is pulsed down to -10 volts, the gate Vs 
causes TB to switch to the 0 state. 

All possible cases have been covered, and it has been shown that the 
circuit performs all the necessary functions correctly. As yet the input 
has not been discussed. Because of the special circumstance that this is 
always 1, its introduction is conveniently brought about by wiring the 
carry-in connection in the lowest-order stage permanently to a negative 
voltage. It is clear from the above analysis that the inputs to the second 
stage swing between the levels (O, -40 volts) and ( +60, +no volts). 
The second swing is exactly the same as the swing of the input, but tho 
first is greater. However, -40 volts is enough above -50 volts so that 
there is considerable margin against malfunction. 

9-9. Serial Counters. It is also possible to build counters very well 
adapted to use in serial computers essentially by using the recirculating 
register mentioned in Chap. 8 and making provision for the addition of 1 
to its contents at suitable times. 

A good example is given in Fig. 9-10, which illustrates the techniques 
developed at the National Bureau of Standards (NBS). 1 First suppoRc 

1 A. L. Leiner, W. A. Notz, J. L. Smith, and A. Weinberger, System Design of the 
SEAC and DYSEAC, NBS Oi'l'C. 551, Jan. 25, 1955. 
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that the circuit is quiescent. At time t = 0, let a. pulse a.bout 0.5 µsec in 
duration appear at I. This passes through M 1 and the tube-and-trans­
former combination, a.nd enters loop 2 via gate G~ and mixer M 11• Because 
0 1 receives no pulse fed back from 0 until t = n + 1, it is clear that no 
pulse circula.tes in loop 1, and the pulse just introduced circulates in 
loop 2, since, in the abse11ce of further input pulses, gate G2 is not inhibited. 
The pulse that circulates about loop 2 is available at O at t = n, 2n, 
. . . . Now suppose that, at t = n, a second pulse arrives at I. As far 
as loop 1 is concerned, this pulse appears a.t 0 1 at t = n + 1, and, as the 
pulse fed back from 0 appears there at the same time, a pulse is fed to 
M 1 at that time and passes on to appear at G~. The input pulse appears 
at G11 and G~ at t = n; it inhibits G2 and finds G~ inhibited by the pulse 
already resident in loop 2; so nothing enters, and the resident pulse is 
erased. 'l'herefore, the pulse arriving at A at t = n + 1 finds the way 

Io..----- nµsec 
0 

Loop 2 

1 µsec "--------------------.1 
T•'m. ll-10. NBS dyn11.111ic counter. 

into loop 2 open. Ifonuc the offcct of the 111econd input pulse at t = n is 
that a pulsn cir<1ulafo11 iu loop 2 which is available at 0 at t = 2n + 1, 
3n + 1, . . . . AA tho time intervals (kn, kn + 1), (kn + 1, kn+ 2), 
... , [kn+ n - 1, (le+ l)n] co.n be interpreted as the 2°, 21, ••• , 

2-1 positions of a binary integer, it is clear that the output after a single 
input reprcscuts 1 and tho.t the output after the second iI1put represents 
2. Si.J.nilar com1i<lo1·ations show that, if a pulse appears at I at t = 2n, 
it is bo.lTcd from loop 1 but enters loop 2, so that at 0 there are pulses in 
the intervals (3n, 3n + 1) and (3n + 1, 3n + 2), or in positions 2°, 21, 

giving the binary represe11uttion of 3. Clearly, therefore, the circuit 
counts pulses that appear at I at t = 0, n, 2n, . . . . 1~he circuit is 
actually more versn.1;ilc than has been seen as yet, for an argument similar 
to the above 1:1how1o1 thnt, if the second pulse had been in the 21 position, 
the count would have advn.11ceci immediately to 3, and, in general, that, 
if the input pulf!o iR in t.he 2" poRition, the number in loop 2 is increased 
by 2k. 



214 ELECTRONIC DIGITAL COMPUTERS [CHAP. 9 

Figure 9-11 shows an application of serial counting used in the Uni­
versity of Manchester megacycle computer (MEG). The circuit shown 
is called the "address-control loop," and is analogous to the IAS dispatch 
counter, being used both to regulate the regeneration of a Williams mem­
ory and to present to it the addresses to or from which information is to 
be transferred. The addresses are 10 bits in length, and the total delay 
around the loop is 20 µsec, since the action and regenerator cycles are 

To toggles of 
address 
staticizer 

Address information 
from adder 

" Adder and 
lµsec delay Y 

lµsec delay 

Po 

'-----~~ Sµsec delay i------' 

FIG. 9-11. Address-control loop. (D. B. G. Edwarda, Ph.D. thesis, Universit11 of Man­
che8ter, England, 1954.) 

each 10 µsec in duration. Besides the elements shown, the loop contains 
retim.ing and reshaping amplifiers, one for each 10 µsec of delay; these are 
omitted from the diagram as irrelevant to the logic. 

There are two inputs to the adder, z and y; an action address is intro­
duced at x, and the circulating number enters through y provided the 
erase gate is enabled. The carry is, as usual in serial adders, delayed 
1 µsec and fed back; also, an artificial carry can be injected via a gate; 
this can be done only by the Po pulse, which is the first of the ten pulses of 
the machine's fundamental minor cycle, called a "beat." 
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Let us suppose that, initially, the loop contains no information and 
that a Po pulse is injected in the :first beat. It emerges from the adder 
1 µsec later and proceeds about the loop. Notice that it emerges from 
the last 1-µsec delay element during the P2 time of the next (second) 
beat, so that, if the gates leading to the address staticizer are opened dur­
ing that time, the statieizer records 1 in its lowest-order position. The 
pulse arrives back at y during the Po time of the third beat, so that, if the 
Po pul1:1e of that beat is also injected as an artificial carry, the adder out­
put is advanced to 2; that is, a pulse emerges from the next-to-the-last 
1-µsec delay element during the P2 time of the fourth beat and can be 
staticized as 2. Clearly, if this process is continued, the addresses 1, 2, 
3, to 1023 are successively generated and are available to be staticized 
at 20-µsec intervals, i.e., every other beat, or, using the numbering 
introduced above, during beats 2, 4, 6, . . . . When 1023 has been 
genemtud, the regenerate address is reset to 0 simply by disabling the 
erase gate for the appropria.te 10-µsec time interval. 

An action addreH8 cun be introduced via x beginning, e.g., with the Po 
of beat 2, and iH nvailahlo to the address staticizer during the P 2 time of 
beat 3. If thm·e iH no fllrther need for thi1:1 address, it can forthwith be 
erased by dh;abliug thH cra1-m gate for the appropriate 10 µsec, or it can 
be pcrmit.tod to cir<mlate and bo increased by unity by the injection of a 
Po pulse into the curry input of t.he adder at the beginning of beat 4. 
Actunlly, the 40-hit worcll'l are held in blocks of 10 bits in successive mem­
ory locations; so tho normal procedure is to add 1 to the action address 
three t.imos before eru.Hing it. 

9-10. Counting Tubes. There exist multieloment tubes designed for 
counting in the clm:imal AyHtcm. Although nothing more will be said 
about t.h<'lm i11 litter 11h11pt.<~l'l'l, it is worthwhile u.t. least to give a brief 
int.roduct.io11 to tlw HllhjClct here. J,ittle if any application has been made 
of thrn·m tuh<1H in digital equipment except in one or two slow machines in 
l~nglnnd, whc1·e they hnve been used in building up decimal registers and 
dccimnl 11ddorH. The1 firHt tuheR of this kind to come on the market were 
of tlw 11olcl-mi.tho<lo varfoty, whfoh could count only at low rates, e.g., 
a few kiloc:ydcR per imc:ond. Later there appeared various thermionic 
tubmi <:apu.hln of much fm-1tcr operation, up to the megacycle range. It 
should also be nofod thnt. the Rpeed of the cold-cathode tubes has been 
ii1crct~i:mcl and that in Homo developmental modelH a speed in the range 
from !iO to 100 kcps has been reached. 

AR cokl-cu.thocle tuhciA u.re cheap, rugged, reliable, and long-lasting, 
thorn sticmH to be1 no rcttAon why, if fast-acting commercial models become 
availa.blc, they Hhould not find very useful applications in decimal 
machines u.nd porh11pH 11!Ro in special equipment asimciated with binary 
machines, <1.g., in dedmal-t.o-codcd-decimal convP-rters and in analogue-
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to-digital converters. Existing tubes are used a good deal in decimal 
scalers for counting nuclear events and for various counting applications 
in industrial control. The thermionic tubes are more expensive than the 
cold-cathode tubes but inherently capable of faster operation, which in 
many cases is of overriding importance.1 

Cold-cathode tubes will now be considered in some detail. In the 
Dekatron (Ericsson Telephones Ltd.), there are the following tube 
elements:2•3 (1) a central anode, (2) ten counter cathodes arranged in a 
ring around the anode, and (3) two sets of guide electrodes so arranged 
that one element of each set lies between successive counter cathodes. 
The operation of the tube depends upon the fact that the ionization of 
the gas near the glowing cathode lowers the striking potential to the 
adjacent guide elements. It is, therefore, possible to transfer conduction 
from a cathode to an adjacent guide electrode, from that guide to the next, 
and :finally from the second guide to the next counting cathode. The 
counting rate in the earlier tubes was as low as 2,000 pulses per second, 
but this has been greatly improved. More recent Ericsson tubes are 
about ten times as fast. 

Several other cold-cathode counting tubes have been developed in 
various places, for example, in the Bell Telephone laboratories' and in th<1 
laboratories of Sperry-Rand. Ii It was claimed that the original model of 
the latter (Remtron) was capable of a counting rate of 16,000 pulses per 
second. 

The thermionic decade counter tubes are, as one might expect, 
inherently capable of faster counting rates. These tubes exist in cotl­
siderable variety; consider first a tube developed in the Philips labora­
tories in Holland. 8 This contains as essential elements: (1) an electron 
gun which produces a ribbon-shaped electron beam, (2) a pair of deflect­
ing plates, (3) a screen electrode containing ten slots through which elec­
trons can pass, (4) an anode containing ten slots through which some of 
the electrons can pass to strike (5) a fluorescent screen, where they illu­
minate numbers 0 to 9 corresponding to the slots. 

1 For a review of both cold-cathode a.nd thormionio tubes and of numoro11s applica­
tions of them, see K. Ka.ndiah and D. W. Chnmhcrs, Multielcctrodc Countin11: TubcH, 
J. Brit. I RE, vol. 15, no. 4, pp. 221-232, April, 1955. 

'J. H. L. ~cAuslen and K. J. Brimley, Polycathode Counter Tube Applicntion1:1, 
Electronics, vol. 26, no. 11, pp. 138-141, November, 1953. 

1 R. C. Bacon and J. R. Pollard, The Deka.tron: A New Cold Cathode Counting 
Tube, Electronic Eng., vol. 22, p. 173, 1950. 
'M~ A. Townsend, Construction of Cold-cathode Counting or Stepping Tubes, 

Elec. Eng., vol. 69, no. 9, pp. 810-813, September, 1950. 
1 J. J. Lamb and J. A. Brustman, Polycathode Glow Tube for Counters o.nd Calcu­

lators, Electronics, -vol. 22, no. 11, pp. 92-96, November, 1949. 
1 J. L. H. Jonker, A. J. W. M. van Ovorbeek, a.nd P.H. de Bcurs, A Decade Counter 

Value for High Counting Rates, Phi.Zips Research. Rcpts., vol. 7, pp. 81-111, April, 1952. 
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In operation the anode is connected directly to one of the deflection 
plates, the effect being that there exist just ten stable beam positions 
corresponding to the ten slots in the screen and that the beam can be 
stepped from one position to the next merely by applying a voltage pulse 
to the other deflection plate. Once the beam has been stepped across the 
screen, it is necessary, upon the tenth count, to switch it back to the 
0 poi:iition. This requires some complication in the tube structure which 
will not be discussed here; it will suffice to remark that the "flyback 
time" is an essential limitation upon the counting rate, amounting to as 
much as 100 µsec if the simplest circuits are used but susceptible of con­
siderable reduction with more complicated external circuits. Another 
limitation on the counting rate is the dual requirement-critical for 
reliability of operation-that the input stepping pulses have a rather 
slowly falling trailing edge and a steeply rising leading edge. 

Other examples of decimal counter tubes are the trochotron 1 and a tube 
developed at the University of Sidney, Australia. 2 

Finally a number of beam-switching and counting tubes have been 
developed in the Burroughs laboratories. 3•4 These include, besides counter 
tubes, a selector and a coding tube. They are of the ribbon-beam type, 
some employing electrostatic deflection, others depending upon crossed 
electriettl 1tnd magnetic fields. The selector and coder together produce 
the binary-coded equivalent of the decimal digit presented to the selector. 
The counters operate in the decimal syHtem and are quite fast; the step­
ping pulses, although of considerable amplitude (100 volts in the earlier 
tubes), need be only a fraction (about o.:l) of a microsecond long, so that 
counting rates of a megacycle per second or more are readily obtainable. 

1 H. Alrvon o.ncl L. Lindberg, Thoo1·y a.nd Applica.tious of Trochotrons, Acta Poly­
tech., Elec:. Eng. Ber., vol. 2, no. 2, p. 106, l!l4!). 

1 D. L. Hollowu.y, An l~lectron-beam Docimu.l Counter Tube, Nature, vol. 165, 
no. 4204, pp. 856-857, Mn.y 27, 1950. 

a A. G. J!'itzpa.trick, A New Coding System for Pulso Code Modull\t.ion, pA.per pre­
sented at IRg annua.l convention, Hl5a. 

'S. Kuchinsky, Multi-output. Beam Switchi11p; Tubes for Computor and General 
Purpose Uso, pa.per prcscmtod at. IIU.!i annual convention, 195:3. 



CHAPTER 10 

ADDERS AND ACCUMULATORS 

10-1. Introduction. The basic operation for all digital computation 
is addition. It is the only operation that is performed direet.ly. Sub­
traction is conveniently performed merely by adding the compfoment of 
the subtrahend, products are built up by successive additions, and 
quotients are formed by successive additions and subtrn.ctions. 1- 3 

This chapter will be concerned only with the circuits used in eff ec:t.iug 
addition; in Chap. 13 it will be shown how multiplication and divil-lion 
can be carried out. The basic circuit is the adder, which reccivc1:1 t.wo 
inputs (the addends or summands) and yields one output (the Hum). 
By combining an adder and a suitable register, it is possible to construct. 
an accumulator, a device which forms the sum of the number alr(it~dy 
held ("resident number") and a new input ("incident numhcr") and 
which then holds the sum until it either receives a new input or is d<llih­
erately cleared. 

Adders and accumulators can be either serial or parallel in nat.uro. A 
serial adder is a very simple circuit (see Sec. 10-2 below), hut n pamllol 
adder, although no more complicated logically, requires muc:h morn rn1uip­
ment, since separate and identical simple adders must be providod for n.11 
binary positions. 

As far as the adders themselves are concerned, serial addition l"E~quirnl-l 
one minor cycle. For parallel addition the time is variable; for it; <fopm<I~ 
upon the completion of all necessary carries. There is alHo scrii~l-parn.llE~I 
addition, as mentioned in Secs. 3-5 and 3-7; the time requirod for thi~ 
process is intermediate. However, in terms of actual machine opnmt.ing 
time, it is necessary to take into account also the time required t.o procnrn 
the addends from the memory. In both serial and parallol :uider~, t.lu1 
addends are procured in sequence and added to the number residing iu 
the accumulator, which is cleared to 0 before the reception of the firl'it 

1 Staff, Harvard Computation Laboratory, "Synthesis of Elcctronfo Comput.ing 
and Control Circuits," chap. 12, Harvard University Press, Cumbridgo, Mn.1-1s., JOii t. 

s Engineering Research Associates, "High-speed Computing Devices," chap. 1a, 
McGraw-Hill Book Company, Inc., New York, 1950. 

'R. K. Richards, "Arithmetic Operations in Digital Computers," D. Van Nt>Hf,rtmd 
Company, Inc., Princeton, N.J., 1955. 
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addend. In single-address serial machines, for example, the addition of 
a number to the contents of the accumulator is completed one minor 
cycle after the moment that the :first (or lowest-order) bit begins to emerge 
from the memory; if the memory is not of the random-access type, the 
variable access time must also be included. In the parallel single-address 
case, the carry-propagation time must be included as well as the access 
time. 

At this point some numerical information is of interest; since access 
time can vary widely, this will be excluded from the discussion, which 
will be limited to the time required to add a newly appearing addend to 
the contents of an accumulator. Let the word length be 40 bits; then 
consider the following cat1es: (1) serial, with 1-Mcps pulse-repetition fre­
quency (pif); (2) serial-parallel, ten serial groups of four bits, with 1-Mcps 
prf, as in MIDSAC; (3) parallel, e.g., as used in the Institute for Advanced 
Study (IAS) computer. The addition times in the :first two cases are, 
clearly, 40 µsec and 10 µsec, respectively. In the existing IAS machine, 
a delay of 15 µsec is introduced to allow time for all possible carries to be 
performed and to provide a substantial factor of safety. This arrange­
ment makes the process u1mcccs1:1arily slow, since the average number of 
carries1 in adding two 40-bit binary numbcr::i is only 4.62. Recently a 
circuit has been devised2 which determines when all carries are complete 
and, at that point, terminates the delay and permits the new sum to be 
recorded. This cuts the average time for adding a new number to the 
contents of the accumulator down to about O.B6 µsec-exclusive, of 
course, of access time. 

With respect to addition alone this would be Amall advantage, for it 
would not greatly reduce th<i total time required for the addition process, 
which depends strongly on the acccHH t.iim1 to the memory, but it 
would lead to an average improvement of almost an order of magnitude in 
the speed of multiplication and divhdon. 

The faHt-carry circuit just mentionod i:-i des<1ribed at the eud of thie1 
chapter. It is somewhat complicated, requiring several tube1-1 per stage. 
Another fast-carry circuit appropriate to the pulsed parallel accumulator 
of Whirlwind I will also be described in d(\tail. 3 Both are cxampleH of 
improvement in speed bought at tho price of more sophist,icatcd logic 
and more complicated circuits. 

1 A. W. Burke, ll. H. Gold11tinc, and J. von Nnumann, Preliminary DiKcueeion of 
the Logical Design of an Electronic Computing lnHtrument, report on Army Ord­
nance contract, W -.'36-034:ord7 481, Institute for Advanced Study, PrinMton, N .J ., 
1946. 

1 B. Gilchrist, J. H. Pomerenc, a.nd S. Y. Wong, Fu.st Co.rry Logic for Digital 
Comput.nrH, report on Army Ordnance contra.c:t DA-36-034.ord1646, Instit11to for 
Advanr.ed Study, Printiet.on, N.J., 1956. 

3 Sov1mi.l Fmhomr.s arc dcRcrihcd in ltillha.rds, op. r.it., pp. lOOff. 
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10-~. Half-adders and Adders Based on Them. The so-called "half­
adder" is the simplest structure to understand, and it is possible to syn­
thesize both serial and parallel adders from half-adders, as will be shown 
below. 

Consider first the addition of two bits A and B. These give a sum S 
and a carry C, according to the following table: 

A B B c 
-·--- ----

0 0 0 0 
0 1 1 0 
1 0 1 0 
1 1 0 1 

Using the notation of the algebra of logic, the following formulas arc seen 
to be valid: 

S - (A V B) A (A A B)' 
C=AAB 

(10-1) 

These can be realized by the simple arrangement of gates and mixers 
shown in Fig. 10-la, where an inhibitory input to one gate is used, or by 
the equivalent arrangement of Fig. 10-lb, where a separate inverter is 

s s 

------c 
~ ~ 

FIG. 10-1. Equivalent forms or half-adder I. 

used. Other forms of the half-adder depend upon transformatiorn~ of 
Eqs. (10-1) by the theorems of the algebra of logic given in Chap. 7. 
Thus, by Theorem 10, these can be thrown into the forms 

8 = (A v B) /\ (A I v B') 
C = (A' VB')' 

(10-2) 

By two applications of Theorem 21, still another form can be found for S. 
One application yields 

S - [(A V B) /\ A'] V [(A V B) A B'] (10-3) 

A second application (to both bracketed expressions) gives 

B = [(A' A .A) V (.A' A B)] V [(B' A B) V (B' A .A)] (10-4) 
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Finally, since A' A A == O, this becomes 

s == (A I A B) v (A A B') (10-5) 

A logical diagram appropriate to Eqs. (10-2) is shown in Fig. 10-2, and 
a diagram appropriate to Eq. (10-5) with the carry given by Eq. (10-1) 
is shown in Fig. 10-3. 

It has been pointed out by Richards1 that the half-adders just consid­
ered cannot conveniently be realized by circuits employing multielement 
vacuum-tube logic circuits, in which inputs are applied to control grids 
and outputs are taken from plates, because of the inversion automatically 
introduced by each stage. Richards points out that, if the sum and 

c 

8 

Fxo. 10-2. Ha.If-a.elder II. Fxo. lQ-3. Ho.U-addor III. 

carry formulas are thrown into what seems at first glance to be a rather 
eccentric form, that is, 

S = (A' /\ B')' /\[(A')'/\ (B')']' 
0 == (A')' /\ (B')' 

(10-6) 

they can be realized by a circuit using eight triodes. Other circuits cau 
be worked out employing triodes and tctrodes or pentodes.1•3 Diode 
circuit!:! however, are simpler and more convenient; so no examples will 
be given of tho circuits just mentioned. The diode circuits of SEAC will 
be discussed fully below. 

'l'o make a complete serial adder, it is necessary to preserve in some way 
the carry arising from the addition of ca.ch pair of input bits presented to 
the circuit in pulse form and to add this carry to the sum of the next pair. 
Such a circuit can be built up of two half-adders and a delay element which 
delays the carry by one pulse period and thus provides the necessary 
memory. Let S1 and 011 respectively, signify the sum and carry that 
arise from the addition of two incoming bits before 02, the delayed carry 
from the last pair, is added; and let S and 0 11ignify the sum and carry 
ta.king account of 02. 0 becomes the Os for the next pair of bits to arrive 

1 Op. cit., p. 87. 
1 Ibid., pp. 87-88. 
1 "High-speed Computing Devices," p. 272. 
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at the input. The following table shows the possible cases, excluding 
8 1 = 01 = 1, which is obviously impossible. 

Cs 81 01 s c 
----------

0 0 0 0 0 
0 0 1 0 1 
0 1 0 1 0 
1 0 0 1 0 
l 0 1 1 1 
1 1 0 0 1 

This table is conveniently summarized by the formulas 

S = (81 V 02) A (81 A 02)' 
0 = 01 V (81 A 02) 

(10-7) 

The first of these equations is formally identical with the :first of the pair 
(10-1). To understand them properly, it is necessary to recall that Si!:! 
formed by adding to 81 the delayed carry 02 from the addition of the pre­
ceding pair of bits and that 0 is the carry that is to be delayed and added 

A 

B 
1/2 adder 1/2 adder 

Fw. 10-4. Serial nddcr. 

to the S1 determined by the first half-adder for the next pair of hitt-i; thiA 
0 is 1 either if 01 = 1 or if the carry 81 A 02 out of the second half-adder 
is 1. With this understood, it is easy to draw the logical diagram of a 
serial adder, which appears in Fig. 10-4.1.2 

A parallel adder can also be synthesized from half-adders; this, of 
course, requires two half-adders for each binary position, and the carry 
out of any binary position must be added to the sum of the bit.s in tho 
position of next higher significance. Such an arrangement for one hiuary 
position is shown in Fig. 10-5. 8 The two numbers to be added mmit be 
presented simultaneously to the circuit not as pulses but as voltages that 
remain :fixed for a time longer than the time required for all carries to be 
completed, and the output must not be used until this time has elapsed. 

10-3. The Full Adder. A different approach begins by considering 
the addition of two bits A and B and the carry 0 from the addition of the 

1 Richards, op. cit., p. 130. 
1 "High-speed Computing Devices," p. 274. 
a Richards, op. cit., p. 84. 
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Sn 
FIG. 10-5. Parallel adder. 

pair of bits in the position of next lower significance. This is governed 
by the accompanying table, where 01 is the carry to the position of next­
higher significance. 

A B c s Ci 
--------------

(1) 0 0 0 0 0 
(2) 1 0 0 1 0 
(3) 0 1 0 1 0 
(4) 1 1 0 0 1 
(5) 0 0 1 1 0 
(6) 1 0 1 0 1 
(7) 0 1 1 0 1 
(8) 1 1 1 1 1 

The tabular information is readily Rummo.rilmd in t.he logical formulaR 

s = (A /\ B' /\ 0') v (A I /\ B /\ 0') v (A I /\ H' /\ (J) 
V (A /\ B /\ CT) (10-8) 

01 = (A /\ B A 0') v (A /\ B' /\ 0) v (A I /\ B /\ (]) 
V (A /\ B /\ (]) (10-9) 

In the laRt. expr~1-1i-1io11, the union of the firl.-lt aud IMt tormR yields 

(A /\ B) /\ (C' V 0) = A /\ B (10-1.0) 

Similarly, the union oft.he second and lo.st tcrm.H yield1-1 A /\ C, and the 
union of the third and last terms yields B /\ C. lfonen, evidently, 
01 can he written in the simplified form 

c I = (A /\ B) v (A /\ (]) v (B A 0) (10-11) 

which can be realized without the use of any inversions. The expression 
for 8 can be thrown into a variety of forms, which do not have the appear­
ance of being markedly simpler; indeed, some look m\rnh mor<'i compli-



224 ELECTRONIC DIGITAL COMPUTERS (0H.A.P. 10 

cated, as, for example, 

S = ((A V B V C) /\ ((A /\ B) V (A /\ 0) V (B /\ C))') 
V (A A B /\ C) (10-12) 

which, however, like (10-11), possesses the advantage that no inversion of 
inputs is required. I 

A device that realizes these formulas is called a "full adder." A num­
ber of examples of such structures could be given, but attention will be 
concentrated on the full adder used in SEAC. Observe first that full 
adders can be used for both serial and parallel addition. In the serial 
case, it is necessary to delay the carry 01 by one pulse period and to roin­
ject it as O; in the parallel case there must be one full adder per binary 
position with carry from column to column, and the simultaneously 
applied inputs must be of sufficiently long duration to permit all carries 
to be completed. 

10-4. NBS Full Adder. The National Bureau of Standards (NBS) 
circuit2 is given in Fig. 10-6, where the reclocking has been omitted ai'l 
irrelevant to the logic. The mixers and gates are of the simple diode 
type, and only two tube-transformer combinations are required. The 
inputs -A and -Bare not inverted in the logical sense (that is, they do 
not signify A' and B'), but only in the electriQal sense. Recall from the 
discussion of the basic SEAO circuits in Chap. 6 that the pulses repre­
senting l's are positive, but that, since the output from each tube iR 
taken from a transformer wbo~e primary is in the plate circuit o.nd which 
carries two secondaries, a negative pulse is also availo.ble every time al iH 
transmitted. The availability of these pulses makes logical inversio1t 
unnecessary, for they can be used very simply to inhibit a gate. For 
example, the gate at the top of the drawing yields an output if A = 1, 
B = 0, C = O, but is inhibited if either B = 1 or C = 11 or, of course, if 
B = 0 = 1; it therefore represents A /\ B' /\ 0'. 

The logical elements Mi, M2, G1, G2 generate the carry from A, Band 
the carry resulting from the addition of the previous (lower-order) pair 
of bits. From G1 is obtained A /\ B; from M 1, A V B; from G2, 

(A V B) /\ C = (A /\ C) V (B /\ C) 

so from Ms results (A /\ B) V (A /\ 0) V (B /\ 0), which is the new 
carry as given in Eq. (10-11). Each carry is delayed 1 µsec (i.e., ono 
pulse period) by the delay lines shown in the drawing, so that it may bn 
used in the addition of the next pair of bits. 

1 This is treated fully by Richa.rds, op. cit., pp. 89-92, who gives several other formK 
~& . 

z A. L. Leiner, W. A. Notz, J. L. Smith, and A. Weinberger, System Design or Sii:AC 
and DYSEAC, NBS Circ. 551, p. 77, Jan. 25, 1955. 
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The gates Ga, G41 G1, Ga generate (A A B' /\ 0'), (A' /\BA 0'), 
(A' AB' A O),a.nd (.4. AB/\ O),whicharecombinedinMatogivethe 
sum as written in Eq. (10-8), and this output is amplified by a tube-trane­
f ?rroer combination. At S and -8 positive and negative pulses, respec-­
t1vcly, u.ppeu.r for 1, and no pulse for 0. 

The Aimplieity of the SEAC full adder is striking in comparison 
with full adders using only multielement tubes. None of these will be 
described here, but several are given by Richards.1 The smallest number 
of tubes in the circuits cited hi eight, of which the ma.jority a.re tetrodes 
or pentodes (seven tctrodes to oue triode in one case, four pentodes to 

-s 

s 
-R10--+--1i----.i 

c 

Fxo. 10-6. NBS full adder. 

t.hruci t.riodM in the <>thcr), hut those particular circuits require the 
1Lvt~ilnhility of logic1Llly inverted inputs {that is, A' as well as A). The 
Clircuit.'I tlmt do not require inverted inputs employ 11 tubes each. 
Addora f1Ynthm1izcd from multielement-tube half-adders are even more 
w1».1tcful of tubes. 

10-5. A Serial Accumulator. It is easy to see how to make a. serial 
accumulator using the adder of Fig. 10-6. A detailed drawing will not 
be given, but in principle all that must be done is to feed the output 8 
back thl'Ough a delay of one minor cycle (one word length) and reinject 
it, at one input, HI.LY B (and, of course, -B). Evidently any number 

1 Ri11h1mlM, op. c~it., pp. 04-95. 
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appearing at A (and -A) at the proper time is then added to the number 
already circulating about the loop. A simple gate must also be in1::1erted 
in the loop; this gate, when disabled or inhibited, interrupts the path and, 
therefore, causes the accumulator to be cleared to 0. 

10-6. Parallel Binary Adders and Accumulators. There are two main 
classes of binary parallel adders, distinguished according to the way in 
which the addends are presented to the circuit. 

One has a single set of parallel leads over which the set of pulses repre­
senting the first addend is transmitted; these pulses are followed by the 
set of pulses representing the second addend. Evidently this adder must 
in itself be an accumulator. It is appropriate to synchronous operation. 

The other class has two sets of parallel input leads by means of which 
the two sets of signals representing the two numbers to be added must be 
presented to the circuit simultaneously. The adder output must of 
course be transmitted to a register if it is to be preserved after the input.11 
have been removed. If means are provided of transmitting this sum 
back to the register that holds one addend, an accumulator results. 

The adjectives "sequential" and "simultaneous" describe the types of 
input in the two cases well enough. Both types will be considered. 

Consider the sequential type. It consists essentially of a set of bistable 
elements, one for each digit column plus auxiliary ones. First these 
elements are cleared; then the bits of the first summand (addend) are 
read into them. The next step is to read in the second summand. The 
bistable elements in the columns are modulo 2 counters. Honco if in, 
say, the kth column only O's were received, 0 would be held; if a 0 and a 1 
(in either order) had been received, 1 would be held, but if two l's had 
been received, 0 would be held. In the last case the bistable clement has 
been switched twice, and this fact must be recorded, for it indicateR a 
carry into the next-higher-order column. A set of auxiliary hist.fihle 
elements, therefore, is needed to remember the carries. The naive way 
to proceed would be to add in the set of carries, producing a new 1mm and 
a new carry, and so on. Various schemes exist, however, for performing 
all the carries essentially simultaneously, in both sequential and Rimnl­
taneous types of parallel adder. These will be described below. 

A sequential parallel adder will be described in Sec. 10-7, a simul­
taneous-input parallel adder in Sec. 10-8. 

10-7. The Whirlwind Accumulator. The Whirlwind accumulator is a 
shifting register furnished with the equipment needed to perform addit.ion. 
The general scheme by which shifting is accomplished in the Whirlwind 
registers has already been described. The shifting circuits may, then, be 
ignored (and, of course, also the pulse-restorer circuits, which are of no 
logical importance), in order to describe the structure and oporation of 
the accumulator as simply as possible. 
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li'igure 1()..7 shows the basic structure: two rows of toggles intercon­
nected with gates. The delay denoted by the box marked "delay" (D) 
is in fact actually provided by the response time of the input toggle into 
which D is shown inserted; it is not a separate and identifiable element. 
Of course, in the actual accumulator there exist a great number of other 
gates to to.ke care of shifting, "shift and carry," etc., but these need not 
be co11sidered until later on; similarly, "clear" and pulse-restorer lines 
11ccd not be shown here. 
carry 

End-around carry 

Left-digit 
carry 

From sp~clal add circuits 
(See Fia.10.S) 

End·around 
carry 

AB O AB 1 AR 14 AR 15 

FIG. 10-7. High-speed co.rry in the Whirlwind I accumulator. 

Supposci tluit, initially, all toggles have been cleared to 0, which is 
tak<m convcntio11ally l1li the state in which the left tube is conducting. 
rl'ho i>rohlcm iH to form the sum of two numbers both less than unity, 
ILHHlllning thnt the sum aL'io iii less tho.n unity. The first step is to read 
in tlm firMt 1:1umm.a11d from the arithmetic register (the input leads being 
Hhown UH ARO, etc.). The second step is to read in the second summand. 
ObHorve that the inputs to the "sum." toggles Ts a.re delayed, and so the 
intmt pulses a.rrive at gates G1 before the toggles 7'schange state. Hence, 
if u toggle holds a 0 as the result of the first read-in, a second 0 will do 
nothing at all, whereas a 1 will change the state of the toggle, but will not 
be tram1mittcd through G1; G1 is disabled because the plate of the tube in 
7'R t.o which it ifl <1onnected is at low voltage Rinco it is the plate of the 
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conducting section. Similarly, note that G1 is enabled if Ts receives a 1 
in the first read-in operation. If this is followed by a 0, of course nothing 
happens, but, if a second 1 is read in, two events occur: (1) the pulse repre­
senting the 1 is transmitted (reversed in polarity) by G1, and switches the 
carry toggle of the stage to the left to the 1 state; and (2) Ts is switched 
back to 0. Finally, a positive carry pulse is applied to the gates G2. 
Whenever a gate is enabled because its controlling Ta toggle holds a 1, 
the carry pulse is transmitted by the gate. The carry pulse is then 
applied (1) as a pulse to clear Tc to 0, (2) as a pulse to change the state of 
Ts, and (3) as an input to the high-speed-carry gate G3. Of course, it is 

Carry 

From { Special carry 
control 

Special add 

-1 special add 

(To AC O·AC 14: 
see Fig. 10·71 

To alarm indicator 

Arithmetic check 

Divide shift-left 

Clear overflow End-around carry 
(To AC 15: 

see Fig. 10-7) 
---~~~~--1~~--+-------1--~M~--~~---..... ~ 

Clear special add 
memory 

(From 
synchronizer) 

Left·digit carry 
(See Fig. 10·71 

End-around carry 
(From ACO: 
see Fig. 10·71 

ToACO 
D 1------------i~(See Fig. 10·7l 

FIG. 10-S. Overflow and special-add features of Whirlwind I o.ccumuln.tor. 

clear that a pulse inverter must be inserted between the output of G2 and 
the input of Gs, for positive pulses are required both as inputs to gates 
and as complement inputs to the cathode circuit of the cathode-coupled 
toggle, but these need not be shown in the logical diagram. The switch­
ing of Ts is delayed somewhat. Meanwhile, if Ts holds a 1, Ga is enabled, 
and the carry pulse is transmitted to the next stage to the left. It is 
clear that a gate Ga can receive an input from G2 or from the Ga of the 
next column to the right but not from both, for if Tc holds a 1 when the 
carry line is pulsed, this can only be because, in forming the partial sum, 
the Ts of the next stage to the right was switched back to 0 after the pulse 
that switched Ta to 1 passed the Ga gate. Hence if, in the partial sum, 
there exists a string of l's in the toggles Ts, but, in the rightmost of these 



SEC. 10-7] ADDERS AND ACCUMULATORS 229 

columns, Tc holds a 1, then a carry is propagated to the left, all the l's 
turn to O, and the first 0 encountered is tumed to 1. In this manner, all 
carries are added in to the partial sum in one operation. 

Now turn to Fig. 10-8, which shows certain auxiliary equipment: two 
toggles, the "special-add memory" and the "overflow," together with a 
number of gates. The functions performed here are as follows: to remem­
ber an overflow from AO 0 and either (1) give an alarm, or (2) use this over­
flow to adjust the sum of the more significant parts, if doublc-lengt.h 
arithmetic is being performed. These two cases will be treated in order. 

Start by noting that Tov acts, as far as carry from the 0th accumulator 
column is concerned, like a carry toggle in a next-left column. Of 
course, Tov and TRA are both cleared to zero before the addition takes 
place. First assume that an oroiuary addition of single-length words is 
to occur; typical situations to illustrate the operation of the circuit will 
be enumerated. 

1. Both summands are positive, and their r:ium is less than unity; no 
pulse i1:1 tran.1:1mit.tcd to the "left-digit-carry" line, and the circuits of 
Fig. 10-8 remain quiescent. 

2. The 1:1ummaud1:1 u.re of opposite sign, the po1:1itivo one larger in mag-
nitude (ncgativCt! arc reprcRcnted by l'K complements). 

A 0.1010 
B 1.1100 

0 1 
s 1.0110 

0.0111 (10-1~) 

It is clcu.r that, if A is added into the iwcumulator firHt ancl is followed hy 
B, the 1 in the first column of B encouut.m·H a t1lo1:1ctl gate G1 ancl Ho docs 
not get through. When, however, the carry pulse comt'.s down, it finds 
G4 clo1:1ed. But Ga it:! open, and tho carry puhic i1:1 fo1·ccd to perform tho 
e11d-around-car1·y fnn<it.ion. A 1-1imilo.r iirgumcnt holclH if tho order of the 
transmi1:1Hion of the summu.nd1-1 to the acc:unmlator b1 reversed. 

3. A and B arc of opposite sign; the negative one iH larg<lr in magnitude. 
Again there it:! no trn111-1mission to the circuits of Fig. 10-8, n.ud, of court1c, 
no end-around cu.ny either. 

4. Both summn.nds :Lrc negative, and the magnitude of t.hn sum is less 
than unity. Clearly, when the second summand iA rcad int.o the accumu­
lator, th<l l tranAmittcd to the 0 position pll.'iSCH through (71, switches the 
overflow toggle 'l'ov to 1, 1nvitchcs Ts in AR 0 to O, and thus opens G,. 
Now A and B arc ucgativc and -A - B < 1. Using l's complementr.i, 
negative A is represented by 

2 + A - 2-11 == 1 + 1 + A - 2-16 {10-14) 
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In forming the sum, the l's in the 0 position set Tov to 1 and clear A.O 0 
back to O, as noted. Consider the sum of the remaining places; it is 

S' == 1 + A - 2-10 + 1 + B - z-11 == 2 + A. + B - 2-11 - 2-10 
(10-15) 

But, by hypothesis, 
-A - B < 1 (10-16) 

which means that 
-A. - B ~ 1 - 2-1& (10-17) 

whence 
S' ~ 1 - 2-u (10-18) 

In only one case is S' less than unity, and in that case the 'l's toggles in 
stages 1 to 15 all hold unity before the amval of the carry pulse. The 
carry pulse passes through the open gate G" of Fig. 10-8; becomes tho end­
around-carry pulse; encountering open gates Ga in stages 1 to 15 and G, in 
stage O, sets stages 1 to 15 to 0 and stage 0 to 1; and proceeds also to 
switch Tov back to zero, thus precluding any alarm. In general, S' 
exceeds unity; so, since Ts of stage 0 must hold 0 before the carry pulse 
arrives, it is clear that a carry pulse must arrive by some route to switch 
Ts of stage 0to1. It also passes G, and switches Tov back to O, preclud­
ing an alarm. Tov has meanwhile held G" open long enough to pass the 
carry pulse and so to provide the required end-around-carry pulse. . 

The examples given in the preceding paragraphs show that no alarm i:-i 
ever given in any case in which the sum is less than unity in magnitud<l. 
Consider now the cases in which the contrary holds. 

5. Let both summands be positive (of course both are less than unity) 
and let their sum exceed unity. It is clear that the reading in of the sum­
mands ca.uses no action in AO 0, except that the carry toggle must be 
switched to 1. When the carry pulse arrives, it is transmitted down the 
0 column, finds G, open, hence is transmitted to switch Tov to 1, and, of 
course, switches Ts to 1. Thus the process ends with tho alarm gate 
G' open, and the subsequent check pulse is transmitted to the alarm 
indicator. 

6. Finally, consider the case of two negative summands whose sum is 
less than -1. Clearly, successive reading in of the summands must 
result in switching Tov to 1, for both summands have l's in the 0 position. 
The sum of the portions of the summands in columns 1 to 15 is 

S' == (1 + A. - z-1°) + (1 + B - 2-1&) 
== 2 + (A + B) - 2-14 < 1 - 2-1• (10-19) 

Hence it is assured that the carry gate of column 0 is not open and that 
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no pulse is transmitted to G. by the high-speed-carry line, for that would 
result in the switching of Ts in column 0 to 1, which has been shown in 
Eq. (10-19) to be impossible. Hence in this case, too, the alarm gate is 
left open to transmit the alarm pulse to the alarm indicator. 

It has been shown that the overflow alarm in fact operates as it should. 
Consider then the function of the "special-add-memory" toggle TsAM· 
This is used only when double-precision addition is performed. Of 
course, in a double-precision representation, it would be preferable always 
to consider both parts of the number as having the same sign. Suppose 
our word is but 3 bits long. Then the number 0.0111 could be repre­
sented by 

Register 1 

0.01 

Register 2 

0.11 (10-20) 

where a scale fact.or of 2-2 is associated with the second register, so that its 
value is interpreted as 0.0011. On the other hand, 0.0111 could also be 
represented as follows: 

Register t 
0.10 

Register 2 

1.10 (10-21) 

This may appear at first glance to be a peculiar way to represent the given 
number, but it is easy to see tho.tit arises quite naturally. For example, 
suppose it is desired to form the sum 

0.1010 
1.1100 
0.0111 

•rhe negative number would he represented as 

Register 1 

1.11 

Register 2 

t.00 

if both parts were to have the same sign. The pair of sums 

0.10 
1.11 
0.10 

0.10 
1.00 
1.10 

would then be formed, corresponding to 

0.1000 - 0.0001 - 0.1000 + 1.1110 - 0.0111 

(10-22) 

(10-23) 

(10-24) 

(10-25) 

Hence it is clear that the signs of the two sections of a double-precision 
number found as a result of computation cannot be expected to agree. 
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Consider also· the case 

M o8t significant part 

0.00 
0.00 
0.00 

Least significant part 

0.11 
0.11 
1.10 

[CHA.P. 10 

(10-26) 

From the analysis of the action of T ov, it is clear that, in forming the sum 
of the least significant parts, Tov is set to 1. The correct value of the 
sum is 0.0110, which is not given by (10-26); the overflow must be taken 
into account to obtain the correct result. 

To take care of situations of the kind just described, a "special-add 11 

operation is provided for the addition of the least significant parts of 
double-precision numbers. This operation precedes the addition of the 
most significant parts, and the special-add order assumes that overflow is 
properly used to adjust the sum of the most significant parts. 

The logical diagram of the equipment used to effect the special addition 
is shown in Fig. 10-8. The action of the overflow toggle has already been 
explained. The other toggle, T SAM 1 is called the "special-add-memory 11 

toggle. Note also the special-add input, which is a pulse replacing the 
arithmetic-check pulse of ordinary addition, and the special-carry input, 
which occurs at the beginning of each clear-and-add instruction. 

Recalling the six cases discussed in describing the operation of the alarm 
circuit, notice that, in the first four, when "proper" addition occurs, the 
circuit ends up with the special-add gate G"' closed, so nothing further 
happens. Consider the :fifth case, that of positive overflow. It has been 
shown that this results in Tov holding 1 and in Ts of stage 0 also holding 
1. Thus the special-add gate G"' is open, and the subsequent pulse 
transmitted by it (a) switches Ts.AM to 1, (b) switches Tov to O, (c) after 
a delay (set at 0.5 µsec) switches Ts in stage 1 to 0 but first passes through 
G1 of AC 0, switches Tov back to 1, and switches TsAM back to 0. The 
contents of the accumulator may now be sent to the memory. The 
next arithmetic order must be a "clear and add." One of the control 
pulses of this instruction is the special carry, which passes G" and thu1:1 
comes to the end-around-carry line, increasing the contents of AO 15 by 
unity. Thus the carry from the addition of the least significant parts to 
that of the most significant parts is accomplished. Note that after a 
delay (set at 0.1 µsec in Whirlwind I) the special-carry pulse also switches 
Tov to 0. 

The case of negative overflow is similarly analyzed. It has been shown 
that the result of the addition is 1 in Tov and 0 in Ts of AC 0. The 
special-add pulse sets ·TsAM to 1 and Tov to 0, and, after a delay, Ts of 
AC 0to1; of course in this case it does not getthroughG1 of AGO. rrhus 
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the sum receives the correct sign. The special-carry pulse of the next 
clear-and-add (or subtract) operation passes through G"" and comple­
ments the sum toggles of AOO to AO 14. As the special-carry pulse occurs 
right after the clearing of the accumulator, this means that -2-16 is 
placed in it before the read-in of the first of the two most significant 
summands, so it properly corrects their sum. 

In Chap. 1 it was seen that the process of building up a product was 
speeded considerably if the shift-and-carry feature was provided. The 
structure needed to carry out this operation (for right shifts only) and 
the ordinary left shifts needed in forming :i. quotient is shown in Fig. 
10-9, where, for the sake of clarity, the carry gates shown in Fig. 10-7 
have been omitted. 

First consider the left shift, which involves gates G11 and G12 and which 
is ordered by a positive pulse on either the shift-left or the dividc-shift­
left line. Note that the first of these shifts left the contents of AO 2 to 
AOl5. Thus the sign bit (in AOO) is preserved, but the bitin AOlislot:it. 
In division, on the other hand, the entire contents of the accumulator 
must be shifted left (sec the discussion of division in Chap. 1). Consider 
the complete left shift, and let, for example, Ts of AO 15 hold 1. Then 
Gu is open; the divide-shift-left pulse passes through it and, after a 
slight delay, sets Ts of AO 14 to 1; G12 is involved instead if 0 is shifted 
left. The delay in switching Ts of A 0 14 is necessary in order to permit 
the shift-left pulse to pass through the gates in column 14 before Ta is 
switched. The connections into AO 15 permit the contents of a second 
register to be shifted into the accumulator, and the outputA lcadiug to the 
left from the first column are used in the control of the divb1ion proeesH. 

The shift-and-carry operation has been discussed in Chap. 1; for detailH 
presented in tabular form, t.hc reader may refer to 'rable 1-52. Suppose 
first that 'l'c of, say, AO 1 holdH l. Then Go and Gs of column 1 are open. 
Hence, if Ts holds 1, the shift-and-carry pulse passes up through GD and 
then through Go and so switches Ts of AO 2 to 0, whereas, if TR of AO 1 
holds 0, the shift pulse passes through 010 n.nd Gs to switch 'l's of AC 2to1. 
The c:i.scs in which Tc holds 0 can be 1:1imilarly discussed; it will be seen 
that the requircmentl'l set forth in Table 1-52 are all satisfied. Note 
that ordinary right Hhift follows the rules for the 0-carry cases. Observe 
that 0 is alwayH 1:1hiftccl into AO 1 in this process. This is because, in 
Whirlwind I, multiplication is always performed on poi:dtive quantities, 
the correct sign boing Aepiil'ately formed and subsequently affixed. Tho 
outputs to the right go to the B reghiter, which ultimately holds the least 
significn.nt part of the product. 

10-8. A Simultaneous-input Parallel Adder. In the Whirlwind J 
accumulator jmit described in some detail, the successive numbers are 
read into the device sequentially: first the set of pulses representing the 
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first summa.nd, then the set representing the second, and so on. This 
section will deal with an adder to which two inputs are simultaneously 
presented as the voltages of two sets of wires and which is, therefore, well 
suited to asynchronous operation. The adder continuously forms the 
sum of the two numbers represented by the two sets of voltages, carries 
are automatically taken care of, and the sum appears as the set of voltages 
of a set of output wires. The scheme presented here was first used in a 
practical computer i11 the IAS machine, and, although it is now rather 
out of date, it is still interesting, if only for historical reasons. It will be 
1:1een that the circuit depends upon the addition of standard units of cur­
rent in a resistor, the voltage developed across it representing the sum. 
Actually, this volta.gc assumes one of four possible levels, and a circuit 
called the "digit resolver" is required to interpret it in terms of the stand­
ard representation of numbers in the machine. 

In Fig. 10-10 arc shown two adjacent columns of the adder. 1 The least 
significant stage is to be thought of as at the extreme left. The nth 
stage consists of tubes T1,n, T1, .. , the left sections of T3,n and Ta,n-1, 
and T,,,.. To this 1:1tage there are three inputs: (1) the carry from the 
preceding column; (2) the resident digit A,. from the accumulator regis­
ter; and (3) the incident digit B,. from the memory via a set of comple­
ment gates, which allow either the number from the memory or its com­
plement to be read in to the adder. These wires assume a potential of 
0 voltR to rep1·escnt binary O, and - 40 volts to represent binary l. The 
output1:1 are two: to the digit resolver (and thence to the accumulator 
register RI, as will be seen below) and to the memory. 

Stttrt by assuming that the carry input to column n has been discon­
nected, so that the left grid of T,,,. is held at +211 volts. The cathode, 
because of the flow of current through the cathode resistor, rises to a 
slightly more positive voltage than this, and the diode-connected right 
section (lf the tube is nonconducting. Thus, by cathode-follower action, 
the cathode voltage of the left section of Ta ... is established at slightly 
a.hove +211 volts-actually +2151 allowing for cathode rise. 

Now conHider the resident-digit gate Ts ... and the incident-digit ga.te 
(left HC(:tion of Ta,n-1). If both these digits are 0, then the voltages of 
wir<iR A,. and B,. are both 0, and neither the right section of Ts,n nor the 
left section of Ta,n-1 draws any current; no current flows through the 
summing resistor R8, and the voltage at the summing point 8 is +215. 

1 H. H. Goldlltino, J. H. Pomeronc, a.ncl C. V. L. Smith, Fina.I Progress Report en 
t.he Physical Realization of an Electronic Computing Instrmnont, pp. 62o.-60, Prince­
ton, Tho Instituto for Advanced Study, January, 1964, o. report prepared under U.S. 
Army Ordna.nc1c Contrn.cta W-.10-034-0RD-7481 and DA-36-034-0RD-19. Rclova.nt 
reeiHtor values a.ro Its • 10.5 kilobms, Re - 18 kilohm.a, c1a.thodo resistor of T1 ... • 90 
ki11>htnH1 uu.thodc rcKifStor 0£ '/11,w • :i2 kiloluns, CO.thode. l'OfliStOl'fl Of 'J's,n-1 - 32 
kilohmK. 
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FIG. 1~10. Two columns of Kirchhoff adder. 



SEC. 10-8] .o\.DDERS AND ACCUMULATORS 237 

Clearly, the cathode of Ti,n is held so far above the right grid that the 
right section draws no current through the carry resistor Re of the next 
stage; the original assumption, then, was equivalent to the assumption 
that there was no carry into the nth stage. 

If the incident digit is now changed to 1, A,. drops to -40 volts, the 
left section of Tll,n iB off, and its right section is on, drawing a plate current 
through Rs of (174 - 9)/(32 X 103) amp = 5.15 mn.. Hence Vs drops 
to 215 - 5.15 X 10.5 * +161 volts. 

The same effect is obtained if the resident digit is 0 but the incident 
digit is 1; for then, by cathode-follower action, the left section of T3, 11_ 1 

draws 5.15 ma through Rs. Note that, with Vs at + 161 volts, the right 
section of Ti, .. is still held nonconducting. 

Finally, if both incident and resident digits a.re l's, a. total of 10.3 ma 
is drawn through Rs, Vs drops to + 107 volts, and now the right half of 
Ti, .. conducts, drawing a current of 436/(90 X 103) amp = 4.85 ma 
through Re (== 18 kilohms) n.nd causing the left grid of T,, .. _1 to fall to 
approximately + 124 volts. 

It has now been shown that, with no carry into column n, 0 + 0 is 
indicated by Vs == +215 volts, 0 + 1 = 1 + 0 by + 161 volts, and 1 + 1 
by + 107 volts, and that 0 ca.rry is indicated by +211 volts, and a carry 
of 1 by + 124 volts. 

The effect of a carry can now be shown. Let the left grid of T,,,. be at 
+124 volts; as this is far below +161 volts, conduction in the diode­
connected right section holds the cathode at slightly below 161 volts. 
Thus the left ca.thodo of Ts,n is hold at very nearly + 161 volts instead of 
at +211 voltH as in tho 0-cu.rry case. Consequently, Vs ca.n assume the 
following nominal values: 

Rt'!fli<l.cnt digit Incident dip;it V R, volts 

0 
() 

1 
1 

0 
l 
0 
1 

+Hit 
+107 
+107 
+53 

Observe that, in u.11 cases but the first, a carry into the next column is 
generated. 

The above 1UU1.lysis can be most easily summarized in a table showing 
the possible combinations of inputs, outputs, and carries. It must, of 
course, be appreciated that the four voltage levels shown a.re only approxi­
mate. They a.re, however, so widely different that fluctuations of a few 
volts one way or another cause no trouble. 'l'he average values in the 
Princeton computer ha.ve been given as +215.3, +161.0, +108.4, and 
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(1) (2) (8) (4) (5) (6) (7) (8) 

----------------. 

Resident digit .................... 0 0 0 0 1 1 1 1 
Incident digit .................... 0 0 1 1 0 0 1 1 
Ca.rry from next-lower stage ....... 0 1 0 1 0 1 0 1 
Sum ...•........•.••............ 0 1 1 0 1 0 0 1 
Carry to next-higher stage ......... 0 0 0 1 0 1 1 1 
Vs, volts ...................... +215 +161 +161 +101 +161 +107 +107 +58 

+55.9 volts, respectively. The potentiometer shown in Fig. 10-10 
between the -174-volt bus and the cathode resistors of T2,,. and T2,,._1 
was incorporated as a means of making the actual values as close as 
possible to the desired values. 

+300 volts---~ ~----------------0+336 volts 

43K 

92K 

226K 

-300volts 

FIG. 10-11. One column of digit resolver. 

It is evident that some means is needed to reduce the four levels of 
Vs essentially to two, since both + 215 and + 107 volts signify 0 and both 
+ 161 and +53 volts signify 1. This is accomplished by a circuit called 
a "digit resolver." The circuit involves four dual triodes per column, 
~dis shown in Fig. 10-11. It is clear that, for the three higher values of 
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Vs, the cathode of Ts,n follows the input voltage, but, for the fourth 
value of +53 volts, the +86-volt input to the right grid takes control. 
In T 4,n, the right section conducts for Vs = +215 volts, the left section 
being cut off. In all other cases the reverse takes place, and a plate cur­
rent of approximately 3.47 ma flows in the left section. 

In the first case (Vs = +215 volts), the left section of Ti ... conducts 
and the right is cut off; the left section of Ti ... conducts, drawing a plate 
current of about 4 ma.. This is sufficient to drive the grid of the right 
section far below cutoff, and the output voltage is determined by the 
voltage divider to be +32 volts. 

In the second case Vs = + 161 volts. As noted, the left section of 
V 3,n conducts, the right being cut off, and the left section of T 4,n conducts,· 
drawing a plate current of very nearly 3.47 ma. The left section of 
Ti ... conducts, the right section being cut off. Simple calculation shows 
that the left grid of T2,n is held far below cutoff and that the right section 
is driven into grid current. The output voltage now falls to about -58 
volts. 

In the third case Vs = + 107 volts. The same reasoning shows tliat 
the left section of T2,n is cut off. Here, however, the voltage of the left 
grid of Ti, .. is too low, and the right grid takes control, the right section 
drawing a plate current of 4.15 ma. This is sufficient to drive the right 
grid of T2,n far below cutoff, and the output voltage is determined by the 
voltage divider to be +32 volts. 

li'inally, let Vs == +53 volts. Tho only change is that now the right 
section of Ta ... conducts. The plate current of :-3.58 ma flows through the 
43-kilohm plate resistor of the right section of T2,,., and the output voltage 
falls to about -55 volt1:1. 

Thus, in the first and third cases, the output voltage of +:32 volts 
signifies 0, and, in the aecond and fourth, voltages between - 50 a11d 
-60 volts signify 1. 1'his cxcesRivcly wide discrimination is not needed; 
in the Princeton machine, diode "bumpers" clu.mp the positive excursion 
to ground, but the negative excursion is not limited. This is been.use this 
output is fed to the grid of a triode gn.te (1:1ee Chap. 4) which is di1:mblcd 
by holding the cathode at + 10 volts but enabled by dropping it to -20. 
Ai3 this gate transmits only O's, it is necessary for the voltage representing 
0 to lie between these levels; the voltage representing 1 need only lie 
safely below - 20 vol ts. 

The accumulator as a whole consists of the double-ranked register 
RI, the adder, and the digit reRolver. Tho block diagram, Fig. 10-12, 
shows how these all fit together. 

10-9. A High-speed Adder for Asynchronous Machines. It has been 
noted above that Burks, von Neumann, and Goldstine showed that, in 
the addition of two binary numbers each 40 bits in length, the expected 
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value of the length of the maximum carry sequence is only 4.6 places. 
This fact was not exploited in the design of the adder for the IAS machine; 
indeed, the output of the digit resolver is gated into R1 only after a delay 
somewhat longer than the time required for a carry to propagate through 
the entire 40 stages. Gilchrist, Pomerene, and Wong1 have devised an 
adder for parallel asynchronous machines (i.e., of the type of the IAS 
machine) in which the completion of all carries is detected automatically 
and this information is available to terminate the delay and to cause the 
enabling of the gates from the adder into R1• Using their scheme, they 
have determined experimentally the expected value of the length of the 
maximum carry sequence to be 5.6 stages. Thus, their scheme comes 
fairly close to attaining the theoretical minimum. 

Complement gates 

(40 parallel wires) 

t 
From Williams memory 

Fm. 10-12. IAS para.llel accumulator. 

Consider a logical adder to which the addends are presented simul­
taneously. The carry C,. generated in the kth stage has been shown 
[Eq. (10-11)] to be given by the formula 

O,. = (A.1: A B,.) V (A,. A 01c-1) V (B1c A C1a-i) (10-27) 

which can be rewritten in the form 

(10-28) 

The negative, or complement, of Oi. is easily found by the rules of Boolean 
algebra to be 

O~ = (Ai: V B,.)' V (0~-1 A (A,. A B1c)') (10-29) 

1 B. Gilchrist, J. H. Pomcrene, and S. Y. Wong, Fast Carry Logic for Digital Com­
puters, IRE Trana. on EUc:tronic Computers, vol. EC-4, no. 4, pp. 133-136, December, 
1956. 
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If C~ == 1, no carry, or a "O carry," is indicated. It is evident from 
inspection of these formulas that a carry of 1 is generated in any stage 
that contains A,. = Bi. = 1, irrespective of the value of c,._1, whereas 
a carry of 0 is generated in any stage containing A,. == Bi. == O, again 
irrespective of the value of Ci.-1. 

Given the above considerations, the scheme illustrated in Fig. 10-13a 
is easy to understand. Two carry lines are provided, for the 1 and the 0 
carries, respectively. A carry of 1 is designated by c,.1, and a carry of 0 
by c,.0 ; it is understood that C-,.1 is 0 for 11 oft'" and 1 for a carry of 1, and 
that C,. 0 is 0 for " off" and 1 for a carry of 0. The 11 off " levels may be 
thought of as being enforced by an "inhibit" signal which is not released 
until the addends have been presented to the adder. After the removal of 

---c~ 

IA1iAB11l' IA1iVB1oY 
(G) 

FIG. 10-13. Fa.st-cu.rry parallel adder. 
figuration to use with fast-carry logic. 

s,, 

(bl 
(a) Fo.st-co.rry logic; (b) possible adder eon-

the inhibit signal the gates can function normally. In the 1-carry li11e, 
Ak = B,. = 1 immediately start1:1 a 1-carry sequence, and, if a 11 1 carry" 
enters the stage, it is propago.tcd, provided that A,. and Br. are not both 0. 
On the other hand, A,. == B-,. = 0 immediately causes a 0 carry to be 
transmitted forward, and, if a 0 co.1-ry enters a stage, it is propagated, 
provided that A" and B,. arc not both 1. As soon as either Ci. 11 or 0,.1 

becomCl:I 1, the carry-completion 11ignal CC from the kth stage becomes 1. 
The carry-completion signalR from all stage1:1 a.re take11 as inputs to a 
multi-input gate circuit. 'l'hc output of this circuit becomes 1 as soon as 
all carries al"e complete, and this signal can, of course, be used as an indica­
tion that the addition haa boon completed and that the time has arrived 
to gate the sum into R1• 
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For completeness, the logical elements needed to form Sr. are shown in 
Fig. 10-13b, where 

811 == ((A1i V Bk) /\ (A,, /\ B'fo)' /\ cg,_1) V (((Ak /\ B,,) 
V (A& V B1c)') /\ 0~_1) (10-30) 

which can be obtained from (10-8) by (a) rearranging the terms, (b) 
noting that 

(A& /\ B~) V (A~ /\ B1c) == (Ai: V B,,) /\ (A~ V B~) (10-31) 

and (c) recalling the definition of logical sum and the theorem '1\o of 
Chap. 7. 

The actual speed of an adder embodying the logic just expounded of 
course depends upon the circuits and circuit components used to realize it. 
Gilchrist, Pomerene, and Wong used simple direct-coupled vacuum-tube 
circuits of the type used in the IAS computer. Their measured values 
for the times required for the completion of carries extending over four and 
six stages, respectively, were 0.18 µsec and 0.22 µsec, leading to an a vcrage 
value of 0.21 µ.sec for the expected value of the maximum ca1Ty sequence, 
5.6 stages in a 40-stage adder. They calculated that the essentially 
parallel portion of the addition required about 0.15 µ.sec. Hence, using 
this logic and quite conventional circuits, an addition time of only 0.36 
µsec should be attainable. 

10-10. NBS Simultaneous-carry Adder. A very fast parallel adder 
has been proposed by Weinberger and Smith, 1 who observed that Ck, ai; 

given by the equation 

( 1.0-a2) 

depends only upon A,,, B1c, and C1c-1 and that, for this reason, it is possible 
by successive substitutions to express C,. in terms of Ak, Ar.-1, • • • , A 1 ; 

B,., B1o-1, ••• , Bi; and, if desired, Co, the "carry into the lowest-order 
position," which must be injected when subtraction is performed by 
addition of the l's complement. Thus, since in principle it is possible to 
form all the carries simultaneously, it should be possible to build a very 
fast adder exploiting this fact. Actually, as will be seen below, it is not 
practicable to do quite this much, but the idea still leads to a very fast 
adder. 

To illustrate the recursive definition of the carries, consider first 

(10-33) 

1 A. Weinberger and J. L. Smith, A One Microsecond Adder Using One Micro­
second Circuitry, IRE Trans. on Electronic Computers, vol. EC-5, no. 2, pp. 65-7~. 
June, 1956. 
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and then 

ADDERS AND ACCUMULATORS 

C2 = (A2 /\ B2) V [(A2 V B2) /\ 01] 
= (A2 /\ B2) V [(A2 V B2) /\ (A1 /\ B1)] 
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V [(A2 V B2) /\ (A1 V B1) /\ Co] (10-34) 
For convenience, set 

R,. =A,. VB,. 
D,. =A,./\ B,. 

so that C2 can be written in the form 

C2 = D2 V (R2 /\ D1) V (R2 A Ri /\ Co) 

Similarly, 

Ca = Da V (Ra /\ D2) V (Ra /\ R2 /\ D1) 

(10-35) 

(10-36) 

V (Ra /\ R2 /\ R1 /\ Co) (10-37) 
and 

C, = D, V (R, /\ Da) V (R, /\ Ra /\ Dz) V (R, /\ Ra /\ Rz /\ D1) 
V (R, /\ Ra A Rz /\ R1 /\ Co) (10-38) 

which can also be written in the form 

C, = D, V (R, /\ Ra /\ (Da V Dz)) V [R, /\ Ra /\ R2 /\ Ri 
/\ (A1 V Co) /\ (Bi V Co)] (10-39) 

The expressions just obtained for the first few carries show the practical 
difficulties in the way of a straightforward application of the basic idea, 
since the logic circuits required even to form C, involve either a five-input 
mixer fed by gates having up to five inputs [Eq. (10-38)] or a three-input 
mixer fed by gates one of which has six input1:1 [Eq. (10-39)]. Weinberger 
and Smith were interested in using the DYSEAC circuit packages,1 which 
contain four gn.tcs having up to six inputs each; so it was not possible for 
them to compute more than four carries :;iimultaneously. As the ·R~ and 
the D,. would be generated during one clock phase, clearly C1 to C, could 
be generated during the second clock phase. lf 06 to Cs can all be 
expresf:led in t.erms of C4, just as 01 to a, were expressed in terms of Oo, 
then it follow!:! that this seco11d block of carries c:an be generated during 
the third dock phase, and so on. Hence, if a five-phase clock is used, this 
scheme should permit the addition of two 16-place binary numbers in 
1 µsec. 

Weinberger and Smith have shown how the scheme just described can 
be extended by the use of certain auxiliary carry functions. Inspection 
of Eq. (10-38) reveals that the formula for 04 can be rewritten in the form 

a, = x. V (Y. /\ Co) (10-40) 
1 See Sec. 6-5 for a.n a.coount of the basic: Sli~AC imcl I~YHI1:AC p1~c!kll.g<"ff. 
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where X, and Y, are independent of Co, being functions of the R1a and D,, 
only. Since they cannot be formed until the R,. and D,, have first beeu 
generated, it is clear that they cannot be formed until the second clock 
phase, and the same is true of X,, and Yi: fork == 5 to 8. However, it 
can be shown that it is possible to express Ce to C20 all as Boolean func­
tions of C, and six auxiliary functions Xe, Ye, Xu, Y 14, X 18, Y 18 in such a way 
that (a) each x,., Y1a depends only upon the D,and R.fori = 1, 2, ..• , le; 
and (b) in the generation of each X,., Y,., o,. it is never necessary to use 
more than four gates or more than six inputs per gate. Hence, during 
the third clock phase, it is possible to generate 16 carries c. to 020. By 
using more auxiliary functions it is possible to generate more carries 
simultaneously, for example, 25 carries with five pairs of auxiliary funr..­
tions. This is a.s far as it is possible to go within the limitations of 
DYSEAC packages. 

A further extension can be made by using a second level of auxiliary 
functions z,. and W1a, which are Boolean functions of the x, and Y1. 
Using these, Weinberger and Smith have designed a 53-stage adder. 
In this, 01 to C, a.re generated during the second clock phase, 0& to Cso 
during the third, and Cu to Ou during the fourth. The sum is com­
pleted during the fifth; so, if a five-phase clock is used, the whole procest.1 
requires 1 psec for its completion. Three pairs of auxiliary carry func­
tions, computed during the second clock phase, are required for the gen­
eration of o. to C20. Six more pairs of first-level functions, genera.tad 
during the second clock phase, and four pairs of second-level functions, 
generated during the third clock phase, are needed for the generation of 
Cu to On. 

10-11. MIDSAC Serial-Parallel Accumulator. Some discussion of the 
serial-parallel data. transmission and arithmetic of MIDSAC has a.lready 
been given in Chap. 3. A brief account of the accumulator will be given 
here. Nothing will be said a.bout the circuits, which a.re based upon those 
of SEAC, but attention will be focused upon the logic, which is illus­
trated in Fig. 10-14.1 

MIDSAC words are 32 bits in length, and a.1.1 numbers are proper 
fractions with fixed decimal point. The highest-order position (in 
number words) is used only in connection with input and magnetic-drum 
(i.e., auxiliary-memory) operations, and does not in fact appear at nil 
in the data. processing. The next bit is the sign, and the remaining 30 
represent the values in the binary positions 2-1 to 2-30• The bits will be 
referred to as <Lao to CL1 in ascending order of significance; a0 is the sigi1, 
and ai is not used. 

1 W. Brown, J. De Turk, H. Garner, a.nd E. Lewis, The MIDSAC Computer, 
report on Project MX-1599, Engineering Resea.rch Institute, University of Millhigan, 
.Ann Arbor, April, 1954. 
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When a number is brought from the parallel Williams memory into the 
shifting registers SR-1 to SR-4, the bits are in the following order from 
left to right: (a-2, a_e, a-10, a-14, IL1s, a-22, a-2&, a-ao) in SR-1, (a_1, a...0, 
a_9, a...13, 1L17, a-21, 1L25, 1L2t) in SR-2, (ao, a_4, a_a, a-12, a-1e, a-20, a-u, 
IL2s) in SR-3, and (-, ILa, IL7, a-11, 1L15, a-1s, £L2a, IL27) in SR-4. The 
contents of these registers are transmitted serially to the arithmetic cir­
cuits by right shifts occurring in eight successive microseconds, and hence 
each shifting register transmits a train of eight pulses at a prf of 1 Mcps. 
These terms are slightly displaced in time; if the term from SR-1 begins 
at t = 0, then those from SR-2, SR-3, and SR-4 begin at t = 0.25 µsec, 
0.5 µsec, and 0.75 µsec, respectively. 

To and from memory 

Sign control 

Fw. 10-14. Adclit.ion in MIDSAC. 

The first step in an addition is to clear the accumulator registers and to 
transmit to them the firMt ad<lcnd via tho adders A 1 to A4, which add this 
addend to the O's held in the accumulator. 1.'he complementers permit 
the number itself or its complement to pass on to the adders. Tho second 
step is to obtain the second addend from the memory and transmit this 
also to the adders. The four lowest-order bits a-ao to a-21 arrive at 
Ai to A,, where they are added, respectively, to the four lowest-order 
bits of the first addend. The carry from the left or lowest-order column 
is transmitted to the next-higher-order column, and so on; the carry from 
the highest-order or rightmost column is transmitted back to the left­
most, where it is added when the second set of four bits a-20 to a_23 arriveR 
from the shifting registers. As there is a delay of very nearly 0.25 µsec 
in each adder circuit, it is clear that all carries arrive at their doRtinationi.; 
at just the right times. The Rum RO generated is put back into t.hc 
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accumulator registers, where it replaces the first addend. When the 
sum is to be transmitted back to the memory, it passes through the ooders 
(being added to zero) and the paths shown to the left ends of the shifting 
registers are enabled. Eight right shifts then accept the four blocks of 
8 bits into the shifting registers, from which they are transmitted in 
parallel to the memory. The operation of addition (or subtraction) 
requires five minor cycles of 8 µsec each, or 40 µsec in all. 1.'his includes 
the times required to obtain the three-address instruction, to obtllin 
both addends, to perform the addition, and to transmit the sum back to 
the memory. 



CHAPTER 11 

LARGE-SCALE :MEMORY DEVICES I 

11-1. Introduction. 'l"his chapter will be concerned with devices for 
the storage of large amounts of information. Chapter 5 dealt with 
devices for holding a single bit of information, and Chap. 8 showed how 
these could be put together to form registers capable of holding single 
words, to which very rapid access might be hlld. The use of vacuum-tube 
registei·s for holding large qunntities of information is so expensive as to 
be impracticable. It is, therefore, necessary to adopt other methods. 

A considerable variety of memory devices are in use. These vary in 
capo.city, access time (that is, the time required to recover information 
from the device), reliability, u.nd cost. They can be classified in a variety 
of ways: as static or dyno.mic, as erasable 01· nonerasable, as volatile or 
nonvolatile, and so on.1 It is appropriate at this point to define these 
terms. In a 11 static" device, the data remain fixed with respect to the 
memory medium until they are transferred or deliberately changed; 
in a "dynamic" memory, the data are in motion, usually as trains of 
olectrical 01· mechanical pulses. An "era.sable" memory has the property 
t.hat information recorded in it can be ch:.i.ngcd. at will; in a" nonerasable" 
memory, information once recorded can never be changed. In a "vola­
t.ile" memory, information oithor naturally decays or is lost when certain 
olectrioal troublei:i occur in the associated circuitry; in a "non volatile" 
memory, information once recorded remains without detel"ioration until 
deliberately changed. 1.'he chief value of a rehearsal of these terms is to 
imp1·ess upon the reader the wide variety of the devillcR used. 

Of principal concern are memory devices that permit access to an 
arbitrary word in times of the order of a. few milliseconds or less. In the 
present state of the art, these are as follows: (1) mn.gnctic drums (or disks), 
(2) ultrasonic delay lines, (3) electrostatic memory tubes, ( 4) arrays of 
magnetic cores, (5) arrays of ferroelectric memory cells, and (6) arrays of 
capacitors with associated diode circuits. The first two types depend 
upon mechanical motion and the motion of pulses, respectively. A 
random item of information is, therefore, available only periodically, and 
it is necessary to wait, on the average, one-half the period. The i·emaiu-

1 Enginooring Roeea.roh Associo.tos, Inc. (W. W. Stifter, Jr:, ed.), "High-11poacl 
Computing Devices," chap. 4, McGraw-Rm Book Company, Inc., New York, 1950. 
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ing types are true random-access memories, in the se111:1e that u.11 items of 
information are equally available. 

The access time of the magnetic drum (type 1) depends upon the speed 
of rotation and the number of playback heads; a rough figuro to remember 
is 10 msec. The access time of the ultrasonic delay line (type 2) depends 
upon the material and the length; in most machines it is between ~ and 
1 msec. Finally, for the random-access memories (types 3 to 6, used as 
parallel memories) access times run from 1 to about 25 µsec. 

The capacity of the memory is a very important parameter. (1) For 
drums, this can be very large, depending upon the size and the packing 
density of the information and running up to 1 million bits or higher. 
(2) For ultrasonic lines, capacity depends upon length and is ordinarily 
1,000 bits or less per channel, and it is possible to use a large tank with a 
number of parallel channels. It may ultimately turn out, if the center 
frequency and the bandwidth of delay lines can be sufficiently increased, 
that frequency multiplexing mo.y become practicable, with a consequeut 
multiplication of the capacity by the number of channels. As far as 
the author knows, no work of this kind has been attempted; certainly 
none has been published. (3) For electrostatic memory tubes, a good 
average is an array of 32 rows by 32 columns, so that each tube holds 
1,024 bits. Finally, in cases 4 to 6, each bit has its own repository; 
limitations are imposed, however, by the complexity of the switching 
circuitry. The first large-scale array of magnetic cores was used to 
replace an electrostatic memory capable of holding 1,024 16-hit words 
in Whirlwind I. 

Finally, as to reliability, this is best for the magnetic devices (types 1 
and 4) and poorest for the electrostatic memory tubes (type a). Pre­
sumably, arrays of ferroelectric elements (type 5) will p1·ove to be as 
reliable as arrays of magnetic cores. The diode-capacitor system (type 
6) appears to be very good, too, but it is natural to expect that a volatile 
system, in which the inf orm.ation must be periodically rogcnero.ted, will 
not equal a nonvolatile system in performance. In general, it is to be 
expected that magnetic drums will remain popular for low-speed machines 
and for use as auxiliary memories in high-speed machines, whereW:l arra.yfl 
of magnetic cores and, perhaps, arrays of f erroelectl'ic elements or of 
capacitors will tend to replace other memories in high-speed machines. 
Of course, it is quite possible that, by the time these wordR reach the 
reader, some new discovery will have made all the types dClilcribed here 
appear obsolescent! 

The present chapter will deal with magnetic drums, ultrasonic delay 
lines, and magnetostrictive delay lines. Electrostatic memory tubes and 
arrays of magnetic cores will be covered in Chap. 12. li'erroclcctrie 
arrays are not yet practical and will receive no more attention. 
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11-2. Relative-motion Magnetic Memories: General. Consider a 
ring-shaped core A of magnetic material in which there is a small air gap 
and which carries a winding, as shown in Fig. 11-1. Let the core be in 
contact at the gap with a piece of magnetizable material B, initially in a 
compfotely unmagnetized state. If, now, a unidirectional current is 
cn.mmd to flow in the winding, the magnetic flux induced in the core takes 
the low-reluctance path from A into B and back into A. In :fl.owing 
through B, the flux may be considered to orient a great number of ele­
mentary magnets, so that, when the current is interrupted, a portion of 
B is left permi:mently magnetized. The polarity of the dipole left on B 
depeudK on the sense of winding of the coil and the sense of current fl.ow. 
If t.lie uurrent sense is such that the magnetic polarity of the coil during 
tlrn exeitation is as shown in Fig. 11-la the residual dipole has the 
polarity of Fig. 11-lb. The same effect is obtained, although the residual 
mngnctization i1:1 naturally less intense, if B, instead of being in contact 
with A during the excitation, is slightly removed from it; the residual 

e 

B 
N S--+ 

(a) (b) 
l•'m. 11-1. Ma.p;nctie recording and playba.ck. FIG. 11-2. Playback signal. 

int.<!nKity fallA off i;lrnrply with increasing distance. As this effect depends 
on t.lw fringing flux, core design attempts to increase this flux and usually 
r<\!·ntlt.K in u core that is more or less sharply pointed at the gap. The core 
n.n<l winding together are commonly called a "head," with the qualifier 
1' rm\<ling" or 11 writing" according to function. 

Now :-;up pose that B, bearing the residual dipole, is displaced longi­
t.luli11nlly HO that the dipole is no longer under the gap and is then moved 
longit;uditul.lly so that the dipole passes the gap. During this motion, 
Homo of tlw flux emttmtting from tho dipole enters A on one side of the 
p;ttp und emerges from it on the other. 'l'hus, during the motion, the 
flux linking the winding on A varies, and an emf proportional to the rate 
of chnngc of flux is developed across the terminals of the winding. This 
emf hn.s the form shown in Fig. 11-2, or its negative, depending upon the 
i:;on::-;e of motion. The amplitude of the voltage developed across the 
winding of the heo.d depends strongly upon the distance of the material 
R from· the gap during the motion. !for example, in the case of a typical 
hcttd, if th<~ Hpacing between the head and the material upon which the 
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information is recorded is increased from 0.001 to 0.002 in., the signal 
amplitude decreases by about 17 db, and, if the spacing is further increased 
from 0.002 to 0.003 in., the amplitude decreases further by about 15 db.* 
In the case of drums and disks, where the relative motion is too fa.st to 
permit the head and recording material to be in contact, this variation 
can be seen to be of great importance: it determines tolerances on the 
drum's eccentricity that must be carefully observed. This point will 
recur in the discussion of drums in Sec. 11-3. 

If the material B had been in motion (in the plane of the paper) during 
the excitation, the magnetization would have been distributed over a. 

greater distance. This means that, during 
the reading of the information, the flux link-e 

ing the winding of the head would have built 
up to a maximum and stayed there for a time, 
depending upon the speed of motion of the 
material during both recording and reading 
(or "playback"). Consequently the voltu.~<~ 
developed across the head winding would 
have had the form shown in l~ig. 11-8 (or it..,; 

~:.u0~1i!·sl~:~back signal if negative), to use a rather extreme illmitm­
tion.1 Ordinarily, the length of the exciting 

pulse is so chosen that the motion of the material during one pulse tixno 
is negligible, and the response shown in Fig. 11-2 is obtained.2 

Information can be recorded on and recovered from a magnetizahlo 
medium; for all practical purposes, the information, once recorded, is 
retained indefinitely. It can be altered at will; any events that '\voulcl 
accidentally alter it would be sufficiently devnstating in their effcct.K 
to damage some part of the equipment permanently. Suppose that only 
two possible magnetic states of the medium are permitted: magnctfo 
saturation in the direction of motion and saturation in the opposite direc­
tion. This is quite in the spirit of the binary encoding of information. 
To write, drive the medium to saturation in one direction; to alter thiH 
(or to "erase"), merely drive it to saturation in the opposite direction. 
If it is desired to return the medium to its unmagnetized state, a-e 
erasure can be used. This consists in applying an a-c signal, the ampli­
tude of which decreases to zero over a number of cycles while the gap in 
the head is centered over the spot to be erased. 3 This method is uoi. 
particularly good for altering information during the use of the mem.ory, 

* R. L. Perkins, Magnetic Drum Storage Devices, Prod. Eng., vol. 24, no. 8, pp. 
192-195, August, 1953. 

1 A. D. Booth and K. H. V. Booth, "Automatic Digital Calculators," p. lltl, 
Butterworth and Co. (Publishers) Ltd., London, 1953. 

'"High-speed Computing Devices," pp. 327-328. 
s Ibid., p. 326. 
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but could be used in preparing the medium before any information is 
recorded on it, to ensure that it starts in a demagnetized state. 

The effects just outlined make possible a considerable variety of mag­
netic memory devices, depending upon the physical form of the mag­
netizable medium. For reasonably rapid-access intel'llal memory, the 
ordinary form is the drum, although disks are also in use. For input and 
output and also for auxiliary memory, wires and tapes are the common 
forms. Finally, a very-large-capacity memory with rather long access 
time has been built up of a number of stationary disks so arranged that 
they can all be consulted by a single movable head. 

In all cases, assume a uniform relative motion of head and medium. 
Assuming also that the information pulses arrive at the recording hea.d 
at a. unif onn pulse-repetition ra.te, note that the material can be regarded 
as divided along the direction of motion into a number of memory cells, 
each of which can hold a 0 or a 1. The recording of O's a.nd l's ca.n be 
a.n·anged in a number of ways.1 

In the first, or "two-level return-to-zero" scheme, one level of mag­
netizatiou is a.~signed to represent O's, and the medium is prepared by 
being put into that st.ate. This is ordinarily chosen as saturation in one 
direction, so that all along the direction of motion the elementary mag­
nets are lined up in the same direction. To write 1, the head is pulsed 
with sufficient current to cause saturation in the opposite direction; to 

1 0 l l 0 1 

/j ... /\ /\ - ·"v v· v v· 
erase 1, a pulse of equal amplitude 
but opposite sign is used. In read­
ing, signals of the form of ll'ig. 11 -2 
are obtained fol' l's; O's ideally give 
rise to no signal at all. In practice, 

FIG. 11-4. Output Rignn.ls in two-level 
however, the erasure of l's docs not return-to-zero Rystcm. 
quite restore the original uniform 
t1a.turatio11 in one direction, and in reading O's where erasure has been 
incomplete, 1:m1all signals aro ohtuincd; thci;e ca.use no trouble if adequate 
precautions arc taken. 1'he reading-head output for the sequence 101101 
iu this cu.<ie is tihown in Fig. 11-4. 

It would also be possible to choose the demagnetized atatc to represent 
O. With this system of reprosontation, either n.-c erasure must be used 
or the pulse used to erase 1 must have oxac:tly the correct amplitude to 
drive the mcKl.ium fro1n sat.uration to demagnetization. Neither choice 
Heems to have much to recommend it.2 

A second scheme has been called the cc three-level return-to-zero 113 

1 Ibicl., pp. 328-329. 
1 J. H. McOuiga.n, Combined Rea.ding a.nd Writing on a. Ma.~otio Drum., Proc. 

IRE, vol. 41, no. 10, pp. l•i:JS-1444, October, 105.1. 
a "Hi.gh-11paacl Computing Devices," p. 329. 
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system. The medium is first caused to assume the completely unmag­
netized state, for example, by means of a-c erasure. To record O's and 
l's, pulses of equal amplitude and opposite sign are used, so that these 
bits are physically represented on the medium by dipoles of equal strength 
but opposite orientation. Every cell holding information gives a definite 

1 0 1 1 0 l 

l\0MA1M! 
D 
D 

D_ 
D 

0 
FIG. 11-5. Output signs.ls in three-level FIG. 11-6. Writing signs.ls in Manchcstor 
system. system. 

output; only spaces purposely left blank give no signal. The reading­
head output for 101101 appears in Fig. 11-5. 

A third scheme is the phase-modulation scheme due to Ii'. C. Williams 
and his associates.1 Every information cell is driven to saturation, half 
in one direction, half in the other. If these two directious are called 

1 2 3 4 5 

-~ 
"positive" and "negative," then 1 is repre-
sented by positive saturation followed by 
negative, and 0 by the exact opposite; the 
pulses to the recording heads used to aecom­

FIG. 11-7. Distribution of mag- plish this are as shown in Fig. 11-6. The 
netize.tion for 1. resulting magnetization of the medium for a 
1 is shown in Fig. 11-7. AI3 a reading head moves past the two dipoles 
in the arrow direction, the rate of change of the flux linking the head wind­
ing is first large with one sign (at point 1), then zero at point 2, thnn lnrge 
of the opposite sign at 3, then zero again at 4, and large again itt 5. Tho 

(a) (bl 
FIG. 11-8. Output signals (a) for 1, (b) 
for 0. 

FIG. 11-9. Output for a succics~ion of L's. 

result is an output voltage as shown in Fig. 11-Sa. By tho same argu­
ment, Fig. 11-Sb is recognized as the form of the voltage ohtaine<l upon 
reading 0. The important thing is that waveforms a and b arc nogu.tivos 
of each other; the actual polarity of both can be reverAed if desired. If 

1 F. C. Willie.ms, T. Kilburn, and G. E. Thoma.a, Universal High Speed Digitn.l 
Computers: A Magnetic Store, Proc. IEE, vol. 99, pt. 2, no. 68, pp. 94-106, April, 
1952. 
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a sequence of l's or of O's is recorded, the reading waveform is a sequence 
of waveforms a or b (Fig. 11-9). However, if a 1 follows a O, the situa­
tion is somewhat different. The magnetization of the medium can be 
thought of as shown in Fig. 11-10. The two dipoles in the middle essen­
tially combine into one, with the result that the zero rates of change of 

12 3 4 5 6 7 8 9 

oi~~~~~e)-<®~c® 
1 0 

FIG. 11-10. Distribution of magnotiz:i.tion for 1 and O. 

flux are found now at points 2, 5, and 8 and that the reading waveform. is 
as shown in Fig. 11-11, provided that 1 is preceded by 1and0 followed 
by 0. Consider immediately a more complicated case: the sequence 
11010100. The output is shown in Fig. 
11-12. Assume that either zero mag- e o 
netization or a 1 precedes the first bit 
and that zero magnetization or a 0 fol­
lows the last 0. N otioe that a. negative 
peak must always occur in the middle 
of reading a 1 but that the other negar- Fxo. ll-ll. Output for 0 followed 
tive peaks occur between O's. Hence, by 1• 
if the waveform, which resembles very 
closely a frequency-modulated sinusoid, is squared (for example, by put­
ting it through an overdriven amplifier) and if these negative peaks are 
u1:1ed to open a gn.te whose other input is a sequeuce of narrow pulses occur­
ring in the middle of the reading time of each digit, then the gate output 

1 0 1 0 0 0 

l•'m. 11-12. Output for typicn.l 11oqucncm of O's o.ncl l'H. 

is a narrow pulRo for co.ch 1 and nothing for each 0. Since the original 
information pule1<is ocwm·rc~d at the beginning of the digit periods, it is nec­
essary to oorrct:t for the half-period delay in the reading. An ad vantage 
of this method is that the reading head can be transformer-coupled to a 
simple tuned amplifier, so low-impedance heads can be used. 

Still a fourth method of recording is called the "non-return-to-zero" 
system. u This will be illustrated for the case of two levels of ma.gnetiza-

1 "High-spcod Computing Devices," pp. 330-.i3l. 
1 Booth and Booth, op. cit., p. 117. 
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tion. Suppose that the recording head is driven by a toggle in such a 
way that the medium is saturated in the plus direction when the toggle 
holds a 1, but in the minus direction when it holds a zero. The first 
1 in the information to be recorded initiates the saturation in the plus 
direction. Since the toggle is unchanged if a succession of l's is received, 
11 plus" magnetization is recorded until the first 0 changes the state of the 
toggle and initiates the recording of negative magnetization. In the 
reading process, voltage pulses appear at the terminals of the head wind­
ing only at points of transition from saturation in one sense to saturation 
in the other. Obviously, polarities may be chosen such that a positive 
pulse marks the beginning of a string of l's and a negative pulse, the 
beginning of a string of O's. These pulses, respectively, can be used to 
set a toggle in its 1 and 0 states, and, depending upon the type of gate 
used, one or 8Jl.other of the available voltages can be used to enable a 
gate while the toggle is in the 1 state. The other gate input is ta.ken from 
the clock; so the gate output is a pulse for each 1 stored in the medium 
and no pulse for each 0; the information is correctly recovered. 

The non-return-to-zero scheme permits the most efficient use of the 
magnetic medium, for it is evident that, if the cell repetition rate is the 
same in both a return and a nonretum system, in the latter tho maximum 
frequency that must be handled by the heads and associated circuits is, on 
the average, one-half the frequency that must be handled in tho former. 
Thus in a nonretum system it should be possible to double the densit.y of 
information recorded on the medium with no deterioration of perform­
ance. The need for certain additional switching may prevent tho attain­
ment of the theoretical doubling; for example, if there are a numb€\r of 
parallel tracks in the memory, as in the case of a drum, it is noc1CHHU.ry to 
provide pulses to set the output toggle to 0 whenever the out.put circuit;H 
are switched from one reading head to another. In the Logistics com· 
puter, this switching limited the density of information to 140 bits pell' 
in., where doubling would have given 160. * 

Physically, there is a disadvantage in the scheme as dcscrihad hero: 
since current sufficient to provide saturation flux must at all timc1:1 flow 
through the recording head, it is implied that a high-impedance head 
must be used.1 

A fifth method 2•3 is nonretum in effect, though the recording iK done a11 
in a return-to-zero method. The essential feature here is that the rocmrd­
ing pulses (of opposite polarity for 0 and 1) are delivered to the rec<>rding 

• R. B. Erickson, The Logistics Computer, Proc. I BE, vol. 41, no. 10, pp. 1a21>-1a:i2, 
October, 1953. 

1 Booth and Booth, op. cit., p. 117. 
1 D. Eadie, EDVAC Drum Memory Ph.a.se System of Magnetic Recording, Blee. 

Eng., vol. 72, no. 7, pp. 59Q-595, July, 1953. 
a Booth and Booth, op. cit., pp. 331-.132. 
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heads at so fast a rate that the magnetization remains in one sense for a 
string of like bits and reverses only when 1 follows 0 or 0 follows 1. This 
is essentially a nonretum system, but it is clear that complete saturation 
is not maintained throughout a sequence of like bits, for a slight ripple 
occurs. The theoretical doubling of information density in the medium is 
obtainable in this case, as in the fourth method. 

Still other methods of roo.ding are possible. It is possible to use a pulse­
modulated carrier signal or a frequency-modulated carrier. No advan­
tages and certain definite disadvantages are inherent in these methods; 
they will not be discussed here.1 

I! 

t 

In all the systems of recording 
treated above, the contents of a mem­
ory cell can be altered merely by 
driving it to the opposite state of sat­
uration while it is under the head. We 
ordinarily think of reading and writ­
ing as completely separate operations; 
that is, inform::i.tion is either being 
recorded in a cell or recovered from Fxo. 11·18. Illustration of DIAD 

system. 
it. In some cases, however, it is 
desirable to read information from a cell and then to alter it while it is 
still under the head. Of course, it is possible to accomplish the same 
thing by having the cell pass first under a reading head and then, one 
digit time later, under a recording head. But both operations can be 
performed by a dual-purpose reading-recording head. 2 This scheme was 
incorporated in the Bell Telephone Laboratories' Drum Information 
Assembler and Dispatcher (DIAD).3 To understand the theoretical 
basis of this, return to the output of a reading head that uses a two-level 
return-to-zero system. The rending-head voltage for a 1 is shown again 
in Fig. 11-13. It has been mentioned above that spots on which 0 has 
been rewritten over 1 do not give zero output, but do give an output fairly 
small compared with the 1 output. Therefore, there can be established 
on the amplified rending-head output a clipping level that gives a pulse 
for a 1 but none for a 0. Observe (Fig. 11-13) that this implies that 
reading has been essentially accomplished before the cell is centered under 
the head. The time AO between reading and centering is, therefore, 
available for the setting up of the writing circuits. In the DIAD system, 
which operates at a cell density of 30 cells per inch, this is 2 µsec, and it 

1 Jbid., pp. 117-118. 
s J. H. McGuigan., Combinod Roa.ding imd Writing on a Magnetic Drum, Proc. 

IRE, vol. 41, no. 10, pp. 1438-1444, October, 1953. 
a W. A. MaJ.tha.ncr and H. E. Vaugha.n, An Automatic Telaphonc System Employ­

ing Magnetic Drum Memory, Proc. IltB, vol. 41, no. 10, pp. 1341-1347, October, 
1953. 
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suffices for all the required operations. The designers of the system feel 
that, with additional refinements, this "single-pass" reading-and­
writing technique can be extended to operate with cell densities compar­
able to those used in the ordinary computer memory systems, say 100 cells 
per inch. The single-pass system poses rather severe circuit-design 
problems which have been solved successfully. 1 

The treatment given so far in this section applies to magnetic drums 
and disks and to magnetic tapes and wires, that is, to the whole class of 
magnetic memories that depend upon relative motion of the medium 
and the recording and reading devices. The drums and dii:1ks are used 
for internal memories in some machines and as auxiliary memories in 
others. They will be treated in Sec. 11-3. 

11-3. Magnetic Drum and Disk. Magnetic drums exist in a consider­
able variety of sizes, shapes, and structures. There are also considerable 
differences in the density with which information is recorded, in the 
structure and mounting of heads, and various other details. Iu this 
section information will be given about some currently used designs. 

A pioneer in the construction and use of magnetic drums has been the 
Engineering Research Associates division of Remington-Rand, Inc. 2 

(ERA), which has built more drums than any other commercial 1:1upplier. 
The current ERA practice3 is to use a precisely milled aluminum cu.sting 
coated with a magnetic oxide of iron. The cast drum is shrunk or tttper­
fitted to its shaft. In Sec. 11-2 it is stated that the spacing between drum 
surface and reading head has a profound effect upon reading-signal 
amplitude and that this may drop by as much as 17 db when the spacing 
varies from 0.001 to 0.002 in. and by 15 db when the spacing incre111:1e1-1 
from 0.002 to 0.004 in. This shows the necessity of holding tho precision 
of the peripheral surf ace to close tolerances. The ERA praeticc is to 
carry out the final machining, coating, and balancing operations with the 
drum mounted in the bearings in which it is to turn and to require that 
the variation in radius be less than 0.0002 in. The finished drum turnN 
inside a cast-aluminum case, with the rotor bearings supported in pillow 
blocks machined in the case. The case is drilled with holes in whieh nre 
inserted the dual-purpose read-write heads. As there are W informu.tion 
"tracks" per inch along the drum surf ace and the heads are si11ii;le unit~, 
it is necessary to stagger the mountings about the drum. The packing 
density of information along any track is 80 bits per in. if return-to-zero 
recording is used and about 140 bits per in. if non-return-to-zero recording 
is used. 

1 The interested reader will find a detailed account of the problemR and tho solution11 
in McGuigan, op. cit. 

1 Now the Remington-Rand Univac Division of Sperry-Rand, Inr.. 
8 Perkins, op. cit.; see pp. 192 and 193 for the details given int.his p1trngmpl1. 
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The ERA drums come in a variety of sizes, up to some that hold 
4,500,000 bits in the non-return system. The smaller drums are driven 
directly by three-phase induction motors, and the larger drums are driven 
by axial air-gap motors through centrifugal clutches. The speed of rota­
tion is generally chosen so that the linear speed of the drum surfaces is 
about 1,600 in. per sec; this is 60 rps for the 8~-in. drum. The drum 
assembly is designed for mounting with horizontal axis. 

A considerable variety of other mechanical designs of drums are in 
use, but these have not been described in much detail in the literature. 
The drumR of the Harvard Mark III computer are similarly machined 
from solid aluminum blocks and coated with a film of magnetic oxide of 
iron suspended in a plastic lacquer. The heads are staggered by being 
mounted on helical brackets.1 

Turning to hollow drums, one such, built of drawn brass tubing coated 
with appropriate material, was designed and built at the Institute for 
Advmwed Study, and has been fully described in IAS reports.2 This was 
also mounted horizontally. 

Vertical mounting appears to be more popular than horizontal; it is 
used, e.g., in the Harvard Mark IV, in the computer built by Ferranti, 
Ltd., and in a great number of small machines. This type of mounting 
avoidH oM problem with horizontal mounting. If a fairly long, hori­
zontn.lly mounted drum is allowed to stand stationary for a time (over 
the weekend, for example), it tends to deform plastically, and this 
deformation may be so great that, when the drum is first put in rotation, 
it actually ciomcs into contact with the heads, causing serious damage. 
Thci deformation can, of course, be avoided by providing for rotation of 
the drum whilti the rest of the machine is shut down. The bearing 
problem. alHo is immcwhat simplified by vertical mounting. 

The Ferranti drum, 3 at least the one used in the FER UT computer, is a 
hollow cylinder u in. in diameter and 8.5 in. in length, with eccentricity 
less t.hu.n o.oooa in. u.nd driven by an internally mounted squirrel-cage 
induct.ion motor. An eddy-current brake is also mounted internally. 
The 11onmil running ~peed iH l,H50 rpm. The digit-packing density is 
i.mch t;hut cad1 trnck holdR 2,5Ci0 bits. There are 256 information tracks 

i Hn.rvn.rd Comput.t\t.ion Lnhor1\Lory, "Description of a Magnetic Drum Calcnln.­
tor," chn.ps. 1 n.nrl a, Hn.rvnrd University Prose, Cnmbridge, Mnss., 1952. 

1 J. II. Bip;clow, H. H. GoldHtfac, R. W. Melville, P. Panagos, J. H. Pomorene, J. 
Rosenberg, M. Rubinoff, nnd W. H. Ware, Fifth Interim Progroes Report on the 
Physicn.l ltcali:m.tion of an Electronic Computing Instrument, In11titute for Advanced 
Study, Prinr.cton, N.J., Hl40. The account of the drum-and-head design is contained 
in tho appendix. 

a Il. W. Pollard, The Design, Construction and Performance of 11 Largc-scoJ.c Gen­
oral-purposc Dip;itn.l Computer, in "Review of Electronic Digit.al Computers," pp. 
62-69, American Institute of Elc1itrical fllngincers, New York, 1!)52. 
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on the drum, each holding 64 words of 40 bits each. The heads are 
mounted in eight stacks of 32 each. The magnetizable surface is obtained 
by nickel-plating the drum; this does not, however, give as good signal 
strength as the oxide coating to which a change has been made in later 
models. 

The brake mentioned in the description of the Ferranti drum is part 
of the servo system designed to synchronize the drum to the clock. 
Actually, the motor could cause the drum to rotate considerably faster 
than is desired; so the brake is always more or less on. A waveform 
derived from spots recorded on one track of the drum is compared with a 
pulse train derived from the master clock, and the brake is either relaxed 
or put on harder according as the pulse train is drifting ahead of or lagging 
behind the clock. This is quite different from the usual procedure, 
which is to let the drum be the clock, recording on one track a 1 in every 
digit cell and using the output of the reading head of that referenc(l 
track as the clock signal. It can be argued that, if several drums are to 
be used in the same computer, it is necessary to synchronize them and 
so it is just as well to synchronize all drums with the master clock. In 
the Harvard Mark III, however, a set of four drums is driven through a 
gearbox by a single motor; and if, in other parts of the computer, a 
faster clock is needed than that derived from one track of the drum, it is 
quite possible to use familiar frequency-multiplying techniques. 

Drum-rotation rates are frequently a nominal 3,600 rpm obtained 
from a synchronous motor, though on many machines they arc lower and 
on some higher, for example, 6,900 rpm on Remington Rand (ERA) 
1102 and on the Harvard Mark III, approximately 12,000 on the IBM 
650, and 15,000 in the machine at the Technische Hochschule, Munich. 
One reason for using higher speedR of rotation of the drum i1:11 of cour::m, t.o 
shorten the average access time, which is one-half the time required for n 
single revolution. 

Shortened access time can also be obtained by providing more than ouc 
head per track, but this is an expensive expedient. In some dc!ligM, n 
certain number of tracks on the drum are set aside for the high-speed 
memory and provided with several heads, although most of the track:-1 
have but a single head; provision is made for the transfer of the informa­
tion in blocks from the lower to the higher-speed part of the memory. In 
one design, 1 the high-speed part of the drum is provided with four pairs of 
heads per track, each pair being disposed as shown in Fig. 11-14, where 
the arrow signifies the sense of rotation. Inf orrnation recorded on the 

1 "A Symposium on Commercially Available General Purpose Eloctronic Digit.al 
Computers of Moderate Cost," Office of Technical Sorvicca, Wtt8hinp;ton, I>.C., 
1H52. Hee pp. :H-30 on the Oo11solidatcd Engineering Corpomtio11't1 mo(hil :rn-201 
11om pu tt•r. 
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surface by the record head is picked up by the read head, amplified and 
reshaped and again sent to the record head to be recorded on the surface. 
This is essentially a delay-line scheme. In the computer cited, the high­
speed tracks contain only two-fifths as much information as the low-speed 
tracks, but the access time is reduced by a factor of 10. A similar 
scheme, used for holding a single word between the time it is read out of 
the main drum memory and the time it is needed in the arithmetic unit, 
is used in the Harvard Mark III computer. 1 There are three of these 
so-called "transfer channels" in the machine. 

The only disk memory about which information is available is that of 
the Elliott-NRDC 401 computer. 2 The disk used is 9 in. in diameter, of 
forged brass, with an annular recording surface 1~ in. wide, ground 
true within ± 0.00015 in. Using a magnetic iron oxide (Fe20a) coating 
0.0015 in. thick and a speed of rotation of 41500 rpm, it was found possible 
to operate at a density of 160 bits per in. along each track with a track 

-
Motio~ 

Regeneration 
circuit 

t -

Fxa. 11-14. Drum tr1iok used e.s delay line. 

Rpacing of 0.01 in. The head is spaced 0.001 in. from the recording sur­
face; using a 50-turn head winding at this spacing, a reading signal of 
about ~ mv is obtained. 

11-4. Heads. In this section will be given some information on record­
ing and reading-head designs now in use. As stated above, in most cases 
the same head is used for both functions. In some applications, however, 
for example, in the transfer channels of the Harvard Mark III, it is neces­
sary to assign oue head to the recording function and one to readjng. 

Iu drum and diHk recording, the speed of motion of the medium makes 
it impossible to allow the medium and the head to be in contact, and the 
problem of hoo.d design is to get as much of tho flux into tho recording 
medium as possible. A variety of core designs arc in use, and sizes of 
windings also vary considerably, according to the impedance levels at 
which they must operate. 

The pole pieces of the heads used in the Harvard Mark III computer 1 

1 "Description of a. Magnetic Drum Caloula.tor," cha.p. 1, pp. 3-4. 
1 Pror.. ACM, Pittshurp;h, Ma.y 2-a, 19.52, p. 202. 
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are split Mumeta.1 cores, each half built up of 12 laminations of M umetal 
0.006 in. thick, stacked and cemented together to a total thickness of 
about 0.1 in. The active tips of the two cores are carefully lapped and 
polished. On the reading head a single winding of 250 turns is used, and 
on the recording head, two 300-tum coils wound in opposite senses with 
the common connection grounded; one of the coils is excited to record 1, 
the other to record O. The general appearance of the core and one coil 
is shown in Fig. 11-15a. 

The heads used in ERA drums are dual-purpose heads, carrying a road 
coil and a center-tapped write coil. The general view is given in l!'ig. 
ll-15b.1 

The head developed for the phase-modulation system of recording is 
shown in Fig. 11-15c. A single-tum winding is used on each part of the 
head. This makes it necessary to drive the recording head by a 1::1tep­
down transformer; the recording current during the puhm is 4 amp. 

~Read 
\YRecord 

[a) !bl !cl 
FIG. 11-15. Exa.mples of heads. (a) Harvard Mark III, (b) ERA (ltemi11gt1>n-U.nn<l 
record-read, (c) Manchester record-read. 

The whole assembly is very compact, being less than 0.1 in. thie1k; NO u. 
large number of assemblies can be stacked side by Hide. Tho p;u.p1-1 in 
both the read and the record heads are 0.001 in. wide, whicih iR u. fnirly 
representative figure for heads in general. 

A single-turn head without any core has been studied in somu <lotuil. 11 

The attractive feature of such a head is its very low impodnncm; thiH iH 
conducive to fast operation. However, (1) it is difficult to dl'ivo tlrn hoo.c.l 
hard enough to saturate the medium; (2) information clom1ity ou thu 
medium is certainly no better than with heads of the typo di11ciuH11od 
above; (3) the output voltage is naturally very low: b1 the t'xpm·imcmtli 
cited never in excess of 150 µ.v peak to peak (with iron coroH mid nmltiit.urn 
windings more like 50 mv); and (4) very fine wire i11 mquirod for p:ood 
results; a diameter of 0.001 in. is satisfactory. To avoid t.hc difTi11ult,icit1 
involved in mounting single loops of very fine wire with no 1-1upport, 
Booth constructed heads of one or very few turns, using as 1\ coro tL 11i11µ;1<~ 
thin lamination of high-permeability metal'; he found rather conl'lid<mthlo 

1 Perkins, op. cit., pp. 198-194. 
1 Bigelow et al., op. cit., appendix, sec. 4. 
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improvement in output signal. 1 It has been pointed out above that at 
least one commercial design of a single-turn head is now in use. 

11-5. Circuits. This section will deal only with the read-in and read­
out circuits and will not deal with switching, which is variously accom­
plished, by means of electronic function switches (e.g., matrices) or by 
equivnlent relay circuit'3. 

A simple and straightforward recording circuit used in the Harvard 
Mark III is shown in logical form in Fig. 11-16. The signal is a positive 
pulse if 1 is to be recorded, but nothing at all if 0 is to be recorded; the 
"record" pulses are positive and are delivered to the circuit if either 1 or 0 
is t.o be recorded. 2 If no signal pulse is received, G2 is not enabled and 
G1 is not inhihited; so the positive record pulse passes through Gi, is 
inverted, and drives into conduction the power amplifier, which is so 
bitLsc<l as to be normally cut off. The negative output pulse is delivered 
to the recording head either by way of a pulse transformer or through a 

Record head 

l•'xo. 11-16. Mark III record circuit. 

simple rm-liHt.ivci not.work, aud current iR drawn upward in the direction 
dm-iiµ;natod by 0 in the drawing. On the other hand, if a 1 is to be 
ronorded, the signal inhibits 01 and enables G2, the net effect being that 
currcmt iH <lrn.wn downward in the 1 direction. 

A v:tricty of other circuits arc in use. Some use blocking oscillators to 
proclucu a Hhnrp puh;c of current through the head winding. 3•4 If low­
impc<lu.ucm honds (e.g., of a single turn or a very few turns) are used, it is 
ncweHHn.ry to HAO c:urrcmt pulses of very great amplitude, 10 amp or more, 
and vnry brief <lurution, e.g., a microsecond or so. 4 In some experimental 
work, thcHc havo bccm developed by means of a blocking oscillator fol­
lowncl hy u eu.thode follower ul:ling tubes capable of carrying rather large 
curr<mtH. ~ A more attractive scheme is to insert between driving circuits 
and head a pulse transformer of fairly high turns ratio to effect the neces-

i A. D. Booth, A Me.gnct.ic Digito.l Store.go System, Electronic Eng., vol. 21, no. 
257, pp. 2:H-2as, July, 1049. 

t "Dcscript.ion of n. Mo.gnctic Drum Ca.lcula.tor," pp. 60-Gl. 
a Mr.Guigo.n, op. cit., pp. 14·10-1442. 
~Bigelow ct al., op. cit., appendix, soc. 7 for the circuit; sec. 6 for correlation of 

exporimcnt.al rosult.s, pulse amplitude, pa.eking density, e.nd playback amplitude. 
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sary current step-up. 1 A disadvantage of being obliged to transmit high 
driving current to the heads is that it makes electronic switching between 
driver and heads difficult. It is obviously wasteful to use a separate 
driver for each head. 

A reading, or playback, circuit is shown in logical form in Fig. 11-17; 
tbis is a circuit developed at Harvard for the Mark III. 2 

Adva nee pulses' 

FIG. 11-17. Mark III playback circuit. 

In analyzing operation of this circuit, it must be remembered tha.t the 
reading-head output for 0 is much like the curve of Fig. 11-2, t.hu.t. the 
curve for 1 is the negative of the curve for O, and tha.t its peak-to-peak 
amplitude is of the order of 50 mv. This signal first encounter1:1 a two­
stage video amplifier; the passband must extend to 150 kcps or more. 

0 0 1 1 0 /\ 11\rJ'I (\/\ I v \} v 
(a) 

(]J) 

L 
(c) 

F:!G. 11-18. Mark III playback-circuit 
waveforms. (a) Input, (b) advance 
pulses, (c) output. 

The amplifier output bra.nchei; to an 
inverter and a cathode follower, ou.oh 
followed by a puller triode (sec Chu.p. 
5) connected to the screen of one of 
the pentodes of a toggle th1tt iH mu.de 
up of the cathodes, control, and sorcen 
grids of a pair of pentodes. 'l'hc sup­
pressors of theso pcntodcs urc driven 
by the" advance" pulses derivnd from 
one of the timing tra.cks of tho drum, 
and the plates arc connected to tho 
plates of a conventionnl triode toggle, 
the grid voltage of one grid of which 
drives a cathode follower to produce 
the output. 

Suppose that the input pulse train represents 00110 as 1:1hown in Fig. 
11-lSa; the advance pulses are shown in Fig. ll-18b, occurring at 
about the same time as the crossovers of the input signahi. The first 0 
causes the :6.ow of screen current in the left section of T1 and cuts it off 

1 Booth and Booth, op. cit., pp. 119-120. 
1 "Description of a Magnetic Drum Calculator," pp. 57-59. 
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in the right section. Before the waveform. swings negative enough to 
switch Ti again, the advance pulse raises the suppressor voltage suf­
ficiently to allow plate current to flow in the left tube of Ti, and this in 
turn guarantees that the left triode of T2 will assume the conducting state. 
AB a result, the grid voltage of the right triode of T1 assumes its lower 
value, and the output is low. During the negative swing of the 0 volt­
age, T1 is switched again, but this cannot affect Ts because no plate cur­
rent flows in either tube of Ti. When the second 0 arrives, T1 is switched 
exactly as it was for the first 0. However, T1 already holds the same 
information as Ti and so the advance pulse causes no change; the output 
voltage continues low. When the 1 signal arrives, it switches Ti to the 
state in which screen current flows in the right tube. The advance pulse 
causes T2 to switch, and the output voltage rises to the higher of its two 
pOl:lsible values. Continuing to trace the effect of successive signals, it 
is possible to trace the waveform of Fig. 11-18c. If waveform c is taken 
as one input to a gate (the positive level being the enabling signal) and 
if the other input is a train of pulses synchronized with the advance 
pulses but lagging behind them by about one-quarter of a pulse-repetition 
period, the gate output becomes a pulse for each 1 read from the drum 
and no pulse for each 0; so the information has been converted to the 
desired form. 

Drum memories necessarily contain a number of "timing tracks"; for 
example, a track may contain a 1 for overy digit cell about the drum, 
another a 1 at the beginning of each revolution. The reading circuit 
u. .. "l.'!ociated with a track containing only l's can be considerably simpler 
than the circuit needed when both l's and O's are to be read. Thus, in 
M11.rk III,1 the negative swing at the beginning of a 1 is amplified and 
m:md to turn on a triode that has a parallel RLO circuit in series with its 
pfate. The resulting signal drives an amplifier stage that is operated 
with the control grid 1101·mally at ground or slightly above; the negative 
excur1:o1ion of the voltage derived from the RLO circuit drives this tube to 
cutoff and produces a nearly rectangular positive pulse. The final stage 
iii a cathode follower so biased that it is normally nonconducting. Only 
1.hu poidtivc rcctnugular pulse succeeds in passing through to the output. 
li'or timing tru.ck1:1 containing O's as well as l's, it is necessary to use more 
elaborate <1ircuitH deHignod to make the required discrimination. 

Between the reading winding of tho head and the input to the circuit, 
of I1'ig. 11-17, there is u. E1im1>le gating arrangement and a pulse transformer, 
o.1-11:1hown in lt'ig. 11-H>. A gating voltage of -2 volts disables the gate, 
and about + 12 volts is used to ena.ble it. 

With high-impedance heads it is not necessary to use pulse trans­
formers, as shown in Fig. 11-19. If, on the other hand, low-impedance 

1 Ibid., pp. 59-60. 
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heads of the single-turn variety are used, the output voltage is about one­
thousandth the value obtained with heads like those used in Mark III.1 
The voltage step-up provided by a suitable transformer helps to reduce 
the gain that is required of the reading amplifier. 

An even simpler reading system, usable when the 0 and 1 outputs from 
the heads are as shown in Fig. 11-18a, consists of a three-stage video 
amplifier followed by a fourth stage biased far below cutoii.2 A strobe 
pulse reduces the bias briefly at about the time of the first peak of the 
head output, or about one-quarter of a period ahead of the n.dvance pulse 
of Fig. 11-18b. If the grid of the fourth stage is being drivcu in the posi­
tive direction at the time of the strobe (as when a 1 has been read), a 
negative pulse output is obtained but, if the grid is then being driven 
negative, the bias reduction is insufficient to cause conduction, and no 
output results. An inverter following the output is necessary if l's are 
to be represented by positive pulses. 

Gating 
voltage 

II[ _To circuit of 
Fig. 11-17 

FIG. 11-19. Mark III playback-head gating. 

11-6. Ultrasonic Delay Lines : Introduction. Information given 11.11 tt 
temporal succession of electrical pulses can be preserved if it is possible 
to cause it to circulate about a closed path so long that 1;hc tmm1miHKion 
time around it is greater than the duration of the sucueH1don of pulims, 
and provided that some means exists for restoring the pulimR in l\mplitudt1 
and shape and thus undoing the efiects of attenuation and finite band­
width. This principle has been illustrated in Chaps. 6 nnd 8 as it i1-1 
used in the SEAC to make the dynamic flip-flop and the rcgiHtorR u1:1cd 
in the arithmetic unit. The attenuation and distortion tin.used. hy the 
electrical delay line are such that amplification and reclocking arc 
required after every delay of about 5 µ.sec. Such a achenw ohviom1ly 
becomes impracticable if the delay line is to hold, 1-11.1.y, 20 w01·dH ini.itcnd 
of one. The introduction of a suitable delay can ho accmnpliHhml by 
introducing into the closed loop a piece of material in which the velocity 
of propagation of an ultrasonic vibration assumes a reasonable value, by 
setting this in vibration by means of a transducer, and by using a second 
transducer to convert the mechanical vibration into a voltage pulse. 
Several devices for doing this are in use: (1) a. tube filled with mercury 
with quartz-crystal transducers at the ends, (2) a solid rod of fused 

1 Bigelow et a.I.., op. cit., appendix, sec. 6, tables 1 to 7. 
a MoGuiga.n, op. cit, pp. 1441-1442. 
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quartz, similarly excited, (3) a strip of nickel in which a magnetostrictive 
vibration is set up and received by small coils at the ends. 

A great deal of work on liquid delay lines was done at the Radiation 
Laboratory at MIT and at the Bell Telephone Laboratories during World 
War II; so it was natural that the use of these lines as memory devices 
suggested itself when several computer-development projects were initi­
ated during the war (EDV AC) and shortly afterward (SEAC, EDSAC, 
UNIVAC). In every case, practical memories resulted. The first fully 
operational machine to use such a memory was EDSAC, completed in 
the middle of 1949 at the Mathematical Laboratory of Cambridge Uni­
versity, England, by M. V. Wilkes and his associates. This was followed 
later in 1940 by BINAC (Eckert-Mauchly Computer Corp., now a 
division of Remington-Rand), in 1950 by SEAC (National Bureau of 
Standards), and in Hl51 by the first UNIVAC (Remington-Rand). 
Other machines using this type of memory are the FLAC, MIDAC, 
DYSEAC (all advanced versions of SEAC), and the RA YD AC (Raytheon 
Manufacturing Company) in this country, the LEO, ACE, and MOSAIC 
in England, and the OSIH.O Mk I in Australia. More recently, several 
computers have been built in England in which a section of the memory 
is built up of magnetostrictive delay lines. Fused quartz and other solid 
delay lines, though possessing excellent characteristics, have not proved 
popular with designers. 

11-7. Mercury Delay Lines. 1 It is easy to list a number of character­
istics2·3 that should be possessed by a delay line if it is to be used as a 
memory device. For example, 

1. '!'he velocity of propagation should be such that the required delay 
can be obtained by u11ing a line of reasonable length. 

2. The bandwidth should be great enough to permit pulses of the 
desired width to be passed at the desired repetition rate. 

t Wo content ourHolvos with th(l following general references on the theory of prop­
n.gn.tion or 11lt.r11.Roni<: w1wcs iri mercury-filled tubes and on t.hc struoturt1 of such 
<lcviccs: 

H. J. MoSkimin, Thoor11ti1inl Analy1:1is or the Mor<iury Dtilny Linc, J. Aco1,st. Soc . 
.. lm., vol. 20, no. 4, pp. 418-·124, Jnly, 11)48. 

II. n. Hunt.ington, 011 Ultr1.1.Honio l>ropugution thru Mcrcmry in 'l'uhos, J. ilco1tst. 
Soc. Am., vol. 20, no. 4, pp. 424-432, July, 1948. 

H. B. Huntington, A. G. rnm1:1lic, und V. W. Hughes, Ultmsoni<: Dol11.y Line I, J. 
/1'ranklin lnat., vol. 245, no. 1, pp. 1-23, Jnnuury, .tll48. 

H. B. Huntington, A. G. Em1:1lie, H. Shapu:o, and A. E. Benfield, Ultra.sonic Deln.y 
Linos II, J. Franklin Inst., vol. 245, no. 2, pp. 101-115, February, 1!>48. 

John F. Blackburn (ed.), "Components Handbook," vol. 17, MIT Radiation Labom­
tory Series, chap. 7, McGraw-Hill Book Company, Inc., New York, 1Q49. 

2 "High-speed Compuiinp; Devices," p. 342. 
a T. K. Shurpless, I>csiµ;n of Mercury Dalay Linas, Eler.tronir.s, vol. 20, no. 11, 

pp. l:J4-138, Novambcr, )1)49. 
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3. The over-all insertion loss must be small enough so that the output 
i:;ignal is reliably discernible amid the noise. 

4. It should be possible so to terminate the line that echoes are 
suppressed. 

5. It should be possible to compensate for the effect of ambient con­
ditions such as temperature. 

6. The lines should be cheap, rugged, reliable, and easy to manufacture. 

From the standpoint of velocity of propagation, a number of liquids 
are satisfactory; for example, at 20°C the velocity of propagation of au 
ultrasonic wave in mercury is 1,450 m per sec, and in distilled water it is 
1,480 m per sec.* Thus, for a mercury line, the delay time is 17 .52 µsec 
per in., and a 1-msec delay is obtainable with a line 4 ft 9.1 in. in length. 
The temperature dependence of mercury in the neighborhood of 20°C is 
0.000297 µsec/(µsec)(°C). That of distilled water is much greater; it 
falls with rising temperature, however, and vanishes at 72.5°0. Mixture 
with any of a variety of liquids, such as ethanol, methanol, and ethylene 
glycol, causes the temperature of maximum velocity to be lowered. The 
compensation for the effect of temperature, then, consists merely in operat­
ing the line at the temperature of maximum velocity of propagation, and 
this has been done, though not with lines used for computer memories. 1 

Tum now to the acoustic characteristic impedance of the media. 
Because of the relatively high density of mercury, its characteristic 
impedance at 20°C is 19.8 X 105 g/(sec)(cm2); that of distilled wn.ter is 
1.45 X 105; of quartz, 14.9 X 105• This means that the impedance 
match between quartz and mercury is fairly good, but that between 
quartz and water is very poor. The consequences are thu.t (1) the trans­
fer of energy from a quartz transducer to mercury and back again is much 
more efficient than the transfer would be if water were m,;cd as the fluid; 
(2) troubles from reflections are easier to handle with mercury than with 
water, for the reflections are much reduced if mercury is used; and (a) the 
large characteristic impedance of the mercury and the good impedance 
match load down the quartz-crystal transducer and decrease it.s clTcetivc 
Q, thus giving a much wider bandwidth than would be obtained if wu.ter 
was used. As quartz transducers appear to be most suitable for elfocting 
the transfer of electrical to mechanical energy in liquid delay li.1w1-1, the 
above considerations are rather decisively in favor of mercury vi1-1-il.-viH 
distilled water as a medium, and, in fact, mercury is the only liquid used 
in delay lines for computer memories. 

Since mercury is a liquid, . it can transmit only a compressional vibra­
tion. Hence it is convenient to use X-cut quartz crystals as the trans-

"' Blackburn, op. cit., p. 219. 
1 The numerical values given are to be found in Blackburn, op. cit., chap. 7. 
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ducers at the two ends of the line. The thickness of the crystals is deter­
mined by the carrier frequency to be used. AB the duration of the pulses 
to be delayed is usually }'2 µsec or less, it is clear that the carrier frequency 
must be of the order of 10 Mcps* so that there may be several cycles per 
pulse. 

The attenuation due to transmission through the mercury consists of 
two terms:t (1) the "free-space" attenuation, proportional to the square 
of the frequency, and (2) the attenuation due to the finite diameter of 
the tube that holds the mercury, proportional to the square root of the 
frequency. Both these terms, however, are much smaller than the loss 
due to mismatch between transducer and transmitting medium. Con­
sidering all these contributions to the over-all loss, Huntington calculates, 
as an example, that for a 1-msec delay line with a 15-Mcps carrier the 
over-all insertion loss is 51.5 db, of which 36 db is due to mismatch, 
12.8 db to free-space attenuation, and 2.7 db to tube effects. 1 This loss, 
though considerable, still permits a sufficiently large signal to be obtained 
at the output, given a reasonable excitation of the input. 

Another frequency-dependent effect is the directivity of the radiation. 
If it is assumed that the mercury fills all the space to one side of an infi.nite­
plane baffle and that the excitation is furnished by a circular piston of 
diameter d moving back and forth in a hole in the baffle, the formula for 
the half-angle (J of the cone subtended by the first minimum in the free­
space diffraction pattern at large distances is2 

sin (J = 1.22 ~ (11-1) 

Since, for a frequency of 10 Mcps and an e:ff ective crystal-radiating diame­
ter of 2 cm, the quantity in. the right member of Eq. (11-1) assumes the 
value 8.85 X 10-3, the directivity is very good indeed. This opens 
other possibilities than delay lines, consisting simply of narrow tubes (say, 
1 in. or less in diameter). The UNIVAC mercury memory consists of 
seven tanks in each of which there are 18 parallel channels. 3 The 
RA YDAC memory consists of a number of small tanks, and the required 
path length is obtained by multiple reflections. 4 1'he chief drawback 
of the very good directivity is that the transmitting and receiving crystal 

*For example, in EDSAC, la.5 Mcps; in SEAC, 8 Mops. 
t Blackburn, op. cit., chap. 7, pp. 220 and 221. 
1 Ibid., chap. 7, pp. 235-236. 
•Ibid., chap. 7, p. 220. 
a J. P. Eckert, A Survey of Digito.l Computer Memory Systems, Proc. IRE, vol. 

41, no. 10, pp. 1303-1406, October, l!l5:.J. 
"Huntington, EmRlie, Shapiro, and Benfield, op. cit.; on p. 109 the possibility or 

such tanks ill briefly disouHscd. Apparently the first successful tanks of this kind were 
hnilt hy Ra.ythoon. 
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surfaces must be very well aligned; thus, for the EDSAC lines, in which 
f = 13.5 Mcps and d = % in., it is stated that the tolerance is but 3 
minutes of arc. 1 

It has been stated above that the temperature coefficient of the delay 
time of mercury is very nearly 0.0003 µsec/(µsec)(°C), n.nd that the delay 
increases with temperature. This means that if, for example, it is neces­
sary to maintain a delay of 1,000 µsec accurate to within ±0.1 µsec, the 
temperature variation from the correct value must not exceed ±0.33°0. 
Therefore, the temperature must be carefully controlled, particularly if a 
fixed-frequency clock is used. Probably the simplest method is to oper­
ate the mercury lines at a temperature considerably above ambient. 
Thus, in the SEAC,2 the clock is a crystal-controlled oscilla.tor, the lines 
are 384 µsec long, and the mercury lines are carefully bonded thermally 
so that the whole memory system forms, for all practical purposes, an 
isothermal unit maintained by thermostatic ·control at a temperature of 
50 ± 0.25°C. An alternative approach3•4 is not to n.ttempt to control 
the absolute temperature too precisely but to ensure only thn.t all the 
lines are at the same temperature within the required tolerance and to 
control the clock frequency so that the ratio of line deln.y to pulso-repeti­
tion period remains constant. In one scheme for accomplishing this,' 
one line is assigned to the frequency-control system. A frequency divider 
produces one pulse per minor cycle. The total delay time is to be rn 
minor cycles. The minor-cycle pulses follow two paths; that is, (1) they 
are used as inputs to the delay line, from which they pass to a comparison 
circuit, and (2) they are delivered directly to the compariRon eircuit. 
The output from the comparison circuit is a pulse whoso width i1-1 propor­
tional to the error in delay time; this is used (after some processing which 
need not be discussed here) to drive a reactance tube thn.t regulates the 
clock frequency. In UNIVAC I, a somewhat similar system is nRed to 
regulate the current through the heating coils, and the clock frequency is 
held constant. 

There are in use a number of different physical forms of delay line. 
In the EDSAC the mercury is held in steel tubes, in the ARAC in glasH 
tubes, in UNIVAC I in multichannel steel tanks, and in 1;he HA YDAC 
in box-shaped steel tanks. Of course, crystal mountingH and other <lotaih1 
vary widely also. 

· The matter of crystal mounting is intimately connected with the Rl.lp-
1 M. V. Wilkes and W. Renwick, An Ultrasonic Memory Unit. for tho rnDSAC, 

Electronic Eng., vol. 20, no. 245, pp. 208-213, July, 1048. 
2 S. Greenwald, R. C. Haucter, and S. N. Alexander, SEAC, Proc. IRE, vol. 41, no. 

10, pp. 1300-1313, October, 1953. 
a Wilkes and Renwick, op. cit., p. 209. 
4 J. M. M. Pinkerton, Automatic Frequency Control, Electronic Eng., vol. 23, no. 

278, pp. 142-143, April, 1951. 
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pression of reflections. Since a crystal at resonance acts as a half-wave 
section, no reflection will occur if it has mercury on both sides of it. 1 A 
possible method of mounting (now superseded) is shown in Fig. 11-20. 
The slanting end plate is of glass and has the function of breaking up and 
dissipating the beam so that no energy is reflected back to the crystal. 

Crystal'-... 

I Hg I Hg 

In the prototype of the UNIVAC memory tank, 2 

a steatite backing was used for the crystals. The 
steatite was silvered, one surface of the crystal 
was silvered, and the two were soldered together. 
The other end of the steatite support was not 

FIG. 11-20. Possible man­
parallel to the one soldered to the crystal, pre- ner of mounting crystal. 
sumably so that reflection would not be directed 
back to the crystal. The match of crystal to steatite is very good, and 
reflections were effectively eliminated. 

The electronic circuits associated with a mercury delay line are given 
in block-diagram form in Fig. 11-21, 3 which shows the EDSAC memory 
loop. The clock pulses are 0.9 µsec long, occurring at a pulse-repetition 
rate of 514 kcps. The oscillator frequency is 13.5 Mcps; the circuit is 

· Oscillator Hg delay line Detector 

l·f amplifier 

Input-gate Clear Output 
command command 

T<'IO. 11-21. Delay lino in cirimltition loop. 

Clock pulses 

Output-gate 
command 

so arranged that oscillation occurs only while a positive pulse is applied 
to the input. The straightforward i-f amplili.er amplifies the attenuated 
and diRtorted wave packets that come from the delay line. The pulse 
envelopes are recovered by the detector and used to gate standard clock 
pulses into the loop. These can be read out via G2 when an output-gate 

1 Blackburn, op. cit., p. 224. 
2 I. L. Auerbach, J.P. Eckert, R. F. Shaw, and C. B. Sheppard, Morcury Delay Lil.'l.e 

M01uory Using o. Pulse Rate of Several Megacycles, Proc. IRE, vol. 37, no. 8, pp. 
855-861, August, 19·1:9. A similar scheme was recommended by T. K. Sharpless, 
Design of Mercury Delay Lines, Electronics, vol. 20, no. 11, pp. 134-138, November, 
1947. 

8 Wilkes and Renwick, op. cit., p. 209; Auerbach, Eckert, Shaw, and Shoppe.rd, op. 
cit., p. 857. 
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command is given. The gate Gs ordinarily transmits pulses unless it is 
inhibited by a "clear" command; it is by this means that information is 
"erased" from the memory. The gate G, is used to introduce new infor­
mation into the memory while Ga is inhibited. Notice that the scheme of 
using the distorted pulses from the delay line to gate standard pulses into 
the loop reduces the bandwidth requirements on the delay line. This 
procedure is standard in mercury memories. 

The delay-line lengths, pulse-repetition frequencies, and pulse lengths 
of existing mercury-memory machines will be of some interest to the 
reader. Several of these machines, for example, ACE, EDSAC I, and 

Computer Delay, µaec Prf Pulse length, µace 
.. 

~~gACI}······ .... 1,100 514 kcps 0.9 

~~t~c} ............ 384 1 Mops 0.5 

UNIVAC I.. ........ 404 2.25Mopol 
RAYDAC ........... 305 3.77 Mcps Not given, hut presumably one-
MOSAIC ............ 1,024 570kcps half the pulRc-rcpnt.ition pClriod 
CSIRO Mk I. ........ 1,024 333 kcps or lmlB 
ACE (pilot model) .... 1,024 1 Mcps 

UNIV AC, also use delay lines of one word length as rcgistcrH in the 
arithmetic and control units. 

11-8. Solid Delay Lines. During World War II ll grco.t donl of work 
was done on solid delay lines.1 Unfortunately, progress waH ueitlrnr ::;o 
rapid nor so satisfactory as in the work with liquid dclu.y lino:;1, 1tnd Holid 
lines were, therefore, not available for use when the comput.<ir-dovulop­
ment programs that led to such machines as EDVAO, UNIVAC, and 
SEAC were initiated. More recently, successful solid linoti hu.vc been 
constructed, but they have not yet found genero.l favor with computer 
designers, though they have been used in some expetimental cquipmcmt. 
A variety of materials have been suggested and have been tho subject 
of experiment: vitreous silica, magnesium alloys, aluminum, and vo.rious 
glasses.2 Vitreous silica appears at the moment to be th<~ bo1:1t mate1ial, 
though work on some glasses seems to be very promising. 

In a liquid-filled tube or tank it is possible to propttµ;atc only u. Aingl~ 
mode of vibration: the longitudinal compressional vibrntion. In Holidio!, 

· 1 This work is described, the theory is reviewed, and a conKi1forn.hlc hihliop;raphy iR 

given in D. L. Arenberg, Ultrasonic Solid Delay Lines, J. Aco1'st. Boe. 1bn., vol. 20, 
no. 1, pp. 1-26, January, 1948. 

2 A list of these materials, together with their dcn.~itics and v1~lor.it.io~ of propu.p;n.tion 
of both longitudinal and shear waves, is given by F. A. Metz and W. M. A. AmforHcn, 
Improved Ultrasonic Deln.y UnE>.s, Efoctronics, vol. 22, no. 7, pp. llli·-100, July, 1\149. 
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the situation is quite different. Transverse (i.e., shear) vibrations can be 
propagated and, in fact, offer considerable advantages. Whereas com­
pression vibrations are subject to mode conversion upon reflection, which 
may result in the reception of a main pulse trailed by several spurious 
pulses, shear vibrations are not.1 Furthermore, the shear-mode beam 
spreads less in the course of transmission and results in an improved sig­
nal-to-noise ratio, since only a portion of the noise originating in the 
medium affects the crystal transducer at the receiving end. 2 For these 
reasons, the shear mode is the mode chiefly used. 

Of all the possible materials for the construction of solid delay lines, 
vitreous silica is the one upon which the most experimental work has 
been done and which alone has resulted in commercial packaged lines. 
Extruded magnesium rods have given promising results in experimental 
work. However, it proved to be difficult to cement the crystal trans­
ducers to the ends of the rods properly and the effect of improper attach­
ment was a setious reduction in bandwidth. 3 Pressure mounts for the 
crystals have been used experimentally3 but do not appear to be practi­
cally satisfactory. 

In more recent work at the National Bureau of Standards, 4•6 short lines 
were made of certain isoelastic alloys, that is, alloys that exhibit a constant 
modulus of elasticity over a wide temperature range. It was found that 
certain alloys of iron, nickel, and chromium with various minor con­
stituents possessed a temperature coefficient of delay time of only 8 ppm 
per 0 0 over the range from -50 to +200°0, as compared to 300 ppm per 
0 0 for mercury. A satisfactory method of cementing quartz transducers 
to the ends was also found. Unfortunately for many computer applica­
tions, the attenuation in the alloys studied is rather high; lines about 13 in. 
long giving a delay of 50 µsec cause an insertion loss of 50 db or mom. 
This in effect limits these lines to such uses as in one-word registers in 
control and arithmetic circuitry. There remains the possibility of find­
ing materials with the same good properties and less losses or of reducing 
attenuation by using barium titanate transducers, which will be diFmu1:1Hed 
later on in this section. As metal lines in general have excellent haud­
width charn.cteristics, a low-loss metal line of this type should prove very 
useful indeed. 

Vitreous silica has been studied very extensively, and, aR mentioned 

i M. D. Fagen, Performance of Ultrn.sonic Vitreous Silica. Dola.y Lines, Tele-Tech., 
Maroh, 1952, pp. 43ff. 

2 Metz and Andersen, op. cit., p. 98. 
a Ibid., p. 99. 
4 Ultrasonic Metal Delay LinoR, Tela-Tech., vol. 13, no. 3, pp. 78 a.nd 178-179, 

March, 1954 (no author). 
a A. Vozna.k, A Tempora.turo Invariant Solid Ultrasonic Dela.y Line, NBS Rept. 

2785 (OED 'Rept. 17-277'1, Sept .. 21i, IOl>:l. 
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a.hove, delay lines made of this material are commercially available from 
several manufacturers. Vitreous silica is a clear, glasslike product of 
silicon dioxide that results from the fusion of crystal quartz, though it 
can also be produced by the reduction of other silicon compounds. 1 It is 
available in the form of rods, blocks, or plates. It possesses the lowest 
attenuation of all the solid materials suitable for high-frequency work. 
The attenuation is proportional to the frequency, the factor being 0.08 
db/(ft)(megacycle) in the shear mode and 0.05 db/(ft)(megacycle) in the 
longitudinal-compression mode. The velocity of propagation, measured 
at 25°0 using a 15-Mcps shear wave, isverynearly3.776 X 106 cm per sec; 
measurement at the same temperature, using a 60-Mcps compressional 
wave, gave a value of 5.957 X 105 cm per sec. The temperature coef­
ficient of velocity for shear waves of frequency 15 Mcps has been meas­
ured in a variety of specimens and runs to about 70 ppm per 0 0 in the 
range from 25 to 70°0. Specimens produced by different processes tend 
to show differences both in velocity of propagation and in temperature 
coefficient. 

FIG. 11-22. Multiple-reflection delay line. 

From the velocity of propagation quoted above, it appears that a 100-
µsec delay line in the form of a rod must be 37.76 cm in length. Rods, 
therefore, become too long if delays of several hundred microseconds arc 
required, and economy of space dictates some scheme relying upon mul­
tiple reflections of the ultrasonic beam within a block of the material. 
Fortunately, shear waves polarized perpendicular to the plane of i11cidenr.c 
are reflected at an angle equal to the angle of incidence and do not suffer 
mode conversion upon reflection. Using a plate of the goneml form 
shown in Fig. 11-22, which can be packaged in a container 1 by (i by Ci in., 
it is possible to obtain a delay of 1,000 µsec. 2•3 The transducerR, Y-cut 
quartz crystals, are mounted at the two cut-off corners. Polygonn.l 
plates are also in use. 

1 E. S. Pennell, Vitreous Silica for Ultrasonic Delay Line Applications, Proc. Natl. 
Electronics Conf., vol. 8, pp. 799-810, 1952. .All the constants of the matcrinl givon 
in this paragraph are taken from this source. 

2 Ultrasonic Delay Lines, in "Electrons at Work," Electronics, vol. 2(1, no. 7, 
pp. 210-216, July, 1953. 

8 T. F. Rogers and W. A. Andersen, Some Recent Researches on tntraso11ic Propa­
gation in Solid Media, Proc. ACM, Pittsburgh, May 2-3, 1952, pp. 203-205. 
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For both rods and multiple-reflection lines, the transducers are usually 
quartz crystals if the shear mode is to be used. It has been shownt 
that, if the longitudinal mode can be used, transducers made of barium 
titnnnte (BnTiOa) ceramic ofi'er a considerable improvement in over-all 
attenuation; this is true for solid lines in general. 

Experimento.J. results on vitreous silica lines have been published by 
M ny 1 and by Fagen. 2 Both investigators gave results on a 670-µsec line, 
t.lw trn.munitted signal being a 10-Mcps pulsed carrier. The transducers 
wore Y-ciut quartz crystals, the capacitance of the output crystal tuned 
out hy tm appropriate coil. Working into a load of 75 ohms, a bandwidth 
of :l.2 Mops with an insertion loss of 52 db was obtained. When the load 
WM increMed to 1,000 ohms, the bandwidth fell to 2 Mcps and the 
in1:1C1rtion loss to :m db. May also gives comparative figures on multiple­
roflm~t.ion lines of the same length using Y-cut quartz-crystal and barium 
t.itmint.o transducers, both transmitting a 15-Mcps pulsed carrier. With 
the t:ryHfatl, using a termination of 464 ohms, a bandwidth of 4 Mcps and 
an. immrtion loss of 54 db were obtained; with the barium titanate, using a 

Fia. 11-23. Mid-band equivalent circuit for line with quartz-crystal transducers. (J. 
E. Ma71, Proc. Natl. ElectroniCR Oonj'., 110Z. 9, p. 265, 1953.) 

termination of 50 ohms, a bandwidth of 3 Mcps was obtained with an 
inl:'lcrtion los~ of only 28 db. 

Note: th1i.t, in general, the s1naller the termination, the broader the 
bu.mlwi<lth ttnd tho greater the loss. Thia is very easy to see from the 
mid-hti.u<l oquival<mt circuitHj Fig. 11-23 applies in the case of the line with 
qtuLrt;z-r.ry11tu.l trarnlducerR. Herc Es is the driving voltage, A an attenua­
tion fu.ctor, Zq the mochanical impedance of the vitreous silica, q, a con­
Htnnt; })roportional to the piezoelectric constant of the transducers, 
(J0 the F1hunt capacit:.mcc of the output transducer, L the inductance of 
thn Mil u1-1o<l to tune out Co at resonance, and R the load. An equivalent 
drcuit, lu111 ttlJ.io been developed for ut1c with the barium titanate trans­
dmmr. Thc110 cquivo.lcnt circmits are all based upon the fundamental 
r<!Hmtrehcs of W. P. Mason of the Bell Telephone Laboratories. The 
int.orc1-1tcd render will find a list of Mason's papers and books on the sub­
jP.c:t in May's paper. 

1 J. li1, M1~y, Chartict.cristics of IDtro.son.ic Delay Lines Using Quartz and Barium 
Tit.1Lnn.t.<1 Curn.micJ Trn.m:1clnccrs, Proc. Natl. Electronics Conf., vol. 9, pp. 264-277, 1953. 

1 M. I>. lt'1Lgn11, PorCormn.noo of Ult.ro.sonic Vitreous Silica Delay Lines, Proc. NaJZ. 
Nlni:lrtm.im1 Conj., vol. 7, p. 380, 1951; also Tele-Teih. artinle already cited. 
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11-9. Magnetostrictive Delay Lines. Certain metals (e.g., nickel and 
Monel metal) possess the property of changing dimensions when immersed 
in a magnetic field. Conversely, if a piece of the metal is immersed in a 
magnetic field and is subjected to a strain, the flux through the metal is 
changed. These effects are known, respectively, as the Joule and 
Villari magnetostrictive effects.1 

Consider a wire ribbon or tube of magnetostrictive material provided 
with two coils mounted near the ends and with a permanent magnet that 
produces a flux through the portion of the material within the second coil, 
as shown in Fig. 11-24. 2-4 If a pulse of current flows through the trans­
mitting coil, the portion of material lying within it suffers a momentary 
expansion or contraction, depending upon the material used. This 
deformation is transmitted as a compression wave along the wire or tube 
in both directions. The" direct" wave (that starting toward B), when it 
passes through the receiving transducer, causes a change in the flux link­
ing the coil and, hence, a voltage that appears across its terminalA. ThP. 

Permanent magnet---
.........- Damper [FU /Damper 

A ~n no B 

Transmitting Receiving 
transducer transducer 

FIG.11-24. Magnetostrictive delay line. 

wave that starts toward A is reflected there and then proceeds toward B; 
it also causes a voltage pulse to appear across the receiving transducer. 
A usable memory device can be obtained if some means of suppressing 
the reflections can be found. Fortunately, the necessary suppression 
can be obtained in a variety of ways, by coating the ends of the line with ii 
viscous mixture, e.g., a beeswax compound 6 or grease, s or by clamping 
them between damping pads. 

The velocity of propagation of the wave in nickel is somewhat more 
than three times as great as the velocity in mercury; it is 1.58 X 10·1 ft per 

1 A complete theoretical account of ma.gnctostriction is given by W. P. M11Hon, 
"Electromechanical Transducers and Wave Filters," D. Van Nostrand Compttny, 
Inc., Princeton, N.J., 1942. 

1 E. M. Bradburd, Magnetostrictive Delay Line, Elec. Commun., vol. 28, no. I, 
pp. 46-53, March, 1951. 

3 T. B. Thompson and J. A. M. Lyon, Analysis and Applicat.ion or Magmito~t.rfot.ion 
Delay Lines, IRE Trans. on UUra,sonics Eng., vol. PGUE-4, pp. 8-22, August., Hl56. 

4 J. W. Fairclough, A Sonic Delay-line Storage Unit for a Digital Computer, 
Proc. Ccrrw. on Digital Computer Techniques, Institution of Elcet.rica.l gnginccrs, Lou­
don, Apr. 9-13, 1956. 

1 Bradburd, op. cit., pp. 50-51. 
. 8 H. Epstein and 0. Strom, Magnetostrictive Sonic-delay Line, Rl.!11. Sci. Tn11tr., 

vol. 24, no. 3, pp. 231-232, March, 1953. 
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sec at 60°C.* Hence one might expect that a delay line of 1,000 µsec 
would be inordinately long. A thin ribbon or wire, however, is quite 
adequate and, as it can be coiled up in a fairly small space without 
deterioration in performance, it can be made sufficiently compact.1 

Ordinarily, the input to the transmitting transducer is a video pulse. 
If the wavelength of the ultrasonic wave in the line is long compared with 
the length of the transducer coils, the waveforms shown in Fig. 11-25 are 
obtained; each is proportional to the derivative of the one above. 2 It is 
still possible to obtain a usable output if the wavelength is as small as 
t.wiec the length of the coil.3 Hence operation with microsecond pulses 
at, u. repetition rate of about 500 kcps can be obtained using coils that are 
not inconveniently small. 

Input pulse 

Disturbance 
on line 

Output voltage 

~'m. 11-25. Magnctostrictive-dela.y-line wa.veforms. 

Given an output as shown in Fig. 11-25 or worse, it is clear that 
rm1h1Lping iH necessary before the output is fed back to the input. This 
iH a.ccomplished (as in the case of mercury lines) by using the amplified 
out.put t.o gate a standard pulse into the input. The recirculation loop is 
logi<mlly the same as that used with a mercury line except that no detector 
or rnmillutor is included; the oscillator is replaced by an amplifier that has 
in its plate circuit a transformer which drives the transducer. 

'l'he trausducers are coils of several hundred turns of fine wire (for 
example, No. 40). The usual practice is to enclose the transducer coil in a 
magnetic shield to reduce stray magnetic field and to ensure that the field 
ii:.\ confined as well as possible to the metal of the line. 

'!'he temperature coefficient of delay in nickel is 0.00013 sec/ (msec) (0 0), 

* Braclburd, op. cit., p. 48. 
1 A. 1!1. De Barr, R. Millcrslip, P. F. Dorey, R. C. Robbins, and P. D. Atkinson, 

Dip;it.nl Stor11g1i Using Ferromagnetic Materials, Proc. Assoc. Computing Machinery 
(Pit.t.t1b11rp;h uumt.inp;, M1iy 2-3, 1952), pp. 197-202. 

2 Br11.1U111r<l, op. cit., p. 68. 
a 1<:p11tt!in and Strom, op. r.it., p. 231. 
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which means that the temperature-regulation problem is not so severe as 
it is with mercury lines. Temperature variation can be almost com­
pletely eliminated by replacing the section of the line used only for 
transmission (that is, the part between the transducers) by a piece of 
material chosen to have a suitably low temperature coefficient of delay 
and yet to present a fairly good acoustic-impedance match with nickel. 
Apparently this can best be done if a torsional mode of vibration is used 
instead of the longitudinal mode considered here; this naturally demands 
a considerably more complic~ted transducer. 

Attenuation is not especially severe and is due almost entirely to losses 
in the transfer of energy between the transducers and the line. A signal­
amplitude insertion loss of 40 db has been measured 1 for a 100-µ.scc line, 
and lines of between 1 and 2 msec have shown insertion losses between 
40 and 60 db. 

Magnetostrictive delay lines are rugged, cheap, and compact. An 
additional virtue (at least in some applications) is tha.t the delay can be 
varied continuously merely by changing the positionofthcreccivingtrans­
ducer. Their chief drawback is their frequency response, which it:1 not so 
good as that of, e.g., mercury lines. However, a leading manufant.urcr2 
offers lines of delay up to 500 µ.sec that can be operated at puhm-rcpet.ition 
frequencies up to 1 Mcps, and longer lines that can be operated at rates 
up to 500 kcps. 

Magnetostriction lines have not been used to any extent in computerM 
built in this country but have been used quite extensively in .F.lnglu.nd, 
in machines built by the Elliott Brothers Research Laboratoriosa.4 and 
by the Ferranti Electric Company. 

11-10. Conclusion. This concludes the treatment of memory cfovieos 
of the circulating type. Electromagnetic delay lines, which hu.v<i hocn 
treated in the chapter on registers, will not be considered hero, for they 
are essentially sufficiently cheap only for use in holding a single word. 
The next chapter will be concerned with true random-addroRA mcmorieA, 
in which all addresses are equally available with the same ac:ccHl.'I time. 

1 Ibid., p. 232. 
1 Ferranti Electric Ltd. 
3 De Barr et al., op. cit. 
' R. Millerslip, R. C. Robbins, and A. E. De Bo.rr, Mn.gncto11tri1it.ion At.orn.gc System 

for a High Speed Computer, Brit. J. Appl. Phys., vol. 2, p. 804, 101\1. 



CHAPTER 12 

LARGE-SCALE MEMORY DEVICES II 

12-1. Random-access Memories. In Chap. 11 two types of memory 
device were discussed: (1) the magnetic type that requires relative motion 
between the medium and the reading and writing heads, and (2) the delay­
line type. In both of these, the information held is continually in transit, 
and a specific word can be recovered only periodically. In magnetic 
drums and disks, the period is determined by the speed of rotation and the 
number of reading heads per channel; in delay lines it is determined by 
the length and material of the line. On the average, there is a delay of 
one-half the period between the instant when a demand is made upon the 
memory device for a specific word and the instant when it is delivered. 
This fact imposes a limitation upon the speed of operation of the whole 
machine. It can be argued that "minimum-access" or "optimum" 
coding, by properly arranging the information in the memory so that each 
word becomes available when required, can in fact vastly reduce effective 
access time, but this imposes an additional burden upon the already 
sufficiently harassed writer of codes. If speed is importa.nt, it is better 
to use a memory of truly short access time, such that all words are equally 
available at all times, the delny between demand and delivery beiug 
essentiu.lly the same fo1• all words. Memories of this type are true 
"random-access" meinories, and only these. Several types will be 
described in this chapter; in all cases the access time is 20 µl'!ec or less. 
These arc electrostatic memory tubes, arrays of magnetic cores, art•a.ys 
of ferl'Oelectric cells, and arrays of ordina.ry capacitors. The first and 
last of these are volatile and, hence, imply the complication of circuitry 
required for periodic regeneration of the contents of the memory; the 
second and third are not volatile, although, in both, the simplest method 
of reading destroys the information held and this must be immediately 
restored. 

12-2. Electrostatic Memory Tubes : General. Eal'ly in the hiRtory of 
the development of modern electronic digital computorA, the advantages 
of short-access-time random-access memories were clearly realized. 
A scheme that had considerable appeal was to Rtorc information as minute 
spots of electrostatic charge upon a dielectric surface within a. vacuum 

Z'/7 
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tube. Reading and writing could be accomplished by means of an elec­
tron beam provided by a conventional electron gun. The basic process 
of secondary emission had long been known, and tubes for various types 
of information storage, although not for the storage of coded information 
to which access could be had at random, had already been under develop­
ment before and during the war.1•2 Hence it seemed likely that adequate 
computer-memory tubes would shortly be forthcoming. This did not 
turn out to be the case. None of the development programs had yet 
resulted in satisfactory production models when, in 1949, F. C. Williams 
and T. Kilburn published a method of using a conventional cathode-ray 
tube (such as is commonly used in oscilloscopes) as a memory tube. 3 

A parallel and independent development in this country was published 
about a year later. 4 Willia.ma's cathode-ray-tube memory was the first 
to be incorporated in a complete computer. 

In the scheme first used by Williams, information was inserted and 
recovered serially. This mode of operation imposes the least severe 
requirements upon the capabilities of the tube, but it was quite clear 
from the beginning that the principles were equally adaptable to the 
construction of a true random-access memory, and this was at once 
undertaken by J. H. Bigelow at the Institute for Advanced Study (IAS) 
in Princeton, N.J. This development was successful, and before the end 
of the year 1951 the IAS machine and a version of it built at the Univer­
sity of Illinois were successfully operating with random-access or" parallel" 
memories, and the Ferranti Mk I, based upon Williams's original work at 
the University of Manchester, was successfully using a serial memory. 
Since then a number of computers based upon the original IAS work have 
been successfully completed, and also the BESK in Sweden, a computer 
at the Radar Research Establishment in England, and, last but not least, 
the IBM 7011 of which about twenty were produced before it was super­
seded by the 704. In all these memories electrostatic deflection tubes 
were used. 

Because of the widespread successful application of the Williams 
scheme some space will be devoted to it here. This type of memory, 
however, is now obsolete as a result of the development of magnetic-core 
arrays for random-access memory. No treatment of the other electro­
static memory tubes, such as the Selectron or the tube developed in the 

1 M. Knoll and G. Kazan, "Storage Tubes and Their Principles," John Wiley & 
Sons, Inc., New York, 1952. 

1 Britton Chance, F. C. Williams, V. W. Hughes, D. Sayre, and E. F. MacNichol, 
Jr., "Waveforms," chap. 9, McGraw-Hill Book Company, Inc., New York, 194!l. 

a F. C. Williams and T. Kilburn, A Storage System for Use with Binary Digital 
Computers, Proc. IEE, vol. 96, pt. 2, no. 81, pp. 183-200, March, 1940. 

'J.P. Eckert, H. Lukoff, and G. Smoliar, A Dynamically Regenerated Electrostatic 
Memory System, Proc. IRE, vol. 38, no. 5, pp. 49$-510, May, 1950. 
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Digital Computer Laboratory at MIT, will be given, for these seem to be 
of historical interest only. The reader who wishes to inform himself 
about these developments will find an excellent bibliography in the book 
by Knoll and Kazan to which reference has already been made. 

12-3. Secondary Emission. 1 Consider a well-focused beam of elec­
trons normally incident upon a target of dielectric material (in a Williams 
tube this will be the phosphor) in an evacuated tube, and suppose for 
simplicity that all the electrons in the beam are of the same energy, 
which is determined by the potential rise from the cathode to the last 
anode. Some of the electrons are reflected by collision with the atoms of 
the material; others penetrate the material, and some of them sufficiently 
excite atoms so that they in turn emit electrons, some of which succeed 
in escaping from the surface. All electrons leaving the target, including 
those merely reflected, are to be considered 11 secondary electrons," and 
the ratio of the total electron current leaving the target to the current of 
the incident beam is designated as 

Secondary emission ratio 
the "secondary-emission ratio." 

li'or a given target material, the 
secondary-emission ratio is a func­
tion of the energy of the incident efoc­
trons and, for all materials, it has tho 
general form shown in Fig. 12-1. At 
very low energies practically all the Incident electron energy 
electrons are reflected. For slightly Fm. 12-1. Typico.1 secondary-emission 
higher energies, some penetru.te the cnrvii. 

material but very few succeed in causing secondary emission by suf­
ticiontly exciting atoms, and the ratio falls to a minimum. As the energy 
of the incident electrons is increased beyond this point, more and more 
:itoms become sufficiently e.xcited to emit secondaries, and the ratio rises 
until a maximum in excess of unity (e.g., perhaps about 2) iH roached. 
The maximum is fairly fiat. As tho electron energies are increased still 
further, the penetration becomes deeper and deeper, with the result that 
more and more secondaries are reabsorbed before they succeed in escap­
ing from the surface, and the secondary-emission ratio steadily falls to 
unity and then below. Ii' or the phosphors generally employed, energies 
in the rn.nge 1,000 to 2,000 volts correspond to values of the ratio near 
the maximum. 

The energy distribution of the secondaries is shown in Fig. 12-2. The 
abscissa is the energy, and the ordinate is the number of secondaries 
emitted per unit increment of emission energy. The first maximum 

1 A vast literature on this subject exists. A cQnveniont and easily understood 
account is contained in Knoll and Kmrn.n, op. cit., pp. 1-18. A lengthy bibliography is 
given in pt .. 3, pp. 131-140. 
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occurs at an energy of 1 volt or so; the second maximum is at Vi, the 
energy of the incident electrons, and is due to reemission resulting from 
collision and elastic reflection. As V, is decreased, the first maximum 
decreases in height, but does not shift left or right. 

12-4. Theory of the Williams Memory Process. The original theory 
due to Williams and Kilburn has been modified to take account of the 
work of other investigators.1- 4 Williams's revised theory6•6 and the 
account given by Holt and Davis7 are in substantial agreement and 
form the basis for the presentation to follow. Actually, the main features 
of the original theory are preserved in the revision. 

Consider a cathode-ray tube with the accelerating anodes maintained 
at a potential sufficiently high above the cathode so that the electron 

N 

V, V1 
Fxa. 12-2. Energy distribution of 
secondary electrons. 

beam striking the phosphor produces 
a secondary-emission ratio well above 
unity and in the neighborhood of the 
maximum value; this requires that 
the potential dift'erence be in the range 
1,000 to 2,000 volts. It is assumed 
that there is a third anode consist­
ing of the inner coating toward the 
front of the tube; this is at the high­
est potential, and the second a.node 

is held somewhat below it. A common arrangement is to ground the 
highest-potential electrode and operate with the cathode negative; this 
will be assumed for the sake of fixing the ideas. The tube is provided 
with an exterior pick-up plate, usually of fine wire gauze, mounted so 
that it is in contact with the front surface of the tube and connected to a 
resistor the other end of which is grounded. It is assumed that initially 
the control grid is held below cutoff, that the phosphor surf ace is at ground 
potential, that some definite set of voltages is applied to the deflecting 

1 L. Brillouin, Theory of the Williams Tube, 11th. Ann. Conj. cm Physical Elec­
tronics, MIT, Mar. 29-31, 1951. 

s W. B. Nottingham, Bombardment of Insulating Surfaces by Electron Boums, 
11th. Ann. Conj. cm Physical Electronics, MIT, Mar. 29-31, 1951. 

1 J. Kates, Space-charge Effects in Cathode-ray Storage Tubes, Ph.D. theAis, Uni­
versity of Toronto, 1951. 

'A. W. Holt and J. H. Wright, Progress Report on Electrostatic Storage Research, 
NBS Rept. 1082, July 25, 1951. 

s F. C. W:ill.ia.ms, T. Kilburn, C. N. W. Litting, D. B. G. Edwards, and G. It. 
Hoffman, Recent Advances in Cathode-ray-tube Storage, Proc. IEE, pt. 2, vol. 100, 
no. 77, pp. 523-539, October, 1953. 

• C. N. W. Litting, The Physics of Cathode Ray Storage Tubes, J. Sci. Instr., 
vol. 31, no. 10, pp. 351-356, October, 1954. 

7 A. W. Holt and W.W. De.vis, Computer Memory Uses Conventional C-R Tubas, 
Electronie1, vol. 26, no. 12, pp. 178-182, December, 1953. 
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plates (assume an electrostatic-defiection tube), and that appropriate 
focusing voltages are applied to produce a well-focused beam. 

Now suppose that the control-grid voltage is suddenly raised above 
cutoff. The electron beam strikes the phosphor and causes secondary 
emission with a ratio above unity; more electrons leave the spot than 
arrive, and the spot begins to charge positively. 

It has been seen in connection with Fig. 12-2 that a large proportion of 
the emitted secondaries are of quite low energy. Initially there is no field 
urging them toward the third anode (or "collector"). On the other 
hand, the electrons in the main beam, with the secondaries that are still 
in transit in the space before the phosphor, constitute a space charge 
that produces a field urging newly emitted secondaries toward the surface 
of the phosphor. In addition, as the bomba1·ded spot begins to charge 
positively with respect to the surrounding area and, hence, to rise in 
potential, it e.xerts an attractive force. 
Hence, of the secondary electrons, (1) 0 ______ reo_ue_ct_or_.p_o_te_nt_ia_n 

some reach the collector, (2) some are l 
pulled back to the spot, thus reducing 
the effective secondary-emission ratio, 
and (3) some a.re driven to the surface 

(Potential of 
surrounding surface) 

of the phosphor, thus lowering its po­
tential; these electrons are of such low 
energy that it is assumed that they 

FIG. 12-3. Potential distribution or 
born ba.rded spot and surroundings 
(not to sea.le). 

produce negligible secondary emission. Because of the attraction of 
the spot, many of those driven to the surface are deposited in a ring about 
the spot. 

This whole process tends toward equilibrium; for (1) as the spot poten­
tial rises relative to its surroundings, more and more secondaries are 
pulled back, and the effective secondary-emission ratio is reduced toward 
unity; and (2) as the sul'fa.ce falls in potential below the collector, a field 
is created which counteracts the field of the space charge, and so more 
secondaries reach the collector and fewer reach the phosphor surf acc. 
In the equilibrium condition finally reached, (1) the surface of the phos­
phor is at a potential below that of the collector (which ha.a been taken 
as ground), (2) the spot potential is above that of the phosphor surface, 
and (3) a space-charge-limited current equal to the beam current is fl.ow­
ing from the spot to the collector (the situation is like tha.t in a triode 
whose cathode, anode, and control grid are the spot, the collector, and 
the phosphor surface, respectively). All this is summed up in Fig. 12-3. 
As for actual values, the spot equilibrium potential is generally agreed to 
be 2 or 3 volts positive with respect to the surrounding area., and the sur­
face potential depends quite strongly on tube type, accelerating pote11-
tia.l1:1, and beam current. Values in the range -5 to -10 volts have been 
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measured at Manchester1 for a beam current of 0.2 µ.a and accelerating 
potentials of 1,000 to 1,400 volts; considerably larger values have been 
found at the National Bureau of Standards (NBS), using a beam current 
of 1 µ.a.* The actual time required to establish the total equilibrium is 
not known with precision; it is of the order of a second at most and may 
possibly be a great deal less. Once the surf ace potential has been estab­
lished, the establishment of equilibrium spot potential at a new location is 
accomplished in a time of the order of one-half a microsecond. 

In the light of the discussion just given, it is simple to deduce the nature 
of the pick-up-plate-to-ground voltage during the process of initial beam 
turn-on and turnoff. Most obvious is the fact that the raising of the 
bombarded spot to the positive equilibrium potential is in effect the charg­
ing of a small capacitance, during which negative charge moves from 

On 

Off I Off 
i I 

~ses 
I I 

ground to the pick-up plate and causes 
a pulse positive with respect to ground 
to appear at this plate. Another effect 
is due to the introduction of the nega­
tive space charge at beam turn-on and 
its disappearance at turnoff. These 
events, respectively, cause electrons to 

Spot.charging pulse depart from and to return to the pick-up ---~ ! I I 
I I 
I I 

___J\._J__ 
Total 

FIG. 12-4. Pick-up-plate pulses 
first beam turn-on. 

at 

plate and, therefore, cause a small neg11-
tive pulse and a small positive pulse to 
appear at the pick-up plate. 2 .a Tho 
sum of these signals is the total pick-
up-plate signal, as shown in Fig. 12-4. 

The pulse due to spot charging is very slightly delayed in its lea.ding edge 
behind the cloud pulse because of the finite velocity of the incident elec­
trons. There has been a good deal of argument about the existence of 
the cloud pulses, but they were finally directly observed in an ingeniom-1 
experiment. 4 

If the beam is turned off, the charge on the spot tends to leak off; but., 
if nothing else were taking place within the tube, several seconds would 
elapse before any serious diminution of the charge took place. If, at 
some time before leakage has had much influence, the beam is turned on 
again and directed to the same spot, it is found that only a very small 
spot-charging pulse appears at the pick-up plate, and the total signal 

1 Williams, Kilburn, Litting, Edwards, and Hoffman, op. cit., p. 536. 
* Holt and Wright, in the NBS report already cited, give a family of curves showing 

the variation of this value with beam current and accelerating potential. 
1 Willia.ms and Kilburn, op. cit., p. 187. 
1 Eckert, Lukoff, and Smoliar, op. cit., p. 501. 
4 Williams, Kilburn, Litting, Edwards, and Hoffman, op. cit., pp. 528-529. 
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there is essentially the signal due to the cloud effect; at the end of this 
second beam turn-on, the original charge of the spot is restored. 

In practice, the ben.m is being continually directed to different spots 
and continually switched on and off. The secondaries returned to the 
screen by the field of the space charge cause the charge patterns created 
at the vadous points to deteriorate much more rapidly than they would 
because of mere leakage, and, for this reason, the whole pattern must be 
regenera.ted fairly often, certainly several times a second. The details of 
this procesR will he diHcussed below. 

So far it has been t>hown how to produce one sort of charge (and 
potential) distribution. To record binary information a second distribu­
tion is required. There are a great many possible ways of producing 
this; several are to ho discussed, the first being the "double dot" as con­
trasted with the "dot" or single charged spot treated above. 

Suppose that the beam hn.s been on long enough for equilibrium to be 
established, and consider a single charged spot, which exhibits the poten­
tin.l distribution of Fig. 12-:3. Let the deflecting voltages be varied 
slightly so that the beam is directed 
to a spot whose <~ent.cr iH oue spot 
diameter to the right of the center of 
the exir:;ting spot, and t.hen let the 
beam be turned on. The process of 
spot charging certainly takes place; 
one effect of it is that some of the 
secondaries thn.t normally return to 
the phosphor in a ring about the 

o~~~~P~__.;Q;...-~~-
' l Collector 
I I 

_ _)JL_ 
Phosphor surface 

FIG. 12-5. Double-dot potential dietri­
hution. 

newly charged spot must alight upon the first spot, partly destroy its posi­
tive chargo, and hcnco miike its potential more negative. If the beam 
were lcf t on for n. long time, the charge of the first spot might be com­
pletely neut.rnlizci<l; :;uppoAe iru;tead that the beam is left on only a short 
time, a microsocond or so, so that tho reAulting potential distribution is 
that shown in Fig. 12-5. Actuo.lly there exists a "critical separation" 
for any givou t.uho n.n<l accelerating voltages; if PQ (the separation of 
the spot centers) exceeds the <iritical value, the first spot suffers little 
deterioration upon tho charging of the second. The critical value iA 
quite small; in Williams and Kilburn's original experiments it turned out. 
to be l.3:3d, where dis the spot diameter. 1 

Now suppose the deflection voltages again adjusted to direct the beam 
to position P in Jfig. 12-5. When the beam is turned on, the output signal 
is the sum of three componentR: (1) the cloud signal, (2) a positive spot­
charging signal cu.used by the reestablishment of the equilibrium charge 
in spot P, an<l (:3) u. negative-going signal due to secondaries from spot P 

1 Williu.mR and l{i.lburn, op. cit., p. 187. 
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that fall on spot Q and neutralize its positive charge (since this is a slower 
process than the reestablishment of the charge at spot P and since it 
continues even after P has reached its equilibrium potential, beco;usc 
only a small proportion of the secondaries are available, the negntive 
pulse is rather broad). In Fig. 12-6 the three pulses and their sum are 
illustrated. 

The discussion just concluded has shown that it is easy to distinguiHh 
the single- and double-spot distributions from each other. All thtit iH 
necessary is to direct the electron beam to the first dot position and turn 
it on briefly (say for 1 to 2 ,usec), for it has been seen that the pick-up­
plate signals are quite different in character-initially negative-going 
for the single-dot distribution, but positive-going for the double-dot 
distribution. It is assumed in this argument that the inspection is per­

On 

(al Off : f Off 
I I I Inspection pulse 

lb) --i _:____t.__ 
V' I I Cloud pulses 
N.._ I 

(c) ----1 I --1---
li 1 I Recharge of first spot 

(d) I 
~?fsecond 

le) "l l spot 
--u'-Ji~1 (fl n ... __ , ____ _ 

Strobe 
FIG. 12-6. Pick-up-plate signal upon in­
spection of first dot position of a. double­
dot distribution. 

formed before leakage and redistri­
bution of electrons have pcrmittt"d 
the single-dot pattern to dcteriora t.o 
substantially; for, if this dctcrioru­
tion were allowed to occur, a po:-;i­
tive spot-charging pulse would 1 )l\ 

obtained in either case, and no diH­
tinction would be possible. 'l'lw 
actual determination of the char­
acter of the distribution beinp; in­
spected is made by strobing tho out.­
put signal after it has been groatly 
amplified. For example, in t.he .I AH 
computer, the initial negativo 1-1win~ 
of the 0 signal is approximnt.uly 0.2T> 
mv, and the initinl positive Hwi11µ; c >f 

the 1 signal is about 1 mv. The gain of the read-out amplifier il'I ttl>o11 t 
20,000. This is merely a question of enabling a gate for a part (e.g., about. 
the first quarter or third) of the duration of the inspection, for in 1.hn t. 
interval the dot and double-dot signals are, respectively, negu.tivo und 
positive (see the strobe pulse in Fig. 12-6); the other gate input h·1 tlw 
amplified signal, which is passed if it is positive but not if it is nngttt.i \'('. 
The gate output can then be used to read into a toggle, so that. tlw 
information is made available as long as desired, both for transmil'lKion to 
other parts of the computer and for regenerating the inform11tion in t.lw 
inspected spot, in case this was a double-dot distribution aud wu.H 
destroyed by the inspection. 

The signals obtained from the amplifier differ from those shown in li'ig. 
12-6, showing finite rise time and rounded peaks, so that positivo n.ucl 
negative maximum excursions occur after the beginning of the inspection 
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pulse. Hence it has been found advantageous to delay the strobe some­
what, 1 and Thorensen has devised a modified dot-dash system in which 
strobing occurs just before the end of the inspection.2 

12-6. Redistribution Effect: Read-around Ratio. No matter what the 
mode of operation, in a practical memory the electron beams of the tubes 
are turned on tens of thousands of times per second. During each of 
these operations, many of the secondary electrons emitted end their 
flights by falling on adjacent memory locations and cause deterioration 
of their potential distributions. For example, in the dot-doubllrdot 
system, reduction of the potential maxima has the effect that, when a 0 is 
read, a positive spot-charging signal is added to the cloud pulses and, if 
deterioration has gone far enough, the initial swing of the output signal 
may be in the positive direction, so that the 0 is read as a 1. Deteriora­
tion of a 1 causes no trouble as far as the initial positive signal is con­
cerned; it does, however, tend to reduce the negative swing that follows 
the initial positive swing because it reduces the 
potential of the second dot. If no countermeas- • • • • • 

• • ures were taken against the "redistribution" or 
"splash" effect, all the information in the tube 
would be lost. The usual practice, therefore, is to • •P5 •Po •P3 • 

alternate periods of 11 action" (reading or writing) 
with periods of "regeneration." Thus, in the 
serial mo<lu, during every other scan the contents 
of au. entire line are regenerated, and a counter 

• •Ps •P4 • • 
Fm. 12-7. Array of 
memory locations in 
ILLIAC Williams tubes. 

ensures the 1:1uccessive regeneration of all lines; in the parallel mode a 
similar program i1:1 carried out one location at a time. 

A further complication arises from the fact that the successive refer­
ences to the memory in ac1tion periods are not random. For example, 
it is cu.Hy to imagine the possibility (see Fig. 12-7) that six instructions 
of a Rhort Rtthroutine forming part of an iterative process might be 
locatctl at 1'1 to Po and that, therefore, these locations would be read a 
com~i<lertthle number of times between regenerations of Po. Under these 
circu1111;t111u:os, the information at Po is bound to deteriorate much more 
rapi<lly than it would if rcfc~rences to the memory were purely random. 
Alternatively, if Po is repeatedly consulted, the information at the adja­
cent P 1 to 1'6 must be expected to deteriorate rapidly. A customary 
figure of merit for the retention of information under these circum­
stances is the "read-around ratio," which is defined as the maximum 
number of times a particular location can be consulted without loss of 

1 ThiH will bo found both in Eckert, Lukoff, and Smoliar, op. cit., and in Williams 
and Kilburn, op. cit. 

1 R. Thoroni:mn, An Improved Cathode Ray Tube Storage System, Proc. Weetern 
Ooniputc1· Con/., t .953, pp. 1Ci7-··l 7:l, Inst.itutc of Radio Engineers, New York. 



286 ELECTRONIC DIGITAL COMPUTERS [CHAl'. 12 

information in an adjacent spot;1 Read-around ratio varies from loca­
tion to location in a given tube and depends also on the type of tube, the 
scheme used for representing O's and l's, the time during the inspection 
when the simplifier output is strobed, and the type of output amplifier, 
to list the more obvious factors. 

It is quite possible to live with low read-a.round ratio, but it will b<., 
appreciated that this puts an additional burden on the coder. It iH 
actually difficult to say at what point it ceases to be a cause of concnru; 
it may be assumed that most exactness would be satisfied if every spot. 
in the memory had a read-around ratio of not less than 200."' In thci 
early stages of development such ratios were not achieved, and a groat 
deal of detailed engineering effort was required to raise the performn.mm 
to a satisfactory level. However, by the time a good read-around ru.tio 
was achieved, the Williams memory was already becoming obsolete, RO 

there is no point in recounting the details here. 
12-6. Magnetic-core .Arrays. Introduction. A treatment of mag1mtfo 

cores having "rectangular" hysteresis loops has been given in Sec. 4:-1-1, 
in Sec. 5-7 the use of such cores as binary memory elements has been uii:-c­
cussed, and in Chap. 8 it has been shown how shifting registers can hu 
built up of them. In this chapter it will be shown how large-cnptwit.y 
low-access-time parallel memories can be built up of such elcmcn t.~. 
These were first suggested in 1947 by both J. W. Forrester! and A. I>. 
Booth; most of the pioneering development work was done at tho Digi tnl 
Computer Laboratory at MIT under the direction of Forre1:1ter and n.t 
the RCA Laboratories by J. A. Rajchma.n. In the summer of 195a tlw 
MIT work resulted in an operable full-scale memory which rephwed thn 
electrostatic memory in Whirlwind I. Since then larger and improvod 
:memories have been built at MIT and elsewhere; because of their inhoron t 
reliability and durability, these have become very populo.r and Heam to bu 
the best a.newer (at the moment!) to the requirements of large capauity, 
short access time, and reliability in parallel memories. In the followiup; 
11ections such memories will be discussed in some detail. 

li-7. A Simple "Ideal" .Array. Consider the o.rra.y of four C01'<'J4 1-1how 11 
in Fig. 12-8. Each core carries two windings for the reading and writinp; 

1 See, e.g., 'l'bid., p. 167. 
* The design specification of OR.ACLE required a value of 250, which is 1:11.i.icl t.o h1L\•c• 

been attained; see R. J. Klein, The Oracle Memory Syste1n, Proc. S71mp0Rimn rm l..a.r(lr. 
Seals Digital Computing Ma.chinsry, Argonne National Laboratory, 195:~, pp. 47-58. 

1 J. W. Forrester, De.ta. Storage in Three Dimensions, Project Wh1irlwind Rt:Jil. 
M-70, Massachusetts Institute of Technology, Cambridge, Mass., April, 10·17. 

Booth proposed a similar scheme in lectures in England at the so.me time. The• 
first publication in a scientific journal was by Forrester, Digital Information Storap;o 
in Three Dimensions Using Magnetic Cores, J. Appl. Phyr., vol. 22, no. 1, pp. 44-48, 
January, 1951. 
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currents and a third sensing winding from which the output is obtained in 
reading. In actual practice, it is found that, using small cores of outer 
diameter Xo in. or less, each winding can be replaced by a wire thrust 
through the hole in the core, thus forming in effect a single-turn winding. 

FIG. 12-8. Simple memory array. 

Magnetization in the clockwise sense is taken as negative and is used to 
represent binary 0. The positive sense of current flow is taken as out of 
the terminals X1, Yi, X2, Y2, and output. The cores are assumed to 
possess identical ideal hysteresis loops of the kind shown in Fig. 12-9, 
in which the magnetizing force Ilm required to reach the maximum value 
of B is less tho.n twice the value Hi at the 
knee of the curve. 

To begin with, suppose that all the cores 
are in the state of negative saturation, inter­
preted as 0, and that it is desired to switch 
only core 011 to the 1 state of positive satura­
tion. To accomplish this, it is necessary to 
apply to 011 a magnetizing force H.,., while at 
the same time ensuring that no other core 
experiences a force greater than H l· Assum­
ing that the reading and writing windings on 

B 

H 

Fm. 12-9. Ideal hysteresis 
loop for coincident-current 
memory core. 

all cores are identical, and letting Ii be the current required to produce 
Hi, there are two obvious alternatives: (a) drive Y1 with a positive cur­
rent pulse of amplitude Im and X 2 with a pulse of amplitude - Ii, or (b) 
drive both X 1 and Y 1 (the selected lines) with pulses Ii· In the first case, 
Ou is switched to the positive state, but Ou is subject to a force less than 
H 1 and does not switch; in the second ca.se the currents Ii in the two 
windings of 0 11 produce a force 2H1 > H.,. and cause switching, but no 
other core experiences an excitation greater than H 1; in both cases, only 
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the "selected core" C 11 is switched, and all others remain in their origi­
nal states. 

Destruction (or erasure) of the information inserted in Cu hy the 
procedure just described can be accomplished by either procedure a or b 
with the senses of all currents reversed. This can also be used to deter­
mine (or read) the information held by the selected core, since only if it 
holds a 1 will it be switched to 0, the resulting large change in fiux causing 
a signal to appear at the terminal labeled "output." This mode of 
"destructive reading," which so far is the only practicahfo one to ht~ 
found, requires that the reading of the contents of any core h<1 followt'<i at 
once by regeneration or rewriting if the information read is u.lso to be 
retained in the memory. 

The extension to a larger square or rectangular array is immediate. 
If writing scheme a is used, the selected Y line is driven by a pulAo of 
current I,,. and the unselected X lines are driven by pulses - I 1 i in writing 
scheme b, the selected X and Y lines are both driven by current pulses 
I 1• Reversed currents, of course, are used to read or erase any selected 
core. Scheme b was first proposed by Forrester and has been used in the 
Whirlwind I memory; 1•2 it is said to work by" coincident cu.rrent." Both 
a and b and a variety of other methods have been proposed, but it is clear 
that, given ideal cores with identical hysteresis loops, one should be as 
good as another; the differences become significant only when the offectK 
of nonideality in the hysteresis loops have been analyzed. Before passing 
to a discussion of these, it is worthwhile to give some discmsxion of th<• 
possibility of nondestructive read-out. 

The fact that the reading process in the usuo.l formA of mitgnot,ic-cmr<~ 
arrays destroys the information read, which, therefore, must he rci:;t,cm1d 
as soon as the reading has been accomplished, is admittedly n nui1:111ne<~. 
Various attempts have been made to devise nondestructive roacl-out. 
schemes; the first was due to D. A. Buck3 of the Digit1tl Oomputm· 
Laboratory at MIT. Only the rudiments of Buck's ideas will ho givrn 1 

here; the scheme has not yet been put into large-scale practice, one rc:tRon 
being that the structure of the cores presents a rather severe mmm­
facturing problem. A mathematical analysis of the proec1:1H hu1:1 hem\ 
published by Papoulis. 4 

1 W. N. Papian, A Coincident Current Magnetic Memory Coll for tho Rt:crnigo of 
Digital Information, Proc. IRE, vol. 40, no. 4, pp. 475-478, April, 1952. 

2 D. R. Brown and E. Albers-Schoenberg, Ferritos Speed Digitnl ComputorH, 
ElectroniC8, vol. 26, no. 4, pp. 146--149, April, 1953. 

3 D. A. Buck and W. J. Frank, Nondestructive Sensing of Mn.gnotin CornH, ,t //<J/<J 
Tech. Paper 53-409, October' 1953. Buck's original proposal WM 1111\C\n in IW M rr 
Digital Computer Laboratory engineering note in 1951. 

4 A. Papoulis, The Nondestructive Read-out of Magnetic Cores, Pror.. /IU1, \•ol. ·I:?, 
no. 8, pp. 1283-1288, August, 1954. 
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Buck's idea came from considering a single ferromagnetic crystal of 
cubic shape in which preferred, or "easy," directions of magnetization 
lie along the edges and "hard" directions may be imagined to lie between 
them. If the crystal is magnetically saturated, with the remanent mag­
netization vector lying along an edge, and if a field is applied at right 
angles to it, the total magnetization vector tends to align itself with the 
field and so rotates away from the easy and toward the hard direction of 
mn.gnetization. If the applied field is not sufficiently strong to rotate the 
vector past the hard direction, its removal permits the vector to snap 
back to its original position. 

Now consider a core of rectangular-hysteresis-loop material. The 
core can be thought of as made up of a large number of crystals, all 
aligned so that an easy direction of magnetization is at every point 
tangential to the core and the remanent flux BR is at every point in the 
tangential direction. If Hi is applied perpendicular to BR, the resultant 
B vector is rotated away from the tnngential direction. The length of 
the resultant cannot differ much from thnt of B8 , which is assumed to 
hn.ve rcRulted from prior saturo.tion of the core. The change in flux 
linking the sensing windings is proportional to 1 - cos 6; this flux 
decreases when Il 1 is applied u.nd increases to its initial value again when 
Il 1 is removed; so an induced voltage n.ppears across the sensing winding. 
It is clcu.r that, if the sn.me direction is used for Hi, the polarities of the 
sigmi.ls for 0 tt.nd 1 will be opposite. 

'£here arc several ways in which Hi can be applied, none of them satis­
factory from the point of view of simplicity of manufacture: (1) the mem­
ory core cu.n be inserted in the gap of a large magnetic core (not of rec­
tangular-hysteresis-loop material) i (2) the core can be a hollow toroid, 
with u. conductor placed within the space; and (3) the core can be wound 
of u. ribbon of metallic magnetic material (e.g., Deltamax) in a tight 
spirnl, and the quadrature field set up by passing a current through the 
core material itself. All these systems have been tried by Buck and 
others. In all cases fast read-out (well below 1 µsec) was achieved with 
outputs as high ns 1 volt per turn, with sensing currents of the order of 
0.5 amp. Information wn.s not observed to deteriorate after numbers of 
senHings running up to 10°. The "internal-field" type of excitation 
(cnstis 2 and a ti.hove) seems to be best in that it is relatively compact 
and the results arc independent of air-gap length, position, and other 
facton1 exterior to the core itself.1 The chief drawbacks seem to be the 
large back voltages developed across the qun.drature windings and the 
poor power efficiency, but it has been suggested that these can be obvi­
ated hy working with lower excitations; in fact, it has been found possible 

1 D. A. B11ck and W. J. Fro.nk, Nondost.ruotivc Sensing of Magnetic Cores, "A{[T 
1Hgiti1l r!omp1iter T,ali. 'Fh~g. Note g •. i54-1, Mar. 24, 195:~. 
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to obtain reasonable output signals with quadrature excitation currents 
of 20 ma or even less. 1 

It can be taken that the principle involved in nondestructive read-out 
has been well established, but there does not as yet appear to be a simple 
and practical way to make a large-scale application. However, the 
sensing speed obtainable would appear to justify a considerable amount 
of development effort. 

12-8. Effects of Nonrectangularity of the Hysteresis Loop. Hysteresis 
loops encountered in practical cores have been illustrated in Fig. 4-21. 

The loop of Fig. 4-21 may be takeu 
as fairly representative, though others 
show a more pronounced corner at 
the knee;2 all, however, exhibit posi­
tive slopes at the remanence points. 
The values of Hi and H m are not well 
defined; Hi must be chosen so that 
2H 1 2::: Hm if the MIT coincident­
current procedure is to work at all. 
Consider a core having a loop of the 
form of Fig. 4-21 (reproduced in Irig. 
12-10), which has been driven to the 
1 state; try to predict the effect of 
the next excitation by -Hi, whicih 

-BR occurs during the next reading opcr-
-H1 ation in which the core, though not 

+H1 itself selected, lies in a selected row 
or a selected column. During the 

FIG. 12-10. Compensation of dis- - H 1 pulse, the point representing 
turbed 1. 

the state of the core moves along t.he 
loop to point Ai; upon the removal of the pulse it returns to a point P1. 
A second excitation by -Hi drives the core first to some point A2 below 
Ai, whence it returns to P2 as shown, and so on. If a great number of 
negative excitations -Hi occur with no positive excitation intnrvcning, 
the sequence of points P1, P2, ... may converge quite rapidly to a point 
not far below P2; this has, in fact, been observed in the case of a core with 
a reasonably rectangular loop. 3 On the other hand, if the loop is of a less 

1 D. A. Buck, Further Work on Nondestructive Read System, MIT Digital Com­
puter Lab. Memo. M-2195, May 27, 1953. 

1 See, e.g., the loop for General Ceramics MF-1118 ferrite, given by Brown and 
Albers-Schoenberg, op. cit. 

1 J. A. Rajohman, A Myrie.bit Magnetic-core Matrix Memory, Proc. lRE, vol. .u, 
no. 10, pp. 1407-1421, October, 1953 (Rajchman II). 

See also J. A. Ra.jchman, Static Magnetic Matrix Memory and Switching CireuitH, 
RCA R6!J. vol. 13, no. 2, pp. 183-201, June, 1952 (Rajchman I}. · 
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favorable shape, the core may ultimately lose its positive magnetization 
entirely. A core that has been subjected to the treatment just described 
is said to hold a "disturbed I"; when it is selected and read, it certainly 
yields a weaker output signal than a core holding an "undisturbed 
1.11 The ratio of the peak value of the disturbed-I signal to the undis­
turbed-I signal is a figure of merit called the "I-retention ratio." Simi­
larly, it is evident from Fig. I2-10 that a core holding a 0 gives a small 
output signal when selected for reading. Excitation by positive pulses Hi 
decreases the negative magnetization and causes the disturbed core to 
yield a larger output signal; the rntio of the disturbed-0 signal to the 
undisturbed-0 signal has been called the "0-retention ratio." Finally, 
the ratio of the magnitude of the peak output from a core holding a dis­
turbed I to the output magnitude from a core holding a disturbed 0 is a 
figure of merit called the ' 1disturbed-signal ratio."1 

From the above discussion it is evident that it is wise to adopt measures 
to prevent the deterioration of information stored in magnetic cores. 
In an experiment of Rajchman, a core was first set to +B11: and then 
brought down to P2 by two negative excitations -Hi, as in Fig. 12-10; 
then pulses +Hi and -Hi were applied, and the net effect was to cause the 
representative point to pass around a closed loop and to return to P2. * 
Thus, if selection for reading is accomplished by the coincidence of two 
pulses -H1 and -Hi, deterioration of l's can be prevented by exciting 
both the selected row and the selected column by +Hi after each reading 
operation. If these compensation pulses were applied simultaneously, 
they would write a I in the selected core, no matter what information it 
had previously held; to prevent this, the compensation pulses can be 
staggered in time. In Rajchman's experiments, the rows and columns 
were selected by magnetic switches of the d-c biased type described in 
Chap. 7. It will be recalled that, in this type of switch, the selected core 
switches from -B:a to +Ba and finally back to -B11; hence the voltage 
across itR output winding is a pair of pulses of opposite polarities. If the 
polarities arc so chosen that the first is used for reading, then the second is 
available for compensation, and, if the pulses used to excite the X and Y 
switches begin at the same instant but are of different lengths, compensa­
tion is accomplished without automu.tically writing 1 in the selected core.* 
Various versions of compensation are incorporated in practical magnetic­
core memories. 

Another approach to the problem of minimizing the disturbance of 
information has been suggested:2 for writing I, in terml'l of the scheme of 

1 Pa.pia.n, op. cit., p. 476. 
* Rajchmn.n II. 
9 J. M. Wier, A Dynamic Magnetfo Memory, Digital Computer Lab. Internal Rapt. 

54 (report issued under ONR contract N6ori71, Task 24), The University of Illinois, 
Jan. 7, 1954. 
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Fig. 12-8, the selected row (column) is excited by a. pulse of amplitude 
%11, and the other rows (columns) are unexcited; the selected column 
(row) is excited by a. pulse of amplitude +.%Ii, and the unselected col­
umns (rows) are excited by a pulse of amplitude -.%I 1. Thus the 
selected core experiences a total magnetizing current equal to +211 and 
is driven to the 1 state, but other cores of the matrix experience mag­
netizing currents equal to ±.%I 1 and, hence, are not so much disturbed as 
in the method previously described. However, it is not at all clear that 
the disturbance of information would be so small that compensation 

i, amp 

1.10 

0.55 

150 ---­
mv V 

o.e 
(a) 

could be dispensed with. Other 
combinatorial schemes have been 
discussed by Raj chman. 1 

AB an example of commercially 
available cores consider those used 

1 6 · in the Whirlwind I memory,~ which • t,µsec 
were made by the Gene1·al Ceru.mic1-1 
and Steatite Corp. These are of 
a ferrite (Gener::i.l Ceramics type 
MF-1326B) of outer diameter 80 
mils. The total current in a singlc­
turn winding required for switch-

t, µsec ing is 850 ma. The peak output 
voltage across the one-turn sern"ing 

FIG. 12-11. (a) Writing and compensation 
pulses; (b) output-voltage pulses. winding during switching is 0.1 volt,; 

0.8 
(bl 

the output voltage pulse renche:;; its 
peak value approximately 0.5 iisec after the switching pulse is applied nnd 
has a duration of approximately 1.2 µsec. 

Similar characteristics are also reported by Raj chman, 8 who gi vm1 
oscillographs of excitation and output pulses about as shown in Fig. 
12-lla. In Fig. 12-lla the pulse 11 is the one that would be used, givml 
the arrangement of Fig. 12-8, to excite both the selected row and the 
selected column when writing 1, and the pulse Im gives the totnl current 
required to write 1, in this case 1.1 amp. In Fig. 12-llb nrc shown the 
output voltage pulses obtained in two cases: I from reading a l th.n.t hM 
been modified (or disturbed) by two negative pulses -I 1 nnd com­
pensated by a single pulse I 1 following them, and II from a half-1mlrn1t,<}<l 
1. The ratio of the peak voltage is between 10: l and 20: 1; the peak in 
I occurs at about 0.6 µsec after the beginning of the reading operation, 
that in II somewhat earlier. 

1 Rajchma.n I, p. 186. 
9 M. F. Mann, R. R. Rathbone, and J.B. Bennett, Whirlwind I Oporo.tiou Logfo, 

MIT Digital Computer Laboratory, May 1, 1954. 
a Rajchman II, p. 1411. 
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It should be understood that, since the sensing windings are connected 
in series, the contributions from the unselected cores can cause trouble by 
adding up and obscuring the signal from the selected core (and clearly 
this trouble grows with the size of the array); this can be in part avoided 
by changing the direction of linkage from core to core but, even then, in 
the worst possible cases the undesired signal may become more than 
twice the magnitude of the signal from a 1, so that it is not possible to 
distinguish O's from 1 's. One possible method of avoiding the difficulty 
consists iu strobing the amplifier output at an instant beyond the peak; 
since the peak of the signals from the unselected cores occurs before 
the peak of the signal from the selected core (see Fig. 12-llb), con­
fusion should in this way be eliminated, but unfortunately the short 
times available, given fast cores like the one whose action is shown in 
Fig. 12-11, make the practical realization of the idea difficult. 1 

In his 10,000-bit array Rajchman2 has employed successfully a method 
of reading that consists in first driving the selected core in one direction 
and then in the other and integrating the output voltage. In terms of 
the polaritieK that have been employed here, the selected row and column 
are both excited by pulses of amplitudes +I 1 and - I 1 in succession. 
If the selected core hold8 1, it experiences a large change in flux and, hence, 
puts out a large signal of a single polarity. If it holds 0, it puts out in 
succession large signals of opposite polarities, which integrate to 0, and 
returns to its original state, the total change of flux being zero. As to 
the unselected cores, they put out very nearly equal signals of oppo1-dte 
polarity, which for each core integrate very nearly to zero, and their 
total contribution is small, in the experimental 10,000-bit array about 
one twenty-fifth of the signal from a 1. This ratio is independent of the 
size of the array and of the uniformity of core characteriKtics, tLnd is 
essentially determined by the properties of the integrating circuit. 

12-9. Practical Memories. So far only th<.\ Hingle square (or rectan­
gular) array of cores has been com~idered. Clearly, given the type of 
selection by coincident currents and the series connection of the sensing 
windings, it is possible to enter or remove information only l bit at u 
time. A parallel memory is easily built up of a set of arrays of thiR type, 
using as many planes as there arc bits in the typical computer word and 
allocating one plane to each binary position in the word. Thus, if the 
words are n-place binary fractions, array 1 hold~ all the Hign bits, array 
2 all the bits in the 2-1 position, array 3 nll the bits in the 2-2 position, 
. . . , array n + 1 all the bits in the 2-n position; and normally these arc 
all stored in cores with identical coordinates in their several planes. 
Thus a truly parallel memory is built up, where the access time of a word 

1 Rajchman II, p. 1417. 
2 Ra.jchman II, pp. 1417-1418. 
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is the same as that of a single bit; this scheme was proposed by Forrester 
in 1947,1 and is today in use in ·almost all magnetic-core memories. 

In place of an overly elaborate diagram, the simplified version given in 
Fig. 12-12 will suffice to illustrate the main features. Where two arrays 
(plane I and plane II) of nine cores each are shown, the reader must 
imagine 17 arrays of 1,024 cores each (16 bits per word with the 17th 
for a parity check), and where the arrays are shown in vertical planes, 
the reader must imagine them in horizontal planes, stacked one above 

To other planes 

Plane II 

Digit plane I 

X1 X2 .X3 
input 

Fxa. 12-12. Wuing of a. three-dimensional memory. 

the other, with each array, or plane, held ina9~-by9~-in. frame.1 'l'he 
properties and size of the cores have been discussed briefly in Sec. 12-8. 
The single-turn windings consist merely of 32-gauge magnet wire carry­
ing quadrupole Form.ex iDsulation thrust through the cores, and each core 
carries four windings: one for row selection, one for column selection, 
one for sensing, and the so-called "digit-plane" winding used in the writ­
ing process in a manner to be described. The sensing windings of all 
the cores in a plane are connected in series, and so are the digit-plane 
windings. The column-selecting windings of corresponding rows in 

1 Forrester, op. cit., pp. 46-47. 
1 Speci:fice.lly, this refers to the original Whirlwind I memory. 
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the several i:>lanes are conne~ted in se~es, and so are other row-selecting 
ones. In Fig. 12-12, to avoid confusion, the only such windings shmvn 
are those selecting row 3 and column 2 (Ya and X 2); the others, of course, 
are treated identic:l.lly. 

Using the same convention as before, negative magnetization is taken 
in the clockwise sense; so the positive senses of the currents in the row­
selecting, column-selecting, and digit-plane windings are as indicated by 
the arrows. 

The read-write cycle of the memory takes 9 µ.sec; the timing chart is 
given in li'ig. 12-13. The address is first set up by two 32-position diode­
matrix switches; the inputs to the toggles that drive them are the 5-bit 
binary numbers specifying the coordinates X and Y, and each of the 32 
outputs of each switch is connected to a gate. The two gates (one for a 

Address input to X and Y 
selection matrices 

Strobe 

Digit-plane currents 

9 µsec 

Inhibit WD 

Fw. 12-rn. Timing chart of Whirlwind I magnetic memory. 

row nnd one for a column) that are enabled then pass "read" pulses that 
m.::dte driverH whose plate currents (l 1 is about 0.4 amp) flow through the 
appropl'itLtc Hcloction windings (say Ya and X 2) in the negative sense, so 
thiit the n.pproprhttc cores in all the digit planes are driven to the 0 state if 
they were uot there already. The outputs from the terminals labeled 
"sense plane I," etc., arc each amplified from the level of about 0.1 
volt up to tluit, of !30 volts and used to enable a gate; in each case the other 
input to the gate is a short (O.l-µ.sec) strobe pulse occurring when the 
signo.l reaches its peak value, about 1 µsec after the full excitation is 
applied to the Rclccted cores, and the outputs are connected to a set of 
toggles called the "buffer register." The effect of these operations is 
(a) to set all the selected cores to 0, and (b) to transfer the information 
previously held by them to the buffer register, from which it can be 
tru.nsmitted to other parts of the machine. 

It is now necessary to restore the selected cores to their original con­
ditions. To do this, both the selected lines are pulsed with a positive 
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current of 0.4 amp. This would drive all the selected cores to the 1 state. 
To inhibit the writing of l's in planes that hold O's, a negative current 
( - I 1 = -0.4 amp) is caused to fl.ow in the appropriate digit-plane 
windings; this is done for each plane by a gate-driver arrangement con­
trolled by the appropriate stage of the buffer register, 0 enabling the gate. 
As the chart shows, the inhibiting pulse slightly overlaps the write pulse, 
for safety. 

It is quite clear from the above discussion that writing can be accom­
plished by first placing the word to be written in the selected position in 
the buffer register and then going through the routine described but 
omitting to strobe the output. The buffer register can, therefore, be 
used as the means of communication between the memory and the rest 
of the machine. 

At the conclusion of the read-rewrite operations, a compensation, or 
"post-write-disturb" (PWD), pulse is applied to all digit-plane windings. 

It will be appreciated that a variety of different modes of construction 
and operation of magnetic-core memories are possible. Thus, for exam­
ple, the EDSAC II memory1 holds 1,024 words of 41 bits each (40, and 
one for parity check), and is built up of 32 rectangular planes each of 
32 X 41 cores, so that each plane holds all the cores in a single column, 
or 32 complete words. Another example in which rectangular arrays are 
used is the International Telemeter Corporation's2 Mnemotron, the 
first of which was built for the Rand Corporation.3 As this is the first 
core memory commercially available, it is of sufficient importance to 
justify a fairly full discussion, which follows. A later chapter containH 1L 

full account of a memory of this kind built for the ORDVAC to replace 
the original Williams memory. 

The timing of the selection currents of the Mnemotron is illustrated in 
Fig. 12-14; actually in the first Mnemotron the entire cycle took 15 µHCC 
instead of 12 µsec, but the waveforms and relative timing were precisely 
as shown. The drawing given in the reference3 has been changed to con­
form to the conventions adopted here. In all cases, the X-selecting­
current waveform is asymmetrical as shown. Also, in all case::;, Y-selcic:t.­
ing current during the first (or reading) half of a memory cycle ii:i the 1-1amo; 
observe that the Y-reading pulse does not begin to rise for over 2 µ1:1cc 
after the initiation of the X pulse. Thus the reading amplifier need not 
be gated on until the beginning of the Y pulse, and transient effcct1:1 due 
to the rise of the X pulse, such as signals from half-selected cores, havo 

1 In the University Mathematical Laboratory, Cambridge, England. Seo l:loc. 
12-10. 

1 Now Telemeter Magnetics, Inc. 
1 R. Stuart-Williams, M. Rosenberg, and M. A. Alexander, "Recent Advances in 

Coincident-current Magnetic Memory Techniques," International Telemeter Corp., 
Los Angeles, 1954. This paper was presented at the annual meeting of the ACM, 
Ann Arbor, June, 1954. 
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time to subside and, hence, do not affect the amplifier output. In a 
square matrix this would cut the unwanted signal in half. The second 
half cycle of the Y-selecting current is variable. If a 0 has been read, it is 
as shown in Fig. 12-14a; if a 1 has been read, it is as shown in Fig. 12-14b. 
In the first case, the write signal never exceeds 11 (slightly less than 0.5 
amp) ; in the second, the X and Y signals add and give the required 211. 

Other advantages accrue from this type of cycle. Thus, since the 
transients due to the X excitation subside before the reading amplifier 
is turned on, it is not necessary to worry about coupling between the X 
and the sensing windings. The sensing windings consist of a wire parallel 
to the X windings instead of the diagonal arrangement shown in Fig. 
12-12. This makes the assembly of the memory planes a good deal sim­
pler and cheaper. It is also possible to add several spare columns of 
cores, so thu.t, if a core becomes damaged or if n poor core is inadvertently 

X selecting current 

Y selecting current 

(al (b) 

Fm. 12-14. l\tn<lmotron road-write cycle. (a) Read-write O, (b) read-write 1. 

included, the column containing it can be replaced in operation hy one of 
the 11parc columnR. Ji'iually, Hince the sensin.g winding croHHcs the Y 
(column) windingR at right angleR, direct pickup of a signal induced in 
the sem1iug winding hy a Y winding is miuimizcd. 

To rctilizo the type of cycle shown in Ii'ig. 12-14, it is convenient to use a 
vu.cuum-t.ube driver for the creation of the X excitation, becm1Ho of th<1 
length of the initial pul1:1c (about 8 µsec) nnd n.l::io because of tho htck of 
symmetry. A single driver's output is routed to the vo.rious X linoA by 
vacuum-tube switches. As the Y excitation is short and tho puh-1cH 1:1ym­
metrieal, a magnetic switch is appropriate, and a separa.t.o switch is pro­
vided for each digit plane. 

The separate digit planes are not square but. rectangular, in the first 
model a2 X 128 cores. As the cores along the selected X lines do not 
contribute disturbed signals to the output amplifier, the long dimension 
is chosen for the X direction; with this arrangomont, the unwanted signal 
is no worAe than that obtained from a 16 X 16 array under Aimultaneous 
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X and Y excitations. In the actual structure, the 32 X 128 array is 
folded along the center of its long side to produce a double-sided array of 
32 X 64 cores; a metal sheet forms the physical center of the frame and 
also provides a comm.on ground return for the switch-driven Y lines. 

The Mnemotron has one memory array for each digit position; the 
first model contained 40 planes, for the word length of the machine in 
which it was to function was 40 bits. As with Whirlwind, some sort of 
buffer register is needed to receive the output and hold it (1) until it is 
needed elsewhere in the machine and (2) until it has served the purpose of 
determining which of the two possible Y write pulses is to drive each 
plane. 

The last example to be cited will be the IBM 738 magnetic-core mem­
ory, built for use in the IBM 704 and 709 data-processing machines and 
designed to hold 32,768 binary words of 36 bits each.1 The memory 
cores are arranged in planes of 64 X 128; there are four stacks, each 
consisting of 36 of these planes, rather than a single stack of larger (128 
X 256) planes, because it was felt that difficulties might be encountered 
in producing the larger planes in quantity. 

The memory is of the coincident-current type, using a 12-µsec cycle 
much like that of the Whirlwind memory described above. The 128 X 
lines and 256 Y lines are driven by magnetic-matrix switches, each 
having 64 cores, and these are excited by vacuum-tube drives using low­
gain twin power triodes (type 5998). The sensing amplifiers use junction 
transistors and are assembled on etched-wiring cards. In order to avoid 
disturbance of information in "half-selected" cores, an ingenious scheme 
of "address scattering" is used. This is, at the moment, the largest 
successful magnetic-core memory in commercial production. 

12-10. Direct-selection Core Memories. It has been shown above 
that the coincident-current scheme of organization of magnetic-core 
memories suffers from the disadvantage that the unwanted signals from 
the half-selected cores are troublesome and that various inconvenient 
measures must be adopted to minimize their effect. This difficulty ca111 

however, be eliminated by employing another mode of organization, 
originally conceived at NBS and variously called the "word-arl'u.nge­
ment" or "direct-selection" scheme. This conception was also inde­
pendently arrived at in the University Mathematical Laboratory in 
Cambridge, England, where the first sizable (1,024-word) memory based 
upon it was built, and is incorporated in the EDSAC II.* A small 

1 E. Foss and R. S. Partridge, A 32,000 Word Magnetic Core Memory, IBM J. 
Reaearch and D6fJslopmll'llt, vol. 1, no. 2, pp. 103-109, April, 1957. 

• W. Renwick, A Magnetic Core Matrix Store with Direct Selection Using n. 
Magnetic Core Switch Matrix, Proc. IEE, vol. 104, pt. B, supplement no. 7, pp. 
436-444, 1957. 
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(64-word) memory of this type is also in use in the TX-2 computer built 
in the Lincoln Laboratories.1 

In the direct-selection scheme, only the cores holding the bits of the 
selected word are disturbed during the reading operation. There are no 
"half-selected" cores, and the unwanted signals are nonexistent. A price 
must be paid for this desirable feature, in the increased complexity of 
the method of selection. However, an additional benefit is obtained in 
that it becomes possible to drive the selected cores harder and, hence, to 
cause them to switch more rapidly, so that a shorter memory cycle i1:1 
feasible than with the conventional coincident-current scheme. 

In the EDSAC II memory, the word length is 40 bits plus a parity­
check bit. The cores are mounted in planes, and the 41 bits of each (say) 
row or "word line" composes one word. The cores of each word line are 
threaded by a single wire, and the cores of each column are threaded by 
two wires. When a word is to be read, a read pulse of amplitude 1 amp 
is caused to flow in the appropriate word line. This is about 50 per cent 
greater than the excitation required to drive the cores to the 0 state, so 
switching i1:1 quite rapid. One of tho two lines threading each column is 
connected to au nmplifier, the output of which can set a toggle via au 
appropriate gate. The signal received by eu.ch amplifier depends only 
upon whether the corresponding core of the selected word line is caused to 
swite1h or not, and thus there is no unwant.ed-signal problem. In writing, 
the second wire threading the corresponding cores of all word lines comes 
into pla.y. If a 1 is to be written, this wire is excited with a pulHe of ampli­
tude -0.30 amp; if a 0 is to be written, tho wire receives no excitation. 
Simultaneously, a pulse of amplitude -0.36 amp excites the chosen word 
lino, and writing is accomplished in the familiar coiucidcnt-current mode. 

The imlcction of the word lines is accomplished hy a 40 X 32 matrix of 
ferrite Hwit<ih cores, each of which il:l o. small three-winding tmnsformer 
(the oxt.rn. 25() cores in the matrix are used to select certain permanently 
rocorclod item1:1 of information, such a1:1 corn1tants or the instru<1t.ion1:1 of 
frequcmtly mmcl l'mhroutinci;). TheRe cores are larger than the memory 
core.,;, whi<:h aro of the type described earlier; they arc 0.58 cm in mean 
radius ancl 0.1 mn2 in cross section. Tho throe windingl:i, designated 
"drive," "bias," and "output," arc of 37, 37, and 4 turns, respectively. 
The biu.H windings of all the cores in a row arc connected in Aeries; so are 
the drive windings of all t.he cores in a column, and the rows and columns 
a.re driven by pentodes which arc driven in turn by two-address decoders. 
The output windings drive the wo1·d lines. 

Under quiescent condition!:! the drive windingl'I arc not excited, but all 
the bias windingl'I carry a current of Huffi<lim1t. :-;t,rcmgth to hold all the 

l w. N. P1ipim1, High Speed Com1111Lcr Htm·c1:1 :u; McgnhitR, l~le.ctron..icB, VCll. ao; 
110. 10, pp. 162-tu7, Octubcr, Hl57. 
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switch cores in negative saturation. To ca.use a switch core to drive its 
word line, the bias current in its row is removed, and a drive pulse of suf­
ficient strength to drive it to positive saturation is applied in its column. 
The signal induced in the output winding as the core switches from nega­
tive to positive saturation is the read pulse. The write pulse is produced 
after the ending of the drive pulse by restoring the bias and hence return­
ing the selected switch core to negative saturation. 

Reading is obviously destructive. During the write part of the cycle, 
information obtained during the reading part of the cycle can be rewritten, 
or new information can be recorded. 

The total length of the memory cycle is 7.5 µsec. Recent experiments 
conducted at the University of Illinois have indicated that a cycle of as 
little as 1.5 µsec should be attainable. 

12-11. Novel Magnetic Elements. Using the familiw: ooincident­
current method of selection described in detail above, the time required 

x y 

UI 

Sense E 
g 

FIG. 12-15. IBM multipath core. 

to switch conventional ferrite cores turns out, as noted before, to be s<>me­
where between 1 and 2 µsec. This could be reduced if the core1-1 could he 
driven harder, that is, by a larger applied magnetomotive force, but. thi1:1 
is impossible a.s long as 2: 1 coincident-current selection is employucl. A 
way out of this dilemma has been devised in the laboratories of IBM;1 

this method incorporates f ea tu res of the biased magnetic switch dcscrihcd 
above. The switch cores cannot function as memory units, since they 
are all returned to one state after the switching currents have been 
removed by the bias current. 

It is possible, however, to provide a memory feature by using a more 
elaborate core: to be specific, a rectangular core with three rec:tungufar 
holes, as shown in Fig. 12-15. The X- and Y-selecting windingi.1 ptllis 
through the center hole, and the sense and bias windings about one end 
and one center leg, as indicated. The bias current is sufficiently grcnt to 
produce saturation far in the negative direction; the X- and Y-solcctfog 
currents both are equal but opposite in effect to the bias current. Thus, 

1 W.W. Lawrence, Jr., Recent Developments in Very High Speed Ma.gnotfo St<>rago 
Techniques, Proc. Eastern Jo-int CO'lnputer Conf., 1966, American Institute or I<;loctrica.l 
Engineers, Now York, 1967. 
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when selection occurs, the core is driven far in the pm;itive-saturation 
direction. 

Assume that the selecting currents for writing produce a field counter­
clockwise about the center hole and that the bias current produces 
a field counterclockwhm about the left and clockwise about the center hole. 
If all three are flowing simultaneously and then the selecting currents are 
turned off, it is cle::i.r that a residual field is left which is counterelockwise 
about the right hole. If, now, current1:1 equal but opposite to those used 
for writing are passed through the two selecting windingA, tho field in 
the right (i.e., "sense") leg will be reversed, and a voltage will appear 
across the sense winding during reversal. After the removal of the 
excitation, the residual field ::i.bout the right hole must he in the clockwise 
sense. Thus there arc two magnetic states corresponding to 1 and 0. 
· With these IBM multipath cores, using bias and selecting currents each 

sufficient to produce a magnetizing force of 5 amp-turns and fast-rising 
(that is, in 50 mµscc) selecting pulses, a switching time of 0.1 µsec has 
been obtained. With the same cores, the ratio of the amplitudes of the 
output voltage pulses corresponding to l's and O's was found to be 9: 1. 

Another rapidly switching clement is produced by depositing by 
evaporation a thin film of metallic ferromagnetic material on glass. The 
film is deposited in small spots (for example, 1 cm in din.meter) a few 
thousand angstrom1:1 thick. The switching process in suc:h clements iA, 
apparently, quite diff crcnt from that in bulk mo.torial and can be accom­
plished in a fmction of a microsecond. An cxperhncntuJ. memory usinp; 
these clements haH been built in the lu.boratories of the Rcmington­
Rand UNIVAC DiviRion of Spcrry-Rand. 1 'l'hc sclceting and scnH(l 
windiugfi were thin, flat conductors etched on over the glass phi.to upon 
which the cores hu.d been evaporated. 'l'he experimental memory 
operated on a cydc of 2 µ::me, but this could, prcf-!umably, he reduced. It 
appears that this typo of magnetic-memory plane may be vury well suited 
to largc-Rmtle production and could be produced in quantity at very low 
cost. 

Still u.11ot;he1r novel magnetic clement, which 1:1hould simplify tho manu­
facturing prohlcmH in producing memory plimcs, haA been. d<wiHod in the 
BurroughH itcAeu.rch Cm1t,cr. '!'he 1:1chcme is V<)ry simple: first the grid 
wire:.; of the planu u.rc put in plncc, and then a small piece of thin tape 
made of an appropriate material is wrapped about the appropriate 
placcs.2 

1 A. V. Pohm n.ncl S. M. Ruhcns, A Ccm1pii<\t Coincident Current Momory, Proc. 
Eastern Joint (Jo1nputcr Gcmf., 1115tf, pp. 120-l:l:~, Amorit:nn Institute of Jmoctrical 
Enginocra, Now York, 1957. 

1 H.. A. Tru.(:y, Mcguhit Mmnory, Proc. E1UJ!cm Joint Oomp1,tr.r (!onf., 1966, Ameri­
can Institute of mectricu.l I~uginccrs. Now York, 1957. 



302 ELECTRONIC DIGITAL COMPUTERS [CHAP. 12 

The final example to be considered is the ferrite apertured plate, 
developed by J. A. Rajchman of the RCA laboratories. 1 This provides a 
complete magnetic-memory plane in a single element; it is a small 
square plate (for example, 1by1 in.) in which holes are drilled in a matrix 
array. On this plate is etched a winding linking all cores, which is con­
veniently used as the sense winding. The X- and Y-selecting windings 
must then be threaded through the holes. The individual " cores" 
require a fairly small (330 ma) current to drive them to saturation, and 
the switching time is about the same as for ordinary toroidal cores. This 
again is a form of matrix that could presumably be mass-produced quite 
cheaply. 

12-12. Other Array-type Memories. In principle, an array of binary 
elements of any type can be used in the construction of a parallel memory, 
the relevant considerations being reliability, access time, ease of con­
struction, complexity of the circuitry needed for selection, reading, and 
writing, and cost. As the arrays of magnetic cores satisfy these criteria 
reasonably well and have reached an advanced stage of development, a 
good deal of space has been devoted to them. The present chapter, in 
conclusion, calls attention to two other types of array. 

In Sec. 5-8 the ferroelectric memory cell has been discussed. Pulvari 
has built up arrays of these cells by using a thin sheet of the ceru.mic 
material, with sets of parallel electrodes on the two sides, those on one Hide 
perpendicular to those on the other, so that the material lying bctwtien 
electrodes at each point of the grid forms a separate memory cell. An 
experimental 10 X 10-element array has been fonned and ::mccessfully 
operated, but no full-scale memory has yet been constructed on this 
principle. 

In Sec. 6-3 the diode-capacitor memory cell developed at NBS by A. W. 
Holt has been described. 2•3 Fairly substantial arrays of these elementR 
(for example, 256 words of 45 bits each) have been built at NBS and 
operated successfully. The operating characteristics are good, such as 
large output voltage (about 1 volt) and short memory cycle (down to 
1 ,uscc), but the array suffers from the disadvantages of using a very large 
number of crystal diodes (two diodes per bit of memory) and commqnf!nt 
high cost. 

1 J. A. Rajchma.n., Ferrite Apertured Plate for Random Acoess Memory, f'r()c. 
EllBtern Joint Computer Con{., 1866, pp. 107-115, American Institute of Elccitrim~I 
Engineers, New York, 1957. 

1 R. J. Blutz, Memory Studies at the National Bureau of Standards, NBS lt11pt. 
2362, March, 1953. 

1 A. W. Holt, An Experimental Rapid Access Memory Using Diodes and Ca.paoitors, 
Proceedings of the ACM, Toronto meeting, 1952. 



CHAPTER 13 

THE ARITHMETIC UNIT 

13-1. Introduction. The preceding 12 chapters have been devoted to 
showing how the valious functions needed for the performance of digital 
computation can be realized physically. It will now be shown how the 
main units of a computing machine can be built up of the elements that 
have been described. 'l'hese units will be called the memory, the arith­
metic unit, the control, and the input-output unit. They are intercon­
nected in complicated fashion, with a great abundance of both forward­
tra11smis1:1ion and feedback paths of information flow. It is, therefore, 
difficult to decide with what unit to begin, and the choice must be some­
what arbitrary. It might appear that the control would be the most 
reasouable starting point, but the arithmetic unit has been chosen because 
it is the easiest to understand. 

In Chap. 10 both parallel and serio.l adders have been described. 
Generally speaking, the ruidcr1 is the heart of the arithmetic unit. Sub­
traction is performed c1onvenicntly by the addition of the complement of 
the suhtmhend, and multiplication and division are carried out by causing 
the adder (or a<l<lerH) to <'.Xecutc certain p1·ograms of o.clditions and sub­
tractiom~ (<if. Chap. 1). Uttlc i1:1 to be gained by attempting to deal with 
such procCHscs with any degree of generality. The course that haR been 
chosen iA to dCHcrihc in some detail the arithmetic units of a parallel and 
of a 1:1erial ma<ibinc; it i1:1 felt that the reader who succcedR in understanding 
these will be able to und<init.and other ma.chines without great difficulty. 

13-2. The IAS Arithmetic Unit: Registers and Adder. 9 The principlm' 
of the double-rank shifting rogiF1ter1:1 and of the parallel adder and digit 
resolver of the Institute for Advanced Study (IAS) computer have been 
discuRSed in Chaps. 8 and 10, to which the reader is referred. Th~ 
arithmetic unit consi~tR of two shifting registers RI and RII, a. third 
register RIII which docs not have the shifting property, the adder, the 

1 Or, of course, the ''s11btractor," as, e.g., in EDSAC II, University Mathematical 
La.boro.tory, Cambridge, Enp;J.n.nd. 

• H. 'H. Ooldstine, J. H. Pomr.rone, n.ntl C. V. L. Smith, "Final Progress Report on 
the PhysicoJ. RooJ.iz1~tion of o.n mcctronic Computing Instrument," cha.pa. 1, 4, and 6, 
Institute for Advanca<l Study, Princeton, N.J., 1954. 
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digit resolver, the control circuits, and various gates (e.g., the "com­
plementing" gates). 

From Fig. 8-1 and the accompanying text, it is seen that, in principle, 
the double-rank registers consist of two ranks of 40 toggles each with 
gates by which information can be transferred (a) "up" from any toggle 
of the lower rank to the corresponding toggle of the upper rank, and (b) 
"down" from any toggle of the upper rank to the one immediately to the 
left or to the right of it and in the lower rank. To effect any of the 
possible transfers of IDf ormation, the toggles of the recipient rank must 
first be cleared to 0 or to 1 by pulsing the appropriate bus B, from 150 
volts down to 50 volts for 1 µsec. 

The registers RI and RI! retain the two sets of "down" gates Da and 
DL and the "up" gates U1. The gates Uo, however, are driven differ­
ently in the two registers: (a) in RI they i·eceive one of their inputs from 
the digit resolver instead of from the toggles of the lower rank R1, and 
(b) in RI! they receive their inputs from the left-hand grids of the toggles 
of the upper rank R8 of RIII instead of from those of the lower rank Rx 
of RI!. From RI and RII, also, certain outputs are taken: (a) from the 
right-hand grids of the toggles of the lower rank Ri to the adder, and (b) 
from the right-hand grids of Rs to gates which, when opened, transfer 
information into the toggles of R 8• 

As to RIII, it consists of two nonshifting registers, which are merely 
sets of 40 toggles. Associated with these are several sets of gates, of 
which four are located much as the U and D gates are in RI ax1d RII. 
Three of these are connected as follows: (a) Udrom the Williams memory 
to the right-hand plates of R8; (b) Uo from the right-hand grids of R 2 to 
the left-hand plates of R3 ; (c) Da from the Williams memory to the left­
hand plates of Ra. 

The fourth set, the DL (or "dispatch") gates, are used to convey orders 
to the control from Ra. Thus, (a) from stages 0 to 9 and 20 to 29 of Ra, 
address information is transmitted to the address generator (a part of the 
dispatch counter which is physically located in the Williams memory), 
and (b), from stages 10 to 19 and 30 to 39, the parts of orders thu.t speeify 
the operation to be performed are transmitted to the instruction-l:lyn­
thesizer circuit of the main control. The address information (a) 
is transmitted via the dispatch gates, which are associated closely with tho 
shift counter, for the first 6 bits of address information (i.e., bits Oto 5 or 
20 to 25) are in some cases inputs to the recognition circuit, where they 
are compared with the number in the shift counter. 

The fifth set of gates constitute the path through which information is 
transmitted from R8 to the adder. By means of these, either the number 
in R8 or it.a complement can be transmitted to the adder. These gates 
can also be "nulled," so that 0 is transmitted to the adder no matter what, 
number is in R8• They are descriptively known as "complement gates." 
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There is no communication between R1 and Ra. Ra is not a part of 
the arithmetic unit, but belongs rather to the main control. In it are 
placed the order words as they emerge from the Williams memory; from 
it address information is transmitted to the address generator, and instruc­
tion information is made available to the instruction synthesizer, as 
explained above. R3, on the other hand, receives number words from the 
Williams memory and transmits them to the arithmetic unit by way of 
the complement gates. Because of their functions, RI, RII, and RIII 
are called, respectively, the "accumulator register," the "arithmetic 
register," and the "memory register." 

Certain other paths exist for the transfer of information between 
registers: (a) from 2°R1 to 2-39R2,* (b) from 2-39R 1 to 2°R2• The neces­
sity of providing such paths becomes obvious in connection with such 
operations as shifting, multiplying, and retaining the full-length product. 
RI is provided also with an extra toggle 21RI in the 21 position; this can, 
e.g., be used to save the sign (2°) bit if a shift of one position to the left is 
performed, the po.tbs being 2°R1 -+ 21RI-+ 2°R1• Sign information can 
also be communicated to this toggle under certain circumstances (in 
multiplication) from the sign-position toggle of the discriminator in the 
Williams memory (information is read from the Williams tubes to a set 
of 40 toggles, whence it is transmitted to RIII). Also, sensing circuits 
transmit to the arithmetic control the information held in certain toggles 
such as those in sign positions and in 2-3!> R2; the position 2-39 R2 plays a 
central role in the performance of the multiplication process. 

In Chap. 8 it has been shown how shifting in RI and RII is accom­
plished by sequences of clearing and gating operations. li'or each register 
there are cleo.r drivers and clear-driver drivers, one for each of the poAsihle 
opemtions Cl R'-+ 0, Cl I~,-+ 0, Cl R;-+ 1, Cl Ri-+ 1. Which of these 
is to be performed is detcrminod by a cloo.r selector on the ha.sis of informa­
tion rccoivcd from control circuits such as the left/right selector, which 
ultimately receives its instruc1tions from the main control. T~twh dear 
selector haHically consists of two 6,J6's and some diodcH, ono (),JO to cletcir­
mine wlwther the lower ro.nk of tho register is to he clenrcd to O'H or to 
l's and tho other G.J6 for the top rank. Under quicRccnt co11ditiom1 the 
control gridH of tho 6.J6 o.re held at - 40 voll;H u.nd the cmt,hoclo at 
+10 volts, RO that both sections of the tube arc cmt ofT, an<l the plato volt­
age is c:lampcd at + l!iO volt.I~ hy GAI.,5 diodes, the µ;rid voltn.p;cH being 1:1up­
plied from a Ro-cnllccl "right/l(ift" circuit in thli nontrol. When tL tlhift is 
called for, tho right/left c:ircmit rniHCfl the 1ippropriu.te grid voltage to 
O volts and holds tho other tit -·10 voltR; then tho cttthotlc of the Q,T6 is 
dropped from + 10 to -10 voltR, o.nd the secition of the <>.JO with grid at 

*These expr(lAAions denote hit pm1ition11 in thci mnkfl of t.110 registers. 2°R1, for 
OXltmplc, is the 20 plnc:o in the uppor r1mk of l"<lgiKt.c~r ur. Notu tho Hpo!liitl !lymbol 
11 21RI" for the extra toggle. 
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O volts conducts, the plate voltage falling to about 50 volts. Each plate 
drives a clear driver, which is a cathode follower consisting of five 5687's 
connected in parallel with their common cathode connection supplying 
the clear bus with plate current for all the left (or right) plates of the 
toggles of one rank. Merely to clear a rank to 0, in case no shift is to be 
called for, an alternative connection is made by a gate which is able to 
draw sufficient current from one plate resistor of the 6J6 to pull the plate 
voltage down to 50 volts; the signal for this is the coincidence of two pulses 
(synch and clear) from the control. 

The gates are operated by voltages supplied by cathode followers called 
"gate drivers"; the voltage is + 10 volts to disable and - 20 volts to 
enable. The gate drivers are themselves driven by other cathode follow­
ers (gate-driver drivers). Which set of gates is to be enabled is in each 
case determined by the gate-selector circuits, acting upon instructions 
received from the arithmetic control. 

Besides the U and D gates, there are complement gates by which inf or­
mation is transmitted from R3 to the adder. These are forty 6J61s with 
appropriate drivers. Each 6J6 has its left and right grids, respectively, 
connected to the corresponding grids of a toggle of R3, its cathode con­
nected to the cathode of the tube in the corresponding stage of the adder 
and thence through a resistor to a negative voltage ( -17 4 volts), and its 
plate connected to a cathode of a 5687. The 5687 determines whether 
the number or the complement is to be transmitted; its grids are at either 
+90 or -30 volts and are driven by the complement-gate selector and 
magnitude/number circuit, which can be considered part of the arith­
metic control. Suppose that the toggle of R8 under consideration holds a 
O, so that the left and right grids are at Ovolts and -40volts, respectively. 
If the left grid of the 5687 is at +90 volts and the right at -ao volts, 
the cathode of the 6J6 is held up to 0 volts, and 0 is transmitted t.o the 
adder; if the grid voltages are interchanged, the 6J6 cathode fall1:1 to 
-40 volts, and the adder input is 1. If both grids of the 5687 are held at 
+90 volts, then certainly the 6J6 cathode is held under all circumsta11ccH 
at 0 volts, and the adder input is 0 irrespective of the contents of the R3 

toggle. Which of these possible combinations of grid voltages is to be 
applied to the 5687 is determined, as mentioned above, by the comple­
ment-gate selector, acting upon instructions from the main control and 
other elements of the arithmetic control. The complement formed by 
the method outlined is a l's complement; to compensate for this the com­
plement-gate selector injects a carry into the lowest-order stage of the 
adder whenever it causes a complement to be transmitted. 

The above discussion gives a fairly complete account of the way in 
which the registers of the arithmetic unit are connected. There is no 
need to say anything here about the adder and digit resolver, for they 
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FIG. 13-1. Interconnections of registers of arithmetic unit of the IAS computer. 
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have been treated rather fully in Chap. 10. Figure 13-1 summarizes in 
block-diagram form the discussion of the arithmetic unit up ~o this point. 

13-3. Arithmetic Control. Although it is customary, in drawing the 
over-all block diagram of a digital computer, to insert one block labeled 
"control," it is a mistake to think of all the control functions as central­
ized in a single unit. Actually, many are so very closely associated with 
the arithmetic unit and with the memory that they may reasonably be 
considered parts of these units. Other functions, concerned chiefly with 
the interpretation of instructions and the consequent transmission of 
signals to stimulate the arithmetic unit, the memory, and the input­
output unit, are central to the functioning of the whole machine and are 
best thought of as constituting a unit which may be described as the mo.in 
or central control. The circuits intimately associated with the arith­
metic unit will be regarded here as part of that unit and spoken of as 
constituting the arithmetic control. 

It has been shown in Chap. 10 that the adder forms the sum of the 
number in R1 (resident number) and the number in R3 or its complement 
(incident number). The adder continuously forms the sum of its inputs, 
and the digit-resolver output can be gated into R1 as desired. Multiplica­
tion and division are performed as sequences of adding or subtracting and 
shifting operations. As the adder and digit resolver need no stimulus but 
automatically and continuously form the sum of their inputs, it is clear 
that the main features of the arithmetic control must be (1) the circuiti:1 
that generate the gate and clear voltages that cause the shifts to be per­
formed, and (2) the circuits that keep count of the numbers of shifts 
performed and cause the process to terminate when the number of shiftR 
appropriate to it have been executed. These circuits comprise (1) the 
shift counter and recognition circuits and (2) the gate-and-clear sequenc­
ing chain. 

13-4. The Shift Counter and Recognition Circuit. The shift counter 
has already been described in Chap. 9. It consists of two ranks of six 
toggles with the necessary gates connecting them, and each count requiret-1 
two inputs on separate lines in a definite time sequence. The output to 
the recognition circuit consists of six wires, one from the lower (11 true") 
toggle of each stage, where 0 is signified by -40 volts and 1 by 0 volts. 
The number with which this output is compared is derived either from R 3 

or from the main control and signifies the number of shifts that must be 
performed; it is presented to the recognition circuit in tho form of six 
voltages, where 0 is signified by 0 volts and 1 by approximately - 20 voltR 
(of these the 0 volts is quite definitely determined, but the - 20 volti.1 could 
be as large as about - 5 volts without prejudicing the operation of the 
circuit). 

A logical diagram of the recognition circuit is shown in Ii'ig. t:l-2. 
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Neglecting for the moment the inputs from the main control, it is seen 
that the inputs consist of a 6-bit number to be recognized N Ro to N R11 
and the contents of the shift counter BCo to BC&. In addition to the 
familiar mixers and gates, there are three inverters (or complementers). 
The output can be written down very easily in the following form: 

Output = [(SC~ A NRo) V (SC~ A NR1)]' 
/\ f(SC~ A NR2) V (BC~ A NRa)]' 

A [(SC~ A NR,) V (SC~ A NR1)]' 

Before the shift count~r is used it is naturally clan.red to O; so initially 

Put36 
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Putl 
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FIG. 13-2. Recognition oirauit. 
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SC; = 0 for i = 0 to 5 aud, before the counting begius, some number to 
be recognized appears at the input. Evidently, since the 11umber to be 
recognized is grcatc1· thu.11 0, at least one of the N R, = 1; so at least one of 
the SC~ A N fl, = 1. Therefore, n.t least one bro.ckcted term 

[(SC~ A NR,) V (80~1 A NR,+1)] = 1 

and its complement is O. Since the product contains at least one factor 
equal to 0, evidently the output is 0. Now suppose that the counting has 
started and that the number in the counter has not yet attwned equality 
with the number to be recognized. In the uumber to be i·ecognized, con­
sider the highest-order column that contains n. 1. The corresponding 
column of the Rmaller number can contain either a 1 or a 0. If it contains 
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a 1, examine the column of next lower order; int.his column, either both 
numbers contain O's, both contain l's, or the larger contaiuR a 1 and the 
smaller a 0. Since this argument can be repeated as often as necessary, 
the conclusion is reached that, if corresponding bits are compared begin­
ning with those of highest order, the first disagreement must always be 
due to a 1 in the larger number and a 0 in the smaller; in positions of order 
lower than that in which the first disagreement occurs, obviously anything 
can happen, but this is, clearly, of no concern whatever. Hence it is evi­
dent that, before coincidence is reached, (a) at least one SC~ /\ N R, = 1, 
and, therefore, (b) at least one bracketed term 

[(SC~ /\ N R,) V (SC~+i /\ N R,+ 1) ]' = 0 

so (c) the output = 0. Now, when coincidence is reached, in every case 
N R, = SC,; so each product SO~ /\ N R, = O, and the output is given by 

(O V O)' /\ (O V O)' /\ (0 V O)' = 1 /\ 1 /\ 1 = 1 

Hence the "counter-satisfy" signal to the main control is 0 until coinci­
dence is achieved, when it becomes 1. As this signal stops the process 
whose successive steps are being counted, the question of what the output 
would be if the number to be recognized were less than the number in the 
shift counter is irrelevant. The output-signal level is + 10 volt!$ until 
coincidence is reached; then it falls to about -27 volts with a rathel' wide 
tolerance. 

Now consider the inputs from the main control. These are used when 
arithmetic processes are to be performed. In these cases each N R, = 0, 
and it is possible to insert 2, 38, or 39 according as the process is addition/ 
subtraction or multiplication/division; each count corresponds to a trans­
fer first into R1 and then from R1 down to R1. 

13-5. The Sequencing Chain. The gate-clear sequencing chain ilil ~i 
circuit that generates clearing and gating signals in the proper sequence to 
e:ff ect transfer of information into the register RI and shifting of informn­
tion already held there. From the previous discussion, for example, it. 
appears that the Uo gates in RI are used to insert information from tlw 
digit resolver into R1• Referring back to the discussion in Chap. 8, it. h.; 
seen that these gates can insert only O's in R1, so that before they ar<• 
opened it is necessary to clear R1 to l's. Suppose now that this trani::if er 
has been accomplished and that it is desired to effect the transfer from U1 
to Ri. This can be accomplished by a transfer down to the right (clear 
Ri to O's, followed by shift down right of l's) which records the nnmbor in 
Ri shifted one place to the right; this transfer must be followed by n. loft. 
shift of one place if the contents of Ri are to be an exact copy of the con­
tents of R1• In multiplication the combined transfer and shift are exactly 
what is desired. 
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The possible sequences of clears and gates are liHtcd for convenience: 

Record (accept): Cl R'-+ 1, Uo (transfer up O) 
Shift up (reject): Cl Ri-+ 0, U i (transfer up 1) 
Shift down left: Cl R;,-+ 1, DL (transfer down left O) 
Shift down right: CIR;,-+ 0, DR (transfer down right 1) 

Which of these sequences is to be performed is dictated by certain inputs 
from the control acting in conjunction with signals fed baek from the 
registers being controlled. The operation of tho whole circuit is enabled 
when the recop;nition output described above is at its high value of + 10 
volts, and it is inhibited when this output falls to itl'l low value of - 27 
volts. Thus, generally speaking, once the circuit is set in operation, it 
generates clearing and gating signals, the results are fed back to it, and 
the action once initiated is self-perpetuating until the number of shifts 
pexf ormed coincides with the number-to-be-recognized input to the 
recognition circuit, at which point the fall of the recognition output 
inhibits further action. 

In terms of circuits, the sequencing control is rather complicated. 
Nothing would be gained by presenting the detailed schematic, but the 
operation can be uuderstood from the block diagram, Ji'ig. 13-8. There 
are three toggles 7\ to T3 of which Ti an<l T2 are exactly as shown in 
li'ig. 5-1, whcreaa 7'a is somewhat. more elo.bot·atc--but the details are not 
importii.ut fm· understanding the operation of the circuit and so will not 
be dism1sAecl. The plateA of 7\ and Ts obtain their d-c supply from the 
"clear" buscR, as Rhown, nnd their states can be changed by the fall of 
the p;a.ting voltages from their high ( + 10-volt) level to their low ( - 10-
volt) levol; tlu!se voltages become effective when they fall below a refer­
ence Icvol and permit cummt to be drawn from the plate in question by 
the pullcr tuhes, u.s shown. The outputs are taken from the grids of 
7\ nn<l '1'2; the grid of the conducting tube is at 0 volts and that of the 
110110011<lucting tube u.t -40 volts. However, these voltu.gc1s drive othm 
t.uhos to provide both invcirsion and voltage tram1latio11; so the 11 dircct" 
output iH + 110 volts when t.ho toggle grid is u.t. 0 volts, and +GO voltA 
when it ia at -40 volts, whereas the corresponding "inverted 11 outputs 
ure -2!) an<l +7 volts, re1:1pcctively. 1'he circuits used to provide these 
outputA are simple and r::;traightforwo.rd and are not worth discussing, fox· 
the reader ean cu.sily deduce their form. The tubes labeled G1 to G12 are 
dual t.riodcR of the common-cathode type, connected as cathode followers 
(see, e.g., Fig. 4-5). In Ga to Ge the outputs are taken from a tap between 
the cathodo 1md the nogativo supply voltage. Hence G1 and G2 give out­
put, voltageA +7 or -2g volts, clepe11ding of courl'!e on the higher grid; 
but 0 3 to 0 6, whmm grid voltnges arc either +GO or + 110 voltA, give -18 
or +s volts; and, finally, G1 to Gu give either +s or -18 voltR. The 
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reader must understand that these are merely nominal values which 
need not be maintained with precision i thus in the last case cited there is 
no need to worry about the possibility that +7 volts might be obtained 
under certain circumstances instead of +s volts. In fact, the circuits 
operating can be described quite simply by logical expressions in which 
"low" is designated by 1 and "high" by 0. As to the remaining circuit 
elements, M is a diode mixer with the common anode so connected that, 
when at least one input is low, the left grid of Ta is pulled down so far 
that conduction is inhibited; and Dis a single diode which, similarly, can 

Invite Invite 
DR clear 

frp2J 

Cl R1-o bus Cl R1 -o bus 

Invite Invite 
DL Stop/start U1 

(locks T3 until "start") 
FIG. 13-3. Gate-clear sequencing chain. 

Invite 
clear 
l<P1 I 

Invite 
Uo 

inhibit conduction in the right tube (actually a section of a dual triode); 
thus, if both M and D are properly stimulated, both sections of T 3 nre 
cut off. 

Let ti and t2 represent the states of the toggles Ti and T1, with the con­
vention that the toggles hold 1 when the right grids are low. Clearly the 
direct and inverted outputs from the right grid of Ti are the ti and t~, and 
those from the left grid are t~ a.nd t1; and similarly for T1. li'or 7'a, let 
the 1 state be that in which the left section is conducting, and let t3 repre­
sent the information taken from the left plate, so that ta - 1 (low) in the 
1 state and 0 (high) in the 0 state. For the tubes Gi to G12, let the out-
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puts be represented by gi. The outputs from the six tubes in the lowest 
row can be represented as follows: 

g7 = t~ /\ t2 /\ t~ 
Y10 = t1 /\ t~ /\ ta 

ga = t~ A t~ A t~ 
gu = h A t2 /\ ta 

gu = ti /\ t~ /\ t~ 
gu = t~ /\ t2 /\ ta 

(13-1) 

provided Ta is free to behave as a toggle, which it is not initially, as will 
be shown below. 

Assume that initially the following conditions hold: (a) ti = 1, (b) 
t2 = 1, (c) the start/stop voltage is sufficiently negative to pull the left 
grid of Ta so far below ground that the left section is forced into the cutoff 
condition. Clearly, gi = ti A t2 = 1 and g2 = t~ A t~ = O; so the other 
input to M is high, and the negative output from G1 applied to diode D 
holds the right grid of Ta also down below cutoff. Thus, initially, Ta iR 
not acting as a normal toggle, and both its plate voltages are high. In 
this condition information can still be obtained from the expressions 
g7 to g12 if it is agreed that ta and t~ are both to be replu.ced by 0. If this is 
done, all the expressions (13-1) are seen to have the value O; therefore, all 
the outputs are high, i.e., about +s volts. 

The start command consists in raising the start/stop voltage to 0. 
As the other input to the mixer has already been seen to be high (g2 = O), 
the left grid of Ta iises to 0 volts, and the left section of Ta conducts; 
ta now becomes 1, and t~ is properly interpreted as O. By inspection of 
(13-1) it follows that gu = 1 and that all other g, = 0. Hence the conse­
quence of starting the chain is to drop one output, which is labeled "<P1 
clear invite," to -18 volts; the <P1 signifies the first of the two phases, or 
sequences of clear and gate, that constitute a single shift. '!'he cleLtr­
invite output is connected first to a simple delay unit, of which one output 
is identical with the input but tho other is somewhat delayed. These 
in turn go to the accept/reject selector, which tramimitH either tho 
undolayed Htcp voltage to tho clear drivm· thn.t c11:uRe1-1 R1 to bu dmtrcd to 
O's or clAe tho delayed i;tep voltage to tho clear drivm·H that cmuso R1 to 
be cleared to l's. The latter occurA when tlw u.tldor output, iA to ht\ 
entered into RI (or accepted); the delay hn.i:; been introduced to give th<) 
adder adcqmttc time for carry propn.gtit.i<m and thuH to cnHurn that. thn 
corrcr.t valucR of the adder out.putA have be<m att.1ti11<lcl hoforc itH eoutcmtH 
are entered into RI. More will be said ahou1. t.ho 1wc.mpt,/rcijcr.t, Aolec:tor 
later on. The ct>i-clear-invitc voltap;c ah10 gooR t'.o the /f.ll clear selector. 
The signals that determine the ui:;c to he made of the <Pi-clear-invite 
voltage arc derived from thCl main coutrol ttnd are determined by the typ~ 
of operation called for by tho in1-1truction that iH being obeyed. 

Suppose that R1 is cleared to l's tis it is when a simple addition is per­
formed. '!'he Cl R1 ~ 1 bus RUPI)lics the plate voltage to tho right section 
of the tuhc in T1; so the right section is tumed on au<l the left off; the 
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right grid now assumes its high value, and ti = 0. Both gi a.nd g1 a.re 
now O; Ta is not switched, but the six outputs become 

g1 - 0 gs = 0 ge = 0 gio = 0 gu = 0 g12 = 1 

So the clearing opera.tion is terminated, and the invite U o signal is sent 
out; this stimulates the gate drivers and in tum causes the Uo gates in 
RI and RII to be enabled. (Actually the RI/ RH-gate selector cau 
modify the action in RII but not in RI; its function is described later on.) 
This completes the first phase 4>1 of the shift. 

The U o-enabling volta.ge is fed back to pull down the plate voltage of 
the right section of the tube in T2 and so to switch T2 to 0; g1 rcmai111:1 0 
but g2 becomes 1; the left grid of Ta is pulled down, and, a.fl the right grid 
is not constrained, Ta switches to 0. Hence, the outputs become 

g1 = 0 Us = 1 ge = 0 U10 = 0 g11 = 0 Un. = 0 

and the cf>rclear-invite signal is signified to the clear selectors (hoth for 
RI and for RII) by the fall of this voltage from its positive level (about 
+s volts) to its negative level (about -18 volts). Whether this cnu1:101-:1 

Ri and Rs to be cleared to O's or to l's depends upon signals r<.'Ceivod by 
the clear selectors from the main control; assume that clearing to 1. 's 
is called for. The fall of the Cl R1 ~ 1 bus switches T1 to l; so, since 
now ti = 1 and ta = 0, U1 and g, a.re both O, Ta remains in its 0 state, n.nd 
the six output voltages become 

U1 = 0 Ua = 0 Ue = 1 U10 = 0 U11 = 0 U11 = 0 

The clear is terminated and the invite-DL signal is sent to the gate drivoni. 
The fall of the DL-enabling voltage is fed back to switch T2 to 1, whicih 
makes gi = 1 and gs = 0, and so Ta is set to 1. The proccSH now roc:()m­
mences unless the stop/start voltage is simultaneously droppocl 1;o itH 
negative value; in this case the circuit returns to its quie1:mcnt <:on<lit.ion 
and is locked there until the next start command is receiv<.'<.l. It will hn 
recalled (see Chap. 9) that the shift-counter input is a pair of pulR<ll'I 1mr 
count. The first of each pair is taken from the c/>1-clcar-invit.c l<~u.d; tlw 
second is obtained from the RI/RU-gate selector and cohwirlm1 in t.inw 
with invite Uo. As the lengths of the negative pulse outpn1iH of the~ 
sequencing chain are about 1 µsec and as they are separated hy ithout. 
1 µsec, the shift counter is given time to settle down durin~ phase 2 c>f th~ 
shift. Apart from the deliberately inserted delay, the timing of thn <llmiu 
depends upon the charging and discharging of the various di1-1tribut"d 
capacitances associated with the circuit and the circuits driven by it. 

13-6. Arithmetic Processes and the Arithmetic Control. Bcforr. dit+­
cussing the remaining circuits of the arithmetic unit, it will ho useful to 
summarize the processes by which the arithm~tica.l ope1·ntiom1 are cff e,itod. 
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Addition is the basic operation. The adder-and-digit-resolver output 
is the sum of the contents of R1 and of the number in R 3, its negative, or 
O, depending upon the way in which the complement gates are set up. 
This sum must be put back into R1 via R1• As the "down" gates shift 
down left and right but not down directly, this is accomplished by the 
"zigzag": down left, up, down right. Thus the following sequence of 
clear and gate operations must take place: Cl R1 - 1, Uo; Cl R1 - 1, 
DL; Cl R1 - 0, U 1; Cl Ri - 0, Drt. Each complete cycle of the gate-clear 
sequencing chain produces a sequence clear, gate, clear, gate; so two such 
cycles are needed and the number to be recognized by the shift counter is 
2 (it has been seen how this is presented to the shift counter, having 
originated in the main control). 

Multiplication consists of successive additions, one for each non-sign 
bit of the multiplier. The multiplier is first brought from the memory 
to R3 and is then transferred to Rs; subsequently the multiplicand is 
brought from the memory to R3• Where both factors are positive, the 
process consists in first examining the lowest-order (2-39) bit of the multi­
plier, then adding the multiplicand to the contents of Ri (initially O) if 
t.his bit is 1 or doing nothing if it is O, and shifting the contents of Ri right 
one place; the content.El of R:i are shifted right one place at the same time. 
Thie process is then repeated for the new occupant of 2-19 R1, and so on, 
until all :~9 non-sign bits of the multiplier have been examined. The 
bits shifted out of the right end of Ri are transferred to the 2° position of 
Rs, and so, after 39 steps, the complete product fills R1 and Ra; the 
multiplier has been lost but the multiplicand remains intact in R3• If 
only a rounded product is desired, the process continues for 38 steps, then 
1 is added to the contents of R1, and a final right shift is performed. At 
each stage the sum is automatically shifted one pince while being trans­
ferred from the digit-resolver output to R1, for the clear-gate sequence iA 
Cl R1 - 1, Uo, Cl R1-+ O, D1i. Hence the number to be recognized that 
is presented to the recognition circuit a~ociated with the shift counter is 
38 for a rounded product or 39 for o.n u1'l.roundcd one. 

For nonpoRitive factors, recall from Chap. 1 that certain corroctioM are 
ne<1ded hcunu1.1e of the representation of nego.tivo x by 2 + z. In fa.ct, 
if the multiplier xis n<lgu.tive but the multipli<:and y is positive, the pro­
cedure iH t.o form (x + l)U = xy + y, ignoring the Hign hit of tho multi­
plier, aml them to correct by imhtrncting 11, which romnins available in R3• 

On thl' other hand, if z > 0 hut y < O, the proclm~t formed iR 

x(y + 1) = xy + x 

and the correction co.nnot wo.it until the conclusion of the process, by 
which timo x has been discnrded. I!~ortuno.toly, as shown in Chap. 1, 
the ClOt-rcnt.ion cnn he eft'ected bit by bit, the auciccflHivo pn.rthtl productf'! 
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being formed according to the formula 

2p,; = Pi-1 + Y• 
where fj,; = { ! + 1 

which leads to the product 

if X40-o = 0 
if X40-o = 1 

xy + 1 - 2-a9 

[CHAP. 13 

which can be corrected by adding 1 + 2-89, since 1 + 1 gives a 0 in the 
2° place and the carry is discarded. Finally, if both x and y are negative, 
the -icand correction is applied bit by bit, adding 1 + 2-39 at the end, and 
the -ier correction is made by subtracting y as before. Formulated as a 
rule covering all cases (see page 18), this reads: 

At each stage, if 2-39 R2 = 1, add to the contents of R1 the contents of 
Ra with the sign bit replaced by 0 if it is a 1; if 2-•9R2 = O, add the sign 
bit of the -icand to the contents of R1; and, in both cnses, transfer the 
sum so obtained into Rl shifted one place to the right. Finn.Uy, if the 
-ier is negative, subtract the -icand; and, if the -ico.nd is negative, add 
1 + 2-39 to the contents of R1. 

As will be seen below, when y < O, instead of adding y + 1 whenever 
x,0_. = 1, the actual procedure used is to add 2 + y (the normal machine 
representation of negative y) and to inject the sign bit into the 2° adder 
stage via 2° R1; this causes a carry out of the 2° stage, which does not 
matter, and in effect replaces the sign bit by 1 as far as the adder is con­
cerned. Thus, in general, at every step in the multiplico.tion the sign 
bit of the -icand is injected via 2° R1; if the -icand is positive, thi:':l doClH no 
harm and, if it is negative, the effect is either to compensate for thil! fact 
(x40-1 = 0) or to cause y + 1 to be added instead of 2 + y (:t~4o-; = 1). 
During the multiplication the sign bit of the -ica.nd is held in 2 11ll, from 
which it is easily injected into 2° R1 before each addition. 

Finally, consider the division of x by y, where lxl < IYI· The p1·occdun~ 
given in Chap. 1 calls for the successive calculation of r,; and p,1 where 
ro = x/2 and p0 = 0, by the following rules:1 

r,; = 2ri-1 - (sign xy)yp,_1 

{ 0 if sign r•-1 ¢ sign [2r1-1 - (sign xy)y] 
Pi-1 = 1 if sign r,_1 = sign [2r;-1 - (sign xy)y] 

where sign A = 1 if A > 0, but = -1 if A < O. From the p;, the 
q; are formed by 

if sign xy = 1 
if sign xy = -1 

1 Goldstine, Pomerene, and Smith, op. cit., pp. 17-21. 
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and the q, are the bits of the quotient. This is carried out for qo to q88, 

and qaa is always made 1. 
Basically, the process consists of left shifts and additions or sub­

tractions. The quotient is formed bit by bit, and these bits are fed into 
the low-order end (2-39 Rs) of R2 as they are generated. RII and RI are 
shifted left together, so that, after 39 bits q, have been formed and 1 has 
been inserted into 2-au Rs, the rounded quotient is held in R2, and twice 
the remainder is held in R1. Initially the dividend x is placed in R1 

and the divisor y in R3• The sign comparisons are facilitated by the fact 
that x and r; must alwo.ys have the same sign. 

The rules expressed by these equations can readily be put into words. 
First, if the signs of dividend and divisor are the same, subtract at every 
step but, if they differ, always add. Second, if the sign of the tentative 
partial remainder 2r'-1 - (sign xy)y is the same as the sign of the divi­
dend, accept the tentative partial remainder, transmitting it from the 
digit resolver to R1 and then shifting it down left to become 2r,; but, if 
the signs differ, reject the tc11tative partial remainder, and shift the exist­
ing partial remo.inder left one place to become 2r1• Finally, if the signs 
of the tentative partial remo.inder and the divisor o.re the same, insert a 1 
as a quotient bit into 2-39 R2, but, if they are different, insert a 0; then 
shift R2 left one place. Generate the first 39 bits of the quotient in this 
way and make the la.st bit always 1. 

In the existing computer, the sign comparison is effected somewhat 
differently. Let, for example, 1 > y > x > 0. In the initial subtrac­
tion, clearly, x - y < O; so the tentative pa1-tial remainder is rejected 
and 0 is entered as the sign bit qo of the quotient. As the number 
ac:tually formed is x + 2 - 11 = 2 + (x - y) < 2, it is clear that the 
adder docR not overflow. Ii'or the next compariHon, 2x - y is formed; 
suppose tluit thiH i1:1 pm1it.ive. '!'he o.dder actually forms 

2x + 2 - y == 2 + (2:c - y) > 2 

so there muHt, he an overflow, for o. carry out of the 2° adder poRition is 
indic:atcd. 'l'hcrcifcm1, f\ 11implc <lircuit if.I included to detect the mlrrry out 
of thi1:1 po1-1itio11, and the tu:ccpt/rcjcct rule i1:1 modified to read: accept if 
thi1:1 c:u.rry iH not the Hu.me nH the sign bit of the dividend, and reject if it is 
the 1:1lime. Similtirly, tho rule determining the quotient bit becomc111: put 
0 into 2-39 R2 if the ctmy iH the 1:1u.me as the sign (2° R3) of the divisor, but 
1 if they u.re difforent. 

Considor now how these rules arc mo.de operative by the arithmetic­
control circuit;s. These consiAt of the sequencing chain, shift counter, 
and recognition circuits already described, and the left/right selector, 
accept/reject selector, and multiplication-terminate circuit, together with 
some minor unit1:1 such as the carry-delay unit, the gate-and-clear sclec-
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tors, the complement gates, and the magnitude/number circuit. The 
arithmetic control receives from the main control inputs specifying the 
operation (arithmetic or merely left or right shift) to be performed and an 
instruction which sets the unit in operation at the appropriate time. 
In Chap. 15 it will be shown how these signals are generated, but for the 
present it will suffice to note the fact of their existence. The initiation 
of the arithmetic operation is called for immediately after the transfer of 
an operand from the memory to R8 ; the M -t R3GT pulse turns a toggle 
Tb1ook in the main control to its on or I position, which produces theenable­
ment mentioned; the arithmetic unit proceeds with the operations; at 
the conclusion of the operations, a signal fed back to main control turns 
Tbiook off, inhibiting further action by the chain. 

Before the main units of the arithmetic control are described, attention 
should be called to the carry-delay unit, which is a simple circuit that 
receives from the sequencing chain the phase-1-clear-invite signal (au 
abrupt fall in voltage from +s to -18 volts) and transmits it in two 
forms: (1) an undelayed replica tJ.' and (2) a replica a delayed by 15 µsec. 
The delayed clear invite is used to clear R1 to l's and so prepare it to 
receive the digit-resolver output if this output is to be accepted into R1 

(the delay being introduced to allow ample time for the propagation of 
carries and thus to ensure that the adder output has reached its correct 
value before it is transmitted into R1). The length of the delu.y could be 
reduced if the carry-propagation time were reduced. It should be 
recalled that the ip1-clear-invite voltage remains at its lower (entthling) 
value until the clear actually generated has been fed back to the sequenc­
ing chain and has caused it to change its state. 

In the discussion that follows, the reader is referred to the block dia­
gram of the arithmetic control in Fig. 13-7 and to the logical diagramR of 
the left/right selector, the multiplication-terminate circuit, and the 
accept/reject selector shown in Figs. 13-4 to 13-7. The accept/rejcct­
selector din.gram contains certain elements of other components, e.g., 
the toggles 2° R3, 2-39 R2, 2° shift counter, and the associated gate1:1 that 
generate the zigzag command ZZ and its negative, which are included 
because they make the operation easier to follow. Various simple minor 
circuits such as the gate-and-clear selectors are omitted bec11usc~ their 
functions can easily be understood without recourse to diagrams. It 
will be appreciated that some details are omitted in order to keep the 
diagrams reasonably simple, but enough is given so that the cssontials of 
the operations can be understood.1 

1 The signals labeled "synch" and WO are obtained from the memory local control 
and the main control. The affirmation of "synch" indicates that the memory bas 
received instructions to obtain the required operand and deliver it to na. The 
affirmation of WO ("work order") indicates that the memory is to produce an operand; 
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The mode of presentation ·will be to follow through each of the arith­
metical operations and to show how the elements of the arithmetic control 
function together to cause them to be accomplished; the order chosen is 
addition (subtraction), division, and last of all multiplication, because 
this involves the multiplication-terminate unit, which is inoperative in 
the others. 

The main control specifies addition or subtraction as opposed to 
multiplication or division by an output called "T./ + X ." This signal 
is physically negative for~ but positive for + or X; in the accept/reject­
selector drawing, the affirmation of 2:': enables gates out of the 2° stage of 
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be set to" right" (O). In addition or subtraction, both the left- and right­
shift signals are denied, and the L/ R selector is governed entirely by the -ZZ and ZZ signals. These are generated as shown in the accept/reject-
selector diagram; ZZ is affirmed if "2 is called for and if the 2° stage of the 
shift counter holds O; otherwise ZZ is denied. 

Having disposed of these preliminaries, suppose addition is called for. 
When T1>1oet is turned on, the chain starts and generates first the ip1 clear. 
The ZZ signal, being affirmed, passes through the mixer MA and opens the 
gate for .6; since Zz is denied (as are X and +),no signal passes through 
the mixer M Ri and so the undelayed fl.' is blocked. Hence the Cl R1 - O 
is transmitted to the RI clear-driver drivers, and R 1 is prepared to 
receive the output of the digit resolver. The clear signal is fed back to 
the chain, which then completes phase 1 by generating a U 0 gate. Next, 
the IP• clear invite is generated and transmitted to the clear selector for 
RI, which, under the influence of the signal from the L/ R selector, causes 
Ri to be cleared to 1; then the chain produces a DL gate. The chain cycle 
also transmits two pulses that cause the count in the shift counter to 
advance from 0 to 1. This ca.uses ZZ to be denied, and so, in the next 
cycle of the chain, the gate is opened for ll.1 and closed for A, and R1 is 
cleared to O's and thus prepared to receive the contents of R1 by a U1 gate, 
which is subsequently generated by the chain. In ips, the RI-clear selec­
tor is directed by the L/R selector, where TL/a has been switched to 0 
by Zz, to transmit the 1p2 clear invite as a Cl Ri - 0 command, which the 
chain follows with a Da gate, thus putting the digit-resolver output in R1 
in the correct position. During this cycle the counter advanceR to 2, 
and the recognition signal is given, so that Tb1001< is turned off and further 
action by the chain is inhibited. 

Now consider division, 1 which is called for by tho denial of "2/ + X and 
the affirmation of -14 + R. The toggle T + in the accept/reject selector 
is locked in the 1 state at all times except when division is ordered; then 
it is released and permitted to respond to an input from the 2° stage of R1 
(sign of dividend/remainder); it is caused to assume the state opposite 
to that of 2° R1• Other circuits not shown compare the signs of the divi­
dend and the divisor; if these agree, the negative complement gates arc 
enabled throughout the division process; if they disagree, the positive 
gates a.re enabled instcnd. It is, of course, assumed that the dividend 
has already been placed in Il1 by first clearing R1 to O's and then causing 
the dividend to be added to itl!I contents. 

The sequencing chain is set in operation with the turning on of Tbloo1<, 
and the ip1 clear invite is generated. Tho decision must now be ma.de 

1 Cf. Seo. 1-5. Tho process given below is a. modification of the one described in 
Soc. 1-5 and has the merit of a.ut.omo.tically gonorating tho correct sign bit of tho 
quotient, fl() that no final c~orrnr.t.ion is naeded. 
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whether to accept into R1 or to reject the :first tentative partial remainder, 
which is formed by the adder and the digit resolver. This decision is 
made on the basis of a comparison of the carry from the 2° stage of the 
adder with the sign bit (2°R1) of the dividend, and, obviously, cannot be 
safely made until the carry-propagation time has elapsed. For this 
reason, the gate by which the carry enters the accept/reject selector is 
enabled by 11, whereupon the carry is compared with the contents of 
T +, the complement of the sign of the dividend. If these two do not 
agree [i.e., if the carry and (2°R1) are the same], then an affirmative signal 
is sent to M 8 , and a Cl R1 -t 0 is executed, whereas, if they agree, R1 is 
cleared instead to l's (as a matter of fact, for Jxl < JyJ < 1, which must 
be the case, the first step must always reject). The chain next produces 
the correct gate, either U1 if rejection is indicated or Uo for acceptance. 
In 'P2, in either case, the sequence must be Cl R1--+- 1, DL, as dictated by 
the clear-and-gate selector under the influence of the L/ R selector. It is 
also necessary to enter the 2° bit of the quotient in 2-39 R2. During 
division, the clear-gate sequence in RII is Cl R2 -t 0, U1, Cl R2 -t 1, 
DL, but no DL gate reads into 2-39R2; instead, the accept/reject selector 
gates in a 0 if the adder carry is the same as the sign (2° R3) of the divisor 
but does nothing in the contrary case, leaving the 1 undisturbed. As the 
insertion takes place as soon as /1 is affirmed, it is clear that, at the end of 
the first cycle of the chain, the 2° bit of the quotient is held in 2-as R2 and 
that 2-39 R2 holds a 1 and is ready to receive the next bit from the accept/ 
reject selector. Before the process begins, R2 is cleared to l's and so 
prepared to receive the first bit of the quotient. Thus the division rules 
are quite easily put into force. The chain goes on cycle after cycle, with 
the gates, clears, and insertions of O's in 2-39 R2 generated in the fashion 
just outlined. This goes on until 39 cycles have been completed; during 
the 39th cycle, the shift counter advances to 39, and a satisfy signal is 
generated which, at the end of sc2 of the 39th cycle, is perµiittcd to stop 
the chain (see drawing of multiplication-terminate circuit). At this point 
the sign and the first 38 bits of the quotient are in their correct positions 
in R2, and 2-ao R2 is 1; this is the actual quotient "rounded" by the arbi­
trary insertion of a 1 in the lowest-order position. 

Multiplication is the most complicated of the arithmetic operations, 
because it is necessary to perform "cleanup" operations to compensate 
for negative factors and, therefore, to introduce the multiplicu.tion­
terminate circuit. First of all, the multiplier must be inserted into R2, 

and then the multiplicand into R3• The sign of R3 is inserted into the 
extra 21RI toggle. The important commands from the main control to 
the arithmetic control are X and R. The command X does a number of 
things: notably, it enables the gates out of 2-39R2 to the mixers JI{ A and 
MR and unlocks the TH toggle in the multiplication-terminate circuit. 
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The command R, among other things, sets up the L/ R selector in such a 
way as to demand right shifts in ~2 of each chain cycle. 

Observe that the accept/reject selector now causes a partial product to 
be accepted into R1 whenever 2-a9 R2 = 1 or to be rejected if 2-a9 R2 = O; 
then the contents of R1 are shifted down right into R1• At the same time 
the bit in the special toggle 21RI is shifted down right into 2°R1 ; this is 
how it is added to the number in the adder or just to the number in R1 
during the next cycle. The D n gate that transfers the contents of toggles 
21RI and 2°R1 to 2-3sR1 into 2°R1 to 2-29 R1 also, by the end-around cir­
cuits, transfers the contents of 2-a9 R1 into 2° R2 and RI! shifts right with RI. 
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No round-off 

TRo On ---------------/ 
Round-off 

-off 

TH 
Off 
On 

Off 

R ... 
TL/II L 

.. f -.R 

l•'rn. Ia-8. l!:n<l Htup1:1 of multiplictttion. 

ThiR pronc1-1i:; contirnrnM for as f:ltcpH (IW, round-off) or :3U steps (N RO, 
no round-off), as and :~n, respectively, beiug the numbers to be recognized 
presented to the recognition circuit by the "put" circuits in the two cases. 
Until the counter-satisfy sig1ml is gcncmtcd by the recognition circuit, 
the states of tho togglmi iu the multiplication-terminate circuit n.ro (a) 
Ts= 0, (Ii) T11 = 0, (c) 1'uo = 0 (NRO) or Tno = 1 (RO). Consider 
first tho N IW ctisc and refer to Fig. 13-8, "End stops of multiplicatio11. 11 

At the conclusion of the 30th ch11in cycle, T.s is turned on. The immedi­
ate consequences arc: (1) 1.'1.11t is switched to 1, calling for a left shift; (2) 
the positive complement gates arc disnblcd, and the negative gates are 
enabled; (3) the RII-go.tc selector is inhibited, so that the contents of RII, 
i.e., the lowest-order 39 bits of tho product, may be left undisturbed dur­
ing the ensuing cycle. That there must in fact be a 40th cycle is ensured 
since T11 = 0 inhibits tho issuance of n. chain-Atop command. During 
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the 40th chain cycle, the negative -ier correction is ma.de by subtracting 
the contents of R8 from the contents of R1 if the sign bit of the multiplier, 
now in 2-89 R21 is 1. Otherwise, there is a shift up R1 - R1, and in both 
cases a shift down left R1-+ R1, and the DL-gate command, being fed to 
the multiplication-terminate circuit, turns TH on, which switches TL/a to 
0 and calls for a right shift in the next ( 41st) cycle. 

Now examine the number residing in R1. If both factors are positive, 
this is merely the product shifted one place left, its sign, 0, being in 
21 RI and an extra. 1 appearing in 2-89 R1 due to the Cl R1 - 1 that pre­
ceded the DL gate. If :.r; (-ier) < 0 but y (-ica.nd) > 0, the 40th step added 
2 - y toy+ :.r;y giving 2 + :ey, the correct machine representation of the 
negative product; hence, this number appears in R1, shifted one place 
left and with an extra 1 in the 2-89 position. If :.r; > 01 y < O, then during 
the 40th cycle all that took place was a left shift; the sign of y1 however, 
was injected into 2°R1 from 21RI during the down-right shift from 
R1 - R1 at the end of the 39th chain cycle, and so the number shifted 
during the 40th is actuaJ.ly 2 + xy - 2-19, the last place being filled by a 
1 during the left shift. Hence 21RI and R1 together hold (2 + :ey, 
shifted left) -2-88 + 2-89. FinaJ.ly, if both :.r; < 0 and y < 01 at the end 
of ~1 of the 40th cycle RI ago.in holds 2 + xy - 2-1t1 or just :ey - 2-au 
because :.r;y > 0. This is shifted down left, so that R1 holds (:.r;y, shifted 
left) -2-•s + 2-•9• Finally, the DL gate used in performing the left 
shift makes a transfer from 2°R8 into 2-89R2; since it is specially cleared 
to 1 in preparation for this, 2-38 Rs ends up by holding the sign bit of the 
-ica.nd, since the DL gate can tra.nsfer only a 0. At this time T11 is 
switched to 1. 

The final cleanup is accomplished during the 41st step, which follows 
the 40th because the condition for the generation of the chain-stop com­
mand (Ts = O, TH = 1) has not yet been satisfied. During this cycle, 
the complement gates a.re nulled and a carry is injected into the 2-au stage 
of the adder; if 2-89R2 is 1, acceptance takes place, followed by a Dn gate 
R1 -+ R1. If 2-•9 R1 is O, the sum is rejected, and a right shift takes place 
in RI. Hence, in all cases, the correct machine representa.tion of the 
product is obtained: the sign and highest-order 39 bits are in R1, and the 
lowest-order 39 bits are in R2. A sufficiently acute reader will deduce 
that a 0 multiplier and a negative multiplicand would give (uncorrected) 
the result 1.00 · · · . However, a simple circuit, which need not be 
presented here, compensates for this. The ~s clear/invite signol now, 
since TH = 1, sets Ts at 0 and causes the "chain-stop" command to be 
sent to the clear-gate chain. 

Now consider the operation with round-off. From Fig. 13-5, it will 
be seen that Ts = 0, TH = 0, Tao == 1 until the end of the 38th cha.in 
cycle, when the ·number 38 presented to the recognition circuit by the 
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"put" circuits agrees with the number in the shift counter, and the 
counter-satisfy signal is generated, switching Ts to 1. The cha.in-stop 
command cannot be issued until Ts= O, TH = 1; so the chain continues 
to operate. During the 39th cycle, the complement gates are nulled, 
a carry is injected into the 2-19 stage of the adder (Ts = 1, T 80 = 1), 
and the result is accepted into R1 and shifted down right into R1• The 
Da gu.te of this cycle turns TRO off, and the remaining cleanup operations 
are accomplished as in the N RO case. 

Finally, in the right-shift and left-shift operations, the number of 
places which the contents of Ri are to be shifted is specified in the first 
10 bits (i.e., the address part) of the instruction. The accept/reject 
selector always enforces a reject by the combination of :t (that is, -+ or X) and WO ("not work order"; i.e., no reference is to be made to 
the Williams memory). The -L/+R signal from main control also 
sets up Tue. to ca.use the shift to be in the desired direction until the 
counter-satisfy signal and the <,02 termination produce a counter-stop 
command; as sho\Vn in the multiplication-terminate drawing, Fig. 13...5, 
this does not depend upon the state of Tri. There is a slight subtlety in 
the case of the right shift, which requires Ts == 1, Tao == 0. Normally 
T 110 = O, so there is 110 trouble, but the possibility of a "rounded" right 
shift is left open and such a shift might possibly be included if desired. 

13-7. A Serial Arithmetic Unit (MEG). As an example of a serial 
arithmetic unit, that of the Manchester megacycle computer (MEG) 
has been chosen because it is of the floating-point type.1 In MEG, num­
bers are representod u.s m X 2•11 where mis a fraction and n is a. positive or 
negative integer. 'l'ho fraction mis always carried in "stando.rd form": 
~ > m ~ J4, - ~ > m ;;::: - ~ occupying 29 binary places plus a sign 
in the highest-order place, the whole being treated as a 30-bit fraction; 
and n consists of a sign and nine integra,l places such that - 512 ~ n 
< 512. Eauh number is removed from the memory 10 bits at a time. 
The 10 bits of the exponent n are the first to emerge; then, after a delay 
of 10 µace, Mme 10 bits of m; after another 10-µsec delay, 10 more bits of 
m, and so on. It is evident that the chief difficulties in a floating-point 
tiritlunetic unit mu1:1t be connected with addition, for it is necessary to 
Hhift one addend so tht~t its exponont agrees with that of tho other befor<l 
the o.ddition ca.n be performed. Multiplication, on the other hand, i~ 
quite simple. 

The arithmetic unit has a.s its heart the floating-point accumulator; 
in addition there are the various registers needed to hold the operands, 
and the inultiplier. Control is offected by the opening and closing of 
gates to regulate the :Bow of tho pulse trains carrying the information. 

1 D. B. G. Edwards, Tho De1:1ip;11 and Construction of a.n Experimental High Spoed 
Digital Computer, Ph.D. thesis, University of Ma.nchoator, 1954. 
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To see what must be accomplished by the circuits, suppose that one 
addend mA2''A has already been inserted in the accumulator and that a 
second m,2n• is to be added to it. First of all, n, emerges from the mem­
ory, and the difference ~ = nA - n, is formed, which immediately reveals 
which of the addends is the larger. This is first tested to see if it is 
greater than or equal to 31 in magnitude; if it is, the larger of the num­
bers is left in the accumulator and the process is terminated. If it is 
found that the magnitude of~ is less than 31, then the larger exponent i1::1 
recorded in the exponent part of the accumulator and variable-delay 
circuits (of which more will be said below) are set up to cause the appro­
priate shift. After this, addition can be carried out, and, finally, it may 
be necessary to do some more shifting to put the sum (or difference) in 
standard form. In order to prevent overflow, each mis automatically 
"extended" two places to the left upon entering the computing circuits; 
in the final reduction to standard form, if an overflow has occurred it is 
corrected by shifts to the right, and the "extended 11 places are dropped 
before the sum is transmitted from the accumulator to the memory. 
The extensions consist of two copies of the highest-order (that is, the sign) 
bit and are considered to be in positions 21, 2°; the sign bit is in 2-1 and 
the numerical information in positions 2-2 to 2-ao. As an illustration, 
consider the sum of XX 211 + Y.;L X 2". As each m is represented by 
.010 · · · , the "extended" versions are each 00.010. The sum of theim 
is 00.10; if this were left alone and if the extended places were merely 
dropped, this would be recorded as a negative number. However, it is 
noted that in the extended numbers the last change from 0 to 1 or 1 to 0 
must occur between the 29th and 30th bit (counted from the lowest-order 
position) and the fact that in the sum this change occurs between the 
30th and 31st indicates an overflow of one place. Hence the sum i1::1 

shifted one place to the right and the exponent n is increased by unity; 
so the sum as finally transmitted from the accumulator to the memory iH 
.01 X 2"+1 or +X X 2n+1• 

In the multiplier, the normal procedure is to obtain the multiplier and 
the multiplicand from the memory, multiply them together, o.nd ndcl 
their product to the number already contained in the accumulator. Thn 
multiplier forms products of positive m's; negative numbers arc comple­
mented and their signs recorded, so that the correct sign of the product ii-; 
remembered and the product complemented if it is negative. The 
exponents are merely added. It will be appreciated that it may be nccei;­
sary to standardize the product; that is, 

(.01 x 2°) x (.01 x 2°) = .0001 x 2° = .01 x 2-2 

13-8. Structure of the MEG Arithmetic Unit. The arithmetic unit 
contains (a) a register in which each number is assembled from the 10-bit 
blocks that emerge from the memory--during multiplication this register 
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holds one factor and, after multiplication, the product; (b) a register for 
holding the second factor in a multiplication; (c) the accumulator proper, 
which consists of a register, an adder, a complementer, an extender, a varia­
ble-delay circuit, and a counter (the "z counter"); (d) the multiplier; 
and (e) local control elements, such as toggles set up at certain stages of 
the computation and used to control later stages, and gates which control 
the fl.ow of information and which are enabled either by pulses derived 
locally or by commands from the central control. Each register is in 
fact two, one for the 30 bits of m and one for the 10 bits of n; they are of 
the circulating type described in Chap. 10, consisting of delay line, ampli­
fier, and the necessary read-in, read-out, and erase gates. 

The input register of the arithmetic unit, at least the part of it that 
holds the ao bits of m, is shown in Fig. 13-9. It has been stated in the 
la.st section that numbers emerge from the memory in 10-bit blocks, each 

10 µsec 

Williams 
memory o----

Read in 

10 JIS8C 10 .11sec 

Erase 

Read out 

Fxa. 13-!I. Input from 111<1mory to n.rithnictfo unit (Ml~<l ), t.l1n "/?.register." 

10 µl:IO<l iu dumt.ion. 'l'ho 10-µHoc blockH arc Ropnrntcd hy 10-µsoc inter­
vals, during whitih t.ho contont•H of tho mmnory m·u rugcnoru.tod. If m iH 
considered tn conAiHt. of throu hlo1ikH of 10 hit.Houch, mi, m2, ma, whore '»Lt 

com1i1:1t.H of tho highoHt-ordcr hit.'I, thon the 1mqumwo i.11 whit:h tL numhcr 
emcrgnH from the memory iH n1, ·m2, m1, ma. 'l'hiR may 1-1com. <mciuntriu 
until l•'ig. 1:~-0 iH <l<>nHidurod (tho u.mplifiur lu1.11 htmn omitted tl.H irrulovm1t 
to tho logi<:). When tho rcacl-in m1<l om140 gnt,u1-1 nre cnahlucl, m2 ClllterH 
and, hy the Limn it.H untry p<irim.1 of I 0 µHnll iH c1ompl<ito, it o<:t:upim1 dcilu.y 
lino D1• At tlw 011<1 of tho noxt 10-µHllll poriod, during whic~h no mm·<1 
information <mt.cirH, ?n.2 iH occupying I>2. N()\v m1 out.or11 u.ncl, nt tho end 
of itH 10-µHoo <mtry pciriocl, it 01mupinH D, while m2 oe1cupics Da. Now 
another 10-µHuc period without 011t.l'y of information 01u1ucH; at tho oncl 
of thiR m1 ia in D2 nnd m2 in /)i. By the time thu.t ma has entorml, m1 
is in Da, m2 in D2, and n&3 in D,--ull, therefore, in tho correct order. 'l'ho 
sign hit (tho highu1-1t.-ordcr hit of m1) is flClllROd in tho memory and st;orod 
in a togglo mid iH, t.hcrciforo, avu.ilnhlc to on.uHo oomplomcnttLtion lat;or on 
when the numhor iH tru.nHmit,t<.'.d to thci micmmuhLtor. 

Tho cmt.put. 1'C•giHt.<•r, from whic1b information flowH lmek from tho 
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arithmetic unit to the memory, is actually the register in the accumulator; 
the output is so taken that m2, m1, ma emerge in their proper order after 
n has been removed. 

The essentials of the structure of the accumulator are shown in Fig. 
13-10. A number to be added to the contents of the accumulator register 
enters on bus A. The elaborate system of gates, which determines 
whether the input or the number resident in the accumulator register is 
to be transmitted to the adder by way of the variable-delay circuit, is 
necessary for floating-point operation. The accumulator functions 
differently during the processing of the exponents and during the proces­
sing of the 30-bit numbers m. For this reason, a section will be devoted 
to each of these modes of operation, and no more will be said here. The 
unusual features of the circuit are the variable delay and its control, and 
the z counter. The variable delay consists of a sequence of delay units 
incorporating delay lines of lengths 1, 2, 4, 8, and 16 µsec, so that, by 
connecting or bypassing the individual lines, any delay from 0 to 31 µsec 
can be introduced in the direction of transmission. Each unit is actually 
quite simple; it provides a simple alternative of transmitting to the output 
either via a piece of delay line or directly under the control of a toggle iu 
the variable-delay control. These toggles are set up by opening gates, 
driven by the points between the 1-,usec delay lines directly below them, 
when the number specifying the length of the delay is correctly positioned 
in them; the "clamp" signal ensures that all delays are bypassed when 
this input is appropriately stimulated. The number used to set up the 
variable-delay circuit is 31 - lc5I,. where c5 is the difference between the 
exponent of the number in the accumulator register and the exponent of 
the number being added to it. 

The z counter's purpose is to keep track of the last change from 0 to 1 
or 1 to 0 in the adder output during the number arithmetic. The idea ii,; 
quite simple. A five-stage counter is set to start at 31 and count down to 
0 in synchronism with the adder output. The change-overs are deteote<l, 
and each is caused to open a set of gates from the counter stages to a set 
of memory elements, replacing whatever information was held there 
before by the current counter contents. Hence, when the counter haK 
reached 0, the five-stage register has as its contents the position of the 
last change-over. 

The delay circuit and the z counter can be regarded as local control 
elements. There are also several toggles which are set up in the course of 
the computation and used to enable or disable gates regulating its subse­
quent course. Thus, one toggle remembers the sign of 8, another whether 
or not !Bl > 31, and another whether or not the magnitude of the number 
in the accumulator register is 0. Various gates are controlled both by 
these toggles and by signals from the main control. For example, the 



A Complementer 

B 

and 1 µsec delay 

Extender and 
1 µsec delay 

c 

To memory 

mA register 

1lA register 

To memory 

Output 

To "1&!>31" 
toggle 

Fm. 13-10. Simplified block diagram of :'.VIEG accumulator. 
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"sign o" toggle is reset or cleared before the operations begin and is 
switched only if the sign of a is positive, so that the cleared condition can 
be thought of as the output for a < 0. This toggle controls the very 
important gates Gi to G,; G1 and G2 are enabled when sign a is in its cleared 
condition, and Ga and G, when it has been switched. It controls the com­
plements to the extent that, when a < 0, it is fed back to bus A and com­
plemented before being allowed to pass through Gs into the variable-delay 
control. The 11 test lol > 31" toggle controls gate Gs leading to one adder 
input. This gate remains open as long as the toggle is in its reset, or 
cleared, condition, but if lol > 31, the toggle switches and disables Gs. 

Now that the general description of the accumulator has been carried 
this far, it must next be shown how it functions in performing an addition; 
this will be done in the next section. Discussion of the multiplier will 
also be deferred; note only that it consists essentially of a loop containing 
delay lines and a sequence of adders, into which one factor is gntcd 
repeatedly under the control of the successively examined bits of the 
other factor. 

13-9. Exponent .Arithmetic. Suppose that a number m.A2".i is already 
contained in the accumulator register and that a second number m,2"• is 
to be added to the contents of the accumulator. It is first necessary to 
compare n, and nA; actually this is done while m. is still in the process of 
emerging from the memory and of being assembled in register R. First 
the difference a = nA - n. is formed; since the sign a toggle is in its 
cleared (negative) condition, the complementer is stimulated and con­
verts n, into -n.. Gates G1 and G2 are enabled, Gs is disabled, and the 
variable-delay control holds all O's; so the adder output is exactly n11 - n,. 

The gate G1 is enabled as the sign bit of nA - n, leavcs the adder; if the 
sign is negative, nothing happens; if it is positive, the sign a togglo iH 
switched. When the difference reaches bus 0, it finds G11 and 0 14 clo1:md 
but G12 open, and so is fed back to the input to the complementer. 

Suppose first that a ;;::: 0, so that the complementer is diso.blcd and tho 
circuit acts as a simple 1-µsec delay. The gate G1 is disabled, hut G3 

and Go are enabled. The clamp signal to the variable-delay line k(mp1:1 
this element short-circuited; so a is lost. However, a also pnssrn~ throu~h 
Ge, through the "not" circuit (which forms essentially a 1 's complmnnnt.), 
and then into' the five 1-µsec delay lines. Just at the instant when the 
lowest-order bit is emerging from the delay line, the five gntes i:1how11 
above it are opened, and the five lowest-order bits of 31 - a arc recorded 
in five toggles, thus setting the delay length once the clamp is removed. 
Later, when the five highest-order bits begin to emerge from the next-to­
the-last 1-.usec delay line, Gs is opened to pass them; they arc then passed 
through a "not" circuit; and, if any of the resulting bits i1::1 1 (indic:itiup; 
that a > 31), the lol > 31 toggle is switched, disabling Ga. The unxt 
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event is to open Gu and let n..t pass into the adder, where it is added to 0 
except for the injection of an artificial carry to the lowest-order position 
by way of Gia· The n..t register is erased, and the adder output n..t + 1 is 
put into it by way of Gu .. 

Now consider the case 8 < 0. Ai!. before, 8 is fed back to bus .A. The 
complementer is enabled because the sign B toggle has not been switched, 
so -8 == IBI emerges from the complementer and passes through Gi and 
G8• However, Gia is also open; so the adder (with the aid of a single 
artificial cal'ry) forms nA + IBI + 1 == n. + 1, and this number is put 
into the nA register by way of Gu., replacing n..t. The formation of 
"not IBI," the setting up of the variable-delay circuit, and the test to see 
if IBI > 31 arc also carried out as in the first case. 

To recapitulate, (a) if 8 ~ 0, the e."q>onent arithmetic ends with Gi 
and G2 closed and Ga and G( open, tho variable-delay control set to cor­
respoud to 31 - 8, n,1 + 1 in the accumulator exponent register, and 
the IBI > 31 toggle switched or not according to the magnitude of IBI; 
(b) if 8 < O, the exponent arithmetic ends with Gi and 01 open and Ga 
and 0 4 cloRcd, the varitthle-dclay control 1:1et to 31 - IBI, n, + 1 in the 
accumulator exponent rugiRtcr, and tho 181 > 31 toggle set or not accord­
ing to the mu.gnitudo of IBI. The circuit is now correctly set up to shift 
mA or m. as may be appropriate and to form the sum of the correctly 
adjusted numhc1·s. 

13-10. Number Arithmetic. First suppose thnt 8 ~ 0. Tho trivial 
case is 8 > :n; it will be disposed of first. As Gr. is disabled, m, is lost, 
and m.& goE-.'I tlU"<mgh tho tttldor (no art;ificial carl'ie11 thi1:1 time!) n.nd iH fed 
back to th(l tteimmmlu.tior number rcgiRter. In. order to undorHtand the 
importu.nt cmHnH, it i1:111<l<l<lRHary to appruc:ia.t<J the timing of tho C>J><ira.tion. 
1.'bc adclitfon tJtkot1 ph\<l<l in four periods Of aO µHCC en.ch, Which Will be 
dc1:1ign:tt.od 7'1 to 'J'•· A11tunlly, it iH in 'J'i that the final 10 hit.-l of m. 
<lnuirJ.,rci from lilrn mmnory, hut it iH Ktill pm11-1ihlo to transmit m, from tho 
J~ roJ.,iiHtnr t·.o t.lw nc:cu mu lat.or if nm:o1-1t11iry ; for tho fim1l LO hit,s cmorgo 
from t.ho mmnory during tho hLRt 10 µH<ir. of the pnriod and, lumcc, follow 
tho ot.hm· ~O hit;H int.o lil1n 1t<1mmmlut1or in Urn nnturnl ordor. '!'he circuit. 
u.lrnu.cly "k110\\'H" which of tho t.wo ndclcu11lH h1tH thu lu.rgnr exponent; 
thi11 infommUou iH UHrnl t•o gnt.o Um numhor wi Lh tho Hmallor exponent 
into Urn accumulltt.or lirHt.; if t.hci oxprnuint.H ar<l illcmtii<:n.I (8 = O) the num­
hor from t.hc It rogiHt.cir cmt.<1rH fi~t.. 'l'lmR, in nuy cm.i·m, t.110 number with 
tho higlwr oxponm1t (or t.hn munhnr from t.lui If. rugi1-1t.nr) m1t;orH in 7'i, 
and t.lU'l ot.lwr in 7' 2 (it• 1-1hcml1l ho tulclocl ut. t,hiH point t.lui.t thn 1-1ign 6 togp;lo 
is not pm·mil.tcid t.o ocmt.rol t.lm complcmumt.cir during t.lui numhor nrith­
mctic; itH func:t.ion iH now clot.nrminod hy t.lw i11Rt.ruc1t,icm hoinJ( <ixccmt.cd). 
The nmnhor wit.h t.110 1-1nmllm· cixpmwnt, pu.HHnR 1,hrough t.ho v1Lrin.hlc-dolay 
!inn, whi<ih wnH nnr.ltLmpc,<l nt t.ho wrminnt.ion of Uu1 m.:pommt; arithmcitin. 
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It is clear that sending in the smaller number first is equivalent to shift­
ing it to the right 30 places and that delaying it 31 - 8 + 2 µsec is equiva­
lent to shifting it to the left; all together, this amounts to a right shift of 
8 - 3 places. On the other hand, the larger addend is delayed (i.e., 
shifted left) three places or, if we choose, right -3 places. Thus the 
relative shift of the two numbers is 8 places to the right for the smaller; 
this, of course, is just what is required. 

It is also clear that the lowest-order bit of the sum reaches bus 0 at 
50 - 8 µsec after the beginning of T1 and the highest-order bit 82 µsec after 
the beginning of Ti, where the extra 2 pSee is due to extension. The z 
counter is unclamped for 32 µsec at the beginning of T1. When the 32 
bits of the sum have been obtained, the variable-delay circuit is clttmped, 
and the sign B and !Bl > 31 toggles are cleared. The sum itself pu.RReH 
down bus 0 and through G11; the accumulator number registor RcrveH 
merely as a 30-pSec delay; and the sum passes through Gu tm<l btttik 
through the 1-µsec delay to Gs and then to the variable-dela.y circmit. 
The variable-delay circuit has meanwhile been set up by the contcnt'.R of 
the z counter. 

It will be recalled that the larger of the two addends was presented 
to the accumulator at the beginning of T1. The pulse in the Hum t.luit, 
corresponds to the lowest-order position of this addend mu1:1t ttrrivc nt 
bus 0 20 µsec later, leave the accumulator register 55 µsec later, nncl h~ 
presented to the input of the variable-delay line 58 µsec later, or 2 µ1:mo 
before the beginning of T,. If the sum is actually in standard form, tho 
z-counter final reading must have been 2 (that is, 1 more than tho num.b11r 
of the digit position in which the last change from 0 to 1 or .I to 0 wuH 
detected). In this ease the bit under consideration reaohcR gatt' a 111 nt. 
the beginning of T,. This gate is opened in all coses at th<1 beginning <lf 
T, and closed at its termination; for a number in sto.ndn.rd form, thiH m1to­
matically discards the two extensions, which are of 110 use auywu.y, nnd 
also the 8 lowest-order pfaces; therefore, the correot 30-plttoc Html iR r<iu.d 
into the accumulator number register. 

There still remains the question of the exponent, for it will he rccn.ll<~d 
that the accumulator exponent register holds either n.11 + 1 or n., + I. 
Just after the sum has left the adder and the control toggles ha.vc bcun 
cleared, the number in the s counter is put into serial form and f od to hm1 
A; concurrently, the number in th~ accumulator exponent rcgi1:1tcr i11 fod 
to bus B. AB the sign 6 toggle has been cleared, the number z iH oum­
plemented, and, in the adder, an artificial carry is injected into tho lowcst­
order position of the. sum.; so the result is, for example, nA + 2 - s; in 
case s = 2, this is seen to be nA, which is correct. This is fed back to tlw 
accumulator exponent register. 

Now consider the case of an "understandardized" sum, which can occur 
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when the addends are of opposite sign. Suppose, e.g., that the sum is 
00.000110 · · · . Both the extensions here are O's, for the number is 
positive. The z counter records 4, since the last digit position (coming 
from the right) whose contents differ from the place immediately to the 
right is the third, and the counter must read 3 + 1 = 4, for it started 
from 31 iniitead of 30. Hence the variable delay is set to 4 µsec, and the 
four highest-order places of the sum are lost by the action of G18 ; so the 
sum o.s delivered to the accumul::i.tor number register is .01 · · · . It iH 
now neceRso.ry to decrease the exponent by 2 to compensate for the shift in 
the decim::i.l point. But, as we have seen, the sum of n.;1 + 1 (or n, + 1) 
and o plus the artificial carry gives n.;1 + 2 - z = n.;1 + 2 - 4 = n.;1 - 2, 
which is correct. In the case of an understandardized sum, i.e., a sum in 
which overflow has occurred, z < 2. J?or example, suppose the sum is 
01.101 · · · , so that z = 0. Then the two lowest-order (i.e., first-to­
arrivc) bits arc lost because they reach G1s too soon, and the number 
.01101 · · · is put into the accumulator exponent register as the sum. 
The final exponent arithmetic now gives nA + 2 - z = nA + 2, as it 
should. Hen<ie it is seen that, the standardization of the sum is per­
formed correctly in all cases. 

13-11. :MEG Multiplier. In multiplication a variety of p1·occdures are 
posl:'liblc. The simplest from the point of view of equipment requires 
thnt one factor be examined bit by bit, beginning with the one in the low­
est-ord<ir pmiition, and t.hat the other fo.ctor be added to the shifted partial 
prod\wt or not. ac~cording aH t.he bit examined is I or 0. On the other 
hu.ud, it would h<i p<>sHihl<l to <ixaminc itll the bits of ono factor simul­
tancomdy and to llH<l Mch one to control the entry of the other factor; 
in t.hiH :-ichtmw, t.IWl'll mnHt h<i 0110 udder per binn.ry pliice, nnd thorc must. 
be u 1-hit-pcnforl <Mny bct.wciC\n n.dderl'I in the chain. M ultiplic1ttio11 
wonld he vory fm;t., pmformcid (\HHOntiu.lly in twice the time taken by the 
puJ::;c t.miu repn1Hc111t.ing one fact.or, hut a gre1tt dc:tl of equipment would 
bo rcquirod. 

'l'hc Ml~O HyHt(im iH ii comp1·omiH<i het.w(ien thcHo two cxtromeH, giving 
rcasonuhly fai,;t, mult.iplic\ni.ion wit.hont demanding an exorbitant amount 
of equipmC1nt. Onn ftwtCll' rnn iH im1p<lcitocl IO hit.l":l u.t a time, but, hocaus<l 
of tho gntinµ; Hnhnmn UH<ld, 011 ly fiv<i acl<l<lrH aro roquirocl in tho multiplier 
proper (plttH 1.111 m,t.m one rnmd in pmp:tring t.he input.H). Tho lO hitH 
1ire mmd in gronpH of 2. Thrn•m c:i.11 ho only 00, 0 I, 10, 11, aud cnll for 
additiiom1 to the partial pro<luc:t of nothing, the othrn· fac\tor m11, 2m1t, or 
3m11, rc1:1pc1ct.ivllly. l1'rom m11 ii; iH Himpfo t.o <lorivCl 2m11; thiK i1:1 demo by 
1:1hifti11g foft onc phtc:c (i.1~., cfohtying I µt·mc, whieh iH thci timci botw<.-nu the 
begiuningi; of Htwc:c~HHi V<\ pulHcH) and by putting the~ roHult in a separate 
register. Now a simple nddcr forms 3m11 = mn + 2m11 and puts this 
1:1um alAo in a rcgiHt.cr. By a g1tting nrmngcmcnt. thcl'n thrco numbers arc 
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made available every 60 µsec. For each pair of bits there are three 
gates which permit the entry of mR, 2mR, or 3mR into the loop; these 
are so arranged as to be enabled by the combinations 01, 10, and 11, 
respectively. 

The block diagram of the loop is shown in Fig. 13-11. (Amplifiers are 
omitted as irrelevant to the logic.) Each adder introduces a delay of 
1 µsec, and 1 µsec of delay is introduced between adders. The total 
delay around the loop is 50 µsec. Read-out can, of course, be taken at 
any point. The erase gate is disabled when it is desired to clear the loop. 

OutputB Output A 

FIG. 13-11. MEG multiplier loop. 

The gates Gi, G2, Ga are enabled by the combinatiom1 01, 10, 11, m.;pc1r.­
tively. Before the numbers are presented to the multiplier, their 1-1iµ;111-1 
are inspected. If either or both are negative, they arc complonwn t.nd, 
and the sign bits are used to switch a toggle, so that, if one 1:1ip;11 i1-1 1wp;1t­
tive, the toggle is switched once and its output is read as a 1, but., if t.h<~ 
toggle is switched twice and so returned to the original state, it; iH read nK 
0. After the multiplication has been carried out, the sign informntion 
remembered by the toggle is used to cause the complementing of the 
product if necessary. 

Calling the contents of the D register md X 2"d, suppose that the lowost­
order 10 bits of m., (written d21 to dao) have been placed in a Atatici?Jer 
(e.g., a set of 10 toggles), so that voltages corresponding to them arc 
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applied to all the gates Gi to Ga. Now suppose that ma, 2ma, and 3mB 
appear at the other inputs to the gates and that, in each case, none or 
only one of these is permitted to enter the adder to which the output of 
the gates is connected. The 2 lowest-order bits in channel 1 evidently 
get through the adder unaltered, but the next bit arrives at the adder at 
the same time as the lowest-order bit in channel 2. Tracing the inputs 
through all the adders, it is evident that a sum is formed on the following 
plan: 

+---~so to32 bi.---------+ 

XXX· · · · · · · · ·XXXXX.XXXX 
XXX· · · · · · · · ·XXXXXXXXX 

XXX· · · · · · · · ·XXXXXXXXX 
XXX· · · · · · · · ·XXXXXXXXX 

XXX· · · · · · · · ·XXXXXXXXX 
XXX· · · · · · · · · · · · • · · · · ·XXXXXXXXX ----------;3U or40hit:ii----------+ 

Thus the tmin of pul1:1t~R len.ving Ai repre1mnt1:1 the product of m" by the 
10 lowe1:1t-ordcr hitH of md. If the inputs arrive u.t the adders at t = 0, 
then the loweHt-order hit of tho partial product begins to emerge from 
Ai u.t t == 1 µsec, and the highest-01·dcr bit at t = 39 or t = 40 µsoc. 
Thercforo, th(l pulse train begins to enter A, at t = 41 µsec and begins to 
emerge from A 1 again at t = 50 µseo; at t = 60 µsec, when the additionR 
Wldcr the oontrnl of du to d2o begin, the 9 lo\vcst-order bits of the partial 
produc1t h1wc1 mnerged from Ai, the 10th is beginning to emerge, and tho 
11th iA begiuuing t,o enter and, henc:e, will have a.clded to it tho lowc,r-it­
order hit c:muing down c:hannol 1. Thus tho product of m1~ by the middlcl 
10 bit.A of m,1 il'I n.ddod to t.hc cxiHt.ing pn.rtinl l'mm uorrcctly, and, clearly, 
the r-iamc will happon to tht'l procluot hy the highcHt;-order 10 bitH of tn,,. 
AH tho full prodm:t ocm1pio1:-1 <iO (or 5!>) µ::mo but; tho cfohiy around the loop 
iK only 50 µHo11, bcforo the complot,o prochwt haH hcou formed the low<1Ht­
ord<!l" 10 hitH lllUHt ho (lfl.l.HC!d by diKtthling t.lio (ll'ILHO gntc for 10 µHOU, If 
thi1:1 information iH to hci r<.itu.incd, the gntc: in tho B output iH opmwd for 
tho HU.mo t.inui, and urro.ngemcuts ttro mu.do to l'lmoivu nud mcortl tho 
pulsos eli:icwhorc. 

13-12. The Varieties of Multiplication. The: normnl 111·oc1c1dum iH t;o 
form 1t product u.ncl acid it to the cont.cmtH of tho acmumuln.tor. Whcin 
thiH iR donci, thn uxponcmt.H n,, and n1~ a.ro pro1m11t;c1d in HUn<mHRion to the A 
buA. Fh·1:1t n,1 iA 1:mht.rm1t.ucl from nA, then n11 from the dilforonco, thuH 
giving 6. l'hou mum,, iH ndclod i.c> or subt;ractcd from mA, cxact;ly M it, iH 

in forming n.ny1·mm or difforcnc:c, uncl t,he rc1mlt sta.ncfardized. ThiR proc1-
css tak<'.s ano µRoe. 

ThiR rnultiplfont.ion can be either unroundcd or e1F10 rounded in the sense 
of makiug t.lw :mt.11 pln,c•ci 1 in all CMMj in 1my ovnnt., t.hc 30 Jon.Ht. Hignifi-
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cant places are dropped. Clearly, if the accumulator initially holds 0, 
it ends up holding the correct product. 

Another form called "long multiplication" is also available in the 
instruction code. In this form, the product msm.i is formed, the 30 
least-significant bits a.re read into the D register, and the 30 most sig­
nifi.cant bits are read into the accumulator number register. The 
exponents are added, but no attempt is made to standardize the result. 
This process requires 300 µ.sec. 



CHAPTER 14 

THE MEMORY 

14-1. Introduction. In most current digital computers, the memory 
is split into two or more sections. Of these, one (the smallest and most 
expensive) is the high-speed section, which is backed up by larger­
capacity and chenper devices, such as magnetic drums and magnetic­
tape-handling units. The typical large machine uses magnetic-core 
arrays for the high-Rpccd section, with a typical access time of 15 µsec, 
compared with a drum access time about 1,000 times as long and a tape 
access time of the order of tens of seconds. Various large-scale random­
access devices with access times of one second or less have been invented 
to replace tape units; these will not be considered in the present chapter, 
which will he devoted to a description of the ORDV AC system. This 
system has been chosen because .it is straightforward and easy to under­
stand and because ORDVAC is a member of the family of machines 
modeled on the Institute for Advaneed Study (IAS) machine, the arith­
metic unit of whic:h has boon studied in Chap. 13. 

llowcver, before proceeding to the description of the mu.guetic-core 
memory of the ORDVAC, it will firat be nccesso.ry to give ti very brief 
account of tho Williu.mH memory of the originu.l !AS computer in order to 
make the cliHcuHsion of the mn.in uont.rol 1ind the arithmetic unit more 
readily lm<lci·stood. The memory consists of 40 cathode-ray tubc1:1, each 
holding l ,O!M bitH, oue tube being allocuted to onch binu.ry pltice of the 
40-bit wordR, togothcr with tho ncocssn.ry control circuits. It hu.s heen 
1:1hown in Chap. 12 that in 1i WillinmR memory it is ncc1esRary to rogencr:itc 
the cont.cnt.11 pcrioclimilly, m1d RO the memory is operated synchronously, 
the fundu.mcmt:il timing being proviclod by n multivihmt.or, since, the 
maintmmnoc of n prcc\iRc elock frciqucnr.y not hoing import1int, so simple 
1i clock RufliuoH. 1'hc clock pulHtlH drive u. 1:1eq11cncc of "pulsorH" on.ch of 
which cmit;H, wh<ln Atimulu.tod, u. p11l1m of 1ippropl'intc length followed by a 
tcrmin:itci pultm whi<!h triggorH the next puh~er in tho r.hnin. 'l'hese 
pult'le1:1 und thmm formnd from them hy n "pult'lo routine generator" which 
iictR upon i11Htructim1H from tho memory's locti.l oontrol provide t.hc 
bright-up, c:loar, 1ind gnt.o Higrmh1 whir.h cmmm tho vnriom1 typeH of memory 
cycle ("rcgmuiru.tc," "1icticm," "Cot.uh") to lm oxecutcd. 'l'hc term 

a:m 
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"regenerate cycle" is self-explanatory. An action cycle is one in which 
information is inserted in the memory or extracted from it and delivered 
to R8• A fetch cycle is one in which the memory is required to deliver an 
instruction word to Ra. Each action cycle is followed by a regenerate 
cycle, a regenerate cycle by an action or a fetch cycle, and a fetch cycle 
by an action cycle. The ma.in control signifies to the memory local con­
trol that the memory is to be used during its next following cycle by 
affirming a signal called "yes/no," that the cycle will not be a fetch by 
affirming "work order" (WO/WO), and that reading or writing is to take 
place by affirming or denying a signal called "read/write." These, in 
conjunction with pulses from the pulsers, set up toggles in the memory 
local control, named "yes," "synch," "action," and "store." These 
toggles control a number of gates which, for example, determine the 
source from which the address that is to be inserted in the o.ddreRR gen­
erator (i.e., the center rank of the dispatch counter) is to be obtained, and 
cause the appropriate gating and clearing operations needed for the 
transfer of information from the memory to R8 or Ra to be executed. 
The memory local control sends various signals bnck to the mo.in control: 
(1) "synch," which is affirmed from the setting of the synch toggle until 
the appropriate address has been inserted in the address generator, 
(2) the signal used to open the gates from the discriminator (a toggle 
register in the memory which receives each word as it is read from the 
Williams tubes) into RIII, and {3) a signal signifying tho.t the tiction 
toggle has been set. In Chap. 15 it will be shown how the mu.in control 
generates its instructions to the memory and what uses it make~ of the 
signals received back from it. 

The ORDV AC was built originally with a 1,024-word William.1:1 mem­
ory, which was later augmented by a 10,032-word dnun. Later still, 
the Williams memory was replaced by a 4,096-word magnetic-core mem­
ory. Only in the latter are individual words addressable. On the drum, 
tracks only ca.n be addressed. The unit of information in all trnnsfcr 
operations is one tra.ckful, or 48 words of 40 bits each, usually callccl a 
"block." 

A block diagram showing the paths of communication between tho 
memories and the arithmetic unit is given in Fig. 14-1. The OH.DVAC 
possesses the registers RI, RII, RIII, essentially the same in chal'actor 
and function as those of the IAS machine. RIII serves to recci vc words 
drawn from the magnetic-core memory; words representing numbers arc 
delivered to R11 and words representing instructions to R3. lt'rom R3 

a transfer can be made to RII, or the contents of R3 can be prcl'lcmtcid to 
the adder (these transfers are, of course, a.II parallel). Since the drum 
functionl!I as a serial device, information must be presented to it in tho 
form of a temporal train of pulses. This is accomplished by firHt pla<:ing 
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each word to be transferred in RII and then shifting left 40 places. In 
the transfer from the drum to the core memory, the serially emerging bits 
of a word are inserted in the rightmost, or lowest-order, stage of R1, 
and after each bit is inserted the contents of the register are shifted left 
one place, so that, after the reception of 40 bits alternated with 39 left 
shifts, the word is properly positioned in R1 and is ready for parallel 
transmission to the magnetic-core memory. 

The core memory cycle is very nearly 15 µsec, the information being in 
fact available about one-quarter of the way through the cycle. The 

(40 lines) 

Numbers 

RI 

(40 lines) 

Instructions 
(40 llnos) 

Magnetic·core 
memory 

(40 lines) 

Adder and 
digit resolver 

(40 lines) 

Ji'w. 14-1. ORDVAC mmnory: conn(!('tions with tho arithmoti<i unit. 

drum rotu.tm; nt a,525 rpm, or oncm in 17 mscc:; Ro the ttvtlmp;e 1tcC<lRR time 
is 8.5 1mmc. Tho time 1rncidccl to Hot up the rchtyA that perform tho track 
11cloetio11 iH about :J5 numc, 1tnd thrco complete drum rovolut.ions are 
roquircid to road out or rcicord one trnckful of informntion; RO tho 1womgo 
time required to tmnHfor 48 wordR from the drum to the m:tgnotiic-corc 
memory iH !H.5 mscc. This is charnct.cristic of tmnRfcrs })()tween high­
and lmv-Hpced memories, at least in proRcnt-da.y computmA. Scvernl 
ways of ovcircoming tho prohl<>m of transfers exist. Ono iH to luwc only 
u. high-spend memory; t.hii:; iH not nt, 1tll impmcticn.hlo, for s<lvoml nrnchincH 
now on tho market cm1 he equipped with core mmnorim-l of up t.o :12,000 
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words, and at least one design contemplates 100,000 words. Another 
possibility is to 1i.rrange things so that transfers can be made at the same 
time that the machine is computing. This scheme is very attractive, 
and will probably be incorporated in production-type ma.chines in the 
very near future. 

14-2. ORDVAC Magnetic-core Memory. The magnetic-core mem­
ory used in ORDV AC holds 41096 ORDVAC words of 40 bits each.1 

The general form of the digit planes has already been desclibed in Chap. 
12. The complete memory actually has 42 of these, of which the extra 
two are spares in case of trouble. 

In Fig. 14-2 is shown a block diagram, where, for convenience, only one 
digit plane is represented. Each digit plane is driven by a 32-position 
electronic switch for the 32 X lines and by a 128-way magnetic-matrix 
switch for the 128 Y lines. The X and Y switches get their information 
from the X and Y decoders; there is a single X-address decoder for the 
whole memory, but the Y address is split and decoded in two sections of 
3 and 4 bits. The 128-way magnetic switch is also driven by a Y iv-switch 
driver, which is activated by the gates. These in tum receive as inputs 
the information coming from the ORDVAC (R1) and from the parti.::i.1-
substitution unit, which determines, on instructions received from the 
ORDVAC, whether reading or writing is to be accomplished, either in all 
the planes or in blocks of 8, 121 8, 12 planes, 8 bits being the part of ca.ch 
instruction used to designate the operation, the remaining 12 bits specify­
ing the address. 

Each digit-plane output drives a reading amplifier, the output, of thiK 
amplifier is gated into a toggle (the complete set of such toggles form1:1 thr. 
digit register), and from the toggle an output is taken to the OitDVAC 
(R8 or Ra). 

The timing of the memory cycle is very simply determined by 11evcu 
monostable circuits called Univibrators (one-shot multivibrator1-1). 
Each of these puts out a "main" pulse when stimulated (thcso arc of 
different lengths in the several circuits), followed by an 11 end" pulse of 1 
µsec duration; these are designated by P1, PlB for U1 ; Ps, Pu1 for U:i; 
and so on. As the drawing shows, P1B stimulates Us; PsH stimulo.tos Ua; 
Pa, U,; Paa, Ur.; and finally Paa, Ua. Ur and U1 ll.re stimuln.tcd by 
the memory-request pulse. The XP, XN, and cycle mixers are merely 
toggles set by one input and reset by the other--Xp, for example, by P 1 

and Pu. 
The boxes labeled "current control," "level set/' and "stabilizer" pcl' .. 

form electrical but not logical functions, and so will not be discussed hero. 

1 This was built for the Ballistic Research Laboratories (Aberdeen Proving Ground) 
by Telemeter Magnetics, Inc., under an .Army Ordne.ncc contract. The~ author 
gratefully acknowledges the company's kind permission to describe the equipment •. 
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14:-3. The Digit Planes. There are 42 of these, each an array of 4,096 
fenite cores wired on 32 X and 128 Y lines. Four spare Y lines are 
provided in each plane in case of damage. Each array is double-sided 
with 32 X 64 cores on each side; one may consider it to have been formed 
by folding a 32 X 128 array in two. A brass plate is mounted between 
the two sides to give a common ground return for the Y lines and also to 
improve the compactness and rigidity of the array. The individual 
ferrite cores are 0.1 and 0.07 in. in outer and inner diameter, respectively; 
they are switched from positive to negative saturation in 1 µsec. 

Each X line passes through all the cores of its row three times; first it 
passes through all the cores of its row on one side of the matrix, then it 
passes over to the other side and returns through all the cores of the row, 
then it comes back to the first side and passes again through all the cores 
of the row, and so on. After the third pass, it goes on to be connected in 
series with the corresponding X line of the next matrix. Finally, the X 
line is terminated in its characteristic impedance as a countermeasure 
against reflections. 

In each matrix, each Y line passes once through all 32 cores of its 
column and is grounded to the brass shield. 

The read line of each matrix must link each core once and must be 
carefully arranged to minimize the total disturbed signal. As will be 
seen in relation to the memory cycle, the X selection is performed first, 
and no output signal is gated out of it until the full selection has been 
completed by energizing the proper Y line. However, if the transient 
due to X selection were permitted to be large, it might block tho rc:i.d 
amplifier, with disastrous results. The disturbed signal caused by turn­
ing on the Y-selection pulse is never very large, coming as it docs from 
only 32 cores; this was one reason for the choice of the rectangular 
array. 

The actual arrangement of the read line is as follows. On one Ride of 
each matrix it passes through the cores of row O, e.g., to the left, and then 
comes back to the right through the cores of row 1, skips to row 3, whcrn 
it goes left, and returns to the right through row 4, and so on; finally, 
from row 29 it passes to row 31 and goes left, then right in row 30, thc11 
skips to row 27, and so on. The read line of the other side of the xnatrix 
is opposite to this, and the two are so connected to the output-pulse 
transformers that only the difference between the signals appears in 
the output. 

1&-4:. The Magnetic Switches. On the frame that holds each array of 
memory cores is mounted also a 128-way magnetic switch, consiRting of 
ferrite cores arranged in a 16 X 8 array. These cores arc 0.2<10 and 
0.375 in. in inner and outer diameter, respectively, and switch in 5 µsec. 
Each core carries four windings: {l) inhibit, (2) Yr, (3) YN, (4) output, 
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of eight, eight, ten, and four turns, respectively. Inputs are from the 8 
inhibit and the 16 Y P lines, by means of which selection of a core is accom­
plished. The Y N windings are connected in series, and a separate output 
is taken from each output winding. Figure 14--3 shows a simple 2 X 4 
version of this switch. 

YN 

Y1• 
Fm. 14-:i. ?\fagnct.ic 11witoh u11ad in Mnmnotron. 

Under static c<.mditio111:1, the inhibit windings are drivm1 by a current of 
500 ma, and the Yr inputs are not stimulated. '!'his suffices to hold all 
cores in a saturated condition, as, e.g., at point P in }rig. 14--4. When 
switching is to occur, one core is selected by fi1·st dccnorgizing the row in 
which it is located and then driving the Y1· line in its coluxnn with a 
current pulse of 500 ma penk value. B 
Thus the selected core during the puhse 
is driven nearly to positive saturation, 
to some such point as ll in J1'ig. 14-4. .R 
The other cores in the column will be 
driven up only as far as perhu.pA Q. H 
'rhe selected core, in the p1·ocCHS of ris­
ing to R, must give an output t.1ign11.l, 
because of the hu·ge <1hanp;o of Clux, P T q (J 
whereas the unsclec:tod <lores of itH nol-
umn, in which the flux chu.ng<l iH nngli- l•'w. 1-1··1• Mn.p;nut.in-Hwit.nh oporn-

t.ion. 
gible, give a nogligible output. At tho 
end of the Y p pubic, the fmlcctocl coro rota11·n1-1 to R<mui tmd1 point a.H .I{, all 
others in its column rctum to I>, nncl 11,U ot.horH in it,H row rcmnin at Q. 
Later on, the Y N input iH 1-1tinmlu,totl by a puJi.m of 250 m1t poak v1tlu(). 
The corcN of the unHultmtctl lino1:1 nm driv<m furl.hot· toward nogn,tivc Hu.tu­
ra.tion, wit1h nngligihfo cff<mt upon tha output windings 1:1in<m tho ehango in 
ffux linking thmn iH V<'ry 1:1nu1.ll. 'l'hu \UlH<~lut:trnl <~<m!H ,,r t.lui Kt!lcmtcd lino 
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are driven from Q down toward P, again with no effect of importance 
upon the output windings. The selected core, however, is driven from 
S down to T or perhaps further; hence, as the change in :flux linking the 
output winding is large, a considerable output signal is developed. Both 
the Y P and Y N output signals are, in fact, 0.5 amp. 

The amplitudes of the driving currents are carefully controlled. 
Troubles due to coupling and loading are avoided as far as possible by (in 
effect) totally disconnecting the inhibit, Y P, and Y N lines when they are 
deenergized. 

14-5. The Y -address Decoding Circuits. The address part of each 
instruction consists of 12 bits, of which the first 5 (2° to 24) specify one 
of the 32 rows X of the digit planes, and the last 7 (26 to 211) refer to 
the columns Y. AB noted above, these columns are divided into groups 
of 3 (21 to 27) and 4 (28 to 211) and decoded to give the 8 and 16 inputs to 
the magnetic switches. Thus the decoding is very simple. It is accom­
plished in two stages: (1) in the Y-address partial decoder (shown in Fig. 
14-5), and (2) in the Y P switch drivers and the inhibit circuits. 

The partial decoder consists simply of inverters and gates. The 
received voltag~ are +10 for 1 and -35 volts for O, and the inverters 
interchange these. The gates are very simple, consisting of three triode 
cathode followers with the cathodes connected together, the cathode 
voltage being the output, so that a coincidence of negative-going signals 
is detected. The outputs of the partial decoder are fed to the 8 Y inhib­
itors and to the 16 Y P switch drivers. Each of these consists of a gate 
followed by an amplifier to drive a line of a magnetic switch. Thus, in 
the Yp driver, one of the outputs 0 to 7 of Fig. 14-5, ±211, and the Y1• 
pulse are tested for coincidence, and the line driven if and only if all arc 
negative. In the inhibitors, ±26, ±28, ±27 are tested for coincidence in 
just the same way as ±28, ±29, ±210 in Fig. 14-5, and the triple that 
coincides cuts off the amplifier, driving one of the "inhibit" lines i11 the~ 
magnetic switch. Every "inhibit" and Yp line is provided with circuit1-1 
at its far end which completely disconnect it from all other circuits whm1 
it is not being driven. 

14-6. The X Partial Decoder and Switches. The selection and th<• 
driving of the X lines of the memory a.rra.ys are carried out entirely by 
vacuum-tube circuits. The signals representing 2° to 2' are first trans­
lated in voltage level and inverted, so that, for each 21, there a.re available 
on separate leads two signals +21 and -.2i. In the :first, -213 and 
-140 volts represent 0 and 1; for the second the values are interchanged. 
These signals are then fed to a. number of gates that detect coincidence of 
negative voltages, just as in the Y-address partial decoder. There aro 
12 of these gates, eight with three inputs ( ± 22, ± 23, ± 24) and four with 
two inputs (±20, ±21). . ... 
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The 12 outputs are then taken to the Xp/XN switches, of which 
there are 32; a representative switch is shown in Fig. 14-6. In the switch 
one voltage of the group of eight and one of the group of four are examined 
for coincidence, and the gate output is fed to two gates whose other 
inputs are the negative-going Xp and XN request pulses, which follow one 

~-------------~---.;~· 

27 e= :G 
Memory 

cycle 1 a -------------

To Y inhibit chassis 

2s 
0 

d>=--------i-------. 

2 3 4 5 6 

To Y switch drivers 
l•'m. I ·I-Ii. } • -11.tltlrt~HIJ p1irt.inl 1 foci11tl1ir. 

7 

anothur in Hciqucn1<m (X 1•, t.bcu XN ). 'l'lui cmtpufa.; of t;lw1m gnfoH, if cioinc1i­
clanc·n docl'I not oocmr, inhibit; th<l flow of mtrrrnit t.o or from nn X lino of 
tho memory arrliyR. If th<? input.a I 0.1111 2 uoiur.idn, t.bn11, during X 1•, 
inhibition doo11 not oc~cmr, n.nd c:urrC\nt is clmwn frmn tho X liM; duriup; 
the following X N pult.m, cmrrcnt is f:nlpplind t.o t.110 lino. fo both cu.soH, 
a stabilizer cn.rcifully <l<>ntrols the inngnitndtl nf t.hn currcmt, holding it to 
within ± 1 per c~tint for a ± 20 per cont vnrintiou in tho k1ad irn1mdn.nno 
pl'C'scmt.cid hy t.hC! n.rmy (t;hn mn.p;nituclo of thiH imprnlmwo vn.ricR, of ciourHf', 
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with the variation in the relative numbers of cores holding l's and O's). 
The fa.ct that the Y-pulse amplitudes a.re not accurately controllable 
means that accurate regulation of the total driving current in the selected 
cores depends upon the accuracy of regulation of the X-line current. 

14-7. The Memory Cycle. Having seen how cores in the memory 
planes are selected, turn now to the insertion of information in the selected 
cores and its recovery from them. The general procedure is quite sim­
ple: the selected cores are read destructively; then either (1) given a read 
instruction, the inf orma.tion is restored, or (2) given a write instruction, 
the new inf orm.ation is recorded. In both cases, the cycle is "read" 
followed by " write" ; the only difference is in the source of the information 
inserted during the portion of the cycle devoted to writing. The read 
part of the cycle lasts 9 µSec, and the write part 6 µsec, as determined by 

From partial (l 
decoder 

2 

Xp request Xp stabillzed current 

XN request X.N stabilized current 

FIG. 14-6. Xp/XN switch. 

One llneo 
memory array 

the Xp and XN pulses. The origin of these pulses will be discussed later; 
the way in which they a.re permitted to affect the selected X li110 iH 

shown in Fig. 14-7. 
The Y p pulse does not occur until 2.2 µsec after the beginning of X P n.nd 

it lasts but 3.2 µsec; it is during Yp that the selected memory cores a.re 
read and in the process driven to negative saturation (i.e., the 0 state). 
If a 0 is to be restored (or written) in any selected core~ then no further 
action is taken, but if a 1 is to be restored (or written), the selected core 
is driven to positive saturation, during the XN pulse, by the magnetizing 
currents provided by the XN pulse and by YN., which starts at 11 µsec 
and lasts nearly until 15 µsec. 

Since the Y N pulse restores cores of the magnetic switches to negative 
saturation, it must in every case exist, for this restoration must be accom­
plished. Hence, as will be shown later on, the circuits arc so arranged 
that, if 0 is to be written, Y N occurs shortly after Y p and, although it 
overlaps XN, the restore pulse due to this restoration of the ma.gnetic-
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switch cores is over by the time XN starts, in which case it is called Y N,; 
but, if 1 is to be written, Y N is the Y Ni already referred to. These pulses 
are shown in Fig. 14-7; in the next few sections it will be seen how they 
are generated and applied. 

14-8. The Univibrators. The pulses needed to produce the memory 
cycle are generated by a chain of monostable circuits (i.e., of the character 
of a one-shot multivibrator) and a few toggles. Each of the monostable 
circuits, or Univibrntors, as they are cn.lled, produces two pulses: one 
that begins shortly after the stimulation of the circuit (the lag is a few 
tenths of a microsecond) and lasts for a time determined by a time 
constant of the circuit, and another, or "end" pulse, which starts when 
the circuit returns to equilibrium and lasts in most cases for about 1 µsec. 

Xp o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

ZN \ I 
Yp 

YNi 

YNz \ r 
I•'m. 1-1-7. X and Y 1>ul1:11it1. 

In Fig. 14-8, tho mu.in nn<l cud puh!CR of the Univihrntor ·n am called 
p,. ttnd /' nR· 

The n<:tion iH init.itit<id by a plllKc c:oming from the OH.DVAO mmtrol 
circuitK, whi<~h iK mLllod the "mcmory-mqu<ll'lt" pubm. 'l'hiH puhm Htimu­
Iatcs U1 and U,, 11.R 1:1hown; 1;hon Us i1:1 Ktimulu.tml hy l'1H, Ua hy l'1R, 
u, by Pa, lf & by J>aR, 1md Uo by P&M· If the boginning or tho mmnory 
requcRt i1:1 t.nk<ln tLH 0 µ11c.1c, them 1'1 Ht.arb1 1\t ahout O.a µHuo 1md m1d1:1 u.t 
2.:~ µ1:1cc. ]>2 Htart.H nt 2.5 µ11cu mid cmdK nt 5.7 µRoe; Pa n.nd I', Ht.u.rt 1tt !i.1 
and 6.2 ,wicc ttnd lmo1t, 2.8 and :u~ µHoo, rtiHpootivoly. Pb Htm·t;K ttt 9.0 µHCC 
and lnatH 1.8 µHoci; l'u i:;f,a.rtil'l 11.t 11.0 µRoe aml lu."ltK for :~.Ci µH<1c:. 1'011, which 
siguificR tlw t<irminnt.ion of t.hc mmnory cyclo, thon lmginK n.t 14.8 µKoc: 
and oudK 1Lt 11>.!l µ11rn:. 1', RtnrtR wit.h Pi n.nd ondK nt 4.1 µAoc, and P111 
starts at 4.1 µKCl!I and unds 11.t 5.U µHee, lming 1-1omc:what. longtir than the 
other end pulscH. 

In Aornc cn.1-101-1 thoHo pulHllK aro UH<l<l directly, nnd in othorA they aroused 
to 1:1wit<•h toggl<'.M who1-10 output.H nrci m1rnl t.o t.imo t.ho oydc. ll'iguro 14-8 
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shows that P 1 turns on the cycle-mixer toggle, which is finally turned off 
by PoB· This toggle, while it is on, permits the Y-inhibit decoder to 
operate. The XP and XN toggles are turned on and off by P1 and Pa11, 
and by P 311 and P 611, respectively; the "on" time of each represents the 
duration of the Xp and XN pulses. P1 is used to clear the" digit" toggles, 
which are used to hold information inserted in the cores and to receive 
information read from them. P2 is the Yp pulse and, hence, defines the 
time at which reading is accomplished. P, and Po are the YN1 and YN, 
pulses. The various pulses provided by the Univibrator chain arc al1::10 

Memory cycle start 

"Cycle" 

ToORDVAC 

To Yinhibit 
decoder 

Available to ORDVAC control circuits 

Xp 

To XrXN switches 
via stabilizers and 

level sets 

To final Y,p address 
decoding circuits 

and·p.s.u. 

Fm. 14-8. Univibrator chain. 

Register 
reset 

ToPSU 

made available to the computer to accomplish the transfer of inform:it;io11 
between the registers RIII and RI and the digit register of t.hc mrnnory. 
Furthermore, as ORDVAC is an asynchronous machine, it iH ne<:l\HS:try 

that the completion of the memory cycle be signified to the control <\il'­
cuits, so that they can cause the computer to proceed to the execution of 
the next instruction. Figure 14-9 shows in detail the timing described 
above. 

14:-9. The Circuits Associated with the Digit Planes. Associated with 
each digit plane are circuits used in the actual transfer of information: 
(1) a reading amplifier, (2) a toggle, (3) a set of gates. There are also 
circuits used to control the action of these in accordance with (1) inform&-
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tion to be inserted in the memory, (2) the memory-cycle pulse. These 
circuits are the partial-substitution unit and the register-reset circuits. 

14-10. The Partial-substitution Units. These units receive from the 
control of ORDV AC signals which determine whether reading or writing 
is to be performed. The digit planes are divided into four groups of 
12 and 8 each, corresponding to the division of each 20-bit instruction 

0 
P2 P3 P& 

\ P7 I \ P4 I 
.I},,.; 

'CJ ~ 
Fro. 14-9. Uu.ivihr:i.tor-<!hnin output.11. 

into an oodreKA ltlld an operation portion, m1d cu.oh of the four groups is 
cont.rolled by :L sepamte pu.rtiu.1-substitution unit (PSU). Hence, either 
t.hc whole 40-bit word can be inserted or extracted, or either 20-bit imitruc­
t.ion half, or only the address or the operation part of either of the two 
i111.-1trucitiom1 in one complete word. 

Eu.c:h PSU recciivCR, as 1:1hown in li'ig. 14-10, the pulHe />711 from the 
timing chttin, the Y,. pulse, and the roo.d/wriij(l 1-1ig1111.I from t.ho 0 ltDVAO 
tiontrol. The two first a.re nogntivc-going 
pulses, but the read/write Hignal is 0 volt.A Pu: o--.-­
for road 1tI1d - 35 volta for w1·itc. The din.-
gram l!lhows that, if road is specified, a read 
pulse i1:1 emitted in coincidence with tho P111 Read/write 
1tnd that, if write iH 1.-1pecificd, the writ11 ~--... 

y,.~-....­

Read pulse 

Write pulse pul.Ac ia cmitt;od in coincidcnco with Y , .. 
The rmtd/writc Higno.l is at the road ltivcl 
unlcs1:1 the particular Aogment of the word 
governed by an iudividun.J. PSU is to luwc 

Jtw. I ·1-10. l'artfal-HuhHt.itution 
unit.. 

informnt.ion immrtcd in it, in which cn.1:10 t.ho OltDVAC 1 oontrol caWleR 
1~ho Rignu.l to 1l.l.'U!ume the write level. 

14-11. The Amplifier, Toggle, and Gates. 'fhu t.ogp;lo roaoivM infor­
mation from the OltDVAC or from the sulct,tod core of the digit plane 
with whic:h it is a.AR011ilitcd by way of mirt.nin p;at.<'.H. Its ocmtcnts are 
nvailn.hle t.o tho OIU>VAC nnd nm nlim m1ed to cont1·ol gutcs which deter­
mine whether Y Ni or Y Ni i1:1 ptirmitt<id t.o clcnr t.hc Hl'loeted c•1>ro of the mag-
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netic switch to 0 and, hence, whether 0 or 1 is left in the selected core of 
its digit plane at the end of the cycle. 

The amplifier, the toggle, and the gates are interconnected as shown in 
Fig. 14-11. The amplifier is a direct-coupled push-pull circuit of four 
stages with considerable negative feedback, having a gain of 400. Its 
output is positive if there is no input (corresponding to the reading of O), 
but quite negative (-20volts)if1 is read. As shown in the drawing, the 
coincidence of a 1 with the read pulse from the PSU causes the toggle to 
be set to 1. There is no such mput for O, but P1 always resets the toggle 
to O at the beginning of the cycle; hence the toggle always holds the cor­
rect information at the expiration of the read pulse. 

Register reseto----------~ 

From digit plane 

Write signal from PSU o----....r' 

Digit to be written (from o-----""' 
ORDVAC) 

Output-----------' 

YN20-----------~ 

YN10-----------------1 
Fm. 14-11. Digit-plane circuits. 

To magnetic 
switch 

Another gate G2 receives as inputs the "digit to be written" frmn tho 
RI register of ORDVAC and the write pulse from the PSU. If tho 
digit is 1, it is inserted in the toggle which, as noted above, haf:! hmm pre­
cleared to O. 

The toggle drives two gates Ga and G,. It is clear from the drawing 
that Gs is enabled if the toggle holds 1, and G, if it holds 0. 1'he other 
inputs to these gates are Y N, and Y Nii so Y N, is transmitted to the miig­
netic switch if the toggle holds 1, but Y Ni is transmitted if the toggle 
holds 0. 

14-12. ORDVAC Drum Memory. In addition to the 4,096-worcl mu.p;­
netic-core memory just described, ORDVAC is provided with a map;notic•.­
drum memory1 capable of holding 10,032 words. The drum itself h; 

1 This memory was built for the Ballistic Research Laboratories by the (thon) Jt}H.A 
division of Remington-Rand, Inc., now the Remington-Rand Univac Divi::iion of 
Sperry Rand, Inc., on an Army Ordnance contract. The permission of tho coinpn.ny 
to include this description is gratefully acknowledged. 
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about 8.5 in. in diameter and 15 in. long. It rotates at 3,525 rpm. 
Information is held in 209 "data tracks," each of which holds 48 of the 
40-bit ORDV AC words. On each track, the information density is 
fairly low (76 bits per in.). Recording is the simple return-to-zero 
method, using (say) positive magnetization to represent 1 and negative 
magnetization to represent 0. 

Besides the data tracks, there are tracks that hold permanently 
recorded magnetic patterns that generate timing signals. These are (1) 
the reference-mark track, which holds a single mark giving the arbi­
trarily chosen reference position or "fiducial mark" from which all other 
positions about the drum are reckoned; (2) the word-mark track, which 
holds groups of marks corresponding to the beginning and end of each of 
the 48 word positions; and finally (3) the timing track, which holds 
2,017 equally spaced marks corresponding to all possible bit positions 
and to the intcrword blanks. 

Clearly, the selecting of any word position on the drum involves select­
ing the correct track and then determining the correct interval from the 
fiducial mark to the beginning of tho word. It will be necessary to go into 
the question of address selection and timing. fully below, after fir1:1t dis­
posing of the reading and writing circuits. 

14-13. The Reading and Writing Circuits. Each bit of information is 
presented to the writing circuits as a pair of voltages on two wires; these 
are very simply d<ni.ved from the two sides of tho toggle that is the tem­
porary repository of each bit of inform1ttion to bo written c>n the drum, 
and are, for cxmnple, + aud - for 1, - and + for 0; they u.rc htbele<l A 
and B in Fig. 14-12. 

The gak!:I Go and 01 are both of the pentodc typo. Clrntrly, ono nnd 
only otH1 of thrnm ii; entthlcd at n time, Oo if the input bit iH 0, <l1 if it, iH l. 
The otlwr input to Ou and 01 is the write pul1-1e, 0.5 µ:-mo in uumt.ion; 
bcforci t.hc writ<1 pul~c nrriveR, the A mHl B voltitgcH mm1t be prnporly 
cstabli1:-1hocl for tho hit t.o he writ.tern. When tho write pulAo p;ot.11 thronµ;h 
the pl'Opm· gate, mm <>f Uw two ampliflcm1 Ao an<l Al will hu Htimulal'.e<l 
and will driv<l hn.lf of tho primary of t.ho st.cp-clow11 t.mn1-1formcr '/'. 'l'he 
Reconclnry of '/' drivei-i linrn; <mmiect.ocl t.o t.ho 20!) cliocln hcin<l i;wit.choH, of 
whioh two nrc Rhown. .Jm;t one of tlwi;o mut-it. ho Hl1lmito<l beforo t.lm writ­
ing iR t.o bo iiecomplii;lrncl; hy way of U10 Holo<1t.ml swit!\11 tho propm hond i1-1 
drivm1 by t.lw mnplifin<l writ;e 1mli;e. 'l'h<l :iet.mtl 1-1clect.ion iH 1wnomplii;hcd 
by cloi;ing tho rd1ty con l•tiefa; I\ i. K 2, ut,c. N ot.n tolutt•, with t.hrn·1<• cmnt.aet,H 
open, hoth <liodc11-1 in tho i;wikh nm noncmulucl.inµ; urn.I, in fnclf>, :mi lw:wily 
hi:ii;ed, HO t.lmt tlwy pn~:·mnt n hiµ;h imprnltuw<~ to 1tny i;ignnl tit; ttlt, whllt.llClr 
applio<l by tho tru.n1-1formnr snr.oncfary or by the heml winding. With tlw 
Mntu.c1t c:loimd, the dio<leti arc hiivwcl in tlw con1lud.ing llircc~t;ion1 r.nrryi11µ; 
n m1rr<lnt of 1ihout 130 mn. rn orckr t.o drivo a g1·ciut.<~r mu·rcmt through 
t.lrn hmul winrliiur H. iM nlcm.rlv 11c~missmv thut 1m<l of t.hc <liodoH con<lu(it in 
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the reverse direction; the diodes used (1N91) are of the diffused-junction 
type, which posses:; this property of being able momentarily to pass a 
high current in the reverse direction just after having passed current in 
the forward direction. 

The amplifiers Ao and Ai are simple, each consisting of a pentode 
(6AN5). The amplified write pulse applied to the primary of T is 75 
volts (more or less) in amplitude, and it suffices to cause a current pulse 
of about 325 ma amplitude to flow through the selected head winding if a 

Bo-i!----

Selection r signals ----1 
Ki H1 K2 

Differentiator 
and amplifier 

Output 

-60volts 

FIG. 14-12. Reading and writing on ORDVAC drum. 

1 is written. Of course, if 0 is written, a current pulse of equal amplitude 
but opposite direction :flows through this head winding. 

The reading circuits shown in Fig. 14-12 are no more complicated than 
those just discussed. The head selection is accomplished in exactly the 
same way. When a 1 is read, a sign.al exactly like that shown in Fig. 
11-2 appears across the head winding. This is stepped up hy the trans­
former T and is then differentiated and amplified. Differentiation iH vory 
convenient here, because the falling trace occupies somewhat more tlum 
half of the signal's duration and is fairly steep, so that the differentiated 
signal com1ists mostly of a negativergoing pulse occurring in the middle of 
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the signal's duration. This pulse is amplified and clipped and, finally, 
strobed by a 0.5-µsec pulse, to give an output of standardized duration 
occurring at a precisely determined time so chosen as to compensate for 
delays due to transmission through the circuits. 

In the ease of the various timing tracks, some differences occur. Thus, 
the output of the timing track consists of 0.5-µsec pulses used to time the 
operation of the drum memory. These are produced ultimately by a 
tube normally conducting and having a parallel LC circuit in the plate 
lead. When the tube is cut off by the amplified pulse, the LC circuit 
starts to oi:millate at its natural frequency but is permitted to go through 
only one half cycle, the opposite swing being damped out by a parallel 
diode and rcRistor, so that a pulsed standardized shn.pe is obtained. ThiH 
is done twice in sequence, so that the final result is a pulse occurring in the 
middle of the durn.tion of the signal supplied by the head to the rc:tding 
circuitR. The rcfercuce-mark signal, occurring once in ea.eh revolution, 
is not. nu.rrowc>d in n.ny way and emerges from the referenec-mnrk-track 
amplifier aH n puhm nearly 5 µsec long; it is used, as will be seen later, only 
to enable a gat.e t.o pttsa one of the timing-track output pulses. 

14-14. Arrangement of Information on the Drum. '!'be <liscuHsion so 
far has shown how a single bit of information is recorded or recovered. 
The syRtcm ii; 1:10 designed that au entire t.ru.ckful of information, that is, 
48 word1:1 of 40 hitH each, iA written or read in one operation; the tru.ckful 
is, thm1, the unit. of information for purpo1-mH of transfer from and to the 
drum. In order to (~ffoc1t cithm· tmnsfcr, it is obviously neceAsary to 
specify the numhor of the track involved; in addition to this, the addres1:1-
decocling drc•uit.i; must be informed that the address information is in 
fact rcndy for ui;o, 1md it signal that cnnsel'! thH initfation of the proc:eAH 
must lw provicfod. 

A cfot,nifocl 1-1tmly of tho timing nnd cmd.rol opciration1-1 will ho 1-.iiven 
below. Bcifom mnlmrking upon thi1-1, i1; it:i 1w1~<ll*lltl'Y t.o l'!how how tho 
infommt.ion ii; 1wt.mtlly nrraup;ed in md1 i11fo111mtion t.ru.ck. If t.he 48 
wordK wHrci arrtmg(J(l in 1mrc,Jy Hn<11w11t.inl order null, hencci, worci road 01· 

writ;t.en coni;ucmt.ively, tho i11fornmtiio11 rat<l would turn out to Im noarly 
120 hpH (1wt.lmlly 118.li k11p1-1). Hhwo t.horc1 ii; 110 rou.l 11uc1cii;i;ity to u1-1c1 
such it high rutcl nrnl Hinrni it!l t.lm t.imi11~ prohlmnH hornmie Himplm if n 
lowm onci i1-1 llHml, a U1rrni-plm1-m in t.mfo11krnl pitU.nm of rnocmling i1:1 uti­
lizcid. In t.hiH Kdl<l!ll(l t.hrcil\ COllK(\(l\lt.ivn hit; JHIKitfouH hold t.hci fil'Ht hitl'I 
of t.hrf\<' muulwrH, Uw noxt, t.ht'fici p0Kit.io11H t.lm i;cicm11l hit.H, mul RO on. 
In rcin<liug or writ.inµ;, mw of thPHO t.hrne mtmhurH iH clciu.lt wit;!1 in Cftnh of 
thr1w commcutivo revolut.iom1 of Um drum, KO t;hn.t, rn nnmberK ure dealt. 
with in e1ir.h r1!volut.ion, nncl t.he infornu~tion mto iA only about, 40 kr.pi; 
(actually V<ll'Y rwnrly :w.li k<1pK). Tho fit'l'lt. throu wordi-1 or.cupy th<i l 20 
bit, pm1itionH following t.lw rc.fnrnnc•1• nmrk. 'l'hny nr<i followed hy It 11111\l'E\ 
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of a length corresponding to six bit positions. Then follow the next 
three words and a space, then three more words, and so on. After the 
last group of three words, a space equal to that occupied by 6 bits occurs 
just before the reference mark. Thus the total number of bit positions 
about the drum is 120 X 16 + 6 X 16 + 1 = 2,017, the number of 
marks in the timing track. 

The word-mark track has been mentioned above in Sec. 14-12. It 
holds a number of sets of three marks used to indicate the endings and 
beginnings of words. If the reference mark is called position 0, then the 
first set of three marks in the word-mark track occurs in positions 118, 119, 
120, which are the positions of the last bits of the first three words. The 
next three marks are in positions 124, 125, 126, and indicate that the first 
bits of the next three words must occur in the three following positions 
127, 128, 129. This pattern is repeated, the last set of three marks occur-
1ing in positions 2008, 2009, 2010, which are occupied in the information 
tracks by the last bits of the last three words. Thus, between two words 
in the order in which they are read or written there occur eight bit poAi­
tions corresponding to a time interval of 67.6 µsec. 

Each of the 48 words recorded on a single drum track is transmitted to 
the drum from RII of ORDVAC (the notation used is the same as in the 
description of the arithmetic unit of the IAS machine) by performing in 
sequence 40 left shifts and taking the bits as they emerge from the 2° end. 
The process is: (1) take a word from a specified address in the magnetic­
core memory and put it into RII; (2) transmit it to the drum, as just 
described; (3) take the word in the next address in the magnetic-core 
memory and put it in RII; (4) transmit it to the drum; and then repeat 
steps 3 and 4 until 48 words located at consecutive addresses have been 
transmitted. In reading, a word from the drum enters the right (2-39) 

end of RI one bit at a time, and a left shift is performed after each hit has 
been recorded. Thirty-nine left shifts cause the register to be properly 
filled; then the word is transmitted in parallel to the core memory. The 
instruction that controls the process specifies the address in the core 
memory to which the first word is to be transmitted, and the following 
words are transmitted to the 47 following addresses. Clearly, the order 
in which these consecutive 48 words are located on the drum is as follows: 
words 33, 17, 1 in the first block of 120 bit positions, words 34, 18, 2 in 
the next block, ... , and, finally, words 48, 32, 16 in the last blonk. 
It should also be clear from the above discussion that, in both roadiug; 
and writing, the highest-order (2°) bit is dealt with first, then the ucxt 
lower (2-1), and so on down to that of lowest order (2-39). 

14-15. The Track-selecting Circuits. The track selection is performed 
simply and cheaply by relays, at the cost, naturally, of a somewhat longer 
time to effect the transfer operation than would be required if a faster 
tvoe of switch had been emuloved. 
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The inputs from the main control of ORDVAC are the 8 bits 2° to 27, 
which specify the address of the track to be selected, and an "initiate­
track-selection" signal. The signals specifying the bits of the address 
are slightly positive for l's and negative for O's; the initiate signal is 
negative as received from the main control but is inverted before it is 
applied as an enabling signal to the gates shown in Fig. 14-13. The 

1•'10. 1'1-13. Innorgizing the first rank of tmck-Holccting rclay1:1. 

~------------------

NC R5 

l 
R+ 

l•'1i:. 1·1-1-1. 11:xn111p!H or rdny-Hd1~ct.i1111; pymmicl. 

coinr.idn1wci of t.wo pm1it,ivo Hign1t!H in nny g1tt.o dioclci cttUHClH thc1 grici of tho 
pullcir t.uhn P clrh·cm by it to bo miimcl tthovo nut.off u.ncl plu.to c111rrm1t t,o 
be <lru.wn through t.110 c~orm.;ponding rolay winding. 

'l'ho 8 hitti of tho truck n.ddrcHH n.ro actunlly cl(111odcid in two H<ltH of :~ 
and 5 each, as Rhown in li'ig. 14-14 nud l•'iµ;. 14-15, mid tho output1-1 
of theRe t.wo pymmi<lR (Hoe, <tg., Rem. 7-n) nre c1omhinocl, M Hhown in 
Fig. 14-15, to cffoct tho final i-mloction. In Fig. 14-14, for cxampln, NO 
and NC indicat(l t.h1tt tha c:ontnctH in quastiion nrc opm or dm;od in thci 
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unenergized condition of the relay and the opposite after it has been 
energized. Thus, when RB to R11 are energized and R& and R1 are not, 
current flows through the winding of RH, which is therefore energized 
when the last 5 bits of the track-selecting address are 00111. Of course, 
these 5 bits could be made to provide a selection of one of 32 relays, 
instead of the 27 shown in Fig. 14-14, if it were indeed necessary to provide 
for 256 track addresses instead of the 209 actually used. The pyramid 
for the decoding of 2°, 21, 29 is shown in Fig. 14-15. Each of the eight 
outputs is connected to one contact on each of Ru to Ras; so these relays 
must be provided with eight sets of contacts. Hence eveiy 8-bit track 

B+ 

NO NO NO 

1 1 l ... 
C\I II! C'I) .... Lt> ICI ,.... co 

tl~ tl tl .l!l tl J!l -e tJ ii:: u u 
.fl iii J!I ._. .B J'!I .. J!I J!I .e -a~ 15 Rt c c c a c c 

0 0 0 0 B u_ u.,_ u u u u u 
~o oo ~ ~ t2 ~ r= r= ... 

FIG. 14-15. Completion of the track selcution. 

addreBB causes current to flow through just one of 8 X 27 = 2Hl pairs of 
relay contacts, of which two pairs Ki and Ks are shown in Fig. 14-12. 

14-16. The Timing Circuits. Figure 14-16 shows a hlock diagram of 
the complete drum-control system. The blocks marked "i·eo.cling," 
"writing," "track selection," and "head switching" have boon clif4-
cussed in some detail above; it is now necessary to consider the circuits 
that provide the properly timed stimuli required to control the operation 
of the other circuits. 

The inputs to the drum memory from the rest of the ORDVAC system 
are the track address, the initiate-track-selection signal, the information 
to be recorded ("bits to drum" in the drawing), and the initiate-read and 
initiate-write signals. Outputs from the drum memory are the informa­
tion read ("bits from drum"), a shift command that causes RI to be 
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shifted left one place after each bit from the drum has been recorded in its 
lowest-order stage, and signals indicating the end of each word and the 
completion of the entire transfer operation. These inputs and outputs 
are clearly indicated in Fig. 14-16. The only other inputs are those 
labeled "MC" for "manual control," used in testing. Notice also the 
channels of information flow between the drum control and the drum: 
information can be transferred in either direction to and from the 209 
information tracks, and information :flows into the control circuits from 
the timing (TT), reference-mark (RM), and word-mark (Wllf) tracks, 
from which all timing signals a.re derived by the rather simple circuits 
that receive this information. 

In order to see how the timing circuits operate, suppose that the 
toggles CI, Oii, WM, synch I, synch II, and shift delay have all been set 
to 0. Clearly the only thing that can happen is that, upon the next occur­
rence of the reference mark, the WM toggle is set to 1, and, after that, 
nothing at all can take place. Now suppose that either an initiate-read 
or initiate-write command is received. By the action of mixer Ma, 
synch II must be set to 1 [of course the R/W (read/write) toggle is set to 
1 (read) or 0 (write)]. This now causes the enabling of Gu (via Gu), so 
that, when the next RM pulse occurs, the timing pulse Po that occurs 
within its duration sets synch I to 1, disabling gates Gu and Gu and 
enabling Ga. Clearly, also, the WM toggle is set to 1. 

Before the next RM pulse arrives, there intervene 2,016 of the TT 
pulses, designated P1 to P101e. These find Gs open and, therefore, pass 
through to gates G, and G10. The two toggles CI and Oil form a counter. 
P1 finds Gio open and G, closed and, hence, sets CI to 1. P1 then finds G, 
open (G10 is too, but this has no effect) and so passes through to set Oii to 1. 
Ps finds G, and G, both open and so passes through to reset CI and CII 
both to O, to set the shift-delay toggle to 1, and to pass through either 
G1& or Gu, one of which must be open, to enter the writing circuits or to 
gate out 1 bit from the reading circuits (the 4-µsec delay called the 
"reading delay" is introduced to compensate for delays in the reading and 
writing circuits). Pa also arrives at Ge but finds it closed, for no JV ill 
(word-mark) pulses occur at the beginning of the first word after the 
reference mark. 

Notice that the counter formed by CI and CI! has only three poRHihlc 
states, 00, 10, 11; it is not possible to reset or to 0 without doing the 
same to OII. For this reason, it is clear that every third TT pulso gota 
throughG, and G, and resets the counter; it also gets through Ge if a. WM 
pulse occurs simultaneously with it, and through G11 if the WM togglo 
holds 1, and thence to the read or write circuits. 

Now, to continue with the effects produced by the TT pulses, P 4 sets 
CI to 1 and passes through Gu to cause the bit transmitted to the lo,vcst-
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order stage of RI by the delayed Pa pulse to be shifted one place left, and 
so the lowest-order stage is prepared to receive the next bit from the drum. 
The transmitted shift command is also fed back to clear the shift-delay 
toggle to 0; it will again be set to 1 by Pe and will transmit P7 as a shift 
command, and so on. 

This sequence continues until a pulse transmitted by Gs finds Go 
enabled by a WM pulse. From the earlier discussion it is clear that th<'i 
first WM pulses to be encountered occur simultaneously with Pm, 
Pm, P 190• Now, of these three TT pulses, only Puo gets through the 
gates 04 and Gs, for Pua corresponds to the last or lowest-order position 
of the word whose first bit occurred simultaneously with Pa. Hence P120, 
besides (1) resetting the counter, (2) setting the shift-delay toggle to 1, 
and (3) going to the read or write circuits, also (4) passes through Ge and 
G1 and the 4-µsec delay element to become the end-word pulse and to 
reset the shift-delay toggle in time to prevent a shift command from being 
issued, and fmlllly (5) resets the WM toggle to 0. Notice that the mech­
anism for doing the hU1t is to o.pply the sig1ml to the toggle in such a way 
that the toggle i.."I commanded to chango itH state rather than to assume a 
specified id.ate. It 1:1hould be noted here that tho end-word pulse is trans­
mitted to ORDVAC, where it causes the w01·d just read out of the drum 
and now resident in Ri to ho transferred to the ma.guotic-corc memory 
and also oauRcA unity to he added to tho memory address to which the 
next word is to be Rent. 

MtClr Pao, the next three TT pulse.~, Pui to Pm, advance the counter 
through itH usual c1yclC11 but Pm is not transmitted to tho reOO. and writo 
circuit.<:i nor doo1:1 it 1:1ct tho shift-dolay t.ogglc, been.mm G11 iH held disabled 
by th<i lV.llf togglo. Tho lu.qt of tho next thrco p11lE1ofl, /'u4 to l'uo, how­
ever, coinoidc1:1 wit.h a lV lit puli:ic1, pn.sHol:I through Ga, and sot.i-1 tlw lV .Jl.f 
togglo to 1. Hau<m /> m will pnAH Ummgh <l 11 1;o sot the Ahif t-dcilny togµ;l<1 
and to cu.mm t.ho 11.pp1·opriatc g11.ting iu t.ho i•otul or writ;o cit·cuit;1:1, <lf'fmiting 
the tm111:1fcr of tho !ir1:1t hit of Uio Hemond word. '!'ho whofo prnc10AH tho11 
gocH on jm1t; us alnincly do1:1crihc1d. 

Com.1idor thCl Hit;untion o.t. tho cmd of tho trti.m1for of 1;}w lliUt word, 
effected hy P2010. AH no JV .llf pub1m1 coinc:idci with 1my or tlm nnxt Ii 7"/' 
pul1:1es P11111 to P2111u, UwHu lat.tcir do 110U1ing hnt; adv1uwo Uw cmunt;cw 
through two compl<'iti<i c:ydm1, lmwing it <1lmtr<ld to 00. Po thon 1:1ut.:-1 t.hn 
conntor to 10 and, lmml.llH<l of t.hci pr<iHcmmi of t.ho TUil puhm, 11.11:10 1:mt.1-1 t.110 
W.M top;gfo to I., jm1t. Mat tho hciginning of Um prnviom-1 c1yclc1. (/" nml 
G2 nre not yut <mnhl<id, mid Ho t.110 K<mond ro\•ulut.ion pmnciodH tl.H t.lui 
fir1:1t; but noticio thnt, in thiH r<ivolut.icm, /'2 inHton.d of Pa l'oKOtA t.hn 
countor, Hinco l'o 1:1ot.1:1 it t.o 10. Ifomm t.lw fii'l-lt bit, t.rnn1:11'm· iH cl!uctod 
by P 2, tho next, hy I',, tmd Ho on; tho ln1:1t; hit. of U10 wol'd (the 17t,h 
to ho transforrotl) coiucidm1 with J>m, thn £irxt hit of thu IRt,h oc1tmr1:1 
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at Pm, and so on. The last bit of the 32d word occurs simultaneously 
with P2001, and the last bit of the 48th at Psooa of the third revolution. 
Hence the counter reaches 11 at P201e, and the subsequent Po, coinciding 
with the RM pulse, gets through Ga and is transmitted back to main con­
trol to announce the completion of the operation, incidentally resetting 
both synch toggles to 0; of course Po also resets the counter to 0. Nothing 
more can happen until a fresh initiate-read or initiate-write pulse arrives 
to set the synch II toggle. 



CHAPTER 15 

THE CENTRAL CONTROL 

15-1. Introduction. The central control of a digital eomputm· i1:1 tho 
most important part and tthm the most difficult to describe intelligibly. 
As in the last two c:hapters, no extem1ivc general di1:1cuHt1ion will ho 
attempted, but, after a b1icf general ac<iount of the uuit111 function, a 
rather detailed description of one notable unit-that in the Institute for 
Advanced Study (IAS) machine-will be preseuted.1 

The central control is the brain, ns it were, of a digital computer. Put 
briefly, at each step of the program it finds out what must be done next 
and then cau1:1cl'.I the machine to do it. Thus, it receives from the memory 
instructiont.1that1:1pecify operations to be performed and the locations of 
operands. It decodes these and (1) Rets up pathR of information flow 
throughout the mnchine, (2) caURes information to be obtttinod from thci 
inemory, and (:i) initiatei::i (and pcrhapR timt>S) the porformancc of opera­
tions by the arithmetfo and input-output unit1-1. Col'tain cont.rol fu11<1-
tions1 such as the dlitailcd regulation of the arithmotiiCI J>l'O<lOHSCfl and tho 
functious intimately <ionMctcd with reading from or writing in tho 
memory, are uHmilly pcrformc<l hy suhi::iidittry a<.mtrol units whmm opera­
tions m'C initint.od and 1-1upcrviR<1cl (pcrhap1:1 ovon tim<icl in a dctEiilctl way) 
by c<mtrnl <mntrol. 

It i1:1 nfonr, t;hm1, that. t.wo typoR of output an.11 he cxpClcted from tho 
central cont.ml: (1) qm1.t1i-Rtn.tfo vc1ltu.g<'.R, 1:1ot. in the daRirod 11tn.to Md mnin­
tuined t.horu t.hroughout; nll or pnrt oft.ho llX(icut.ion of nn it1H1irtwt.ion, n.nd 
(2) dynmnic1 1-1ignalH, wmnlly volt'.ligo pul1m1o1, nHml for t.rigg<iring othot· 
unitR 01· for t.imiup; tlmir op<irn.tiim. 'l'htmi Hun ho v<iry wido divtmlit.y in 
the 1wtunl Htil'tWlilll't' of t.hci c1ontrol. li'or oxnmplci, in H<winl 1111whi11uH 
gcmmilly nml in 1mr1.:Li11 pnmll<il 011<'~ (o.p;.1 Whirlwind I), a cont.ml foat,urn 
of the cmitral uontrol ito1 n faidy pr<i<dHc oi::iciillnt,or whi<1h gon<1rn.t.0H timinp; 
1-1ignals that arc diHt.rilmt;ticl to nll pnrts of t,hu mn.c1hinc; n.nd, iii Myn­
ohronouR parallnl m:LC"hinN~ likn thci IMI (and n.lHo REA I\, B DAAC II, 
ntc.) 1 the dynn.mic1 1-1ig11nlH do litliln more t.lmn 1-ml; ot;hor unit.H int·,o opcir1i-

1 H. H. Oc1ldH!.iuo, ,J, IT. Po1111•r111m, 1uul C. V. I •. Hmit.11, T•'in1Ll Prup;rf!llH ltuport, on 
tho Phy11fon.l I!.111Llil'ln.t.ion cir mt l%•11troni1i Computing lm4\.r1111w11t., 'rhn In11t.it.ut.ci for 
A1lvn.ncc<l Stu<ly, Princlr.t.on, N .. r., .J1i11111iry, 1ur,.i (final r1•1)11r\. 011 lTnit.1•11 Kt.1it.1'll Army 
Oriln1irwr. r.ont.rmit. l>A-:it1-0:M 0 0ltU-llll. Hna t>J>· I t:4 lt\4i. 

ao:i 
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tion, after which the central control does nothing until there are fed back 
to it reports that the tasks of other units have been completed. In fact, 
in the IAS machine, the central control does not really contain a master 
"clock" at all, but itself receives timing signals from the memory control. 

15-2. Brief Outline of Whirlwind I Central Control. Before pasr:iing to 
the main topic of this chapter, it will not be amiss to give a brief outline 
of the Whirlwind I central control, since this makes a good and reasonably 
intelligible introduction to the subject and also because, though the 
Whirlwind I and IAS instruction codes are much alike, the contrast 
between the highly synchronized Whirlwind system and the asynchro­
nous IAS system is so striking. 

Before an instruction can be obtained from the memory, its location 
must be known. Whirlwind I is a single-address machine, and 1mcccssive 
instructions are normally placed in successively numbered memory 
addresses. A program counter starts off at the beginning of the program 
holding the address of the first instruction of the program and increases 
its count by 1 as each instruction is obeyed; of course, jumps are also 
possible, both conditional and unconditional, but in any case the program 
counter always holds the address of the next instruction to be executed. 
Observe that, in the IAS machine, this is precisely the "order counter." 

The address of the instruction to be obtained is transferred from the 
program counter to the memory switch, a toggle register that specifics 
the address to the memory and is, thus, equivalent to the center or "dis­
patch" rank of toggles in the IAS dispatch counter. The dcr:lircd imit.ruc­
tion is read out from the memory and placed in a program rcµ;iRt.er, exu.c:tly 
analogous to Ra of the IAS machine. From this, the 5 hitH Hpccifying 
the operation are transferred to five toggles driving a crystu.l matrix with 
32 outputs, and the 11 bits specifying the address of the operand arc tram+· 
ferred to the memory switch. The same general diviHion is made in t.hc 
IAS machine; the transfer of address information is m1~do to the nonter 
rank of the dispatch counter (the decoding of the opcrn.tion Hpcnifiention 
will be described in detail below). Various combinatio111:1 of tho :!2 out­
puts of the crystal matrix and of the eight outputs of the timc-pubm cliH­
tributor (see below) provide appropriate e11abling voltages to a gmat 
number (121) of pentode gate tubes, which thus establish t.ltc pitthH of 
information fl.ow. The operand located at the address specified hy t.hc 
memory switch emerges from the memory and is delivered to its dm.;t,inu.­
tion-generally, at least for arithmetic operations, the aritlunctic n1p;h.;tcr, 
which thus plays the same role as R3• After this the operation can hcgin, 
and, finally, 1 is added to the contents of the program counter. 

Besides these elementR, the central control contains a group of timing 
circuits, known collectively as the "clock." These compri1:1c a 2-1\fopK 
oRcillator, whose sinusoidal output is shaped to give a 2-Mc:pR puhm 
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train; frequency dividers, which produce 1-Mcps and 62.5-kcps pulse 
trains; a restorer-pulse generator, which has no bearing upon the logic 
and so will be ignored hereafter; a time-pulse distributor, which is a matrix 
controlled by a three-place register and which distributes the G2.5-kcps 
pulses in blocks of eight in a fixed sequence; and a clock-pulse control, 
another mntrix driveu by four toggles, which cnuses pulses to be trans­
mitted to the memory and the arithmetic unit fm· stoppiug and starting 
operations. 

The bu.sin eycle of thCJ control is dctmmiuo<l by eight pulf1es of the 62.5-
kcps puh~e train; these eight puli>CR are proyidod by the time-pulse dis­
tributor and they produce the following Hequoncln of operations: 

Pulse 1. Clear momory switCTh. 
Pulse 2. Read out of program countcir and into momory switch; clear 

the program register. 
Pulse :J. Check transfer from program conn t.er to memory !'.!Witch. 
Puli:;e 4. Read out of memo1·y tind into progmm rcghitor; clear the 

memory swit.ch and the eontrnl l'.!Wit.clh (t;hiH bring1:1 the im!truction to be 
executed into t.he proii;mm rngi1-1tm-). PreAet Htep countCJr (in the arith­
metic unit). 

Pulse 5. Rund from the program rugiHter into tlw control switch and 
the memory i:;witch; rond in to Htep countor (i.e., i,mt it. to th<l number of 
shifts to be p<1rforme<l, if n Hhift order). 

PulHe £>. Chock trarn;fors t.o c:ontl"ol switch ttnd memory switch. 
Pu!Ho 7. Add l to cm11t.m1tH of program connt.m·. 
Puhm 8. Chnnk tra111-1fcrH; chcicik circuitH llHO<l for choc:king. 

N otic~n that, right, nft;m· pulHo 5, t,110 memory switch holds the uddrci:;s of 
t.hn opomnd. The opmuml can forthwith be obt:iincd from tho memory 
nn(l the pnrformanmi of tho opcmtiou iuitinfocl, without waiting for the 
ond of tlw ciight-puhm cydcl of tho ccntrn.l control; the necesi:im-y gtifo:;; 

havo hmm Hnt up during t;hu Hixth istop upon t;ho tru.r11;ifor of the 5-biii 
coded opomtion into tho <wntrol switch, u.nd tho only dolay ii:1 the memory 
acccHH tinl<1, which iH kuowu. 

No further 1wrnm11t will he given of the Whirlwind I ccutml control; 
the above waH indu<lc~cl h<HllUlHO it itt clcur tmd easy to mHlcrsfamd. The 
JAR mu.in coutrol uccompliHho1-1 nil t;ho snme funntiioni:i but i::; very different 
in intcrnnl Htructum, tt11cl the foning iH ruthor moni diflicult; to dmml"ibc 
without going into dota.il. 'l'hii:; shoulcl ho kcipt in mind during the follmv­
ing dntailnd cliHCllHHion. 

15-3. The IAS Instruction Words. As notiClcl moro thun once boforo, 
the I AR code is of t;lw siugle-n<ldm1-1s typo. It was dm~igned for an internal 
mmnory of 1,02·1 wordH, nrnl 110 IO hits were allocated to eMh addm'lfl. 
ThiH nrnnuH t.hnt oach 40-hit, word r.nn contain two imitructions com-
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fortably; three would he too many, for then only 3 bits would be left for 
the operation part of each instruction unless the word length were 
increased. As 40-bit numbers seem long enough in general and as a 
single-address code seems to have considerable attractions, the existing 
scheme is reasonable and practical. Notice that it leaves 10 bits for 
encoding the instructions, as against only 5 for Whirlwind. This cir-­
cumstance has been used to advantage in making the decoding extremely 
simple (see next section). 

The allocation of space in each instruction word is as follows: 

Phase 1 Phase 2 
----------·--~ 

Address I Operation Address I Operation 

2-811 

Each bit of the operation part of the instruction specifies some important 
feature of the operation to be performed. Ea.ch can be 1 or O, referring 
to mutually exclusive alternatives. For example, 2-10 (and 2-ao) a.re 
written 11 step/no step," meaning that the machine, after executing the 
instruction under consideration, either proceeds to the next im1truction 
automatically or stops i the first alternative is specified by 1, tho second 
by O. An inversion gives (step/no step)', where 0 now meo.W:l Htcp and 1, 
no step. In general, at the output of the instruction aynthesizor, which 
combines the individual bits of the operation to form the RignalH that 
actually control the fl.ow of information in the machine, a 1 iR signified by 
a negative voltage (-35 volts) and a 0 by a positive voltage ( +» volts). 
It must be understood that these voltages o.re quEM:Ji-sta.tiu iu thr. House 
that they persist as long as the particular im1tru.ction iR under mm1ddero.­
tion by control, that is, for the duration of a. certain enabling 1dp;na.l 
(Gs or G,; see Fig. 15-2); at all other times the synthet1hmr'R outputs are 
electrically in the 0 state. 

The list of the functions specified by the various bits follow11: 

2-10 and 2-ao Step/no step. 
2-11 and 2-•1 Internal/external (int/ext). All ordcrH are internal 

except those involving the input-output and magnetic­
drum equipment. 

2-11 and 2-as Williams/arithmetic (Wrns/a.rith). "Willian1K" 1-1igni­
fies that reference is to be made to the Willia.OOH In(1m­
ory, 11 arithmetic" that no such ref erenco is to be mu.do. 
The 11 arith" instruction bit was originally dcwiKorl to 
specify left and right shifts that involve only t.hn n.ritol1-
metic unit. 
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2-1• and 2-•• 

2-16 and 2-31 

2-18 and 2-88 

2-17 and 2-37 

2-u and 2-as 

2-1u and 2-as 
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Not arithmetically trivial/arithmetically trivial (NAT/ 
AT). 'l'he AT category refers to instructions in which 
no actio11 of the arithmetic unit is involved. 
Absolute value/number (mag/no.). In the variou1:1 
addition instruction1:1, the first alternative specifies 
that the absolute value of the number in R3 is to be 
admitted to the adder. 
-J..cft/+right (-L/+R). In an additio11 order 
- left Hignifi&i subtraction and, elsewhere, left shift; 
+right signifies addition or right shift. 
~/+ X. The "21" means that an addition or sub­
traction ii! to take place; "+ X" means a multiplication 
or division (or a right or left shift). 
Round-off/no round-off (RO/NRO). This is too 
obvious to require comment. 
Clet\r/hold. "Clear" calls for clearing R1 before the 
rest of the instruction i11 carried out. 
Quick 1:1\m1/no quick sum (QS/NQS). QS calls for a 
special addition opero.tion, in which the numbers at all 
addrcsseH from the o.ddrcss specified in the instructiou 
up to 1028 are added together. 

The namc1:1 givuu iu tho ubove list must not be taken too seriously. In 
some opcrut.im1,,; Hovornl of them iire mcn.ninglCH1:1 and the tiorre.'\lponcling 
bit1:1 arc u1:1ud tlli <1ngi11Mring cionvcmiencc dictates. Tho niimcs nrc, how­
ever, Htdliciioutly 11uggcHtivc to be of very considerable aid in underHtaud­
ing t.he uirm1it11. 

The awttml r.ompoHition of the Rovero.I in1:1tructiom1 i1:1 given in Table 
15-1. In t.lw Ht.tip/no Ht.Clp potiit.iou, tho arithmctfo and tho 11hift inHtruo­
tions mu.y huvr. 1 or 0 a.'4 <lcaired; in the remaining irn-1truutiom1, thil'I posi­
tion mmit hold l or 0 ll.H l!lpmiifio<l. 

There nro (light Hnnuuntion h1Htl'ucitiom1. In the lirf!lt, R1 i11 firHt cleared 
to O's, ancl t.ho numhor nomiug from the mtlmory is thm1 mwh:mgcd in 
pMHing tlmmgh t.lw ndcl11r; it i11 HUhHequently zigzagged down 1;o R1, for 
t.hiH iH t.h<i 11tn.11dnrd mn1;hod of tr1m11fcrring from tho mmnory to R1. Ju 
t.hci scMnd i1111trunt.io111 i•lrn umnh<!r in R1 iH held and added t.<> the numbr.r 
coming from t;ht1 mmnory; then tho 1mm i8 zigznggr.d into R1 to rcplucio 
the numhcr originnlly them. Tho rcm"ininp; six H\mtmiition im1truotion11 
provide for 1-1imilar proc~udurofl u11ing the ?Wg1Ltivo1 the 1thHolute vnluci, or 
the negative of the nhHolutc vnhm of tho numhcr coming from the mem­
ory. Besides th08c eight ina1;ruction8, thcre is a quick-sum instruction, 
which cnuROfl 1.ho Rtm1 <>f tho numbers at all memory a.ddresseH from a. 
lilpocific addrcHs up t.o 1023 to be formed. By put.ting 1 01· 0 in the 
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mag/no. and -L/+R positions, various sums l;a., 1;(-a.) 1 l;la1l, l;(-la.I) 
can be formed. A quick-sum instruction must always be the first of the 
two instructions in a word. 

The multiplication and division instructions do not require much 
comment after the detailed exposition of the arithmetic control's opera­
tion in Chap. 13. Note that, in multiplication, it is first necessary to put 

TABLE 15-1. IAS OPERATIONS 

Digital representation { 1 ......... ~ Int Wms N.A.'1' Ma11 -/, J: RO Cloa.r ..!?.!. 
of operation bite 0 ......... Noatep Ext Arith .A.'1' No. +R X+ NO.O II old NQS 

Operation Code form 

Summa.tion: 
1. Cloa.r a.nd add .. , ...•.•... 1/0 l 1 1 0 0 l 0 1 0 
2. Hold and add ............. 1/0 1 1 l 0 0 l 0 0 0 
S. Clear and subtra.ot •..• , •.. 1/0 1 1 l 0 l l 0 l 0 
4. Hold a.nd aubtra.at ... , . , •. , 1/0 l l l 0 l 1 0 0 0 
II. Clea.r and a.dd 111&g, • , , , • , , 1/0 l 1 l l 0 l 0 I 0 
6. Rold a.nd add ma.11 ..• , .•.. 1/0 1 1 l l 0 1 0 0 0 
7. Clea.rand aubtra.ot mag •.•• 1/0 1 1 l l l l 0 l 0 
8. Rold and Mubtra.ot ma.g .•.. 1/0 1 1 I l l I 0 0 0 

Other NAT ordem 
9. Multiply (NRO) .....•.... 1/0 l 1 l 0 0 0 0 1/0 0 

10. Multiply (RO) ............ 1/0 l l l 0 0 0 l 1/0 0 
11. Divic!,e,, •......•......... 1/0 1 1 l 1 1 0 0 0 0 
12. Load Rt •.• ,,., ..••.....•. 1/0 l 1 1 0 0 1 1 0 0 

A.rlth. trlvlrJ. ordel'll (.A.'1'): 
18. Tn.nafer to memory .••.... l l l 0 l 0 l 0 0 0 
14. Cl R1 and tra.1111for to mem-

ory (puta O's in apooUl.ed 
addrea1) .................. l 1 l 0 t 0 I 0 I 0 

15. Unoonditionn.l '1'0 (nu 1to11) 0 1 1 0 1 0 0 0 0 0 
16. Unoonditlonal 'l'C (Htup) .• , 1 l 1 0 l 0 0 () 0 0 
17. Conditiona.1 '1'0 (nu atap) .. 0 1 I 0 1 l 0 0 0 0 
18. Conditional l'O (step) ..••. 1 l 1 0 1 l 0 0 0 0 

Special order: 
19. Quick aum ......... , ....•. 1 1 1 1 1/0 1/0 l 0 1/0 l 

Nonmemory orders: 
20. Shift right ........... , .... 1/0 1 0 1 0 0 0 0 I/II 0 
21. Shift left ................. 1/0 l 0 1 0 1 0 () l/ll 0 
22. R1-+ R1 ••• ..•.•.••..•••• 1/0 1 0 1 1/0 1/0 1 () l/ll () 

Input-output orders: 
2S. IBM priming ............. 1 0 l 1/0 1/0 1/0 1/0 1/0 1/0 0 
24. Drum priming ..........•. 1 0 l 1/0 1/0 1/0 1/0 I /II I/Cl 0 
2S. IBM load ................ 1 0 0 0 0 0 1 0 0 0 
20. IBM punoh ........ , ...... l 0 0 1 0 0 1 1 l 0 
~. Drum-+ memory •. , ...... 1 0 1 0 0 1/0 1 0 0 0 
28. Memory -+ drum •......•. l 0 1 l 0 1/0 1 I 1 0 

the -ier in its correct position by a load-Rs instruction. In the 11uhRc­
quent multiplication instruction, it is possible to add to the prochmt in 
the lowest 39 positions a number already residing in R1 or not; which of 
these two courses of action is followed depend1:1 upon the hit, in thn dcn.r/ 
hold position of the instruction. As to division, the dividend mui:1t first 
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be inserted in R1 by a. summation instruction before the division instruc­
tion can be executed. 

The arithmetically trivial instructions call for no action by the arith­
metic unit. They a.re six in number: two call for transfer from Ri to 
the Williams memory, two for conditional transfer of control, and two for 
unconditional transfer of control. These are all specified quite unequiv­
ocally by the instruction code; the transfer-of-control (TC) instructions 
will be explained in detail below. 

The nonmemory instructions call for either left or right shifts or for 
transfer from R2 to Ri. These are not arithmetically trivial, because in 
all of them the arithmetic control must generate appropriate clears and 
gates. In the shift instructions, RI and RII are shifted together; the 
overflow from RI is fed into RII. Accordingly, let clear/hold be O, and 
let a. right shift of one place be called for; suppose that, before the execu­
tion of the shift, the contents of Ri, R2, R3 are 

R1: ao, ai, . . . . , aae 
R2: lin, 1'., ..•.. , ba11 
R8 : (irr~levaut) 

After the shift, they arc 

Ri: ao, ao, a1, . . . , aas 
Rs: aae, bo, ..•.. , bas 
R8: bo, bi, ••••• , bao 

for the contents of Rs have been transferred to R8 before the shift takes 
place. If a shift of more than one place is called for, this process i11 merely 
iterated. If, however, <1lear/hold is 1 and a right shift of one place iR 
called for, then R1 iR first cleared to O's; but it must be remcmhcrcd that 
a0 is alRo reHidcnt in the extra 21RI toggle, so that it appears in the 2° 
position n.f ter tho shift, and tho result is 

R1: ao, 0, O, . . . • , 0 
Ri: O, 110, 111i ••••• , baa 
R8 : l>o, bi, . . . . . ' b:io 

In tho l<lft, 11hift, of ono placCl, wit.h "hold" Kpodfi<id, t.h.o rciAult ill 

R1: ai, a2, .• 
ll2: bi, b2, 
R3: lJo, '11, 

but, if" clear" iR callccl for, it iH 

Ri: 0, O, ..•. 
Rs: b1, 1'2, 
R3 : 110, bi, • • • 

. , aao, 0 
, bao, ao 

• ' f)39 

•I 0 
, baa, 0 

• J bat 
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Iterations of these processes generate left shifts of more than one place. 
In all the shift instructions, the number of places to be shifted is specified 
in the section normally used for the address. 

The R2 -+ R1 instruction is actually any one of eight instructions, 
depending upon the bits in mag/no., -LI +R, and clear/hold; essentially 
these are the same as the summation instructions except that the sourcu 
of the number is R 2 rather than the Williams memory. For these, the 
address part consists of O's. If the last six positions of the addrcRR 
section do not all hold O's, the number so represented, considered a1:1 au 
integer, causes the contents of R2 to be shifted before being added to the 
contents of R1; this will not be considered further. 

Finally, consider the input-output and magnetic-drum instructions. 
A "priming" instruction, which is the first of the pair of instruct.ion:; 
needed to execute operations of this kind, must always be in the l'lccond 
phase of a word. The address portion is transferred into a special 10-bit, 
register in the unit that controls the input-output and the transfer~ 
between the Williams memory and the magnetic drum. '!'he memory 
local control also obtains the number in the corrcspondiug WillinmR­
memory address, which is acted upon by the arithmetic unit; the reRult, of 
such action is, of course, irrelevant. The only harm that can be done h-1 
that information held in R1 (or R2) can be lost; it is possible to pick all 
the other bits (except QS/NQS, which must be 0) in such a way that t.lw 
irrelevant instruction actually executed does no damage. Tho IBM 
instructions are all completely specified and so need no comment; a goo<l 
deal will be said about their execution in Chap. 16. As rcgard1:1 tho drum 
~Williams instructions, the 80 tracks on the drum are divided into t.wo 
sets of 40 each, which are designated A and B. The -LI+ R hit. (t.}w 
only one in either instruction that can be either 1 or 0) spceifimi whic!h HCt. 

of tracks is to be consulted, 0 signifying set A, 1 set B. 
15-4. The Synthesizer. Consider now the actual 1::1t.ructuro of t.lw mnin 

control.1 As good a place to start as any is with the "iwnt.h<~Aille.r," 
that is, the circuit which receives from Ra (the program rcgisttir) tlrn lO 
bits of the instruction that specify the operation to be potfornwd 11ncl 
which produces from these 10 bits the voltagG signals that set up tlw vari­
ous control elements of the memory, arithmetic unit, IBM unit;, n11d 
magnetic drum. A logical diagram of this circuit is shown in li'ig. lfi-1. 
The toggles are those of stages 2-10 to 2-19 of Ra. Read-out from th~m ii-: 
accomplished by 10 gates, which are enabled by a signal lahefod G2: 

a similar set of gates reads out from the toggles of stages 2-ao to 2·-:1 11 

1 The arithmetic control hM been discussed in deta.il in Cha.p. 13, a.nd somci muu­
tion has been made of the memory local control in Chap. 14. The dispat.r.h cou11tt1r 
described in Chap. 9 is also a part of this control, and its action should ht~ r<•dnwc~cl 
before reading what follows. 
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False "yes" from control counter 

-----+-------------step/no step 

}-!!----~------------ Ext. to IBM an 
MD control 

Ml-------------. Wms/arith. 

>-----!-----------·~ 

l-------~------1-__:1----,.. NAT/AT 

>-------t-+----- Write 

i----------+------li---1---_.,. Mag./no. 
1--......_ ___ x 

X: 

l---------1----+--l---'P----+--L/+R 

G '---.-i-----o~ Right shift 

l---1----+----+- Left shift 

l---------+---ii;---1--------;~~/+X 

1-------------+--+--4i--------_.%(:;:x 

Gi-------·--- Rll load 

·-----'i.. RO/NRO 

·------~ Ro/iiiifJ 

·---• Clear /hold 

1------····· .. --·· ·· ... ·--·-----_. QSJ NQS 

Ji'ro. 15-1. Thn synthCllizcr. 
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when the gates are enabled by a signal G"; the two sets of gate outputs are 
applied to exactly the same points of the circuit. Both G2 and G" are 
generated elsewhere in the main control, as will be shown below, and are 
voltage steps falling from +10 volts (disable) to -2 volts (enable); 
only one can assume the enabling level at a time, depending upon which 
of the two instructions of the word in Rs is to be obeyed. 

The synthesizer is seen at a glance to be extremely simple in structure. 
Many of its outputs merely pass on bits of Rs directly; others are formed 
by very simple combinations of two or more bits. The negative voltage 
(-35 volts) of an output is represented by 1, the positive ( +5 volts) by 
0. Note that the write output is affirmed by the 0 state ( +5 volts) as a 
matter of convenience in actuating the memory local control. There are 
no subtleties to explain in the circuit, so the more complicated parts of the 
control may now be discussed. 

16-5. The Control Counter. The heart of the main control is a 
counter that determines the sequence in which the two instructions 
(left and right) standing in Ra are to be obeyed and then instructs the 
memory control to obtain the next instruction word and deliver it to Ra. 
The signals used to step the counter are a certain voltage, which can 
assume two states "up" and "down," and the M--+ Ra gate. More will 
be said later concerning the precise method by which "up 11 and "down" 
are generated, but for the moment it will suffice to observe that "up" 
rises with the synch signal fed back from the memory control or with an 
artificial synch signal generated in the part of the main control that 
supervises the execution of nonmemory instructions. "Down 11 occurs 
essentially when the instruction under consideration has been executed, 
and so the duration of the "up" signal depends entirely upon the instruc­
tion under consideration. 

The actual operation of the counter can be understood only by referring 
to Fig. 15-2, which shows its logical structure. To begin with, assume 
that all toggles hold O's. The .arrival of the "up" signal switches TT 
to 1. Subsequently "down 11 switches To11 to 1. The next "up" 
switches TT to 0, and the next "down" switches T-, to 1. The third 
"up" switches TL to 1, and the third "down" switches To11 to 0 and T., 
to 0 (it must be remembered that both "up" and "down" last for times 
that are long compared to the time required to flip a toggle). The con­
dition TL = 1 permits the transfer of a new instruction from the memory 
to Ra by enabling the gate through which the M - Ra gate command 
pulse must pass. The actual gating voltage, signifying the execution of 
the "fetch" operation, is fed back to switch TL to 0. The circuit has 
now been returned to its initial state. This is summarized in Table 15-2. 
This discussion assumes that "step 11 is affirmed in both instructions 
in the word in Ra, so that the gates into TT are enabled; otherwise "up" 
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"Terminate" 
affirmed 
ifT,•l 

Upo---i--t---1~. 

Stepo---i---+-....i~ 

"False yes" 
ifT.1•1 

(1s,G4 

.--+----oM-Ra gate 

-..---oup 

...._ ___ ...,TL •O affirms 
work order 

Fm. 15-2. The control countor. 

TABL1'l 15-2 

'.l'ot• '}'.,. Tr TL 
--.. ·-·"·-· ··---- ou"•-• ••• ............ ._ -· ..... _ .. _.., ___ 
Initi1~l 11tatc .......... 0 0 0 0 
1st up ..............• 0 1 0 g} J ..art i111:1trn11tion 1st down ............ 1 1 () 

2d up ............... ] 0 () ~} ltight i11Htr1111tion 2cl down. , ........... 1 0 I 
:3<1 up ............... 1 () 1 i} " l•'utch" :id down ............. 0 0 0 
M -·> B1 gu.to ........ 0 0 0 

could not switch T'J'. Nnt.ice 1tifm the tmnHfor-control input, which cm1 
switch TL to 1. 1.'his iR n.lfirme<l <>nly in tr1msfcr-of-control inHtr1rntionH; 
the functioning of the control in these will be explained nf tor tho rc1tdor 
has become rcaHonn.bly f ttmilinr with the mnin fcu.turcs. 

There arc several outputR from tho counter. l•'rom 'I'o11 arc taken 
voltages which, under cirr.umfltnnceR to be explained in the next scetion, 
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make the conteuts of 2° to 2-9 Ra and of 2-10 to 2-19 Ra available to the 
address generator and the synthesizer, respectively, if 1'0,.1 = 0, hut which 
use instead the contents of 2-~0 to 2-29 Ra and of 2-ao to 2-39 Ra if '1'011 = 1. 
It is, therefore, the state of T 011 that determines which of the two instruc-
tions standing in Rs is to be executed. . .. 

Outputs from TF are (1) a "false yes," which is the request to use the 
mell).orY, in a fetch cycle, (2) a signal that mixes with others to produce the 
"terminate" signal, which resets Ty;o to O, and (3) a signal to the Bo 
gates, enabling them if T, = 1 and thus causing the address of the ne.-..::t 
instruction word to be read into the address generator. Finally, from 
TL is taken the work order (WO) signal to the memory control, which is 
affirmed if TL = 0. 

16-6. Structure of the Main Control (Arithmetic Instructions). Now 
that the counter has been dealt with, it is fairly easy to draw a logical 
diagram of the main control. To avoid an overly complicated diagram, 
this has been split up into several. The first diagram, which covers the 
features of importance in the arithmetic operations, is Fig. 15-3. Figures 
15-4 and 15-5 show those features used in the R2-+ R3 transfer and in the 
transfer-of-control instructions. 

In Fig. 15-3 the counter is represented, for simplicity, by a single blo<:k. 
The remaining elements are five toggles and associated logic circuits. 
The toggles T i;:no1 and T RIIL function only in the execution of the RII-load 
instructions. Tx exists only to prevent "terminate" from being issued 
at the wrong time, TY10 is turned on to terminate the yes signal to the 
memory control, and Tblaok starts the gate-clear sequencing chain in the 
arithmetic control. Two other toggles associated with the R2 -+ U3 

transfer will be shown in Fig. 15-4. 
The inputs to the main control are (1) from the synthesizer, (2) from 

the arithmetic control, and (3) from the memory local control, and out­
puts are transmitted back to these circuits. The outputs to the sy11-
thesizer are G2 and G,, which determine whether the operation pa.rt of the 
first (left) or second (right) instruction is to be decoded. The outputs 
to the memory control indicate whether the Williams memory is to be 
used (''yes") or not in the instruction under consideration and set up the 
gates to transfer the address from which information is to be obtaiucd into 
the address-generator toggles of the dispatch counter. The output to 
the arithmetic control is the chain-start command. These units also, of 
course, receive information from the synthesizer, which is part of the ma.in 
control. Such information is of the "static" type; it does not change 
during the execution of the instruction. 

In the discussion of the counter, the importance of the up/down 
signals was noted. The derivation of these is clearly shown in ]t'ig. 15-.~. 
For simplicity, consider here only arithmetic instructions; the other 
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instructions will be treated later. The synch signal from the memory 
control turns Ty;o on, thus terminating the signal that requests the use of 
the memory, and Ty10 continues to supply the up signal after the ter­
mination of synch. "Down" is the negation of "up" and, hence, occurs 
when Ty10 is turned off. The signal that accomplishes this is seon to be 
generated under any of the following circum8tauces: 

1. Tx = 1, T R11L = O, Tblo•k = 0, and neither the R2 ~ R 3 nor the 
M - R3 gate is enabled. 

2. TF = 1. 
3. '1.'L = 1 and 'I'art.iun (in the memory control) = 1. 

It is clear from Fig. 15-3 that case 1 obtains right after the shift. counter in 
the arithmetic control has been stopped and Tblac:k has, r.om;equcntly, 
been turned off. Cases 2 and 3 occur during a fetch operation, a.scan he 
seen from Table 15-2, which shows the successive stagel:! of the counter. 
At the conclusion of synch, the fact that TF = 1 causes Tr1o to he turned 
off, thus generating "down" and turning T1~ off. TL and Taot1nn, whfoh arc 
both on, keep the outputs G1 to Q4 at their nonenabling levels until the 
M - Ra gate signal announces that the fetch has been complet.ed and 
turns TL off, resetting the counter to zero. Thus, sinco Toll = 0 and 
the terminate 1:1ignal has been removed, G2 immediately as::;um<',s its 
enabling value, and the syntheHizer output becomes available to i:;ct. np the 
control to cause the execution of the new left instruction in the memory 
cycle immediately following the fetch cycle. 

In the arithmetic operations, it is always nece8Hary to prtwmt. t.o tho 
recognition circuit the number of pairs of clear and gate opora.1.iom; that 
must be carried out. Thi1:1 is done by tho "put" circuits shown in t.ho 
lower right-hand corner of Fig. 15-3. Tho main input to these drcuiti-; 
is somewhat complicated. The inverter iuterchangel-.1 0 tmd 1 or, physi­
cally, a high and a low voltage. Thu1:1, the "put 2" output is affirmed 
by the following .combination: up, (RII load)', (8yneh)', and either 
"action on" or arith/Wms = 0 (i.e., "yes"), for example, in an arith­
metic instruction that is not an RII load, from tho termination of synch 
until down. Under these circumstances, if the instruction is for addition, 
the put 4 and put 32 outputs are negated, and, therefore, so is put l. On 
the other hand, if the instruction calls for either multiplication or divi­
sion, then put 2, put 4, and put 32 are all affirmed together, and put l is 
affirmed if there is to be no round-off (NRO). In Fig. 13-2 theHe are 
shown in the upper left-hand corner as inputs to the recognition circuit 
(put 4 and put 32 have been combined as put 36, for convenience). 

After these preliminaries have been understood, the best way to gain 
an understanding of the functioning of the main control is to follow it as it 
guides the other units through the steps necessary to execute some specific 
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instruction. The example chosen here is the first of the two instructions 
needed to effect an addition: "clear R1 and put into it the number at 
address X." 

Referring to Table 15-1 of this chapter, note that the instmction is com­
posed nH follow:-; (a1=11mming t.hat. it is to be followed automatically by the 
next imitruction): 

11tep/110 Htep = 1 
int/ext = 1 

Wms/al"ith = 1 
NAT/AT= 1 

mag/no. = 0 

-L/+R = 0 
'"!:./+X = 1 

RO/NRO = 0 
1ilear/hold = 1 
<JS/NQR = 0 

Assume furthm· that this iR the lil'flt (left) of the two instructions in Ra, 
which have juHt bcun fetched t'rom the memory, so that the control 
counter iH at z111·0 and the five toggle.s Rhown in Fig. 15-:3 all hold 0. 
Hence (J9 ia at itR c111thliug levol, and the gatcH from 2-10 to 2-19 R3 into the 
synthe~zer nro op1~11. ltlifermwc to Fig. 15-1 showH thu.t the combined 
output1:1 X, +, m I loud, right Rhift, left Hhift, n.nd write are all denied. 

li'rom Fig. 11.i-a it iH evident thttt the 11 yc1:1" output iR affirmed. •rhiR 
turns on '11," in the memory locnl control (see Sec. 14-1), which in tum 
permits 7'.,• and T ... , • .,, to be tumed on by appropriate pulser outputs of 
the regenerate cycle immediately preceding tlu~ action cycle in which the 
number at address X iH to Im read, n.n<l to Het up tho local control in such a 
way 0.11 t.o gual'autec thci ex<•cutiou of an uct.ion c1yclo. •rhat thb:1 iR to be a 
read cycle iH al*!lll'e<l 1:1hH1e writ.hag cnu t.ttko J>lttuu only if 'l'.i.. ... i1-1 t.urued on 
by the affirmation of th(i write output. of the Hy11tlu11:1iz11r, which i8 oer­
taiuly not the oaHC (Ree lt'ig. tr>-l), Hinou NA 'l' ii:! affirmed. •rhe 1:1ynch 
signal which ii-:1 i'ud back to the main control doo1:11:1evcral t.hingH: it initiatcH 
"up" and turnH 'l'Pm <m; it iuhihi~ t.lm put outputH; it. 1mu.hll!H the gate 
whose output, b1<l1; and it cause1:1the1d1ift, ciouut.er to be clottred. 'l.'he con­
sequenceH 0£ tlu.iHc tic1tiom1 arc: (1) the yes Rigual to the memory control 
is denied, aud HO, u.t th<i beginning of tho a11t.ion (read) c1yd<l, '11, .. can he 
turned off, g\11trnnt1ming tlmt tt rcg<nuimt.c <1yulc will follow; (2) 7',, iH 
tunwd ou; and (a) t.ho gatuH from the nddrcHH purt (211 to 2-9 If.a) of thu 
in1-1tructio11 being ohoy11d :u·o mmhlcid hy Ui, sot.hut juRt bciforo t;hc tormi­
nation of Hy1iuh, t.lw 1tddmHH iH tmm1mittcd to t.ho 1tddl'OHH gm1orn.tor. 
Hence, upon t;lw t.<~rmi111ttio11 of Hynuh, there is no ueud for (/ 1 t.o l'mnaiu 
at itfl e1mhling l<ivlll; u.crnordingly, 01 tcrminn.t.C!H with Hynch, 11.":I Ii'ig. tri-a 
cletirly Rhow1-1. 

1'hm1, tLt t;lw mid uf tho r<1gmwrat<1 cyc•ln prormdiug t;iw l'CtLd uyc1le, tlw 
addmHH of tlw optimnd iH in tlm ndch·ol*! gc111timt.or1 the d11f'lccitio11 voltagc1:1 
arc Hot up a<!cordingly, mul t.lw c•1ttho<lo-my t.11h11H nro proparcd for th<i 
rend-out to R3, whic1h WllH uh11Ll'<>el Himult1mc~o11t1ly with tlrn t.rmu1mit1Hion 
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of the address from Ra to the address generator; this operation is accom­
plished by the M -+ R 3 gate right at the beginning of the read cycle. 
This gate pulse is fed back to the main control. It has no effect upon tho 
counter, as can be readily seen from Fig. 15-3. Since the im1ti1rntion iH 
not mithmetically ttivial (N A.T) and since it contains "1::1tep1" tho 
M-+ R8 gate pulse turns Tx and Tw .. 1t on. 

The arithmetic phase of the operation now begins. Already at the 
termination of synch, all conditions were satisfied for e11abling put 2; 
the other put circuits are disabled because of the nature of the in1::1t1·ut1t.io11 
(.?:and N RO). Immediately at the termination of the M-+ R8 gate, the 
chain-start command is issued by Tblao1t· The arithmetic control take!! 
charge and proceeds to zigzag the digit-resolver output into Ri (after, of 
course, the appropriate carry delay). The instruction has now been 
executed; the shift-counter-stop signal is fed back to the main con­
trol and turns T1>1001t off. Since all the necessary conditions n.re now 1-111.tis­
fi.ed, the terminate signal is generated, turns Ty10 off, and thus gcnerateR 
"down," which turns Tx off and To11 on. Terminate, which causcR <12 

to assume its disabling level, lasts only until Tx has been turn<1d oil'. 
By this time T011 is on; therefore, at the end of teriniuato, G, wirimucR it.11 
enabling level and the gates from 2-80 to 2-39R 8 are enabled, 1na.ki11g tht1 
operation part of the right instruction available to the synthel'!bmr. 

The main control passes through exactly the same cycle for any of t.ht• 
+, -, X, + operations; the only differences a.re in the duru.tionR of "up" 
and in the 11 put" outputs. The RII-load instruction, by which tlw 
multiplier is transferred from the memory into Rs and which is, thm1, tlu~ 
first of a pair of instructions specifying a multiplication, rertuircH t.wo 
Rpecial toggles, labeled T RnL and T an01 in Fig. 15-3. The coinpositiou or 
this instruction is given in Table 15-1; although the arithmetfo uuit dom1 
not function at all, the instruction is treated as NAT. AH far aH th<! 
memory is concerned, there is no difference. Note, howc•ver, t.hat thn 
shift counter is not started, nor is any "put" circuit ac:tivatcd; thiK hi 
because the counter is not used at all. Note also that synch and JUI 
load produce, by means of a gate in the extreme uppcir lc~ft, cornor of 
Fig. 15-8, a Cl R1 -+ 1 command. The resulting "clear" iH fod hi.wk and 
turns Tauo1 on; this enables a gate by which M-+ R3 gato turnH Tu 111• 011, 
and disables the gate by which M-+ R8 gate normally tumR 7'.,1,,.11 on 
in an arithmetic instruction. The consequences of these nct.ionri aro that 
(1) immediately after M-+ R3 gate, T 1mL transmits a uomma1u.l to thu 
gate-driver drivers to open the gates from R8 into R2, and (2) no chaiu­
start signal is issued. The states of the toggles imm~1diately after 
M-+ R3 gate are, therefore, Tx == 1, TBnL == 1, T 1mm == 1, 7'.,. •• ,t = 0. 
Evidently, terminate will be affirmed a.s soon as Ta11L iH turned off nguin, 
which iR done by the fed-back R3 -+ R2 gate signal. Thr. inHt.rnc~t.ion lul8 
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now been completed. Terminate is affirmed, Ty10 is turned off, and 
"down" iH genern.ted to advance the control counter and so prepare for 
the execution of the next instruction. 

15-7. Structure of the Main Control (Nonm.emory Operations). The 
nomnemory operations are the left and right shifts and the R2 - R1 

trarn-1fer. In all of thei:ic, the ope1·11.nd hns already been obtained from the 
memory and resides in R1 or ll2; hence the memory is not used, and this is 
specified by (WmR/n.rith)' = 1. These instructions use the arithmetic 
unit; so NA'/'/ AT = l. For the shifts, which are essentially divisions 
or multiplications, ("2/ + X)' = 1; but "2/ + X = 1 for the R2 - R1 

t.rarnifor, which is nccomplished by firAt transferring the number in R2 to 

Gate R2- R3 command 

Action on o-----.... 

CIR3- 1 comm~nd ,.___,..._ _ _., Artificial synch to 
~ main control 

l<'w. I li-·1. Nunm(•mory l'Ont.rol. 

U3 and t.htn1 ad11iug it to t.lw noutm1ts of /l1• A.ti 1-1tat.od in ~rni. I !i-:J, 
R2 - R1 iH iuiy ono of the~ <iight a<ld/i:inbtract im1tructiom1, oxcopt that 
1.he Rom·ce of the uumbcr ndde<l is R2 imitcad of the memory. It ii:'l al1-10 
poHHihlci to <inuHc thn numhcw in ll2 to bo 11hifted left or right before being 
u.1i<fod. In thi1:1 mid in the Hhift in1-1tmotious, the number of placcK Rhiftecl 
is Hp1idfi<i<l in tlw lw-it Hix poHit.ions of tho address pa.rt of the instrnction. 

'l'he u.ddit.io1ml <'ir1•11it.H in tlrn mu.in cout.rol ncodcd to carry out thns<~ 
nonmmuory N ..t '/' i111..;t,ru1't.io11H u.ro i:ihown in li'ig. 15-1:. ~rhiH unit iH 
o:wenclingly i;impl1•, 1\onHiHt.ing of two toggles and a few gntes. It hu.1-1 
two l'unct.ious: (I) to Hupply nu artificial 1:1y1l<lh iu plac10 of the Rynch fod 
bu.nk from tho nHnno1·y mmtrol, !l.nd (2) to Hupply tho elc111· and gate <iom­
numdH needed to uffrnit t.lm t.m111-1fm· from /l2-+ /l3. fo all thci;o i11Htrw·.· 
tious thiH tm111:1fN' t.ak<iH 11l1tcn; it, i11 nct.ually noodod only i11 R2 --> N 1 but 
can do no d1urn~g<1 in thti oUwr cni;ti11; 1-10 there is no need to pi·ovide the 
<·.irc11it1:-1 t.hnt. would hn r<iqnirrnl t.o Huppre1-1s it. 
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Assume a right shift is the left of the pair of instructions in Ra. This is 
specified by the following: 

step/no step = 1 -L/+R = 0 
int/ext = 1 'Z/ + X = 0 

Wms/arith = 0 RO/NRO = 0 
NAT/ AT = 1 clear/hold = 0 

mag/no.= 0 QS/NQS = 0 

The number of places to be shifted is specified in the last six places of 
the addres1:1 part of the instruction. 

This instruction is read into Ra by the M-+ Ra gate puhie of the fetch 
cycle, which is then fed back to main control, where it sets the counter to 
zero. Once TL has been turned off, the fetch terminate is denied., per­
mitting G2 to assume its enabling level and thus to make the operation bits 
of the instruction available to the main control. As the r(iquest to use 
the memory is denied to the yes and synch toggles, these a.re not turned 
on. From Fig. 15-4 it is seen how the turning off of T .. tion at the end of 
the fetch cycle is simply exploited to produce an n.rtificial synch, which 
is also fed b::i.ck to turn Ty10 on. Synch is also used to cause G1 to assume 
its enabling value. In the present case, the combination of "no 11 and 
11 n.ction off" does the same thing at the s::i.me time and also cu.uses the 
"put" circuits to be disabled during the rest of the execution of the 
instruction-essentin.l because the number to be recognized in this c~u.Ho 
is given by the last 6 bits of the address, special gates being provided t.o 
transmit them to the recog11ition circuit. 

From Fig. 15-4 it is also seen that, when the action toggle it1 t.ul'llud off, 
n. clear R3 -+ 1 command is issued. The resulting 11 clear" iH fc(l hu.uk t.o 
tum TT2 on, which in t.urn turns T'l.\ off again and cau11ei:1 the gate 
R2-+ RB command to be issued. The ensuing gating operation iti irrele­
vant in the shift, becau1;c no use of the number transmitted to R 3 it; made, 
but the R2-+ RB gate pulse is fed back to the main control (see the upper 
left-hand corner of Fig. 15-3), where it passes through a gate that is open 
because the operation is NAT and proceeds to turn 'l.'x and 1\iuok on 
(TrmL and T1mo1, of course, i·emn.in off throughout). Thmi the chain­
start signal is generated. 'l'he clear and gate invitatiomi gcnorated by 
the chain are so directed by the left/right selector and the clt~ar-and-gate 
selectors as to cause t.he number in Ri to be shifted right place by phwc 
until the shift-counter out.put Ratisfies the recognition circuit, whereupon 
the shift counter is stopped, and the signal announcing this to the maiu 
control turns ofi Tb1ock• This causes terminat.e to be nflirmc1cl, t.umH 
Ty;o off, and generates "down," which steps the control counter and 
turns off Tx. Thus the operation is completed, and the main cout.rol hi 
ready to cause the execution or the next (right) instruction. 
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The left shift is executed in the same manner. In the R 2 ~ R1 trauH­
fer, the !,/ + X bit is 1, which causes the digit-resolver output to ho zig­
zagged into R1. As explained before, if clear/hold = O, this places 
back into R1 the sum of the number originally in R1 and either the num­
ber in R2 or plus or minus its absolute value. The caHe in which a shift 
is also performed will not be considered. 

15-8. The Structure of the Main Control (Arithmetically Trivial 
Instructions). The arithmetically trivial (AT) instructions are those 
that do not call for any activity on tho part of the arithmetic unit. 
They are (1) write, (2) unconditional transfer of control, (3) conditional 
transfer of control, (4) IBM load, Synch 
and (5) drum~ Williams memory. 
In all of thei;e the NAT/ A T bit is 
O. NAT/AT may he 0 ah.:;o in the 
I BM and drum-priming inAtructions. TL 
The treatment in the prei;ent section 
will be devoted to the firt-it three in­
Htructions only; the IBM im1t,ruo­
tions will be dealt with in Chap. I Ii. 

Certain oxtra cir<atitry is rcqnir<ld 
for the (internal) A 1' irn:1truct,io11H; Terminate 

(a) 

False step 
(enables T011-TT transfer) 

lb\ 

A 
+ 

this circuitry is shown in logical form 
in Fig. 15-5. In l!'ig. 15-2 it haA hcon 
roughly indicated that,, in t.rauHf er­
con trol (7'C) im1tmctionH, i;penial 
meanR cxh1t for turning 7',, 011 ev<lu if 
7' fl iH off. Th<1Ho are Hhown in d<1t.ail 
in Fig. 15-na. Hocall t.hat, in t.ho 
normnl procl(1HR, 7' fl = l (111UHCH t.110 

g11.t.iug out.ptttH <l2 mid (/4 to :tH."llllll<l 

thoir diRnhling lovdH, HO t.lutt. <101n­
muni!\at.ion from Ua to tho H,ynthn- l"m. Jri-5. 1..ogin for 1trit.hmnt.ir.1tlly t.ri-

vin.l i11Ht.ml'l.ion1:1. 
Kililcr iH cmt off; f',hiR cauxeH ttll inpnt.s 
t.o t.ho Hy111.hrn1i:.mr 1.o aHHnmo t.lrnir 0 (high) lcveh-1; and t.lmH, clottrly, whon 
Tp• = I, Hyndt t.urnH 7'L on. On tho othor hand, if 7'p• = O, aH it muHt. hP. 
while the c1<mt.rnl iH eauHinp; the oxocuti()n of iu1 im1truct.ion, U1c11 i;yn<1h 
can tum '/'1• on ouly if NA 7'/ AT = 0 and~/+ X = 0 und if at loaHt, 01rn 

of the followinp; c1ondit.ionH iH f nlfillorl: ( 1) '},n/f, 1 = 0 (condit.ioual l;r11ni;for), 
(2) + iH OOJliecl (llll<IOlldit.ionaJ f.r:tllRfor), (:J} f.nrmill!ttO ii:; ttflinnrnl. Jn 
the 'l'C ini;trnctionK t.ho c1011dit.ion N .1. T /A 'l' = 0 and -;!,/-:- X = 0 iR 
alwayH fulfillflcl, hut not in t.110 writ.e inR1iruct,ions, and in t.hmn tho cir­
(iuitry HhOWll plays no pnrt.. J•'il!;lll'Cl 11)-fi HhO\VH a gate whi<1h j!;Oll(\rltt,rn; a 
"fal!!c 1:1t.<ip" d11rit1~ 1-1ynch i11 <~1LH<1 + iH 11.fftrmod, NA7'/A'l' = 0, and 
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2°R1 = 1; this functions only for uncondit.ional t.mnRfcr-of-control 
inr:;tructions, as will be shown below. 

The simplest of the A 'l' instmctiorni is "write," that is, transfor the 
number standing in R1 to the address in the memory Hpecified by t.he 
address bits of the instruction. "Write" can take two formi'!, with clottr/ 
hold either 1 or 0, depending upon whether it is desired to clear R1 or not; 
thii; is one of the instmctions in which r:;tep/no step mrn;t in every car:;e be 
1. The composition is given in Table 15-1 and is repeated here for the 
hold case, aH an example: 

stop/no step = 1 
int/ext. = 1 

W1ru1/arith = 1 
NA.T/A1' = 0 

m1t11:/no. = 1 

-L/+ll = 0 
~/+X =I 

IW/NRV = 0 
clear/hold = 0 
QS/NQ8 = 0 

From Fig. 15-1 it is evident that "write" ir:; asscrt.l'd. ThiH l'iiµ;nnl plays 
no part in the mn.in control; its chief function iH t;o tum 011 the Ht.ore 
toggle in the memory local control at the appropriu.t.o t.inrn n111l, t.hlm1by, 
to send a signal to the routine generator8, which causol'!I them 1,o generate 
the voltages that cause the transfer from R1 into the WilliitmH mom.ory 
to be carried out. 

The role of the maiu control in this case is exccC1dingly simple. It 
sends on to the memory local control the yes signal, whic~h <iam;es 
the yes, synch, nnd action toggles to be turned on in sequence. The 
synch signal is fed hack and produces one step in the coun1ior. Bccn.ufic 
of the presence of AT, T1'10 re1mmes its 0 state immediat;<1ly n.t. t.lw t.nr­
mination of synch. The termination of synch, therefore, u.lHo iniUatcR 
"clown" and cau1:1e1:1 the second necessary step in the cimmtnr, whi<ih is 
now in po::iition to cause the control to proceed to the oxocntion of the 
next im1truction after tho intervening rP.generate cydo of the memory 
ha1:1 been completed. 

In the unr.011ditional transfer of control, the addr<lss part of the instrur.­
tion specifics the addrcHH from which the next instruction word is t.o ho 
taken. 'i'he step/no l'.lt.ep bit 1:1pecifies the phase of the now irn:;truction 
word to which control ii:; to he transferred; 0 r:;ignifios the sa.me phaRo 
(left or right) at-1 that. of the inHtruction under consideration, o.nd 1 
signifies the opposit.<l pht.tHC). The other bits aro as follows: 

int/ext = 1 
WmH/arith = 1 
NAT/AT= 0 

mag/no.= 1 
-L/+B = O 

"'i:,/+X = 0 
RO/NRO = 0 
clear /hold = 0 
QS/NQS = O 
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Of course, in thi8 case "write" is not asserted, which means that the. mem­
ory control must execute a read cycle. The action begins with the trnns­
mission of "yes" and the consequent turning on of the yes, synch, and 
action toggles. "Up" is asserted only for the duration of synch, because 
NAT/AT= 0 guarantees that Ty;o is off after the expiration qf synch. 
From Fig. 15-1 it is clear that + is denied, i.e., that + is asserted, 
because r,/+X = 0 and -L/+R = O; also NAT/AT= O, so the gate 
by which synch must pass to tum TL on is enabled. From Fig. 15-2 it 
follows that TL = 1 denies WO. Synch also causes G1 (or G3) to assume 
its enabling level, with the result that the address is transmitted into the 
address generator. Notice also that, as Roon as WO iti denied, G2 (or G,) 
assumes its disabling value. Hence, by the time of "down," which 
coincides with the expiration of synch, the address from which the new 
instruction is to be obtained is in the address register, and the main con­
trol has completed its work. 

Now consider the counter. First suppose that step/no step = 0. 
Then no transfer from Ton---+- TT takes place during "up" (i.e., dur­
ing synch), and, because TL is on, "down" turns To11 off. Hence, if 
T011 = TT = 0 before "up," they are in the Httme stateti after "down." 
Similarly, if To11 = TT = 1 before "up,7' then u.t "down" the same stnte 
of affairs obtains. After the M---+- Ra gate, which must be generated 
by the memory control because WO is denied, switches Tr, off, the com­
bination of "down'' and TT = 1 holds Tw1 = 1, and again no chu.nge 
has taken place. This means thn.t, if the tritnsf er instruction wits 
the left (right) of the prur in Ra, then the control will next execute 
the loft (right) of the pair in the new word brought into Ra. Suppose, 
on the other hand, thu.t step/no step = 1.. If at firBt '1'011 = 'J.',,, == 0, 
then T011 = 7'7' = 1 after M---+- Ra gn.to has turned 'l'L oli, hut if at first 
T011 = 'l'1 = 1, then '1'011 = Ti == 0 afterward. That is; control is trans­
ferred from a left (right) im1truction to th<' new right (loft) instruction. 

li'i.nally, conAidor the c1onditionu.l transfer of control, in which the tranl:'l­
for depends upon the sign of the number in U1; tramifcr is accomplii:;hcd 
if this sign is 0 ( + ), but, if it iR 1 (- ), tho next im1truction i::i obeyed. 
The step/no Atop bit ha:-J the sti.mc function as before, and the only change 
is that -L/+R = 1, ao that in this cu.so + is affirmed. .Everything 
starts aS" in the unconditional caso. Ac<:ording to li'ig. 15-5a. it is dear 
that synch is permitted to tum T·L on only if 2°R1 .= O, since+ is de11ied. 
If in fact 2° R1 = 0, then everything proceeds exactly as in the uncon­
ditional caso. If, on the other hand, 2° Ri = 1, then no transfer must be 
made. Certainly T1, is not turnecl' on. It muRt now ho shown how the 
control is forced to the com1idcration of the next instruction in the ordi­
nary seqmmoe. If tho Atop/no Rtep hit is 1, no problem exiRts, for, olnurly, 
up and down advance Lhe <1ountcr in t.he dm1ircd way. If, howovcr, thC'l 
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step/no step bit is O, a false step is created by the gate of Fig. 15-5b. 
Since the conditions of +, NAT I AT == 0, 2° R1 == 1 are satisfied, synch 
causes the false step to be generated, and this is fed to the step input in 
Fig. 15-2; so the counter advances as desired and the control auto­
matically passes on to the next instruction at the appropriate time. 

16-9. Concluding Remarks on the IAS Main Control. Nothing has 
been said about the details of the quick sum or of the IBM instructions. 
The latter will be treated fully in the next chapter. The quick-sum 
instruction causes the sum of all the numbers from the address specified 
in the instruction up to 1023 to be formed (or the sum of their negatives, 
or of ± their absolute values); it requires a simple quick-sum control 
(which will not be shown) with, of course, certain interconnections with 
the main control. All details of this sort are omitted, and it will suffice to 
show merely how these circuits enforce the execution of the operation. 
QB control consists of two toggles and a few simple logic circuits. The 
QB instruction differs from an add/subtract instruction only in that 
QB/NQS = 1. It can stand only in the first (left) phase of a word; 
the second (right) phase must be an unconditional transfer of control. 
One toggle of the QB control is turned on during synch, the other du1ing 
the subsequent M-+ R3 gate. These together supply signals to the 
memory and the main control, which prevent the advance of the control 
counter and ca.use the address of the first operand to be transf errcd to the 
order register of the dispatch counter (with, of course, 1 added to it). 

Hence, after the regenerate cycle following the execution of the instl"uc­
tion, the counter is forced to cause it to be executed again, but this time 
the address of the operand is obtained from the order register of the 
dispatch counter and is, therefore, a number greater by 1 than the initial 
address. This process continues until the address reaches 1023; when 1 iR 
added to this, the order register is reset to O, and the overflow carry causes 
the QS control toggles to resume their 0 values. The control counter is 
also advanced; so that the next instruction obeyed is that in the right 
section of Ra. As the order register has been reset to 0, it must be sup­
plied with address information, and this is done conveniently by making 
the right instruction an unconditional transfer of control. 

This completes the account of the ma.in control of the I AS machine. 
As such circuits go, it is simple and uncomplicated. It lacks cert1ii11 
features that tend to make coding simpler and more flexible, such as 
simple methods of modifying instructions. These can all be had at the 
price of more complicated 8.nd extensive cll:cuitry. It will now be shown 
how these. things can be accomplished. 

16-10. The B Register. In the first University of Manchester digital 
computer, a special Williams tube called the B tube was provided 1 which 

1 T. Kilburn, G. C. Tootill, D. B. G. Edwards, and B. W. Pollard, Digital Com.-
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held but a single number, and provisions were made for adding this num­
ber to the address part of an instruction before it was executed and then 
causing the instruction (so modified) to be executed again; the coder 
could specify whether or not this was to be done by assigning a value to 
the so-called "B bit 11 of the instruction. When the second machine was 
built, additional facilities of this type were provided in a B tube holding 
eight numbers of 20 bits each. These can be used to modify instructions, 
as in the earlier machine, but they also have the function of counting: a 

Bus A 

From 
WM 

(-1) 

Complementer 
and 

1 µsec delay 

'±<>----........ 

8-3 µsec 

...----1&-4 µsec 

BusB 
Bi 

lO·bit register 

To WM 

Test for B;-0 

o-lOµsec 

Buso 
B; 

Ii'm. 1.i-6. Ml£G B registers. (D. II. G. Edwards, The T>ellign and (fonstr1111Uon of an 
E:i;perimental lligk Speed Digital Computer, Ph.D. th68ill, Uni11c:rsit11 of Manch~iBtcr, 
195•l:.) 

number <ian ho stored in an arbitrary line of the tube, roproscmting tho 
number of timoH an im1t.rlwtiion iR to ho obeyed, and l can ho subtracted 
from it at cvory step. The sign of t.his munhcr is A<mHecl at etich Ht;op; 
so a moan:,; iR provided for n.i:1Mrtn.ininp; when tlw doHirud number of 
iterationA hn.s boeu mi.r.hocl and for sending this inform:it.ion back to tho 
control. 'flmA, tramifcr::; of control oau bo provided for in ocrtn.in en.sos 
without using the n.cr.umufotor. For exam.pie, if it is doRired to a.dd the 
numbers o.t r.ommcutivc n1emory o.ddrcASOA from n to n + p, l co.n be 
stored in one lino of the tube and sur.ccAAivcly added to the addrcRR part 
of the sum instnrntion, which is succeHRivoly rocxccutcd. In nnothor line 
the integer p co.n bo Rtorod; 1 can he imhtrn.ctcicl from p civcry time a Hingle 

putcrs o.t M1~ncbc.'!ltcr Univcr11ity, Pro1:. /BE, vol. JOO, pt. 2, no. 77, pp. 487-500, 
October, 195:~. 
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addition takes place. When the sign of the difference changes from + to 
.,.... , that is, when the p + 1 summands have all been added together, this 
information is used to terminate the process and to transfer control to 
the next instruction. 
. In the most recent Manchester com:puter, the MEG, the same scheme 
has been retained, but the cathode-nty.memory tube is replaced by eight 
circulating registers, each being 10 bits long. The general arrangement is 
shown in Fig. 15-6. The number· in any. register B, can be read out by 
enabling the gate o, and c&n be introduced as one input to the adder. To 
this may be added ± any number that appears at A, or from it 1 may be 
subtracted via gate F. The result may be read out via bus O, or put back 
in B, via gate B,. The two toggles permit the determination of sign, for 
the gates D and E, are opened only as the sign bit emerges from the adder 
or from B,. AB stated above, this sigp.-testing capability is used for 
counting. It is also used in programming the transfer of information 
between the high-speed ~emory and the magnetic drum. 

i&-11. A Magnetic-c~re-matrix Sequencing Chain. 1•1 All the eon­
trol circuits described so far have been of the conventional vacuum-tube 
.type. In closing this chapter, it is desired to call attention to the use of 
'magnetic-core ma.trices in the generation of sequences of signals, such as, 
for example, the clear-gate sequences needed to operate a parallel arith­
metic unit. Such a matrix is incorporated in the EDSAC II computer 
currently under development in the University Mathematical Laborer 
tories at Cambridge, England. 

The ultimate EDSAC II control matrix will be a 32 X 32 array of cores. 
To establish the principles of construction,. the. machine has been first 
operated with an 8 X 6 control matrix, which, naturally, restricted the 
number of operations tb.8.t. could be called for. For purposes of illustrar 
tion, a simple 2 X 2 matrix will be shown in·Fig. 15-7. Rather large 
ferrite cores (radius = 0.8 cm) are used, carrying as many as five windingfl 
each: two "drive,"' one "bias," one "output," and one "sequencing" 
winding, These a.re of 40, 40, 25, 3, · and 3 turns, respectively. The 
"drive" currents are 150 ma, and the "bias" current is 300 ma. The 
bias flows at all times and is sufficieD:t to hold the cores at negative satura­
tion. The coincidence of two drive.:curren:t pulses overcomes the biaR 
a.no. drives the selected core into positive saturation~ ·where it remains 'for 
the d~ration of the drive pulses, re~uhiing.·~ .n~g~tive saturation at their 

1 M. v.· Wilk:C!B a.nd J. B. Stringer,· Micro-programming and the Design of the 
Control Circuits in an Electronic Digital Computer, Proc. Cambridge Phil. Soc.,, vol. 49, 
pt. 2, p. 230, 1953. 

1 M. V. Wilkes, W. Renwick, and b .. J. Wheeler, The Design of the Control U.nit 
of a.n ElectronJo Digital Computer; FE:(JI T.ech. Pape:r M2365, June, 1957 (to a.ppea.r in 
Proc. TEE, vol. 105, p~. A). 
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expiration. The· time interval between the switching of successive cores 
is 1.5 µsec. 

The drive windings of the cores s.re connected in rows and columns, as 
shown. They. are driven by .. driver tubes, which are driven in turn by 
those drive pulses which find gates enabled for them by the toggles T ,.,. 
T11 • Of the toggles T,., one must hold a 1 and all others must hold O's; 

Output 

B+ 

B+ 

Drive pulses 

.From decoder 
Fxa. 15-7. M1Lp;Mtir.-11orr. 1mq1wndnp; tiirlluit (ItlDSAC II). (M. V. Wilkes a.nd J. B. 
Stringer, M ic:r<>-11r"grammin(J mul th11 /Jcsi.{ln CJ/ the Oontrol O.irc1dts in a.n Electronir. 
Digital Computer, !'roe. Cambrirl(Jc J>hil. ,•for.., vol. 40, pt. 2, p. 230, 1115a.) 

the same h; true of the '1'11 • 'l'hci:m togglcH are set up by two deco<lcrR 
which op<lratc on two sections of tho operation bits of the instruction to 
be executed. 

The outputs of the scqucnr.ing windings arc used to switch tho toggles 
T,., T11• The outputs of tho output windings arc tho control pulses that 
cause the execution of tlw iustruction, such aR clear nnd gate commands, 
etc. Of these, the dro.wing :;hows the output of core 0 12 only; this sets up 
a toggle which can iu turn c:ontrol certain gating or clearing operations. 
The output could, of courao, be amplified and clipped if only a. short pulse 
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were desired; the toggle can be used to lengthen and staticize it. It 
must be understood that the voltage that appears across a sequencing or 
output winding when its core is switched is of the correct polarity to 
cause the switching of the toggle only when the transition from positive 
to.negative saturation is made. 

With these principles in mind, suppose that T:.i and T 111 have been set 
to 1 and that T.,2 and T112 hold O's. When a "drive" pulse enables the 
gates, the gates driven by T.,1 and T111 draw sufficient current to override 
the bias and to switch Cu to positive saturation. Upon the expiration of 
the "drive" pulse, the bias switches Cu back to negative saturation, thus 
producing across the sequencing winding a pulse of the proper magnitude 
and polarity to set T 111 to 0 and T 112 to 1. The second "drive" pulse, 

From T,,..2 

Drive 

Reset Set to 1 
FIG. 15-8. Example of double-core arrangement for alternatives. (M. V. Wilkes and 
J.B. Stringer, Micro-prouramming and the Design of the Control Circuits in an Elec­
tronic Digital Computer, Proc. Cambridge Phil. Soc., vol. 49, pt. 2, p. 230, 1953.) 

therefore, causes the switching of 012, and, upon the expiration of the 
pulse, Cu returns to negative saturation and produces a sequencing pulse, 
which switches T 0:1 to 0 and T 0:2 to 1. The third "drive" pulse, therefore, 
causes the switching of C22 and the consequent switching of T711 to 1 and 
T112 to 0. Finally, at the expiration of the fourth "drive" pulse, T=i is 
switched to 1 and T.,2 to O; so the whole circuit has returned to its initial 
state, and a sequence of outputs from the cores Cu, 012, 022, Cu has been 
produced. · 

In this simple illustration the sequence is inflexible, but measures can 
be introduced to produce alternatives. Recall that, in the IAS sequenc­
ing chain, the circuit does not issue a direct "clear" command, but rather 
a "clear invite," the particular clear actually performed being dictated 
by other parts. of the arithmetic control. · Information as to which clear is 
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actually performed is fed back to the chain and determines which gate 
command is generated. One way of doing this with the core array is 
shown in Fig. 15-8. The single core is replaced by two cores 0~2 and 
C~,; both of these carry y-selecting windings driven by T112; and C~2 
carries an x-selecting winding driven by T:l, but the x-selecting winding 
of C~~ is driven by a separate toggle TA, which either remains at 0 or is 
switched to 1 depending upon the use to which the output from Cu was 
put. If TA = 0, the second "drive" pulse affects C~2 , and, if TA = 1, 
then it affects C~~. In both cases, given the mixing of sequencing outputs 
shown, T.,1 is switched to 0 and T.,2 to 1, so that C22 is the next core 
selected. If C21 is also replaced by a double-core arrangement of this 
type, the resulting matrix can clearly be used to generate a sequence: 
(1) clear invite, (2) either of two gates, (3) clear invite, (4) either of two 
gates. 

Another possibility offered by the double-core arrangement is that of 
transferring control from one segment of a large matrix: to another; 
obviously, a great variety of arrangements for using the sequencing out­
puts to set up the selecting toggles are available. The first core to be 
selected is specified in every case by the location of the single 1 in each of 
the two sets of selecting toggles. This information is supplied by the 
operation part of the instruction. From then on the sequence of pulses 
generated depends upon the way in which the sequencing outputs are 
fed back to the selecting toggles and upon information supplied by toggles 
such as TA in Fig. 15-8. 

An arrangement which accomplishes the same thing as the Cambridge 
matrix has been devised in the Max Planck Institut fi.ir Physik in 
Gottingen. 1 In this, the core..'! arc arranged in sequences with branching 
and merging provided for Ro that alternative pttths can ho taken. 

1 H. Billing and W. lfopmttnn, Mikroprogramm-81.cucrwtirk, JiJfokt-ron. Rundscha:u, 
vol. 10, pp. !Hll-35a, October, Hl55. 
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INPUT .AND OUTPUT 

16-1. Introduction. The input-output equipment is the means by 
which the information to be processed and the appropriate instructions 
are introduced into the digital computer and by which the results of the 
processing are removed from it. A very wide range of devices is available 
to perform these functions. Which devices a.re used depends largely 
upon the uses to which the system is to. be put. ·Thus, if the intended use 
is for mass data. processing, as in various statistical operations such as 
the processing and tabulation of census data, and in various business 
applications, the input-output equipment must be capable of handling 
large quantities of data. rapidly and efficiently and is, in a sense, the most 
important part of the data-processing system. The other extreme i1:1 
represented by a computer to be used exclusively fo1· mathematical 
computations, in which the a.mount of input data may be small (though 
the instruction code may be rather involved) and may be introduced 
once and for all at the beginning of the computation. The actml.l com­
putation may then be exceedingly complicated, but, in· the end, the 
amount of information required may be given by only a comparatively 
few numbei'S. In applications of this kind little is lost if the input­
output equipment is rather primitive. 

As the earlier digital computers were designed primarily for scientific 
calculations, it is not surprising that the principal effort was devoted to 
memory, control, and al'ithmetic functions and that existing Teletype 
equipment was adapted to supply the input and output. In the develop­
ment by the computer industry of extensive systems for statistical- ttnd 
business-data processing, however, the problem of devising high-per­
formance input and output equipment was one of the most important 
and demanding that had to be faced, and many excellent solutions have 
been found. This chapter will not attempt to deal exhaustively with 
these proprietary devices, for a complete and detailed account of them 
would require a book rather than a chapter; rather, examples will be given 
of the types of equipment in use and their characteristics. 

Important as are the special devices required for input and output, 
the question of how they a1·e interconnected with the re1:1t of the system. iEI 

390 
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still more important. Certain general principles will be disous!led, and 
some details of the methods used in the SEAC and IAS computers will 
be given. 

It is important to realize at the start that many input-output dev~ce~ 
can be utilized also as auxiliary memories. Already in Chap. 14, the us.e 
of a magnetic drum as auxiliary to a short-access-time magnetic-core 
memory ha.s been considered in some detail. Magnetic-tape-handling 
devices are also frequently used for this purpose. 

Information to be introduced into a computer is ordinarily first 
recorded upon punched ·paper tape, punched cards, magnetic wire, or 
magnetic tape. This can and, indeed, must be recorded originally at 
the speed at which a person can operate a typewriter keyboard. The 
medium is then read by an appropriate sensing device a.t a much higher 
speed, and the output is fed into the computer memory. Many machines 
are provided also with a keyboard by which one word at a time can be 
read into the machine; this adjustment is useful for testing and checking 
purposes. 

As to output, this can be direct to some sort of electrically driven print­
ing device or indirect, in the sense that the information is first recorded 
upon the same sort of medium uaed to carry the input information, then 
read from this medium by a separate device, which in tum drives a 
printer. It is also possible, with high-speed machines, to display the 
output visually on a cathode-1·ay tube. 

16-2. Preparation and Verification of the Input ·Medium. Once the 
detailed t1ode of a problem has been worked out, all numerical data ha.ve 
been aHHcxnblcd, and memory addresses have been assigned to all items, 
the next, 11tcp iR to rucord this information in order on the input medium. 
This operation is performed by a human operator who must read the 
information and operate some sort of keyboard that actuates the record­
ing in<,chanism1 and is, accordingly, subject to all manner of errors. 
Consequently, it is very important that the recorded information be 
verified bufore it iK finally introduced into the computer. 

Brief mention will be made of how the verification is performed in 
the numcrical-tapc-prepu.ration wiit of the Harvard Mark III computer. 1 

This unit incorporu.t,01:1 a keyboa~ having one column of keys 0 to 9 for 
each of the 16 decimal places of the numbers to be transcribed plus a 
column of two keys for the Rign; relay circuits for temporary me1nory; 
electronic logic ciruuit.s for making com,po.riaons; amplifiers to drive the 
magnetic writing h<~a.cl.R i and two reels with. associated pulleys and driving 
motors to carry the magnetic tape. How the information is written on 

1 By the Sta.If, Ho.rva.rd Computn.tion· ·Ui.boro.tory, "De11cription of I\ Mo.gnetfo 
Drum Ce.lcule.tor," IIarvlU'd University Press; Cambridge, Mus., 1952. See pp. 
142-151 for a. complete tiClSClription of thili l\njt. 
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the magnetic tape is unimportant for this discussion; each decimal digit is, 
in fact, recorded as 4 bits in the 2*421 code. When the operator has 
punched in a number, he pushes a "record" push button, which energizes 
circuits that check whether some key has been pushed in every column. 
If the check is not se.tisfied, an indicator lamp is lighted. If it is satisfied, 
then the number standing in the keyboard is stored in a relay register, 
and the keys are reset. It is then necessary for the operator to punch 
the same number into the keyboard a second time and then to depress the 
record push button again. H the number now standing in the keyboard 
is identical with that in the relay register, it is recorded upon the magnetic 
tape and the keys are reset. If the check fails, a. second indicator lamp is 
lighted, and the opera.tor must take corrective action. In principle this is 
a very simple and practical method of eliminating error; of course, if the 
operator makes the same mistake twice in entering the number on the 
keyboard, it will pass unnoticed, but errors of this kind could be eliminated 
only if the human opera.tor were replaced by a device that read the written 
information and encoded it automatically. The details of the circuit of 
the unit will not be given here, for they are avs.ilable in the reference cited. 

16-3. Punched Tape and Cards. Punched pa.per tape is the simplest 
input medium and. has been (and is) used quite extensively. When the 
early digital computers were under development, Teletype tape-.perf orat­
ing and reading equipment had long been in existence and had been 
developed to a high degree of perfection. Besides cheapness and availa­
bility, punched paper tape also offered the advantages of reliability 
under a rather wide range of operating conditions (it is not, for examplo, 
troubled by the presence of moderate a.mounts of dust, nor by reasonable 
variations in temperature) and of relatively simple synchronization, 
since it is normally driven by means of a. sprocket that engages small 
holes punched as data are entered. The disadvantages of punched paper 
tape are that it is subject to wear, that its information-pa.eking density is 
low, and that in many respects it is not well adapted to high-speed 
operation. In cases where these adverse considerations a.re.unimportant, 
punched pa.per tape is a cheap, simple, and reliable input medium. 

The preparation of a paper tape is, of course, a slow manual process. 
The process of reading· for transmission to the computer can be made 
fairly rapid and wear to the tape reduced, if reading is accompliRhed 
photoelectrically. A reader developed by Ferranti Ltd. has been very 
popular; the rem.arks made here apply to the Mark II model. Thill 
device reads either five- or seven-hole standard Teletype tape. No 
sprocket is used; the tape is fed through the reader by a friction drive. 
The driving roller is part of a differential gear, the cage of which ii:! driven 
continuously by an induction motor. The roller is started or stopped by 
applying electromagnetically operated brakes to one or the other of the 
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two output shafts of the differential. I:r:i ·the control circ.uit usually used, 
the brake coils are connected each in one of the output circuits of a toggle, 
'so that at all times one brake is on and the other off. The brake shoes 
are always lightly held against the brake drum and applied very rapidly. 

As the inertia of the moving parts of the system is small, the tape can 
be accelerated quite rapidly; within 5 msec it can be brought from rest to a 
maximum speed of 20 in. per sec, or a reading rate of 200 characters per 
second. 

Reading is accomplished by a set of photocells, one photocell for each 
track; the light source is a single 36-watt bulb. No lens system is needed. 
Each photocell drives a simple single-tube amplifier, whose output is 
more negative than -20 volts when the light is interrupted but rises to 
O volts when the photocell is excited by light shining through a hole. 

The feeding of the tape is also controlled by signals derived from a photo­
cell activated by light shining through the sprocket holes. The output of 
an amplifier driven by this photocell is squared and thus formed into a 
train of timing pulses that can be used to synchronize the operation of 
the reading circuits. 

The I1'erranti reader is a quite satisfactory input device. No output 
device of comparable speed exists i in speed for output, punched paper 
tape is at a serious dumdvantage. 

Punched-card equipment (IBM, Remington-Rand, etc.) is also very use­
ful for input and output; it also offers the advantages of development to a 
high state of perfection and rcndy availability. No attempt will be made 
to descrihe these card-preparation devices, which should be well known, 
but nttention will be called to the IBM 514 reproducing punch, which is 
used as the input-output mechanism of the Institute for Advanced 
Study (IAS) computer. This machine can both read and punch cards, 
and can combine these operations .to produce a duplicate of a deck of 
cards fed in. The card-handling rate is 100 per minute. Ai3 each card 
has 12 X 80 = 960 punching positions, each of which can be used to 
reprcAeut 1 bit of information, the information rate is 1,600 bits per sec, 
or, if 40-bit, words arc micd, 40 words per second. As will be seen, as a. 
matter of convenience the IAS system uses only half this capacity, which 
still givcR an information rate comparable, for example, to that of the 
Ferranti tape reader. The flexibility of the 514, in that it serves as both 
input and output device, together with its reasonably high speed, makes 
it very useful for these purposes. 

16-4. Magnetic Wire and Tape. The media considered so far lack the 
property of erasability and, hence, are of rather limited usefulness for 
auxiliary memory. Magnetic wire and tape arc, of course, erasable. 
This meu.ns thiit, though tlwir initial c:o1-1t iR relatively high, they can be 
used ovm and over u.gain and, also, that they are suitable media both for 
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input-output and for .auxiliary-memory devices. Another desirable 
feature is the high packing density of information, of which more will be 
said below. For all these reasons, a great deal of effort has been expended 
upon the development of magnetic-tape-handling '.d~vices, the chief 
probl~ms being in the design of the ~pe-driving mechanism. If the 
device is to be usefulas an auxiliary me:mory, the drive must be capable of 
starting and stopping rapidly and of running in .. both directions. On the 
other hand, a device used only to load the computer does not require a 
very elaborate drive, provided it is reasonably fast. 

Magnetic-wire devices have not been used a great deal, presumably 
because they are inherently capable of carrying but a single information 
channel. A simple magnetic-wire input has been successfully used at the 
National Bureau of Standards (NBS) with both the SEAC and DYSEAC 
computers. 1 An office' dictating machine was modified by increasing the 
speed of wire drive and by replacing the ordinary stainless-steel wire by 
plated wire more satisfactory in packing density. . In this equipment, 
the wire is contained in cartridges which can, of course, be changed as 
desired; a useful feature in the original office equipment is an indicator on 
each cartridge that shows how much of the wire has been transferred 
from one of the two spools to the other. The packing density of informa­
tion is not particularly great, but the 1,800 ft of wire carries 14,000 words, 
and, as the wire moves at 8 ft per sec and the SEAC words are 45 bits in 
length, the information rate is about 70 words per second. Starting is 
not fast; 1 sec is required to bring the wire up to full speed. For this 
reason, there must be adequate gaps in the recorded information to allow 
for starting and stopping. The unit is most 'efficiently used when there 
are to be few gaps in information; it is very efficient for loading the com­
puter, for there the uninterrupted runs of information are long. 

In the SEAC system, .. first a; paper tape is prepared and verified, then 
this is read and the information is transcribed to a wire, and then the wire 
is read into the memory of the ·machine. ·Results of computation are 
removed from SEAC also· by means of the wire-handling device. The 
wire is then read at low speed (1 in. per sec) and the information is 
transcribed onto a punched paper·: tape: by ·a .. device called the 11 out­
scriber.". · It may be :wondered w.hy the paper: tape is used at all; "this i:;i 
done because the slow .drive does not start and atop quickly and, therefore, 
if' it were -driving a printer directly; mrge ga)?S between words Would hav:e 
to be left on the wire to permit carriage~ return or else a large memory 
unit ·would be required". · Both· of these . undesirable features are vr,ry 
easily avoided by the simple expediel).t of tr~nsferrin:g the information to 
the paper tape ·and using this to drive the. s~ndard .Teletype printing 
equipment.· · · 

: .. i J.·L, Pike e.nd·E.·F. ·Ainswo.r.11h1 ·!~put-Output De:vic~-ior NBS Computer, NBS 
Circ. 551, pp. 100-118, Jan. 25, 1955. 
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Compared with wire, magnetic tape offers the very considerable advan­
tage that it can carry a number of parallel channels, of which one or more 
can be reserved fpr timing pµrposes. Magnetic-tape-han,dlio,g un,its. ~Ql'. 
input, output, and auxiliary memory have received intensive develop­
r:nent, and a number of good ones are now on the market. One of the 
first successful input-output units was built in the Harvard Computation 
Laboratory for use with the Mark III calculator, which in fact uses four 
of these units. A vecy complete description is given in the "Description 
of a Magnetic Drum Calcul~tor," to which the reader is referred. 

Another early successful unit1 was developed by J. L. Pike at NBS for 
use as an auxiliary memocy for SEAO. It is probably the simplest device 
of the kind ever made, involving no tape reels or servomechanisms. The 
driving mechanism consists of two capstans continuously rotating in 
opposite senses, over which the tape hangs loosely. Between these are 
located the heads. Each capstan is provided with a jam roller consisting 
of a ball bearing fitted with a nylon tire, which can be moved into contact 
with the capsto.n by means of a solenoid, thus pressing the tape against 
the capstan and causing it to be moved. The two ends of the tape fall 
in loose folds into 11arrow glass tanks, each formed by spacing two glass 
plates just a little farther apart than the width of the 'tape.2 The tape 
has no tendcnc:y to turn over or to become tangled. Some difficulty 
was encountered because the tape tended to pick up electrostatic charge 
as it passed through the drive mechanism, but this was eliminated by 
mounting uear the drive unit strips of alpha-emitting polonium which 
cause the air to be ionized and the charge, therefore, to be canceled; 
another method is to use a tape that has an evaporated aluminum film on 
its back 1:mrfacc, so that the charge cannot collect. 

Tapes up to 3,600 ft long can be accommodated by the tanks (19 in. by 
3 ft). 'l'hc packing density is 110 bits per in. The tape speed p;enerally 
used is 5 ft per soc; greater 1:1pceds could be used if desired. 

The absence of reels, whic:h makes for Himplicity in the design, prevents 
the unit from being convenient as an input or output device, for changing 
tapes is, obviously, a rather inconvenient operation. 

The Harvard unit, on the other hand, was a versatile input-output 
device in which tho tape was hold on easily changed reels. Tho original 
units were rather slow, but a greatly improved model was soon devised iu 
which quite high i;pccd waA attained by using an ingenious pneumatic 
clutch in place of the magnetic clutch previously employod.1 'l'he 
principle is very simple. The tape passes over a. continuously running 
capstan in which are drilled holes that communicate through the shaft 

1 This is described in NBS Te.ch. N6'UJB BuZZ., November, 1951. 
1 Hence units of this typo o.ra said to work on tho "we.stepapor-ha.sket" principle. 
1 For details of tho system, 11ce Ha.rva.rd Computation La.11. Progress Repts. 8, sec. 6, 

1949, e.ncl 10, seo. la, 1950, writtcm nndorcontrncts Wl9-122e.c24and AF-33(038)-94(}1. 
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via. a valve tO a chs.m:ber in which a moderate vacuum is maintained. 
When the· valve is opened, air is sucked through the holes in the capstan 
and the atmospheric pressure applied to the outward surface of the tape 
firmly engages it to the capstan, so that it is driven in the direction of rota­
tion. To stop the tape, the valve is closed and a pneumatic brake is 
applied. There are also two tape reels, which merely pay out and take 
up the tape, and have nothing whatever to do with starting or stopping its 
motion. This simple and elegant mechanism gives very good stopping 
and starting characteristics: to bring the tape from rest to a velocity of 
100 in. per sec requires about 3 msec from the instant that the initiating 
pulse is received, and a similar period suffices to bring it from full speed to 
rest. It is possible to stop or start the tape as frequently as 150 timefl 
per second. 

i ~ 
Suction Suction 

FIG. 16-1. Essentials of Cambridge modification of Harvard tapei unit .. 

Directly based upon the Harvard design, though modified iu a few 
details, is the magnetic-tape unit developed in the University Mathe­
matical Laboratory at Cambridge, England, which is shown in simplified 
form in the drawing of Fig. 16-1. In the developmental model, iron 
oxide-coated plastic tape ~ in. wide is used which can carry six tracks if 
necessary. In EDSAC I, where it functions as an auxiliary memory, 
only two tracks are used, one for information and one for timing pulses, 
but when EDSAC II is completed it is planned to use all available trackK . 
. The total length of the tape is 1,200 ft, the packing density is 100 bits per 
in., and the speed. is 100 in. per. sec, as in the Harvard unit. 

As in most tape units, the information is split into a number of blocks of 
words. This is done very ~imply when a tape is prepared, by scraping off 
the .coating in narrow bands running across the tape; the distance between 
block marker~. can be anything from the distance requi~ed for one word 
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on up. When the scraping has been done, the tape is run through ~he 
device, and the computer writes immediate~y after each block marker 
the number of the block (this, of course, implies that a forward sense 
has been assigned). When this operation has been completed the tape is 
ready to receive information from the computer. 

To read a block of information from the tape unit into the main high­
speed memory, first the tape is driven forward until a block marker is 
encountered, and the block number immediately following it is read. 
Then this is compared with the number of the desired block, and the tape 
is driven forward or back as required. The number of block markers 
passing the photoelectric cell is counted, and this number is added to or 
subtracted from the starting-block number to indicate when the desired 
block is reached. When this has been found, 
it must of course be read with the tape mov­
ing in the forward direction. In the EDSAC 
I installation, the block-number arithmetic is 
performed in the accumulator, but special 
facilitieR for this could be provided. 

Returning to the mechanical details, the 
capstan and pneumatic: braking schemes and 
the suc:tiou applied to the bins in which the 
tape loopH hang arc CHl:!<mtfally the same as in 
the Harvard unit.. There iii it diffcrtmce in the 
photoclcctrie11mnAing, which here ui-;c:; two light 
sources an<l photoc:clll:! iu each bi11. When tho 
capstnn 1:1tart1-1 to drive the tu.po forward, the 
tak<.'-up r<\el rcm1ti111-1 u.t rc1:1t until the li~ht to 
both photooollti is cmt off. The brake ou the l?ta, Hi-2. Cambridge bra.k-

ing mochu.niim1. 
take-up motor iA thnu rclcnHcd, and tho tiipe 
is reeled in until outputH aru ohtai11ecl from both photocelb1; this causei;i 
tho hrako to be nppli<l<l. If both photocoll1:1 remain exnited for over 2 sec, 
this is taken aH an indic•ation that the brake ha."! failed to operate, and 
power iH rcmwvod from t.lw unit. Aimihtrly, the pity-out reel is driven 
forwu.rd if hot,h phot,o<:<ilb1 m·<1 cx<:itcd and is stopped whe11 noithcr is. 
The 1-1cnK<1 of rotat.ion of both r<10!1:1 iH the same a11 that of tho capstans. 

The cap1:1tm1 ttnd reels u.rc driven by split-field servomotors which 
develop a torque of 56 oz-in. under static conditions and half that at 
5,000 rpm, tho fi<ild excitation being 100 ma. The tape roaches a full . 
speed of 100 in. per sec in about 15 mscc and can be brought to rest in 
approximately the Rame time, as compared with about 5 msec for the 
original Harvard unitR. 

The braking RyRtorn is vory simplo; it is shown in principle in Fig. 16-2. 
The brake shoea arc mounted on two pivoted arms, which are drawn 



398 ELECTRONIC DIGITAL. COl!ilPUTERS [CHAP. 16 

together by the spring and forced apart by the linkage when the iron 
plunger is drawn down by . the solenoid. · Thus, when the solenoid is 
energized, the shoes are removed from contact with the drum mounted on 
the motor shaft, and deenergization per.mite the spring to force the shoes 
into contact with the drum. This is a.n exceedingly simple device that 
has proved to be quite satisfactory in operation. 

Good magnetic-tape units have been developed by several manu­
facturers. They differ in many ways: in the method of driving the ta.pe, 
in the number of illf ormation tracks, in the packing density of inf orma.­
tion, in starting and stopping, and so forth. No attempt will be made to 
describe these devices,1 which are used variously for input, output, 
and auxiliary. memory. 

Magnetic tape is not an ideal material, for certain surface defects pre­
vent the satisfactory recording a.nd recovery of information. Small bumps 
occur, which may be due either to nodules of magnetic material or to 
foreign m~tter that gets into the magnetic material before or during the 
coating process. These have been measured and found to average a.bout 
0.012 in. in length a.nd about 0.0005 in. in height.1 At a density of 100 
pulses per inch, such a. defect might be expected to afiect only one or two 
pulse positions. However, as the tape is in contact with the heads, the 
bump forces it away from the head, a.nd the separation causes deteriora­
tion of the signals obtained from adjacent positions. Some success has 
been reported in attempts to remove such bumps by scrubbing with steel 
wool 1 or by drawing the tape over a kirlf e edge.' Trouble is also caused 
by small pinholes a.nd tiny cracks in the magnetic coating. It should be 
appreciated that such defects cause no trouble in ordinary audio \vork, 
for which magnetic tape was originally intended, but became quite 
troublesome when the first attempts were made to use the medium for 
high-density digital recording. 

The manufacturers have greatly improved the quality of their product 
in response to the more rigid requirements, but it will be appreciated that 
it is next to impossible to guarantee complete freedom from defects in a. 
reel of a thousand feet or more of tape. For this reason it is necessary to 
examine each reel of tape carefully before information is recorded on it 
and, in some way, to mark the bad spots so that they can be a.voided. 

This can be done in a variety of ways j as an illustration a method found 
to be useful at NBS will be cited. 4 In principle this is very simple: the 

1 Descriptions of several of the earlier devices were given in Review of Input and 
Output Equipment Used in Computing Systems, Proc. Joint ACM-IRE-AI EE Oom.­
puter Conj., 196S1 American Institute of Electrical Eµ.gineers,.New York, March, 1953. 

1 K. M. Rehler, The RAYDAC System and Its External. Memory, in s"bid., pp. 
63-70. 

1 Ibid. 
• Pike and Ainsworth, op. cit. 
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timing or synchronizing track is permitted to contain a bit only if it is 
possible to write and. read successfully in the corresponding locations in 
ell the other tracks. ·One way to ~ccomplish this is as follows. .First 
attempt to record at full density on one track. . Then read from that track 
and write on the adjacent track only if the signal read exceeds.some mini­
mum acceptable level. This guarantees that the second track contains 
bits only at locations corresponding to good locations in the first track. 
The next step is to read from the second track and to write on the third 
track only if the signal read exceeds the minimum acceptable level. 
Continue this process until the last track has been written on. Then 
erase the first track, read the last track, and write on the first track only 
in those locations where the sign.al is acceptable. This guarantees that 
the first track finally contains bits only in those locations where successful 
operation is obtained all the way across the tape. 

In the examples of tape-handling units cited above, the packing density 
is 100 bits per in. That this can be considerably increased has been 
demo11stratcd in cxperiments1 conducted by J. R. Sorrells of NBS, who 
succeeded in obtaining densities up to 700 bits per in. The advantages of 
reliable operation at such high densities are so obvious that there is no 
need to elaborate upon them. 

Information is recorded ix1 a modified non-return-to-zero system. The 
recording currents are actually pulses, both polarities being used in the 
following way: if 1 is to he recorded, the polarity is opposite to that used 
for the last hit; if 0 is to ho recorded, tho polarity is the so.me as that used 
for the last bit. Given the high density and the fact that the region of 
magnetization it'! longer than the gap in the writing head, it is easy to see 
that RUllCCl'IAivc O's ovcrlnp and produce a region of sa.turation just as if a 
constant-current non-rciturn-to-zero scheme were used and that from this 
no signa.IB are rct1ovcrcd upon playback. On the other hand, co.ch 1. is 
represe11ted ma.gnctinally by a single tran11ition from saturation in ono 
direction to Hatura.tion in the opposite and, hence, produces a single out­
put pulse upon playback. 'l'hc only disadvantage is that successive l's 
yield outputs of oppoHitc polarities, but this is easily enough handled by 
the rending c:ircuitH. 

In thia 1:1yHtcm, onn chann<ll is (as u11ual) reserved fo1· the timing (or 
sprocket) information; if th<l wordK arc n hitR lung, the aprockct chanucl 
must provide n t.imiug puhmH plu1:1 an a.dditirnui,l pulse used to set up a 
reference condition at tho bt1p;i11uing of tho Word. rl'he Hprockct informa­
tion is followed by a string 0£ 011:1, only o. few between worda within a. block, 
but sufficient after tho la.at word of a. block to permit starting or stopping 
before tho next word arrivcR under the heads. 

In recording, the sprocket. r.han11el is read, and tho output is used to 
1 NBS Tech. N6'Wa Bull., vol. 30, no. O, pp. 121-124, Soptombor, 191>5. 
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gate standard 2-µsec pulses into the writing drivers; a logical diagram .of 
the circuit is shown in Fig. 16-3. The coincidence of such a standardized 
sprocket pulse and ·a 1 causes the toggle, which is connected as a scaler, to 
switch, and thus guarantees that the polarity of the magnetization pro­
duced upon the tape is the opposite of that produced by the preceding 
(delayed) sprocket pulse. On the other hand, if no 1 is received, the 
toggle is not switched, and the sprocket pulse produces a spot of mag­
netization of the same polarity as the one before. 

Simultaneous reading of the sprocket channel and writing on the infor­
mation channels present a serious problem in that, since the heads are 
mounted in close proximity, the writing head induces a large signal in 
the reading head. This cross talk was reduced by several counter­
measures: (1) carefully shielding the sprocket-channel reading head; (2) 
mounting the information-track heads so that they produced fields in 
opposite senses, which largely canceled in their net effect; (~) exploiting 
the fact that the sprocket-channel output for high-density recording is 

Sprocket pulses 

Scaler 

Pulse 
shaper 

Fm. 16-3. NBS recording circuit. 

nearly sinusoidal and of low frequency, whereas the writing signal, being 
a 2-µsec pulse, contains mostly high-frequency components, by u1:1ing a 
low-pass sprocket-channel reading amplifier. 

The results of the NBS experiments were very gratifying. As the 
number of bits per inch was increased, the reading-amplifier output 
increased slowly, reaching a maximum for a density of 440 bits per in., 
and thereafter decreased slowly, still being of usable magnitude at 735 
bits per in. Thus, if the tape were driven at 100 in. per sec, a high-1:1peed 
internal memory capable of holding one thousand 40-bit words could be 
loaded or emptied in less than 1 sec. 

16-6. Various Auxiliary Memory Devices. In the performance of 
large-scale computations, almost inevitably, the high-speed memory of 
the computer has insufficient capacity to hold all the relevant information. 
The computation may be such that the numerical data is required only in 
small blocks; in this case it suffices to bring these blocks in from the input 
unit as they are required-this is certainly adequate with many applica­
tions of the data-p;rocessing- typ,e. . O.n th.e other hand, in other applica-
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tions, a large volume of intermediate results may be generated from time 
to time which must be used in a later stage of the computation; take as an 
example the process of computing the inverse of a large matrix by an 
iterative process. In such applications it is necessary to have an auxiliary 
memory to which information beyond the capacity of the high-speed 
memory can be transferred and where it can be held until needed. 

In the description of the memory of the ORDV AC, it was shown how a 
magnetic drum is used as an auxiliary to a short-access-time magnetic­
core memory, and some such arrange­
ment is, in fact, used in most high­
speed computers. Another possibil­
ity is to use a magnetic-tape unit for 
this purpose. This has the advan­
tage of large information capi\city: 
a 1,200-ft single-channel tape with 
a packing density of 100 bits per in. 
holds 28,800 words, n.ssumiug that 
50 bits Eluffices for cu.ch word and 
the space following it-this is much 

0 
(a) 

0 
Memory disk 1 

more tht\n the capacity of most mag- ...,,6-1--­

netic drums; five- and six-channel 
tapes hold proportionately more, 
and wide t.apes capable of carrying, 
for example, 40 channels have a huge 
capacity. 1 However, a serious dis­
advantage iR inherent in all tape 
devices: in ord<ir to locate an item or 
a block of it.ems for rcintroduetion 

4 

[b) 

F10. 16-4. (a) NBS notched memory 
rlisk; (b) mounting of disks and hon.clt:1. 

into the high-Hpc<~d memory, it may he necessary to run through t.he 
entire tape, whioh, oven at a speed of 100 in.. per sec, requires over 2 min 
for a 1,200-f t ta po. 

One way of achieving very large capacity with an acc:esH time of the 
order of 0.5 flee waH d<iviH<~d at NBS by J. ltabinow.2 'l'he memory 
medium c1om1iHts of a largc1 number of large aluminum disks (20 in. in 
diam<1ter) cmnt.<1cl on both Ri<los with magnetic material, each of which 
carriCR a d<l<1p not.ch, aH Hhown in Ii'ig. 16-4a. These arc mountccl upon a 
circular shaft,, Ho that the wholo memory array is toroidal in shape; Ii'ig. 
16-4b showH enough of the array so that the principle of arrangement. mtn 

1 L. Merrill, 40 Channel Map;ncitin Tapo Auxiliary Memory, Proo. Sumpoai:um on 
Large Scale Di11it<d Omnp11.ting ilfachine.ry, pp. 21\J-227, Arp;onna National J,a.boratory, 
Aug. 3-5, l!l5:t 

1 J. Ro.binow, Tha Notr.hml-disk Mamory, Elf.1:. Ena., vol. 7l, 11<>. 8, pp. 745-740, 
A\lp;ust, 11)52. 
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be ·understood. The ·c-ir.cular shaft is mounted, e.g., in a horizontal 
pia,p.e, ,in w~ich ano~her shaft rotates-~ arrp.,car:rying .a double array of 
~!:i:J.n m~gp.e~i~ heads (thi~kness O.Q13 in .. )1 .~ .• shown, .iJJ. .l!:'ig. 16-4b. For 
~ac:lip.g from or' writing on any. ~k_,. the arm ill first r9tated until the 
plane of the arm and that of the cfu3k coincide-this .is possible because of 
the slots in the disks-and then the ~k is rapidly rotated, its surface in 
contact with the heads as i~ P.8.l!JSes through the slot. 

An idea of the capacity of such a memory can be formed by a quick 
c8.J.c~lation. Assume that the usable part of the surface of each disk 
extends from 5 in. from the center to the periphery, that there are 
12 channels per inch, and that the packing density on each track is 100 
bits per in. This results in a capacity of about 566,000 bits per disk, 
for both sides are used, and it is seen that a toroidal array of 500 disks 
would have a capacity of some 7 million 40-bit words. 

Space does not suffice to go into the mechanical details of this device; 
it is cited to show that really enormous memory capacities are in fact 
possible, though a long access time may perhaps be the price. 

Other large. memories are of a :fixed character, with the information 
recorded upon photographic media and, therefore, not alterable. It has 
been pointed out1 that the resolving power of the best photographic 
emulsions is greater than· 103 marks per millimeter and that, therefore, a 
packing density of 106 bits per square millimeter of film surf ace could be 
attained if a scanning device of comparable resolution were available. 

Actual flying-spot scanners (such as the kinescope) can be made to 
produce a spot of diameter as small as 0.025 mm,* which sets a packing­
~en.sity upper J.imit of 1,600 bits per sq mm, which is large, but still very 
small in comparison with the limit imposed by the resolving power of the 
medium. Even with this limitation, a rather small surface would be 
capable of holding 10 million bits or more; it is of course to be expected 
that a practical device would succeed in realizing only a fraction of the 
limiting density but, even then, the density would be far in excess of that 
obtainable on, e.g., magnetic media. 

Information might be recorded on the medium by preparing large-scale 
drawings of the array of coded information, photographing them, and 
then effecting a reduction in size. This is a tedious process, which would 
be worthwhile only if the recorded information were to be useful without 
change for a fairly long time. 
· The information could be recorded as marks on a transparent plate, 

and reading could be accomplished by scanning with a flying spot and 

. 1 G. W. King, Q; ·W. Brown, and L. N. Ridenour, Photogra.phic Techniques for 
Information Stora.ge, Proc. IRE, vol. 41, no. 10, pp. 1421-1428, October, 1953. 

"'F. Roberts and J. z. Young, The Flying Spot Microscope, Proc. IEE, ser. IIIA, 
vol. 99, no. 20, p. 750, 1952. 
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picking up the transmitted light by means of a photomultiplier tube. 
The medium might be in the form of a rotating disk, i · which has the 
advantage that, if a radial scan is used, it is not. necessary to move the 
scanning beam, ol' in the. form-.of a rectangular slide,.2 In the latter case; 
beam deflection by the simple means used in Williams memories. would 
not suffice, for the step from line to line is so small, but.it has been pro­
posed that a coordinate grid be recorded along with the information:· 
and used as a means of positioning .the beam. Another possibility is 
to use a cylindrical storage surface, scanned as it rotates by a flying-spot 
scanner. 

A variety of commercial large-scale auxiliary memories are on the 
market. Generally speaking, the objective is to provide a memory of 
the scale provided by tape devices but having the additional merit of 
shorter access time. One way of doing this is exemplified in the Bur':' 
roughs Datafile, 3 which consists essentially of a large ·number of pieces of 
tape, each 250 ft long. These are mounted in parallel and are all brought 
out over a guiding system and driving rollers. Each individual tape 
works on the "wastepaper-basket" principle, the individual bins being 
provided by partitions in a long box. When any individual tape is 
selected, it alone is driven and the others remain stationary. A single 
head assembly sufficesi it is mounted .on a carriage accurately positioned 
by a servomechanism to read the selected tape. The carriage also carries 
pinch rollers which press the selected tape against the drive rollers. An 
early version of the Datu.file incorporated 50 tapes and was capable of 
holding 22 X 106 digi.tl'I with u.n average access time of 15 sec. 

Another scheme, 4 developed by the Clevite Corporation and called 
Tape-Drum, i11 to u11e a very wide magnetic tape which passes over a 
drum. '!'ho dnim ciarrics the heads, and, during any reading or writing 
operation, thci ta.po iH motionless. li.,riction between tape and drum is 
prevented by a thin boundary layer of air about 0.0002 in. thick. The 
relative Rpecd of tho magnetic material and the heads is thus faster than 
in conventional tape units, for the drum, which· is 12 in. in diameter, 
turns at 1,200 rpm. Tho tape is divided into "pages," one page being 
the length of tape that can be scanned a.t a time. In the model described, 
each page held 250,000 bits, the length could be up to 400 pages, and 
several pagcH could ho scanned per second. 

1 King, Brown, 1md IUclcnour, 011. cit. 
t R.. D. Rya.n, A Po'r11111.no11t High Spcml Store for Uso with Digital Computol'!l, 

IRE Tran.q. on Elr.ctr<>nic Oomputtirs, vol. J•]Q .. :J, no. 3, pp. 2-5, Sopteinber, 1954. 
a D. N. Mnc l)oMld, Dntafilll: A Now 'l'ool for l!:xtansivo File Stora.go, Proc. Bastbm 

Joint Oom.putcr Conj., tfJ/jfJ, pp. 12'1-127, American Institute of Elo1:trioe.l Engineeri3, 
New York, l!l57. 

~ G. L. Holhmclr.r, Q11n.ai-11tiLtir. Aci<lllflll Memory Systems, Proc. Eastern. Joint Com­
pnt1•r rJonf., Wtm, J>Jl. 128 .. J :u;. 
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The .IBM Corporation has · develbp.ed the type ~50 magnetic-disk 
random-access file, 1 'in principle a large·number of magnetic disks mounted 
on one·drive shaft and read by a.movable head assembly. An attractive 
feature of thiS arrangement is its low access time, varying from 0.15 sec 
minimum to 0.80 sec maximum. 

Finally, a more con:ventionaJ. large auxiliary memory devised in the 
Sperry Rand Corpora.ti.on consists of one or more magnetic drums, each 
one provided with·a movable head a.ssei;nbly. The technique of movable 
heads has already been applied successfully in England at the National 
Physical Laboratory (in the ACE computer) and by the English Electric 
Company (in the DEUCE computer). The Sperry Rand drum is of 
greater capacity than these earlier ones, however; it is capable of holding 
250,000 words of 12 decimal digits each. The maximum access time, 
which is, of course, determined largely by the time required to move the 
head, is 2.6 sec, and the average is 1 sec.* 

The subject of large-scale auxiliary memories will not be pursued 
further. It is worth noting that the chief field of application of these 
devices is not scientific .calculation but mass data processing and that, in 
fact, operations of this character really require memories of very large 
capacity. This is especially true of operations in which all the data 
presently kept in a large file must be made easily accessible to the data.­
processing system. 

16-6. Displaying the Results. The final step in data processing is to put 
the results in a form easily understood by human beings. Something of 
this kind must be done in all cases; even when the computing device is an 
element in an automatic control system, some sort of monitoring by a 
human .operator is presumably necessary. The most common procedure 
is to print the results, but it is possible also to display them visually in 
various ways. 

A great variety of printing devices exist. 2 The slowest and simplest 
are the single-action printers, which are essentially typewriters controllod 
by solenoids. These are limited in speed to about ten characters per 
second. Line-at-a-time mechanical printers are faster; these opcr1\te 1it 
one to two lines per second. The more recent on-the-fly printerR arc 
about ten times faster. All these Q.evices use ordinary type faces and are 
limited in speed by the difficulty of imparting motion to the relatively 
heavy mechanical elements and by the time required to move out of the 

1 M. L.J.esser and J. W. Ha.anstra, The RAMAC Data-processing Machine: System 
Organization. of the IBM 305, Proc. Eaatem Joint Computer Conj., 1956, pp. 139-146. 

*H.F. Welsh and V. J. Porter, A Large Capacity Drum-file Memory System, J>roc;. 
Eaatm,i. Joint Computer Conj., 1966, pp. 136-139. 

1 J. C. Hosken, Survey of Mechanical Printers, in "Review of Input and Output 
Equipment Used in Computing Systems," pp. 106-112, American Institute of l\llectri­
cal Engineers, New York, March, 1953. 
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way the type slug needed to print one letter before the next slug can be 
positioned. 

To overcome these difficulties, matrix printers were developed.. These 
are still mechanical, but the inertia of the moving element is less. The 
central idea is very simple. The marks are produced by a selected set of 
small pins from an array of, say, 35, driven by small hammers. Thus the 
characters are arrays of small dots chosen from a small 7 X 5 matrix 
and are perfectly intelligible, though of lower quality than those produced 
by standard type. Matrix printers can be made to operate at several 
hundred characters per second, which is a.bout the same speed as that of 
the on-the-fly printers. 

To get to much higher speeds it seems obvious that means other than 
mechanical must be cmployed.1 A considerable variety of methods have 
been developed. Characters may be formed directly on Western Union 
type L 1'clcdeltos paper by sparking properly selected small electrodes 
from a matrix through the paper (Atomic Instrument Company). Char­
acters may be formed as patterns of magnetization on a magnetizable 
medium (e.g., tape), then made visiblC by dusting with a powdered mag­
netic material, and printed finally by bringing the. tape in contact with a 
paper tape treated with an adhesive material. This process (called 
"ferromagnet,ography") was developed by the General Electric Corpora­
tion. Other methods depend upon displaying the characters on a 
cathode-ray tube (CH.T) and recording tho picture photographically 01· 

by some oth<.'r prot\CAR. The earliest method of forming characters in thiH 
way Wtl.K dtwt,lopod iu tho Harvard Computation Laboratory long ago; 
it dt1po11d11 upon Lho gonnru.t.ion of appropriate voltages which were applfocl 
to tho vm1fonl mul horizoufai.l pln.tOR of a OH.T, and the resulting <lovioc 
was uall<l<l thu "numc1ro1mc>pc." The Rame name has been u1:1ud for a 
ratlmr dilfor<~nt cltwicm, dovelopccl by tho Engineering Research AHHotdatcH 
disivion of t.ha $parry Rand Corporation (ERA), in which thcso sotM of 
volttLgCl'!l aro workcid out in 11.dv1t1rno and recorded on magnetio dru1nR. 
li'or a pcrman<mt rocmrd the <llmmctc1·A diRplaycd on the CH.1' arcphoto­
graphod. Auot;hc1· tLpprmwh iR represented by the magnetic-matrix 
printer of thci I.abomtory for Electronics, Inc., which buildR up tho char­
ar.torR from arrnyH of dots on the CltT, the selection of the dots being 
accomplb1lltlcl hy a magnetic-core matrix. Photographing tho displayed 
characters givofl n permanent record. Finally, the Charactron is ii 

special tube in whfoh tho oloctron beam pa1:1ses through a set of chnracter­
sclectinp; plo.tos, a hon.m-Rha.ping stoncil plate, and a final set of deflection 
platoN hoforc l'oa.c:hiug tho fluorosc:cnt screen. In accorda1rne with t.hfl 
coded input informnl;icm, t.ho oho.racter-i.:iclccting plat<".s direct t;hc hen.in 
to the a.pproprint.n poHit.ion in the Atencil plate, from whiclh it omcrp;es 

l It. J. n.01111hr.im, Non•lll(l(l!Umfo:Ll Ilip;h Rpr.cd Printt'lrll, in i./1id., pp. 11a-117. 
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properly shaped to write.the· selected character, and the final set of deflec­
tion plates direct the shaped beam to the proper position on the screen. 
Some sort of re.cording, either by eonventional phptography or by xerog­
i:aphy, is .pr:ovided to obtain a permanent record. The Stromberg Carl­
son SC-5000 . High Speed Electronic Printer uses a Charactron and 
a xerographic printer developed·. by the Haloid Corp. It can print 
10,000 characters per se.cond, :with up to 150 characters per line. 

In all the devices mentioned above, the results are finally recorded in 
ordinary decimal-digital form. Other devices are available that prepare 
a plot of one output quantity versus another, for example, by printing a 
sequence of dots on a moving piece of coordinate paper. Such a curve 
can be generated also by displaying the successive points on a ORT and 
recording them all on a single photographic plate. 

Just what kind of printer should be used in a computing or data-proc­
essing system depends to a large extent upon the type of work it is chiefly 
intended to do. In scientific computation, the total volume of results 
can be expected to be fairly small, except, perhaps, in such matters as 
the computation of tables. In various operations of the office-arithmetic 
variety, the situation is quite different; consider, for example, the problem 
of preparing premium notices in a large insurance company. 

Generally speaking,· it. is not necessary or even desirable to feed the 
results directly from the computer to the printer. The usual procedure 
is to. feed the results first to an output unit, where they are recorded on 
whatever medium is used, and, finally, to read this at lower speed, if 
necessary, to drive the printer. AB an example, consider the SEAC 
scheme menticined in Sec. 16-4; the ou~put from the m~chine is recorded 
on magnetic wire, this is then read and transferred to punched paper 
tape, and this, finally, is read and used to drive a rather slow printer. 
With an output unit as· intermediary between machine and printer, 
printing can, of course, be done while the machine is out of service or 
occupied on other problems. · 

If only fairly slow printers are available, and if the volume of results to 
be printed is large, it is possible to distribute the information read from 
the output medium to a number of printers; this would not be satil:'lfu.ctory 
for scientific calculatic>n, but would be quite.feasible in such operations as 
the preparation of insurance-premium no-ticia~ !!-~l.ud.ed ~o above. Unfor­
tunately;· the high-speed· printers !i!3V:~l.Pp~d ·~9· f.~~~ either. do not yield a.s 
clear and.elegant copy as lower-speed._:i;neaAa.nical printers· or are not capa­
ble. of 'providing multiple .copies with the ·same facility. For example, 
mechanical printers c&in prqd,:uce a number of -good carbon copies along 
with the original, but a- .d,evice that depends upon photographing numherH 
produced on a CRT mus.t. mak~ separate prin~ from the nego.t.ive. 
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16-7. Buffering, Especially in SEAC. After the lengthy though some­
what sketchy review of input and output devices just completed, atten­
tion must be turned to the practical problem. of interconnecting these 
devices with the computer proper, that is, to the means by which.in!orma­
tion is exchanged between input-output unit .and. internal .memory. 
Naturally, this is a very broad subject, and the means adopted in any 
case depend upon the type and speed of the computer and the type and 
speed of the input-output equipment. The expressive term "buffering" 
has been applied to this transfer process.1 

One of the things that must be accomplished is to effect some sort of 
speed changing, for, as noted, input-output equipment is generally much 
slower in operation than internal memory or computing circuits. Fur­
thermore, the input-output devices all involve mechanical motion, and, 
clearly, the effects of inertia and friction must make it difficult to syn­
chronize them with the internal circuitry. This situation is worst in 
serial synchronous machines and least troublesome in parallel asynchro­
nous machines, but it must always be considered carefully. 

From tho analysis of the fast paragraph, it follows that the buffering 
proceAs involves both conversion of the information read from the input 
medium into a form suitable for introduction into the high-speed memory 
and synchronization of this information with the internal timing of the 
machine. Another operation that must usually be performed is the 
assembly of thci information received from the input unit into machine 
words. Oonsidur, for example, a serial machine with a four-channel 
input uuit; 4: hitH arc read 1:1imultaneously, then nothing happens until 
the next 4 hifai arrive under the reading heads, these are read sinrnl­
taneom;ly, and HO on. l•'inally, ti.ftcr the words have been assembled, they 
mmit ho trnw·nnitt,nd to the high-speed memory. Some of these opera­
tiouH cmn be avoidrnl if the input 1:1y1:1tem is in a sense well-matched to the 
rest of the eomputm; litter in thii:i chapter, in the account of the input­
output unit of thtl IAH ciomputer, it will be seen how a very simple solution 
was found in which buffering wru; not required. 

So for, inpuL u.lono has hclcn com!idorcd, but it is obvious that it i1:1 
similarly m1cciHHu.ry to change tlw Hp<~c<l, electrical form, and timing of 
wordi; in tho trmu;for from the computer memory to the output units. 

Sinco vm·y uumy wu.yK of bufforinp; cio.n be dcwiscd, it i1:1 not worthwhile 
to indulg<i in u. protmctcd gommil diHCUH."lion; consider in11tco.d some con­
crete ilh1Htmt.ions. Figure Hi-5 show1:1 tho method used in SEAC to 
obtain n i:;yunhronil-m<l Hfamdard puh;c for each nonsynchronized non­
standard puli;n nppc}aring tit tho input. The nonstandard pulses occur 

1 A. L. Leiner, Bnff,1rinp; between Input-Output and the Computer, NBS Rept, 
2154, Docomhor, 1052. 
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less frequently than the standard ones and are of greater length; the 
standard SEAC pulses occur at a prf of 106 per second and are about 0.5 
µsec long. Suppose that a pulse then arrives at the input to the gate. 
The other input is the continuous train of I-megacycle clock pulses; so 
the gate output is a packet of such pulses, of which perhaps the first and 
last may be of less than standard amplitude and width because of finite 
rise-and-fall time of the long information pulse. These stimulate a 
pulse repeater, from which two outputs are taken, one a copy of the 
input, the other a copy with polarity reversed (this is easy with SEAC 
circuitry, because of the transformer output from all units). The second 
train of pulses is delayed two pulse periods (2 µsec) and is applied as an 
"inhibit" input to a gate; the other inputs are the direct train of pulses 

Clock pulses (106 cps) 

Incoming signal 

Detection 
and 

storage 

Storage 
and . 

regeneration 

Clock pulses (106 cps) 

2µsecdelay 

Delay 1----:~ 

Clear storage 

Synchronizing pulses (105 cps) 

To computer 
pickup register 

FIG. 16-5. NBS system for deriving a synchronized standard pulse from each non­
standard, nonsynchronous input pulse. 

and the I-megacycle clock pulses. The gate passes the first two pulses 
of the direct train, but the third is either completely inhibited or perhaps 
transmitted with diminished amplitude if the first pulse is, as explained 
above, substandard; all following pulses of this packet are completely 
suppressed. In any case, at least one pulse of standard amplitude and 
length gets through, but there is uncertainty about its timing. 

This uncertainty is removed by the pulse-synchronizing scheme shown 
in the second line of Fig. I6-5. The synchronizing pulses are of 105 per 
second prf and are derived by a counting procedure that selects every 
tenth pulse from the clock pulses. The first block in the diagram is a 
one-pulse dynamic memory unit, which, once stimulated, puts out a 
con~inuous ~r~~ .~f .Pul~es_. .The~e are fed to a second such unit, but 
cannot stunulate it until the unit is enabled by one of the synchronizing 
pulses. The output of the second unit is, therefore, a continuous train of 
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1-megacycle pulses of which the first exactly coincides in time With a 
synchronizing pulse. This is subjected to a delay of 1 or more µsec 
but shorter than the interval between synchronizing pulses, which pre­
vents the train of pulses from reaching the output gate while the syn­
chronizing pulse that initiated it is still present. Hence, the gnte output 
is a pulse coinciding in time with the next following synchronizing pulse; 
this is also fed back to inhibit the dynamic-memory circuits n.nd, hence, 
to return them to quiescence. It is clear that the initial input pulse 
ca.n be of any length and that every such pulse gives rise to just one 
synchronized short pulse of the type used in the computer. Obviously 
the prf of the incoming signal must be less thnn 106 cps. If the incoming 
signal consists of pulses of length less than 10 µsec occurring at u. prf lcsA 
than 106 cps, it is possible to dispense with the first line of Fig. 16-5. 

The standardized and synchronized pulses must now be assembled into 
words. One way to do this in a serial machine would be to use a preces­
sing-loop pick-up register, that is, a register of the recirculath1g type in 
which the total delay can be either the synchronizing pulse interval 
(10 µsec) or 1 µsec greater. Every time a new information pulse is read 
in, the 10-µscc delay is increased to 11 µsec; so the new pulse falls into posi­
tion right bohiud the last one received. By this method, a word can be 
assembled in 10-bit segments. Another method is to use a shifting 
register, where the information pulses are read into the left end and the 
contents are then ahifted one place right. This has the advantage that it 
can be used with either parallel or serial memories, for the regiHtcr can 
transmit the assembled word either broadRide or by shifting right, 
emitting 1 bit per shift (which is the achcmc uAed in SEAC). 

It is necessary also to provide some way of indicating that tho pi<1k-up 
regiflter has been filled a.nd tha.t it is ready to transmit tho aRHomhl<id 
word. A very Rimple expedient iR to clear the register to O's af tur <wcry 
such transfer and to insert a 1 in tho left end; when thi1:1 1 om.orgoH frum 
the right c11d, it iH interpreted as a 11igno.l that 1ihc register holclH a word 
and is ready to tramnnit. 

If a shifting pick-up regii.iter is uRod M int.urmediary bctwoou u Horhil 
input unit and a pu.rallcil memory, tho hrmidHido trn.muniflHiou of the word 
into the memory is accomplil'lhcd very rapidly; t.lum tho rogi1:1tor it1 olunrticl 
immcdiat;cly and made ready to i·ccuivo tho uoxt, word. With u Horiu.I 
memory, it is convenient to ha.vc a sc<1ond butfo1· rogiHtcr into whi<1h thn 
pick-up register shifts its contents as soon M it has been filled, for, if thiH 
is not done, the piok-up register mm1t stand inact.ivc until t;ho mnnrnry 
address to which the picked-up word is to be Rent becomes nvail1•hlo. 
In SEAC, the adder rcgiAtcr is used for this purpm1c; it, if! froo, l'lhrno no 
provision is made for carrying out an input opc1ru.tioI1 tmd uoinputinp; 
concurrently. 
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Each word received from the· input 'unit. muat be sent to some definite 
memory address. ID, the case of a single word this is a simple matter, for 
the input ·instructign . .spe.cifies .the address. completely. If a block of 
words is to be received into .th,~ memory at consecutively numbered 
addresses, the input instruction '.Ip.list···specify only the address of the first 
and the number of words in .the block, and provisiol), must be made for 
increasing the address by unity after each transfer arid for counting the 
words transferred, comparing the counter's contents with the number of 
words to be transferred, and generating a signal to terminate the process 
when coincidence is reached. 

Clearly, if the computer is to be able to perform calculations and 
input or output operations simultaneously, it is necessary both to avoid 
the use of any arithmetic-unit registers in the buffering process and also to 
provide a separate register and adder to take care of the address informa­
tion while the input or output operation is in progress, so that the adder 
register may be freed for other uses. 

16-8. Input-Output Unit of the IAS Computer. The input-output 
device used at one time with the IAS computer1 was the IBM 514 repro­
ducing punch, which has facilities for both reading and punching cards. 
With this was associated the external control, which received commands 
from the computer .and in tum controlled the operation of the punch. 
As an IBM card has 12 rows and 80 columns of punching positions and as 
the 514 can handle cards at the rate of .100 per minute, an information rate 
of 1,600 bits per sec could be attained. Actually only one word was 
recorded in ea.ch row; the columns 1 to 4, 6 to 9, ... , 46 to 49 were 
used, and the space at the end of the row (columns 66 to 80) was reserved 
to hold identifying information useful to the operators of the equipincut. 
In each row in ea;ch position it was possible to punch a hole or not and, 
hence, to rec·ord a 1 or a 0; so the words had to be reduced to some form of 
binary representation. Instruction words were in any case written as 
strings of 1 's and O's, and number words were so written by replacing eu.ch 
decimal digit by its 4-bit binary equivalent (conversion to binary was 
accomplished within the machine). Similarly, numbers to be read out of 
the machine's memory were converted into binary-coded decimals before 
being transmitted to the punch. All positions in a row were sensed or 
punched simultaneously. Transmission of information took place over 
40 parallel wires,· one for each binary position. This means that the 
word-assembly problem did not exist,and that, in fact, the whole buffering 
problem was trivial. · · ' · · · 

The method used for comi:nunicating between the 514 and the computer 
is shown in Fig. 16-6, in which one of ·the 40 parallel channels is repre-

1 Staff, Electronic Computer' Project, "Report on· Contract No. N-7onr388, 
T. 0. I.," Institute for Advanced Study, Princeton, N.J., April, 1954. 
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eented. A wol'd to be transferred from the Williams· :memory to the 
punch comes in to .R1 and then passes through the adder, R1 having 
previously been cleared to O's, and appears at the.digit-resolver output, 
where in each position 0 is represented by 0 volts, 1 by a negative voltage. 
The relay in the. plate circuit of the triode. is" set in. the W (write) 
position; so the. tube functions as a cathode follower. · The gate Gs is 
enabled .. by the IBM P signal supplied by the external control; so that, if a. 
1 is to be written, a second gate (actually a relay) is enabled, providing a 
path by which the pulse output of the emitter of the 514 can pass to the 
punch magnets. In the transfer from the 514 to the Williams memory 

To.R1 
toggle 

-20volts +llOvolts 

Iw 

IBM,p 514 emitter 

Digit 
resolver 

Transfer line 

-300volts 

To magnet;lc-drum 
transfer circuits 

Punch 
magnets 

From 
514 brush 

FIG. 16--6. Digit t.r1~nt1far l>titwcmn IAS aornputar and input-output unit (one lino of 40). 

the relay iu th<~ pl1~to <lirmlit of tb.o triode iA switt}hod to the R-C (rcad­
computc) poidtion, th(l gat.o 02 iK di1:m.blc<l and tho gato 04 enabled by tho 
I BM n siguu.l, and thn digi t-rmmlver· output is made 0 volts. Electrically, 
the pulse output from t.ho bruHhCH of the 514 is.a; positive-going ~ignal 
whicl1: iR inverted,· 1110 tluit n, t appco.r11 as Iii. 11ega.tivt:rgoing· pulse at the 
output ·of" G,. · The triodti 1~-ctH aw o.·.~iodo, sjnce it1r pla.to circuit is"' di&. 
connoctocl for tht1 Kigu11.1 lavcb1 mmd. Honco1 a 1 read in from the 514 
pulls tho grid dnwn M it follK, and a nagntivo ·signal ii:r proseuted to 
the gate 0 1, di1o11\hlirig it, H<> that tho gate-enable signal, which arrives dur­
ing. the puhm from tho 514, hat1 no effect. Uo:wover, R1 has been ·previ­
ously cloarucl tu l '~i so th1l'nct offoct if! that tho corresponding stage of R1 

~DQB .bY. .hpld~_ng a. 1. IC a() iH rcn~ by tho 514,. no .pulse is roccivod,. and 
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the digit-resolver output is undisturbed at 0 volts, which holds G1 open; 
so the gate-enable pulse causes the toggle in the corresponding stage of R1 

to swit.ch to O. Hence, at the conclusion of the gate-enable signal, the 
toggles of R1 hold the entire word read from the punched card. 

It is now necessary to consider how the transfers are controlled. Two 
instructions are needed to effect any of the possible transfer operations. 
The first of these is the "priming" instruction, which must always be in 
phase 2, or the second half, of an instruction word. The address part, in 
bits 23. to 29, specifies the number of IBM cards to be processed. In the 
magnetic-drum case, bits 20 to 24 specify the number of the starting block, 
and bits 25 to 29 specify the number of blocks. The first three bits of the 
operation part of the word must be step/no step = 1, int/ext = 0, 
Wms/arith = 1; in Fig. 16-7a this is represented symbolically. As far 
as the physical realization is concerned, recall that, since the two instruc­
tions in a word occupy separate and distinct parts of Ra, it is a simple 
matter to provide that the operations be synthesized in different ways in 
the two parts. Basically, the priming request is used to enable a set of 
10 gates, which cause the address part of the priming instruction to be 
transmitted to a 10-bit register in the external control. Apart from this, 
the main control also executes whatever operation is specified by the 
10 bits in positions 30 to 39 and so brings, finally, an irrelevant number 
into R1• If the second of the two transfer instructions is to be that in 
the first phase of the next instruction word, this is of no consequence; if 
other instructions are to intervene and if it is desired to preserve the con­
tents of R1, this can be effected, e.g., by making the remaining 7 bits of 
the priming instruction the same as those of an RII-load instruction. 

The second of the pair of transfer instructions must always be in phasn 
1. That this is an external instruction is signified by step/no step = 1, 
int/ext = O. The Wms/arith bit specifies whether the magnetic drum 
(Wms/arith = 1) or the IBM 514 (Wms/arith = 0) is involved, and the 
RO/NRO bit specifies whether the transfer is to be from (RO/N RO = 1) 
or to (RO IN RO = 0) the Williams memory. The synthesis of the relevant 
bits of the phase 1 instruction is shown logically in Fig. 16-7b. The 
address part of the instruction gives the first address in the WilliamR 
memory to be read from or written into. The IBM request causes the 
514 to be activated via appropriate relays, and the Wms-+ IBM or 
IBM-+ Wms request causes the appropriate relay IBMP or IBM .re to be 
energized. 

The external control contains the 10-bit register already mentioned, a 
7-stage binary counter with coincidence circuits by which its contents 
can be compared with the number in the register (or in either half of it, 
in the case pf magnetic-drum operations), and various toggles and logic 
circuits.. No attempt will be made to present a detailed logical diagram; 
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an over-all account of its operation will suffice. The external control is 
supplied with the commands shown in Fig. 16-7b, which determine which 
course of action it is to pursue. It transmits commands to the IBM 514 
and receives back certain synchronizing pulses: synch 1, supplied by a 
cam after each card has been completely read, and synch 2, supplied by 
the emitter every time a single line is read. It also communicates with 
the main coutrol, as noted below. The synch 1 and 2 pulses are used to 
advance the 7-stage binary counter by 1 for each card read or punched. 

Step/no step -­Int/ext 

Wms/arith 

Step/no step 

1---------'--Priming request 

[e) 

External 
request 

~R_O_IN._R_o ____________ +<Gl--l--+---l----i-....--1----1-----F-ro.,mWMS 

BOiNiO To WMS 
~-------------------~G1-1---i--.---1--1--1--.---1------• 

WMS-IBM ..+---1------• 
lb) 

IBM-WMS 

lt'rn. 10-7. Synthu11iH of axtcrnn.l imitruntionH. (a) Pl111110 2, (b) pluu:m I. 

In th<i IBM c:t:,;o, nt the expiration of the ddny duo to the time required 
for ccrttiin rclayH to pic:k up, two toggles (called 'l'wrr and 'l'i.1ook, not. t;o he 
confused with the similnrly named toggle of the mitin control) arc turned 
on and the 7-stago countc..'r is clctired. 

In the meantime the address part of the instmction has heon inserted 
in the address gcncrn.tor. This fact is signttlcd bn.ck to tho external 
control, wlrnrc it turns ou n toggle Trwa, which onsurmi thnt, idter each 
word transfer, the :LddmHR in tho u.ddrcss gencntt.or iR t.ru.11Kfcrrcd to the 
order register of the tliHpntch c:ountcr iind then hncik into th~ address 
genera.tor, having I added to it. in the courRe of the firRt tru.nsfer. 
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When a word, is-read by the 514, the synch 2 pulse is transmitted to the 
main control, wJl_ere it tlirns Tbto•k on. The IBM-load instruction must 
have "'Z/ + X == 1, so that, when Tbtollk is turned on, an addition is per­
formed, f!.nd, .~CEl.P:reqautions have been ta.ken to clear R1 to O's and to 
null the complem.eJ:!.t gates, the net effect is to accept the word read 
by the ,514 ~-to zigzag it down to Ri. The counter-satisfy signal is 
transmitted to ~P.e external control, where it turns on a toggle TY••• which 
in tum issues a Williams request to the Williams-memory local control, 
which, therefore, in its next action cycle causes the word in R1 to be 
recorded at the address in the address generator. The synch signal from 
the Willia.m.s--memory local control in turn turns off T .,... 'l'hus a separate 
Williams request is generated for ·each word transmitted to the Williams 
memory. 

In a read-out from the Williams memory to the 514, the word first goes 
to R8, and Riis cleared to O's; then, when the positive complemeut gates 
are enabled, the word appears at the output of the digit resolver and is 
automatically punched into the card in the next word position. In this 
case, the Williams requesi"is initiated by turning on Tbl.,.,. in the external 
control. 

When, finally, all the cards required have been processed, the <1oiuci­
dence of the number in the counter and the number in the last seven 
stages of the register is sensed by the recognition circuit. This generates 
a signal that turns Tblaok (of the external control) off. The coincidence of 
T Bola on and Tblook off ca.uses the G2 or G, gates in the main ciontrol to be 
disabled. This causes the "external" .request to be disnffirmod, and 
this effect in turn turns off Ts'l''l' and TBota of the external <iontrol. The 
last event removes the disabling signal to the G,, and G, gates, and the 
main control is now free to execute the phase 2 instruction, which mu11t 
always be an unconditional transfer of control, since the a.ddreFIS of the 
next instruction was lost when the starting address for the tranRfer wa.H 
transmitted from the address generator to the order register. 



CHAPTER 17 

SUPERSPEED COMPUTERS 

17-1. Introduction. The history of the development of digit::i.l com­
puting equipment has from the beginning been characterized by a quest 
for greater speeds and greater memory capacities. In Chap. 3 brief men­
tion was made of a discussion by H. H. Goldstine showing why, from the 
point of view of scientific computation, it would be desirable to have 
faster machines. It is obvious also that greater speed, if coupled with 
high reliability, is important in nonmathematical applications of com­
puting equipment, for example, in certain automatic-control situations. 

The present chapter will be devoted to an account of programs that 
are presently (1958) directed toward the creation of "superspeed" com­
puters. This term is of course not well defined; it really means a machine 
about ten times as fa8t (in some sense) as commercial equipment cur­
rently avu.ilu.hle. ThuA, to qualify now for consideration here, a dcsigu 
would h1wo to contempl1itc 1i multiplicu.tion time of about 20 µsec 1md a 
memory r.ydo of, Any, 2 µ1mo or less. It i1:1 interesting to notice tho.t a 
m1ichiiw (the NORC) only Rlightly slower than this in arithmetic speed 
was built some time u.go hy IBM for the U.S. N1ivu.l Proving Ground at 
Du.hlgren, Virginia, and hu.s heen in operation there since eu.rly in 1955.1 

The d<ivelopment progmms that will be discussed below u.re being con­
ducted by (1) the Du.ta ProceAaiug SystomH Division of the Nu.tionnl 
Bureau of 8tandards, (2) the Sperry Rand Corporation (LARO), (3) the 
IBM Corporation (S1'RI1~'l'CII), nnd (4) the Digital Computer Lu.bora­
tory of tho University ()f Illinoi1:1. The reader will notice thu.t in i~ll these 
devclopmcnt1:1 a cortn.in degree of concurreucy in the operations has 
been introduced in the int<1rcst of speed. 

17-2. NBS High-speed Data-processor Development. The first eyR­
t.em chosen for discussion is one under development in the Data Process­
ing Systems Division l>f the National Burea.u of Stauda.rds. Although 
it is somewhat slower than tho machinc11 to be discussed later in tbe 

1 M. II. Wdk, A Rncond Survey of Domostio ID!cctronic C';0mp11ting Systems, BR/., 
Ucport 1010, pp. 2R0-2Rl, Halli11tfo Rosenrch I..a.horntories, Ahordoon Proving Ground, 
Md., June, W57. 
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chapter, it exhibits many novel and interesting features of organization. 1 

The system actually comprises two complete computers, called the pri­
mary and secondary, external (or auxiliary) memory, input-output equip­
ment, input-output control, and a manual-monitor unit designed to 
facilitate the intervention of the operator in ma.chine operation. 

The primary computer has an arithmetic unit, a program control 
unit, and a large-scale high-speed memory and thus essentially forms u 
complete computer. The arithmetic unit executes all the norma.l 
machine operations under instructions from the progro.m control unit, 
but such red-tape operations as address modification and counting (e.g., 
of the steps in an iterative process) are assigned to the secondary com­
puter. The word length is 68 bits. In number words, 64 of these convey 
numerical information, u.nd the remaining 4 are used for the sign n.nd the 
"tag" which indicates whether the number is to be interpreted as binary 
or decimo.l, fixed-point or floating-point, all these number systems being 
usable at the option of the coder. The instructions interpreted by the 
program control unit are of the three-address type, containing (for exam­
ple) addresses of the operands and of the location to which the result iH 
to be delivered, an operation code, and codes specifying which B rcgil:!tcr11 
are to be used. B modification of any or all of the three addresses iR 
provided for, and it is also necessary to specify in which of the 1(1 B 
registers the address of the next instruction is to be found. Provision 
is made for addressing up to 32, 768 locations in the high-speed memory. 
This will be of the conventional coincident-current magnetic-core type, 
but there will be a small diode-capacitor memory of 256 words nt 1 ,usec 
access time between the large memory and the arithmetic unit.. Pro­
vision is mo.de in the instruction code to call for the transfer of n.n urhi" 
trary block of words from one of these memories to the other. Onc11 
initiated, the tra.nsfer runs concurrently with the operation of the arith­
metic unit, although of course there are interlocks which can tcmpornrily 
inhibit operations to ensure that words needed by the arithmetic unit 
have indeed been pla.ced in the short-access memory. The word lcn~th 
in the memory is 72 bits, the extra 4 bits being used for parity checking. 

The secondary computer consists of an arithmetic unit, u program 
control unit, and a small memory which holds 60 words of 16 bits cu.ch. 
Sixteen of the memory locations function as B registers. The others 
can be used as counters or to hold information to be used in certain 
special tasks which can be assigned to the secondary computer. AB it is 
actually a general-purpose machine in its own right, it can be used for a 

1 A. L. Leiner, W. A. Notz, J. L. Smith, and A. Weinberger, Orga.nizing a Network 
of Computers to Meet Deadlines, NBS Rep!. 5647, November, 1957. Reprinted in 
Proc. J oim Comp'l.lter CJ qnj., Dec. 9-1 S, 1 907, pp. 11.5-128, Institute of Ra.dio Engix1cors, 
New York, 1958. 
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variety of operations auxiliary to those of the primary computer, e.g., 
in sorting, in error analysis, and in general in any operations on short 
numbers not over 16 bits long. The memory is to be of the diode­
capacitor type, with an access time of 1 µsec. The program control 
unit of the secondary computer uses a two-address code. The primary 
program control unit can insert an instruction into the secondary program 
control unit and can cause the transfer of words between primary and 
secondary memories, while the sccondu.ry progmm control unit can cu.use 
the transfer of the contents of the primary instruction register to the 
secondary memory and the transfer of a word from the primary memory 
to the primary instruction register. In general, the secondary computer 
opern.tes concurrently with and subordinate to the primary. 

The external memory is to consist of magnetic-tape units, though other 
devices, 1:mch as drums or disks, could also be used. Communications 
between it n.nd the primary memory will be regulu.ted by the input-output 
trunks. Trmu;fers in either direction can be initiated by a single instruc­
tion, the blocks tmmilerred being specified at will. Once begun, the 
transfer goci:; 011 concurrently with the operutions of the primary and 
sccondury computers, subject to ccrtrun interlocks to prevent inter­
ference with the progress of the computation. Words passing through 
the trunks can be subjected to u. certain u.mount of processing by the 
formo.t controller, which is n small plugboard-controlled computer. It 
can do 1:mch t.hings u.s scnrch wordl! coming from the extermil memory for 
vu.rioua ttigs, convert words from one codccl form to another, :md so on. 

ProviHi<m is mtidc for grout flexibility in the use of input u.nd output 
equipment, in<:lu<ling picturt~-tuhc displu.y of ronl-timo du.tu. held in the 
high-speocl memory. Input and output equipment is to communicate 
with thci oxt.ornal mmnory aucl with tho primary ::i.rithmotic unit. 

Conlirol of the m:whino from without it:i through the mnmml-monito1· 
unit. By 1;hiH th<l opuru.tor cnn intervene directly in the operation of the 
machine, <>r h<i (:an Hot up·-·· by mo1tns of swi tchos--.. ·vm·iom:1 condition.A 
which, being Httt•iHfincl, will cnmm tho machine to pur1:1uc courHos of uciiion 
specified by ot,hnr :-;wit.ch 1·mt11ii11g1-1. 'l'hiH amounts to a mot;hod of cauHing 
the mach ilrn to mon it.or i tH owu opm·ntions. By thc1:1e men.us the opcmtor 
can, when C«!rt:nin 0011tlition1-1 nriHu, iru·mrt now datu. u.nd new inKliructionR 
without t.lw uHo of Hp<icial 00<lnH pmp:irecl in u.<lvm1cc. He cn.n u.!1:10 eu.sily 
extru.ct int.m·mt!<liat<1 comput:it,ic.m1il results. It, iR obvious thiit a flexible 
unit of thiA Hort, iH u grmt convcmicmcc in code checking nncl in trouble 
shooting. It will 1t!Ho he poKHihlci to ::ipocify and initint;c opcrntionR 
through tho mn.1111al-mouitor unit by oluct.rical Hignn.lR received from 
remote-con t.rol poi 11 tH. 

Tlw maohino c:()(fo i11dudrn; l.ho u1-1u:il tirit:hmoliie, im11l"lft1r of informa­
tion, tm<l tm11Hfm· of 0011!.rol inHl.rudiom.:. Thn logic::i.1 opomtiom1 u.i·c 



418 ELECTRONIO DIGITAL COMPUTEBS [CHAP. 17 

transplant and a very :flexible Boolean operation permiting the genera­
tion of any of the Boolean functions of two variables (on, of course, a 
bit-by-bit basis). Naturally there are instructions to cause the transfer 
of blocks of words between the external memory and the memory of the 
primary computer and between the higher- and lower-speed parts of the 
memory of the primary computer. Finally there are instructions which 
coordinate the operations of the two computers to ensure that one does 
not get too far a.head of or behind the other and to cause one to wait 
until the other catches up under certain specified conditions. 

The machine is to use vacuum-tube circuitry based upon that success­
fully used in the SEAC and DYSEAC. The basic package will bear a 
strong likeness to that discussed in Chap. 6. A five-phase clocking 
system replaces the earlier three- and four-phase systems. High-speed 
arithmetic is obtained by the use of the Weinberger-Smith adder described 
in Chap. 10. Including all accesses (in obtaining the instruction, the 
two operands, and in putting the result into the memory), addition and 
multiplication are to require average times of 7 .5 and 31 µsec, respec­
tively. These are very short compared with those obtained with current 
machines, although longer than those planned for the :ma.chines to be 
discussed below. This development program has the very considerable 
merit that essentially all the improvements are to be obtained by better 
organization of the system and that no new and untried circuits or 
components are required. 

Besides being a genern.1-purpose computer and data. processor of 
advanced design, this system was conceived as a step toward a solution 
of the problem of organizing a network of data-processing machines to 
work cooperatively on a common problem. Such networks would be of 
obvious utility in business-data. processing, in simulation, and in real­
time control operations. 

17-3. LARC.1•1 Some idea. of the external characteristics of the LARC 
system will be given first, to be followed by an account of some of the 
novel features of the design that permit these characteristics to be realized 
physically. Briefly, the LARC is a parallel, synchronous machine, 
handling either fixed- or floating-point decimal numbers (each of 11 doci­
ma.l digits plus sign) and using a single-address code. The times required 
to perform the arithmetical operations are to be as follows: (1) addition 
or subtraction, 4 µsec; (2) multiplication, 8 to 12 µsec; and (3) division, 
28 to 32 µsec. Although the first LARC will probably have a. memory of 
20,000 words, provision is made to address 97,500 separate locations in 

1 Welle, op. cit., pp. 194-195. 
1 J. P. Eckert, Univac-Laro, the Next Step in Computer Design, Proc. PltUtem Joint 

Computer Conj., 1966, pp. 16-20, American Institute of Eleotriaa.l Engineers, New 
York, 1957. 
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the main memory. This is to use magnetic cores, organized in blocks of 
2,500 words. Each block is to operate on a 4-µsec cycle and is to be 
addressable independently of and concurrently with any other block. 
It will also be possible to address a number of high-speed registers (to 
which access can be had in 1 µsec) : the A registers (for holding operands 
and intermediate results) and the B registers or index registers. The 
main magnetic-core memory is to be backed up by a very-large-capacity 
magnetic-drum memory, consisting of up to 24 drums holding 250,000 
words each. Provision is made for great flexibility in the use of input 
and output dovices, among which are to be fast magnetic-tape units, a 
high-speed printer, and a Oharactron printing and plotting unit. 

Interesting features of the logical design of LARO are the organization 
of the high-speed memory into independent compartments (alluded to 
above) and the provision of separate computing units that can operate 
concurrently to carry out different functions. One of these is called the 
"processor," and ii:; used to regulate communications among the magnetic­
core memory, the drum memory, and the input-output units and also to 
edit input and output dnta. 'fhe processor can carry out these functions 
while the mu.in computing unit is busy performing arithmetical opera­
tions. The dci:;ign allows for incorporation of a second main computing 
unit if this should tum out to be desirable. 

As observed above, in all the dc.~igns to be treated in this chapter some 
degree of concurrency of operation is introduced in the interest of speed. 
This can be done in a variety of ways, as will become apparent, but a 
general teudcncy is to separate the f tmctions of high-speed arithmetic 
and of "bookkeeping," to itssign them to separate complexes of equip­
ment, and to make tho opomtious of these complexes of equipmeut afl 

independent us pmu·iihlc, so that they can, at least in many situation~, 
opera to cmwu rron tly. 

Eloctronicidly, tho LAltC iH to be an entirely solid-state maohine: all 
logir.:tl, cont.ml, uucl nrithmcitico.l functions are to be performed by tran­
sifitor 1ind cry1-1tnl-dioclc d1·cmiti-1, the high-speed memory fuMtion by 
m:igncitic <~m·<iH. Oircmiti; mui;t he <:apu.hle of rc1-Jpo11se at u. rate of 2 Mcps, 
which i1:11mrdy not high, <mnRidoring tho over-ttll speed of the mucihine. 

17-4. STRETCH. 'l'hi11 :-1y11t.Nn i11 under dcvclopm<lnt; by the Inter­
national Bm1ir.1exH M1i<1hin<111 Ce>rporation. 1 It iH to be a very fot:it machine: 
the high-spoed parallol arithmct.ic unit iA to offcr.t floating-point additio11 
in 0.6 µ11ec (i.e., tho sum of in<·idcmt. nnd rcRidcmt numbers iA complotcly 
formod 0.0 µsec after tho inc,icl<mt number has been presont.<1d to the 
accumulator) and multiplicnt.ion in 1.2 µsec. To these timc11 must be 

1 S. W. nunwnll, Dm1ign Ohju11tivos of th11 IBM Strctr.h Computer, Proc. Eastern 
.T<>int r!omputt!r <!111~(., Wfifl, pp. 20-22, Amerir.an In11tit11t~ or Imeotricn.l gnp:inoors, 
'.\l'!\w York, 1057. 
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added the access times to the memory for each operand, or 0.2 µ.sec for 
each. The memory is to include a very-high-speed section operating on 
a 0.5-µ.sec cycle, with output information available 0.2 µ.sec after the 
beginning of the cycle, and a high-speed section operating on a 2.0-µ.sec 
cycle, with output information available 0.8 µ.sec after the beginning of 
the cycle. The very-high-speed memory is to be organized in sections of 
512 words, the high-speed memory in sections of 8,192 words. The very­
high-speed unit will consist of arrays of multipath cores, described in 
Chap. 12 above. 1 These will be backed up by very-large-capacity 
magnetic-disk memories, each disk being capable of holding 1 million 
words. It is planned to provide in the design for the possibility of 
addressing up to 1 million individual memory locations. 

The great arithmetic speed quoted above is to be obtained partly by 
using very fast components and partly by novelties in the logical structure 
of the system. High-speed transistor toggles and logic circuits using 
IBM's "drift'' transistors have been designed to respond at rates up to 
10 million pulses per second. 2 

Although the logical organization has not been described in any more 
detail than that of the LARO, it should be evident that the basic design 
philosophy is much the same; here, too, considerable effort hn.s been mu.de 
to perm.it diverse functions to be performed concurrently. Thus the 
various sections of the high-speed and very-high-speed memories can 
operate concurrently. Separate computers are provided for handling 
data transfers and for performing high-speed arithmetic. The former 
functions, including also editing and conversion between binary and 
decimal representations, are given to a serial computer, which thus ta.kes 
care of much of the bookkeeping, leaving the high-speed pa.rallel a.rith­
metic unit free to work on the actual computations dcmnndcd for the 
solution of the problem in hand. These two computers operu.to inde­
pendently and concurrently. It should be mentioned here that the syH­
tem design contemplates the use of a wide variety of input and out.put. 
devices including, in addition to conventional ones, largc-cn,pacity mag­
netic disks, which can communicate with the rest of the Aystcm at a mte 
of one word every 4 µ.sec, electronic printers and plotters, diHplay unit.H, 
and a variety of other devices. 

17-6. The Illinois Very-high-speed Computer-Generalities. A very 
interesting machine is under development in the Digitn.l Computer 

1 W.W. Lawrence, Jr., Recent Developments in Very-high-speed Magnetic Storage 
Techniques, Proc. Eaatern Joint Computer Conf., 1966, pp. 101-103, American Insti­
ture of Electrical Engineers, New York, 1957. 

2 R. A. Henle, High-speed Transistor Computer Circuit Design, Proc. Eastern Jo-int 
Computer Oonj., 1968, pp. 64-66, American Institute of Electrical Engineers, New 
York, 1957. 
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Laboratory of the University of Illinois. As much more detailed reports 
about this have been published than about either of the other machines 
so far considered, more space will be devoted here to this machine than 
to the others; it will be possible to show quite specifically how the high 
operating speed is obtained. 1 

Like LARO and STRETCH, this machine demands high-speed cir­
cuitry, a short-access-time memory, and a considero.ble amount of con­
currency iu operation. Concurrency is handled somewhat differently 
than in the other two machines. It will be observed that several featureH 
of the dcRign u.re imposed by the fact that the electronic circuitry is too 
fast for memories with access times of 1 µsec or more, so it is necessary to 
minimi~e reference to the "high-speed" memory. If a higher-speed 
memory becomes uvu.ilu.ble before the machine is completed, it will be 
possible to use it to advantage. The memory to be used will probably be 
made of mugnctic cores orgu.nizcd on the "word-arru.ngement" principle 
discusricd briefly in Chu.p. 12, with a capacity of 8,192 words 52 bits long, 
opern.ting on tt 1.5-µ!-:lec cycle. 

'rhi1:1 dc:,;igu it.I a nu.turn.I development of the singlc-n.ddress asynchrono\113 
logic due to von Ncmn:i.nn, GoldHtine, m1d their associu.tcs of the lllstitute 
for Advnncc<l Study (IAR), which lui.s been treated in <letttil ii.hove. It is 
intcroHtiug to note the vitality of this ttpprou.ch as shown by this latest 
extcn:,;fon of it. 

In thiK dc:-iign, t,lw <1onr.urrcncy Rought iH thu.t of ti.r·ithmctic 11n<l "red­
tapc" irn;t,ruct.ionR, whi<1h compri::ie 11uch things ttH u.ddrnss modificu.tion, 
counting, mul tho t.r:wHf or of information. There arc Hepn.rute controlA 
to regulate thcHo f111wtionK, HH will be clc:mribod below. There a.re ttlHo 
mult.ipln i11:-1t,runt.io11 r<igi:-it;m'H, t.wo oxt;m r<igistcrH into whfoh opcrn.n<lH n.rc 
in11ert.c1d ttH t.lwy c•nwrgo from Uw mcimory, u.n<l cxtrn. rcgiHt.et'H, ttRRociut.ed 
wit.h the arit.l111wt.ic unit., which :trn UH<l<l nR tmnpomry rcpoHit.orios of the 
rc11ult:-1 of :tl'i thnwtfoal inKt.runt.ionH. In ttd<lit.ion, thorn ttre 12 U rcgiHtcirs 
nml u.n 1tHHoci:d.cid iuldm·, RO t.htLt. ndclroHH moclifi<intfo11 mul ciountfog can be 
pcrfornwd ilulc~prnulcmt.ly of and uo11cmrrm1tly wit.11 tho operation of tho 
:trithmctfo unit.. 

17 -6. The Operand Registers. Whon n word iH reacl from the high­
spced memory, it iK t.r:tnHmit.t.ml to IL rogi:-;t,er Z which dot.cirmineH whnt iA 
to be wl"it.t.m1 iut.o t.lw nwmory during tho Hcicond, or "wt"it.ci,1' portion of 
the mcimory'i,; cycl<l 1u1d1 hen<:(), c:MlH<lA 1·<1gm1nmtion of tlui deRtructivoly 
rco.d infornutt.ion. It; mo.y u,q well he not;cd hcr<i tlmt 1t word to h<i written 

I Scic On tho 1>1111ip;11 or IL Vc~ry Hip;h Hpr.(lt) Computur, Uni11. Illinois [)foittil (1ompt,f.r.r 
Lah. U<"pl. 80, Oc·tohur, l!)fi7. 1'hi11 r<1port, the c!linrt. of 11 oommit.t.co c:om1i11tinp; of 
D. B. Gillirn-1, H.. Jt:. l\lmp;lwr, I>. J<:. l\tullnr, lt. W. M11K11y, J.P. Nn."lh, .J. K Rohcrtfmn, 
n.nd A. 11. 1'1mh f1'1111irn11m), cl1~s1•1·ihn11work11up1>ortcd in pu.rt by the AEC o.nd ONR 
mulor Al•:C 1•011t.rnd A'l'<.11-11-·ll:i. 
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into the memory is first inserted into Z. In the !iUbsequent memory 
cycle, the address to be written into is read, thus clearing it for the recep­
tion of the new word, but the path to Z is disabled, for otherwise the word 
to be written would be lost. There is of course a path from the arith­
metic unit into Z. Now if the word read represents a number to be 
operated upon, it is received also by one of two registers X and Y. These 
are identical, and which one receives a given word is determined by the 
"advanced control," as will be shown below. 

Both the registers can transmit to the number register M of the 
arithmetic unit. Besides M the arithmetic unit contains a quotient 
register Q, an accumulator A, and auxiliary registers R, R2, Ra, which 
serve as temporary repositories of information. 

All the registers considered above are 52 bits in length, which is the 
basic word length. A, Q, and M have the shifting property, being of 
essentially the same logical structure as the shifting registers of the IAS 
computer; X, Y, Z, R, R2, Ra are simple nonshifting registers. A, Q, R2, 
and Ra can be addressed directly by the programmer, but the others 
cannot. R has a certain special function: when a number is read into A, 
the number held in A is first transmitted into R; R is used also in the 
accumulation of double-length products. Access can be had to the 
operand registers in 0.05 µsec. 

17-7. The Instruction Registers. There are two instruction registers, 
01 and 02, both nonaddressable. As instructions are of two types, 
"short," consisting of 13 bits, and "long," consisting of 26 bits, as mu.ny 
as 8 orders can be held in 01 and 02. These are scanned by both advanced 
and arithmetic controls; when all the informntion in one register hns been 
used for the last time, a fresh instruction word is brought in from the high­
speed memory. The registers 01 and 02 are both 56 bits long. The 
extra 4 bits are associated one with each control group of the instruction 
word held and are used to indicate which of registers X and Y actually 
holds the operand. It is clear thnt the availability of the two instruction 
registers and of the B registers mo.kes it possible to execute many sub­
routines very rapidly without the expenditure of time to bring new or<lerH 
in from the memory. 

17-8. The B Registers. The design provides for 12 B registers, en.ch 
13 bits in length. As mentioned above, an arithmetic element is provided 
so that the contents of a given B register can be increased or decreased by 
the address part of an arbitrary instruction word, and it is also possible to 
increase or decrease the contents by unity for counting. 

17-9. Number Words and Instruction Words. Before describing 
the principles of action of the advanced and arithmetic controls, it is 
necessary to consider the structure . of the instruction words. The 
52-bit words a.re numbers or instructions. The number words co.n be 
either :fixed-point binary numbers (using the2's-complement representa.-
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tion for negative numbers) or floating-point numbers where 42 bits form a 
fixed-point binary numerical portion and the remaining 10 bits represent 
the exponent. 

The instruction words consist of four "control groups" of 13 bits each. 
A short instruction consists of a single control group, a long instruction 
of two groups. A short instruction is broken down into the following 
parts: (1) F, 7 "function bits," specifying the operation to be performed; 
(2) B, 4 bits used in addressing A, Q, R2, Ra, and the 12 B registers; (3) 
C, 2 bits called C1 and C2. A long instruction consists of a group F, B, C 
followed by a second group N that specifies a 13-bit address. Whether 
the instruction is short or long is indicated by the value of C1: 0 for short 
and 1 for long. The 4 B bits represent an address, which is the number 
B itself, if B is 0, 1, 2, or 3, and the contents of one of the registers B, to 
Bl6 if B is one of 4 to 15. In short instructions (01 = 0) B == 0, 1, 2, 3 
refer to A, Q, R2, Ra, respectively. In long instructions (01 == 1) the 
address actually consulted is found by adding the contents of the desig­
na.ted B register to N. Finally, the number in the designated B register is 
increased by 1 after address formation is complete, provided 0 2 == 1, but 
not if 02 = 0. 

17-10. The Advanced and Arithmetic Controls. The instruction words 
held in the registers 01 u.ud 02 a.re used by both the controls. The 
advnnced control must first exnmine an instruction to determine whether 
its execution requires the consultation of t.ho memory; if so, it takes steps 
to 11cquire the needed word. If the instruction mtlh~ for writing into the 
memory, the advanced control obviously must w1iit until the word to be 
writtm1 is mnde available by the arithmetic unit. '!'he arithmetic con­
trol exu.mines the instruction nftcr the u.dvu.nced oontrol and cu.uses the 
exeoution of the inHtruction on the word the advanced control hn.1:1 brought 
from t.l1e memory. 1'huH the two control.Ii scu.n the ce>ntents of 01 and 
02 in succOl:!Hion nnd operate indepeudontly u.nd Rimultu.neou1:1ly to the 
fullest extm1t prncticl11blc. Ohviou1:1ly such opcirt1.tion becomes ixnpossihle 
under cert.ii.in circmnstnnces: when both controlH would hu.vo to UflC the 
1mme equipment u.t the 1:m.mo time, when the opomtion of one depends 
upon t.hc uvn.illLhility of tL result. not yot; ohtn.imid by the other, or when the 
opcmnd rcgiHtcirH 1i.ro full u.nd thero ii:! nowhorci for t.110 ndvtmcod control to 
place ti. frol"lh W()rd brought from the memory. Under any of these cir­
cumstu.ncC1:1, 0110 of the contrt>lH must be cnused to wait unt.il tho situation 
haA cleared up; it is, n.c<1ordinp;ly, ncccRAary to provide equipment that 
detects theKe circumt-1tu.ncoA m1d 1i.pproprint.oly inhibitR action. Advanced 
control mufit keep ti.head of arithmetic cont.rol hut, whon it gct.1:1 too far 
a.he1i.d, it, mmit he hultcid until arithmetic <ioni;rol haA t.ime to digest all 
t.hc informntion given it iincl to cn.tch up. 

Ju order t.o Jl'irform t:Jw u.lH>VO functionK, t;hc two cont.rols cont.ti.in cer­
tain countcrH and n1gifit.<1rH tlmt. knop t.mr.k of their 1ttit.iviticH 1\ncl hold 
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information relevant to access to the high-speed memory. Two 3-bit 
counters D1 and D2 hold numbers indica.ting which control groups 
of 0 1 and 02 are currently being executed by the arithmetic·and by the 
advanced control, respectively. The locations of the control groups in 
the two registers are numbered as follows: 0, 1, 2, 3 in 01; 4, 5, 6, 7 in 02; 
so that binary 0 in the highest-order stage of the counter indicates 01 and 
binary 1, 02; and the other two bits indicate the location within the 
register. There are also two 2-bit reversible counters K., and K 11• These 
keep track of the use of the registers X and Y; K., is advanced by unity 
whenever advanced control uses X, and K 11 functions similarly for uses of 
Y. There are also three 13-bit registers Da, A.,, A 11 and one 14-bit 
register A.. Of these Da is the control counter, holding the address of 
the next instruction word to be brought from the memory and pln.ced in 
01 or 02; A., and A11 hold the addresses from which the words currently in 
X and Y were brought; and, finally, the advanced control pfa.ccs in A. 
the address portion of each write instruction it encounters, simultaueom:1ly 
setting the extra bit to 1 to indicate that writing has not yet occurred; 
when writing actually takes place, which means that the arithmetic con­
trol has executed the instruction, the extra bit is set to 0. 

17-11. The Sequencing of the Two Controls. It has already been 
stated that the two controls cannot be permitted completely independent 
operation; the necessary restrictions or interlocks are introduced by con­
stantly comparing the contents of D1 and D2. It must be understood 
that these counters are reset to 0 when they go beyond tho count of 7; 
that is, they count modulo 8. 

The general rule is that arithmetic control is never permitted to get 
ahead of advanced control, for otherwise it would find itself 1~t.t.cmpti11g to 
cause an operation before the opera.nd wo.R availa.ble. 'l'hc Hpeciilic ruleH 
will now be explained. 

I. Let the instruction being executed by advanced control bo one that 
does not call for transfer of control. If it is multiply or divide and if the 
extra bit of A. is 1, indica.ting that an unexecutcd write instruction iR 
still to be done, then advanced control waits until the write instruction is 
completed; at that time the switching of the extra bit of A, to 0 permitH 
(D2) (that is, the contents of D2) to be increased by unity. In all other 
cases (D2) is increased by unity as soon as the instruction has boon 
executed. If, however, this makes (D2) = .(D1), then the next instruction 
is already being executed by arithmetic control, and advanced control 
waits until (D2) ;C (D1). Notice that the condition (D2) = (D1) means 
essentially that advanced control hns run a lap ahead of n.rithmotic con­
trol, which could happen in case a complete loop of instructionR wer~ 
held in 01 and 02. 
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II. If the addition of unity to (D2) causes the most significant bit to 
change either from 0 to 1 or from 1 to 0, this indicates that one of two 
things has happened: (a) advanced control has exhausted all the instruc­
tions in 01 and Os; or (b) a loop of instructions containing between five and 
eight control groups is held in 01 and 011, and advanced control has jumped 
from the la.st back to the first control group (this is done in obedience to u. 
11 short-loop" instruction, which will be explained below). 

In case a, it is clearly time for advanced control to bring in a fresh 
instruction word from the memory. Before doing this, advanced control 
first compnres the most significant bits of (D2) and (D1). If these are 
unequnl, advanced control causes the instruction word located at the 
addrCSl.4 (Da) to he read into the register 01 or 02 specified by the most sig­
nificm1t bit of (D2) 1 c1i.ut1el'I (Da) to be increased by unity, and proceeds to 
execute the instruction given by the first control group of the new word. 
If, 011 the other hnnd, the most significu.nt bits of (D2) and (D1) are 
equn.l, the tLrithmotic control has not yet finished using the contents of the 
register specified hy tho inost signifion.nt bit of (D2); so in this case the 
adv11.11ced control fir11t 01iuse."I the word at nddress (Da) to be re11.d into Z, 
from which it il:3 delivered to (Ji or Os tll'l soon as the most significu.ut bit.1-1 of 
(D2) u.nd (D1) dil'l:tgrno, u.ncl then proocccls to execute the first control 
group of the new wo1·cl. 'l'his cu."lc occurs if, for exu.mplo, advmtced con­
trol h1.1.11 run through u.ll tho control group1:1 of Os while arithmetic control 
is 1::1till buHy wit.h im1truct.io11H itt 01. 

In (IU.H(l i>, WlWl'C l\ Hhort loop Of iustructiOllS is held in 01 UllCl 0~, 
a togglo iR providud which iR 1:1ct to 1 whon tho short-loop in1:1t;ruct;ion 
call.H for tr:mHfor uf c1m1tl'ol h:iok t;o the firKt conkol p;roup of tho loop, 
1md thiH 1:1tait;o of t.hci toggle prov<mtH the cn.Uing in of it now· imlt.rm1tio11 
word. Aclvnmmd Clontrol pre>cmodH inHtmid to uxocuto t;hc lil'Kli mmt.rol 
grou1l of i;l10 loop and c11m1101:1 the toggle to be rosot. 'l'ho diHorup1muy 
betwcun toh<i mu1-4t; 11ip;11ili<im1t, hitK tlf (1>1) ttnd (J>1) cu.n c1i.u1:10 ti uow word 
to ho hl'Ought. i11 only wlum tho dbmropttnuy i1:1 1:1cnHotl immcdiiit.nly uftor 
tho hwr1ia1-11i i11 t.lui 11011t.m1t.1-1 of {1>2); 1-10 tho toµ;glo h11fl fulfill<'<l it.H fmwtion 
by pmvm1t.ing t.110 r11n<l-i11 opoml.ion and, tilu~1·onftcr, cm1 ho ro1mt UH Hoon 
tl.H (l()llV<lllienL. 

III. 011111i t.}l(l uriU11nc1t.icl control hu."I c11tllH<ltl tho rciqnirocl opomncl to 
be tr:u11-1mit.t.1i1l t.o t.ltn nril.huuit.io unit from X or Y n.ml h11.t1 Hot t.ho arit;h­
mctiu unit. i11 1~111.ion, t.110 c:mmt, uf 1>1 iH hrnrmi1-1cid hy unit.y. Thou (D1) 
an<l (/J2) arn 1:omp1u·rnl. If (f>1) "·= (1>2), t.hu nrit.hmot.fo cout.rol iH mi.uHod 
t.<> wnit. uut.il (/)i) ~ (1> 2), for t>t.lmrwiMn tho nrit.huwt.iu conLl'ol would ho 
attom11t.i11g t.o UMC! nu opumnd not yciL oht.niuml from f;ho memory by t.hu 
advnnond cmntrol. If (/>1) '¢ (l>a), t.hcm t.lw nrit.lunot.io cont.l'Ul procwodH 
to cx<,1111t.<' Um M11t,rol group HpMific~d hy (/)1). 

IV. 'J'luirn nru Kp1ioial rulnH t.lmt npi>IY t.o trunMfor of cont.rol i11:-1truc1-
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tions. In .the case of an unconditional tran:sfer of control, the advanced 
control, upon encountering it, first waits until it and the arithmetic con­
trol are operating upon the contents of the same instruction register 
(01 or 02) .. This is indicated by coincidence of the most significant bits 
of (D1) and (D2); it guarantees that the other instruction register is free 
to receive a fresh instruction word from the memory. 

Once this coincidence has been established, the advanced control per­
forms four steps in sequence: (a) it complements the most significant bit 
of (D2); (b) it replaces the other two bits of (D2) by 01 and 02; (c) it 
replaces (D3) by the address from the current (i.e., the unconditionn.1-
transfer) instruction (this may be given by control group N of the instruc­
tion or by the contents of Bi&) ; and (d) it reads out from the memory the 
word at the address specified by (D3) and delivers it to 01or02 depending 
upon the most significant bit of (D2); that is, it delivers it to the instruc­
tion register that is free to receive new information. 

The bits 01 and 02 of an unconditional-transfer-of-control instruction 
are used to specify to which control group of the new instruction word the 
control is to be transferred. It is, of course, necessary also to change 
(D1) so that the arithmetic control also will jump to the new instruction. 
Hence the leading bit of (D1) is also complemented, and the other two bits 
replaced by 01 and 02, wheren.fter the arithmetic control waits until 
(D1) ~ (D2), and then executes the control group specified by (D1). 

V. A conditional transfer of control may depend upon the contents of 
a B register or upon the result of an arithmetic operation held in the 
accumulator. Examples of the former are: (a) add unity to (B1); if thi1:1 
sum is not equal to O, transfer control to the leftmost control group of 
(1) the word under consideration if 02 = 0, or (2) the preceding word if 
C 2 = 1 (this is the "short-loop" instruction) ; (b) add unity to (B,) ; if this 
sum is not 0, transfer control to the control group specified by 01C2 of the 
word located at address N; (c) test the most significant bit of B.;; if thiH is 
0, transfer control to the control group specified by C1C2 in the word 
located at address N. 

The second kind of transfer is called "A-conditional." A great deal 
of flexibility is provided. There are two types, depending upon whether 
the programmer considers it probable that the transfer will be executod 
or not. . In the first of these, advanced control obtains the word specified 
by address N and puts it in the Z register before the test of (A) is com­
pleted; iri. the second it does not. In both cases, the B bits of the transfer 
instruction specify the condition to be satisfied. Eight different pos­
sibilities are offered to the programmer: e.g., if B = 0, transfer if (A) = O; 
if B = 1, transfer if (A) < O; if B = 4;·transfer if an overflow from A is 
indicated, etc. In all cases, if transfer is made, it is made to the control 
group specified by 010s of the word located at address N. 
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Two toggles Fi and F 2 are used to indicate the status of the execution of 
the transfer instruction. F1 = 1 indicates that the advanced control 
has reached a conditional-transfer instruction but that the arithmetic 
control has not, and Fi is reset to 0 when the arithmetic control reaches 
the instruction. If the advanced control reaches o. conditional-transfer 
instruction and if Fi = 0, it executes the instruction and sets F 1 = 1 if 
the instruction is of the B-conditionru type, while if it is of the A-con­
ditional type, advanced control waits until (Di) = (D2) before executing 
the instruction. If Fi = 1 it must wn.it until Fi = 0, thn.t is, until the 
arithmetic control hu.s executed a previous conditional transfer. As to 
F 2, when the advanced control finds the specified condition satisfied and 
executes the transfer, it indicates this to the arithmetic control by setting 
F 2 = 1, leo.ving F2 = 0 if the condition is not satisfied and no transfer is 
mn.de. F2 is reset to 0 by the arithmetic control when it renches the con­
ditional-transfer instruction. 

Thus, when the advanced control reaches o. conditional-transfer instruc­
tion, it first cit.her brings the word at the specified address into Z e>r not, 
depending upon the o.nticipatory or nonanticipatory nature of the imJtruc­
tion, then tests Ji\, and if this is 1, waits until it 1-1witches to 0. If the 
instruction iA A-conditional, it wn.its until (D1) == (D2), which guarantees 
that the rclcvo.nt word is in the accumulator; but if the instruction is 
B-conditionu.l, it proceeds to perform the specified operation and make 
the specified test upon tho conte11ts of the Elpecifiod R register. Hn.ving 
made the test, the advanoed control either ormsoR transfer or uot, aA dct,er­
mincd by the result of the test, sets lt' 1 == 1, nnd i:ict.A Jt' 2 == 1 if the t.ransf P.r 
is in facit mnde. 

In nll caACH excnpt t.hnt, of tho short-loop im1truct,ion mont.ioncd above, 
the actunl t.rn.mlfor procedure if1 the Ru.me 1\S tho.t de1-1cribed for t.hc uncon­
ditional tmnsfor, oxenpt, t.h1Lt iu the cn.se of n.n anticipatory tru.m1fcr the 
new word i1:1 brought into 01 or 02 from Z. In the l'lhort-loop irn:;truetiou, 
the moHt. Hignifimmt hit of 1>2 is complemented or not accordingly t\H 
0 10 2 = 01 or 00, mid then the two other bitH of [),_ are 1mt. t.o 0. Tho 
urithmetic control pl:iy1:1 no p:trt in the trunHfcr beyond providing the 
number to he t<iHt.<i<l in tho A-c1onditiounl cu.He. When it. r<inchcR the 
act.uni condit.ionnl-tmnHfor im1truction, it roHotR F' 1 nnd incrouHeR ( D1) 
by unity if F's = 0, or clumgcH (Di) to conform to tho now vn.lu<l of (D2) 
if F 2 == 1, n.11d then r<iHtl1,H fl' 2. 

VI. In tho loading of n R register from t.hc arithmct.ic unit, the ad­
vanced control is caused to wait until (D1) == (I>2), to guarantoe that the. 
dCRired information is transferred to tho 1J register. 

17-12. Memory Operations. Tho rE'ln.ding of wordi:i from tho memory 
into tho rcigii-1t.nrs .\"', Y, Z iH effoct.ncl hy t;hn 1t<lvn.rw<i<l cont.ml. Oon1:1idt~r 
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any instruction that does not demand writing into the memory. The 
advanced control, upon reading it, determines (1) whether a transfer is 
to be made from the accumulator to a B register (case VI of the last 
section), and (2) whether (in all other cases) an operand is (presumably) 
to be obtained from the memory. In case 1, as stated above (case VI, 
Sec. 17-11), the advanced control waits until (D1) = (D2) o.nd then 
executes the transfer. In all other co.ses, the advanced control first com­
pares the address given in the instruction with the contents of A., then 
with those of A,, and A11• If (A.) = N and if the extra bit of A. is 1, 
then Z has not yet received the new value of the desired operand from the 
arithmetic unit, and the advanced control waits until this e.xtra bit 
becomes 0, and then reo.ds the word in Z. If the extra bit is 0 or if 
(A.) ~ N, then the advanced control proceeds to compare N with (A,,) 
and (A 11) 1 to determine whether the desired operand is already o.vn.ihtble 
in X or Y. 

If neither (A.,) = N nor (Au) = N, then the o.dvanced control chooses 
X or Y to receive the operand, by a simple rule: (1) if one of these registers 
was most recently used in a "copy-previous-opern.nd" instruction, which 
merely transfers the contents of X (or Y) into R2, Ra, or Q, then that 
register is chosen; (2) otherwise, the register that was not most recent.ly 
used is chosen, this being indicated by a toggle which is set at eo.ch use of 
X and reset at each use of Y. If X is chosen, the advanced control 
examines the 2-bit counter K.,. If (K.,) = 0, then the advanced control 
causes (N) to be copied into X, sets (K.,) = 1, o.nd sets the extro. (14th) bit 
of the control group currently being obeyed to 0, which indicates to the 
arithmetic control that the operand has been transferred to X. [If Y ho.d 
instead been chosen, the transfer (N)-+ Y would be made, (K11) sot to 1 
(provided it was initially O), and a 1 inserted in the extra position of the 
control group.] If (K.,) = 1, this means that X still holtlH u. word tlutt hu.i;; 
not been used by the arithmetic control; so the advanced control in thii,; 
case waits until the arithmetic control has acted o.nd m1et (K.,) to 0, and 
in the meantime causes (N) to be read into Z, whence it is trn.nHferrod to 
.X when (K.,) = 0. It will be recalled that when the u.rithmctic control 
causes the contents of X to be transferred into the arit,hmetic unit (e.g., 
into A, Q, etc.) it also causes the subtraction of unity from tho coutcntsof 
K.,. 

Finally, it is possible that N = (A.,) [or (Au)l. indicating thnt the 
desired operand is already in X (or Y); in this case tho advu.ncetl control 
increases K., (or K 11) by unity, sets the extra bit of the control group being 
executed to 0 (or 1) to show the arithmetic control that the desired 
operand is in X (or Y), and then goes on. Notice that this feature u.lso 
makes for increased operating speed. To see this, consider the evn.luation 
of a polynomial in x: once x has been obtained from the memory, it cnn 
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be held in X, thus saving a memory reference in the formation of each of 
the successive multiplications by which the polynomial is evaluated. 

Now consider write instructions. When the advanced control comes 
upon such an instruction, it first waits until the extra bit of A. is O (for 
if this is 1, it indicates tho.t the preceding write instruction has not yet 
been executed), then puts into A. the address to be written into and sets 
the extra bit of A. to 1. At this point, the 11dvanced control has done its 
part and goes on to the next control group. When, following this, the 
arithmetic control reaches the write instruction, it puts the word to be 
written into Z 1 and compnres (A.) with (A,.) and (Au). If one of these 
[B11Y (A .. )] agrees with (A.) 1 then the arithmetic control first causes the 
contents of Z to be transmitted into (say) X, then causes the memory to 
write the contents of Z into address given by (A.), and then proceeds to 
the next control group. While writing is in progress, it is of course neces­
sary to lock out the advu.nced control. 

17-13. The Memory. In the present state of computer technology, the 
problem of devising largo-capacity memories with low o.ccess times has 
fouud the loo.Rt 1:1u.tisfactory solutions. Conventional magnetic-core 
memorieR in which stilcction is n.ccomplishod by coiucident-cun·ent excit11-
tion hu.ve been built to opomto u.t a m<'.mory cycle of 6 µsec or less, but it 
seems h1irdly pos."lihlo t.hat this can be reduced below about 3 µsec. 
Magnetic film.':! nnd multittptirt.ure<l cores, described in Chap. 12, give 
promiHo of cy<1loH of 1 µHue or l<lHR1 hut pro.otico.l memories uRing thc1:1e 
elcmcntH :ire fltill in tho dovCllopmental Ht.age. An n.lt.emu.tive t.o using 
these C'lmnont.H i1.1 to ntt;<~mpt. t;o u11c conveutiionnl ferrite cores in 11, mnuner 
th:tt pormitH thom t.o hn drivou much lumlcr t.lmn i11 pOHHihlo in the 
coincidcut-ourrcnt 1-1chomo. Home di11cu11Hion of tho H<.>-cnllcd 11 word­
arrttup;omont" or "word-Holoot.ion" principlo of orgnniidng n <101·ci inomory 
h1tH hocm p;ivon in Olmp. 12. l!JxpcrimontH nt the U11ivcr1:1ity of Illiuoi1:1 
hnvc imli<11tt.u1l tl11tt. it Hhoulcl he pOHRihlo to rc1alilm n cycle of 1.5 µMo<1 in u. 
memory of thiH olumtot,or. 'L'ho tl<iHigu n1ml;<implntm1 1t 01tpncity of 8,1.02 
wordH. 'l'hiH will ho hankcid up hy m:tg1wtfo drmm1 nnd t1tpcH 111'1 nc<1<1K· 
s1try, t.o lumdlu prohlmnH involving up t.o pnrlmpH 100,000 worcl11 of numori­
cu.l i11fommtio11. AH Hl.and:ml comint'rni:il cquipmuut will ho mmd, no 
furt.11t1r diHm1.H.'4io11 of 1;lrn 1mxilim·y-mmnory oquipmunt will ho p;ivon hero. 

17-14. The Arithmetic Unit. 'l'he nrithnrntic unit is a chief Hourco of 
tho mac:hin<i'H H})<md. 'l'll<l Ht;ruc1turc i11 n nat.uru.l d<iv<ilopmcnt from that, 
of t.lto I AS mnc:hino, moclifi<1d hy inc<>rpomting Hevor1tl foo.tnreR th1\t stwe 
tiino in th<l pnrformu.1H1<l of tho nritlnnc,tic opemt.iorn:1. '1,hc1::10 foatur1i~ 
hu.vc h<,<m iudivi<hmlly dn11criliccl n.hovc, hut thiH il'I the first o.1ithmctic 
unit dCliigne<l to inciorporn.t.n them u.lL Two of these fonturcs havo been 
mentioned in Chnp. 1. They tLre: (a) recoding of the multiplier in tcrxniJ 
of throe "bit.8 11 -1, 0, 1, ht Huch 11, wu.y a.K to minimize the uumhor of no11-



430 ELECTRONIC DIGITAL COMPUTERS (CHAP. 17 

zeros and, hence, to minimize the number of additions performed in 
building up a product ;1 and (b) .carry storage and only partial assimilation 
of carries during multiplication, with complete assimilation left to the end 
of the process, as developed at MIT for use in Whirlwind I. Another 
feature, which in an asynchronous machine minimizes the addition time, 
is the provision of circuitry that detects the completion of the carries 
and at that point terminates the addition process; the scheme used is 
that developed at IAS and described rather fully in Chap. 10. 

The principle of the partial assimilation of carries is applied further. 
In general, assimilation is always postponed until the last possible 
moment. Thus, in a multiplication, the product is left in unassimilated 
form until it is to be transferred to the memory. If a number is first to be 
added to the product, only a partial assimilation takes place during the 
addition, and the sum is left in unassimilated form; in this process, the 
time required for one complete assimilation is saved. Complete assimila­
tion is of course required, as noted above, just before the result is trans­
f erred to the memory. The time required for complete assimilation is 
minimized by the incorporation of carry-completion sensing. 

Of course, there are specific circumstances in which partial assimilation 
of carries is required. Examples are: (1) when it is necessary to deter­
mine the sign of a result, as in conditional transfers of control; (2) during 
a multiplication, in the least significant stage of the accumulntor, just. 
before a right shift puts the least significant bits into the Q register. 
Incidentally, it turns out that the latter operation can be carried out. 
conveniently only if the 2's-complement representation of negative binu.ry 
fractions is employed, though considerations of space preclude the 
presentation of the argument here. It might be thought that keeping the 
arithmetic results in unassimilated form in the accumulator might make 
impossible the detection of overflows-which is necessary, e.g., in :fixcd­
point arithmetic and in carrying out automatic scaling in floating-point 
arithmetic-but it turns out that unassimilated overflow detection is 
quite practicable. 

The arithmetic unit consists essentially of the number register M, three 
shifting registers A, Q, and C (the carry register), a quasi-adder, and n 
carry assimilator. A, Q, and (J are double-ranked shifting registers, 
structurally like those of the IAS computer. Equipment is also pl'ovided 
for recoding the multiplier before it is inserted into Q. The quasi-adder 

1 This scheme is apparently due originally to D. J. Wheeler of Cambridge Univer­
sity, who, however, has not published a treatment of it. It has been recently worked 
out in detail by G. W. Reitwiesner of the Ballistic Research Laboratories, J.E. Robert­
son of the University of Illinois, and M. Lehman in a Ph.D. thesis at the University 
of London, all working independently. 
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receives inputs from M via a complementing circuit (which makes sub­
traction possible), from the lower rank of A (as from R1 in the !AS 
machine), and from the lower rank of C and delivers outputs to the upper 
ranks of A and C. From the upper ranks of A and C inputs to the carry 
assimilator are taken, and this circuit delivers its output back to the lower 
rank of A. As noted above, Q receives the least significant bits from A 
at the successive right shifts in a multiplication, so that a double-length 
product it! built up. No separate carry register is associated with Q, for 
the lowest-order carry in A is assimilated before the shift. Thus a 
double-length product consists of o.n assimilu.ted low-order part in Q and 
an unassimilated high-order part in A and 0. 

There are a considerable number of subtleties in the arithmetic unit 
that cannot be discussed without going into great detail, but the chief 
sources of the high speed of the unit are those mentioned above. 

Nothing ho.s yet been said about floating-point operations. These 
naturally require certo.in additional features. The unit as outlined above 
can handle the arithmetical operations on the fractional parts of the num­
bers, but an auxiliary unit must be provided for addition and subtraction 
of exponents and for holding the exponents. Additional shifting facilities 
and equipment for their coutrol are needed; in this connection, it has 
seemed simplest to provide M with shifting facilities. Also, equipment is 
needed to carry out such operations as standardization of results, and so 
on. 

li'inally, the times required to perform aritlunetic 1~re expected to work 
out to: 

Operatior~ T·fow, j.llle.c, ±10% 
Addition (without n1111imil1Ltion)... . • • . . . . . . . . . . (). 19 
M11lti1>li<1a.tinn (without us11imilntion): 

Avarnp;a ......•.........•.................. a.H 
Mu.xinnun ................................. 4. 8 

J>ivi11ion (without n.Hsimilntiunl ................ 7-20 
Cn.rry n1111i111ilnUnn: 

A\•ornp;c ........•.......................... 0. ta 
Maxiumrn. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0. 67 

These a.re, in every cu.so, timCli required by the arithmetic unit alone, 
exclusive of access to the memory. However, from what has been said 
above about the control of the mnchine, it is clear that, o.t least in cases 
where a high degree of concmrront operation is being realized, tho addition 
of access time to tho time u1:1ed by tho arithmetic unit would be largely 
meaningless. 

17-16. Input-Output. This will be handled by commercially available 
magnetic-tape units. It is felt that the b(".Rt a.nd fastest unit., currently 



432 ELECTRONIC DIGITAL COMPUTERS [CHAP. 17 

on the market will be barely adequate to match the high internal speed 
of the machine. However, current developments point to much faster 
tape units in the not too far distant future. 

17-16. Circuitry. The circuitry follows that of the original IAS 
machine, ORDVAC, ILLIAC, etc., in being of the direct-coupled type, 
capable of asynchronous operation. The high speed of operation is made 
possible by the use of transistors with high a cuto:ff. The circuit design 
was based upon a Western Electric transistor (GA-53233); it seems proba­
ble that an even better transistor (GF-45011, also developed by Western 
Electric) with an a-cutoff frequency of 500 Mops will be used in the con­
struction of the machine. Using these elements, toggles have been 
designed with operating times of 30 to 40 mµsec (the opern.ting time is 
defined as the time elapsing from the instant the input begins to cho.nge to 
its new value to the instant the output goes far enough town.rd its new 
value to indicate the existe)'.l.Ce of the new state to circuits thn.t receive 
information from it). Simpler and faster toggles using the same trn.nsis­
tor can be designed, but these suffer from certain disadvn.ntn.ges, such as 
the need for both positive-going and negative-going inputs, depending 
upon the initial state of the toggle. 

The logic circuits are quite simple. The "not" circuit, or inverter, is 
essentially a grounded-emitter circuit followed by an emitter follower to 
provide power gain and hence to enable the inverter to drive several other 
circuits. Gain in the inverter as a whole gives it a desirable level­
restoring feature. The gate is a diode gate, but en.ch diode is driven by 
an emitter follower to provide power gain. The mixer is again of the 
simple diode type, but each diode is again driven by a trn.nsistor. It wtt1:1 
found worthwhile to design a separate exclusive-or circuit [to realize t.hc 
function (p /\ q') V (p' /\ q), rather frequently required] instead of con­
structing it of the gate and mixer building blocks; there is also u. simple 
complement-gate circuit, instead of one constructed from gates nnd 
mixers. 

At the outputs taken from the toggles, 1 is represented by - 2 volts u.nd 
0 by +2 volts. As these signals pass through successive logic circuits 
they of course deteriorate, but they can rise and fall, respectively, to 
-0.55 and +0.55 volt before the information carried is lost, these limits 
being set by the restoring capability of the inverter mentioned above. 
This means that up to five mixers can be cascaded, or up to nine gates, 
before level restoration is required. 

As the transmission of information from one part of the machine to 
another requires about 3.3 mµsec per meter of path length it n.ppears that 
delays thus introduced are comparable to the operation times of the cir­
cuits. Under these circumstances asynchronous operation possesses 
the advantage that the design of the circuits does not require an exact 
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knowledge of transmission delay, which would have to be taken carefully 
into account in designing a synchronous machine in order to ensure correct 
operation. 

17-17. The Instruction Code. The design contemplates over 100 
instructions, divided into the following classes: (1) arithmetic, both fixed­
and floating-point (these include read instructions, which cause words to 
be brought from the memory u.nd inserted in A and Q), (2) write, (3) 
logic, (4) B register, (5) unconditional trn.nsfers of control, (6) conditional 
transfers of control (both B-conditional and A-conditional), (7) input­
output and magnetic-drum, (8) a few miscellaneous instructions, about 
which nothing further will be said. 

In the interest of brevity, nothing will be said about the arithmetic 
instructions, except that the repertory is quite complete and allows for 
very considcrn.ble flexibility. The logic instructions include the bit-by­
bit opemtions of "not" (complement), "and" (logical product), and 
"exclusive or." 

4. The B instructions provide for loading the B registers in a variety of 
ways, for modifying their contents, and for writing their contents in the 
memory. A design:~ted B register can be loaded with (a) the number N, 
(b) the con.tents of another B register, (c) a selected control group (desig­
nated by C1 and C2) of (N), (d) the rn lowest-order bits of (A) or of (Q). 
It is also possible to lon.d four consecutively numbered B registers, begin­
ning with 84, Ba, or B12, with the four 13-bit segments of (N). The 
contents of ii deRignated B register co.n be (a) decreo.sed by unity, (b) 
increased or decreased by N, (c) increased or decreo.sed by the contents of 
another B register. The contents of four consecutively numbered B 
registers, beginning with Th BK, or B12, cu.n be written into the memory 
nddreHR N. Finally, considering tt.':l nlwttys the conteutR of u. B rcgiRter 
u.s tt la-hit binary integer, it, iR pol:!sible to u.dd (B,,) X 2-51 to (A) 01· 

subtru.ct it from (A). 
5. •rho unconditio1ml trm11:1fcrs of control are (a) the convcntiounl 

transfer to the instmet.ion :it it Hp<lcified :tddrcss (b) "enter imbroutino," 
which iu u.ddition i-;cts n 1~ to t.hc ttddrcss of the next instruction of the 
mu.in routine, :ind (c) "lctwc Ruhrout.ino," which co.uses the control to ho 
transferred to t;ho ad<lrm1H held in Bu. 

6. As Htafo<l in the diRc:ussion of the control, there arc two kindri of 
condition1tl-trm1Hfcr-of-c1ontrol inRtruotiom1, depending upon the 1-1tate of 
the u.ccumultttor or of the dc1-1ig1mtcd B rogister. •rhe H-conditionnl 
instruct.io1111 a.re of two t.ypm1. The short-loop in1-1tructio11 has alreu.dy 
been deticrihcd in the i-icction on the control. There is also nvailo.ble n. 
Aimilar inAtruct;ion in which 11nit.y is Allbtrnct.od from (B,.) before the te11t i11 
made. The remaining H-c:ondit.ional trn.n11for im1tr11ot,ionR n.rc n.11 of the 
long (t;wo-c:ont.rol-group) typo and c:i.11 for t.mnHfor of Mnt.rol to tho group 
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designated by 0101 of the word at address N if (a) (B,.) + 1 ;.e 0, 
(b) (B,.) - 1 ;.e O, (c) (B,.) ;.e O, (d) (B,.) = 0, (e) the highest-order bit of 
B,. is zero, (/) the highest-order bit of B,. is unity. The A-conditional 
instructions have already been described above. 

Several experienced coders who have experimented with this code have 
been struck by its elegance, flexibility, and economy, and in particular 
have found the use of two instruction registers and the short-loop instruc­
tion to be very convenient. 

17 -18. Conclusion. This completes the survey of these superspeed 
computers. The chief respect in which they differ from the machines that, 
reached successful development in the middle 1950s is the introduction of 
concurrent instead of sequential operation. It may be expected that this 
principle will be extended in the future. It may be expected also that 
other novelties in the organization of computing systems will be dis­
covered. Indeed, the advance of the computer art depends more strongly 
upon the creation of new concepts of logical organization than it does upon 
the development of better physical components. 
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398 

magnetic binary element, 68-70, 101-
102, 125-127 

delay lines, 188 
matrix arrays, 286-302, 340-352 

coincident-current selection, 287-
298, 348-350 

direct-selection, 298-300, 429 
ma.gnctostrictive delay line, 274-276 
noncrasa.blc, 247 
nonvolatile, 247, 277 
parallel, 67, 248 
rn.ndoin-o.cccss, 67, 248, 277-.'302 
serial, 67 
system dC'.scriptions, Mnomotron, 206-

208, 340-350 
Sperry-Rand drum, a52-362 
WHUtI,WIND I, 2!14-296 

ultrasonici delay line, 68-61), 247-248, 
204-27:~ 

mercury, 265-270 
solid, 270-273 

variouH ln.rp;c-scn.lo auxiliary doviccs, 
400-404 

voln.tiln, 24 7 
MforOf!CCl()ncl doln.y unit., IBM I rn:1-1:!4 

ahiftinp; r(lp;iHt.c1r of, I RG·-187 
Mixer <1ir11uit.H, 8!Hl0, 02, Oil, 100, I0:!--

106 
dincln, 02 
Ill ILl!;Jlllt.icl I rna-104 
flym ho! for, 100 
trnnHiHl.or, ll!l·· 100 
tri<><lo, 8\HlO 
\lHinp; oth<ir nonlin<\ILr dcmmnto11, lllr>-

106 
Moclificn.\.iun of i11Ktr11ci\.im1K, at, 33, ·11l, 

:11H-a80 
Mult.iplicmt.ion, hinnry, hip;h-i;pcncl, in 

llli11ui11 v .h.K. wmput,or, •l:J0-
4a t 

hy Hhifl.-m1cl-cmrr:v, 10· ·20 
1111inp; fowciHt. 1~clclit.ic>nH, 20··22, 430 

i11 I AH 110111p11t.c•r, :ll5-:H O, a24-:i27 
in l\H:O, :1:15. ·!!:!8 



ELECTRONIC DIGITAL COMPUTERS 

Multiplication, binary, of negative num-
bers, 16-18 

of positive numbers, 15 
rounded, 28, 326-327 
table, 3 

NBS basic package, 138-140 
Negative numbers represented, by l's 

complement, 8-9 
by 2's complement, 8-9 
by 9's complement, 8-9 
by lO's complement, 8-10 
by magnitude and sign, 7, 9 

Number systems, 1-4 
arbitrary base, 1-2 
binary, 3-4 
decimal, 3 
octal, 4 
seudecima.l, 4 

ORDV AC core memory (Mnemotron), 
342-352 

cycle, 348-349 
decoders, 346-348 
digit-plane circuits, 35o-352 
digit planes, 344: 
magnetic switches, 344-346 
timing (univibrators), 349-350 

ORDVAC magnetic drum memory 
(Sperry-Rand), 353-362 

reading and writing circuits, 353-355 
recording scheme, 355-356 
timing and oont.rol, 358-362 
track selection, 31>6-358 

Overflow, 47 
in WHIRLWIND I accumulator, 229-

2.!}3 

Partial products, 15, 17, 18, 316 
Polarization, residual, 130 
Printers, CRT, 405-406 

line, 404 
magnetic matrix, 405 
mechanical matrix, 405 
xerographic, 406 

Propositions, calculus of, 156 
notation of, 15~ 
operations of, 156 

Radical point, 2 
fixed, 2, 7 
floating, 2, 7 

Reader, punched-tape, 392--393 
Reader-recorder, magnetic-tape, 395-

398 
Registers, shifting, in IAS computer, 180-

182, 303-308 
in IBM 701, 186-187 
in Illinois v.h.s. computer, 422, 430-

431 
magnetic, 187-190 
NBS, 192-194 
NBS dynamic, 190-191 
pick-up, 409 
two-rank positive action, 180-182 
in WHIRLWIND I, 182-184, 226 

Reliability, measuras of, 79-80 
Remanence, 101 
Restoration (regeneration) of pulses, by 

one-shot multivibrator, 136-137 
by pulse standardizer, 136-137 
by regenerative roclooking, 137-140 

NBS circuit for, 138-140 

Beale of notation, 1-4 
algorithm for conversion of, 4 
arbitrary ha.so, 1-4 
binary, 3-4 
decimal, 3 
octal, 4 
sexadecimal, 4 

Sta.ticizer, 180, 194, 196, 215 
Superspeed computers, 415-4.~4 

Illinois, 420-434 
LARO, 418-419 
NBS, 415-418 
STRETCH, 419-420 

Switching algebra, Ho.rtreo's, 157 
Harvard, 96, 157 
Lewis's, 157 
Shannon's, 148-149, 156-158 

Switching circuits (866 Logic circuits) 
Switching fu:uctions (866 logica.l func­

tions) 
Synchronous computers, 76-77 

Table, truth, 166 
Tables, addition, 3 

multiplication, 3 
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Tape, !Ilagnetic, 391-400 
density of information on, 395-306, 

399-400 
difficulties with, 398-399 
unitl:I for handling, 395-398 

punched, 391-393 
Toggle, pcntodc, 115 

transistor, junction, 120-125 
point-contn.ct, 117-120 

triode, 107-114: 
clearing of, 115-117 
design of, 110-114 
trip;gcring of, 110, 112-11:!, 115-·1 lli 

hy puller t11hc11, 116 
Tmnsformers, puhie, l•12-14!i 

Transmission of information, parallel, 
65-66, 76 

serial, 65-66, 7 ti 
series-parallel, 66, 76 

Vacuum-tube operators (Harvard), 9li·-
97 

Vo.luc, truth, 156 

Wir<~, magnetic, for input-output, 394 
Word in machine language, :m 

im!l.ruct.ion, 30, 37, B!I, 40, 43, 44, 45, 
48-51, 365-:-t7o, 416, 42a 

1111111hnr, ao, !i27, 416, 422··-42:! 
Words, 11.::11:1embly of (NBS), 407-40!.I 
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