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Introduction 

This gUide describes procedures used in the administration of your com
puter running the UNIX System V Release 3.0 operating system. It is 
designed to accomplish the following objectives: 

• provide clear instructions on how to perform the administrative tasks of 
a UNIX system 

• give you background information about when and why these tasks are 
desirable 

• serve as a quick reference to administrative procedures 

What Is a System Administrator? 
A System Administrator performs two main tasks: 

• decides what rules are needed to govern the use of the computer sys
tem 

• implements those rules so as to provide the maximum amount of com
puting service for the system's users, consistent with the physicallimi
tations of the machine 

Obviously, if you are the only user of your computer, these tasks consist 
simply of those things you do to keep the machine running and your pro
grams and data from disappearing permanently. If, on the other hand, your 
computer will be used by a number of other people, the tasks become more 
complex, and you are required to be aware of the needs of your whole user 
community. 

Some Assumptions About Your Experience 
This guide assumes that you know the mechanics of using a computer ter

minal to enter commands, and that you have an awareness of such UNIX sys
tem fundamentals as the directory structure and the shell. We also expect you 
to feel comfortable using your computer; you know how to turn it on and 
how to use such things as the diskette drive. (If you feel unsure of your 
knowledge on these points, you might find it helpful to refer to the Documen
tation Roadmap. The Documentation Roadmap contains titles and descriptions 
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Introduction 

of other UNIX system manuals you may want to look at before starting on 
this one. 

How This Guide is Organized 
There are two main parts to this guide: 

Part 1 - Procedures Part 1 contains ten sets of step-by-step pro
cedures that tell you how to keep your 
computer in operation. Each set of tasks is 
related to a general topic, such as User Ser
vices or Processor Operations. 

Part 2 - Support Information Part 2 contains ten chapters of more 
detailed information about each of the ten 
sets of procedures. The chapters are num
bered to parallel the procedures of Part 1. 

In the back of the book there are three appendices, a glossary, and an index. 

How to Use This Guide 

1. Use the procedures in Part 1 to begin with. 

They lead you through administrative tasks without requiring prelim
inary knowledge or experience in that area. 

2. Use the chapters in Part 2 to learn more about what the procedures 
do. 

They explain what is going on in the procedures and provide back
ground information about the basic elements of the UNIX system. 

3. Use the Index for navigation. 

It provides a cross-reference so you can uncover all the places in the 
guide where a topic is discussed. 

4. Use the Glossary to look up definitions of terms that are unfami
liar. 
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Introduction 

5. As you gain experience, use the guide for reference. 

About the Procedures 
A table at the beginning of each procedure gives you information in cap

sule form. Table entries appear only when the information is relevant. The 
tables follow this style: 
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Purpose Summary of what the procedure is used for. 

When When you should schedule the procedure. 
Performed 

Starting The state the computer should be in when you begin 
Conditions the procedure. 

Any special login requirements. 

sysadm menu The part of the System Administration Menu package 
that contains the subcommands to perform the pro-
cedure. 

Commands The commands used to perform the procedure. 

Bootable The names of programs used to boot the system. 
Programs 

Media Diskettes or tapes used in the procedure. 

Time Approximately how long the procedure takes. 

Caution Special instructions you must follow before or during 
the procedure to ensure the integrity of your system 
software and user files. 

Reference The chapter and section in Part 2 where this topic is 
more fully discussed. 
Other UNIX system manuals where additional informa-
tion can be found. 
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System Administration Commands 
The majority of the procedures are based on menus of the System 

Administration Menu package. This package consists of a hierarchical 
arrangement of interactive screens that lead you through system administra
tion tasks. It is described in the Owner jOperator Manual. 

The procedures shown in this guide by-pass the higher level System 
Administration Menus and take you directly to the subcommands. Subcom
mands are the equivalent of menu selections from lower level menus. If you 
prefer, you may start at the main menu with the unadorned command 

$ sysadm 

You can get to the submenu level with a command like 

$ sysadm filemgmt 

System States 
In some procedures, we state that a particular system state is required. In 

most cases this means that the system must be in either the single- or mul
tiuser state. The single-user state corresponds to run level 1, while the mul
tiuser state corresponds to run levels 2 or 3. Procedures for bringing the sys
tem to different system states are found in Part 1 under Processor Operations 
Procedures. See the section on "Operating Levels," in Chapter 3, "Processor 
Operations" , for more information on system states. 

Logins 
In some procedures, we state that a particular login is required. This fre

quently means that you must be logged in as root to do the procedure. The 
phrase "an authorized login" is also used. The standard meaning of this term 
is that you must log in using a special administrative or system login name to 
do the procedure (see Chapter I, "System Security", for a list of these logins). 
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Passwords 
It is strongly recommended that you set up and use passwords for admin

istrative and system logins (see Procedure 1.4 for information on how to do 
this). In the procedures, we assume that such password protection has been 
established. When you enter a sysadm command as an ordinary user, there
fore, you are prompted for a password. We show this with an entry like: 

$ sysadm backup 
Password: 

At this point, to go ahead with the procedure, you are required to enter an 
acceptable password. As is always the case in the UNIX system, the password 
is not echoed to your screen. 

In procedures that require you to be logged in as root (that is, the super
user), you are not prompted for the sysadm password. Also, the pound sign 
(#) prompt is used for the root login. Here's an example: 

# sysadm backup 

Notation Conventions 
Whenever the text includes examples of output from the computer and/or 

commands entered by you, we follow the standard notation scheme that is 
common throughout UNIX system documentation: 

• Text that you type in from your terminal is shown in bold type. 

• Text that is printed on your terminal by the computer is shown in con
stant width type. 

• Comments and explanations within a display are shown in italic type 
and are indented to separate them from the text that represents com
puter output or input. 

Italics are also used to show substitutable values, such as file, when the 
format of a command is shown. 

• There is an implied RETURN at the end of each command and menu 
response you enter. 
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• Where you may be expected to enter only a RETURN (as in the case 
where you are accepting a menu default), the symbol <CR> is used. 

• The dollar sign ($) and pound sign (#) symbols are the standard default 
prompt signs for an ordinary user and root, respectively. 

$ - means you are logged in as an ordinary user. 
# - means you are logged in as root 

• When the # prompt is used in an example, it means the command illus
trated may be used only by root. 

• When the full path name of a command is shown in an example (like 
jetcjfsck) the command must be entered that way. 

Command References 
When commands are mentioned in a section of the text for the first time, a 

reference to the manual section where the command is described is included 
in parentheses: command(section). The numbered sections are located in the 
following manuals: 

Sections (1), (6) User's Reference Manual 

Sections (1), (1M), (7), (8) System Administrator's Reference Manual 

Sections (1), (2), (3), (4), (5) Programmer's Reference Manual 

Information in the Examples 
While every effort has been made to present displays of information just 

as they appear on your terminal, it is possible that your system will produce 
slightly different output. Some displays depend on a particular machine con
figuration that may differ from yours. Changes between releases of the UNIX 
system software may cause small differences in what appears on your termi
nal. 
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System Identification and Security Procedures 

The following procedures are covered in this section: 

Procedure 1.1 

Procedure 1.2 

Procedure 1.3 

Procedure 1.4 

Procedure 1.5 

Check Console Terminal Configuration 
To assure that the system console terminal is properly con
figured. 

Set Time and Date 
To set the time and date of the internal system clock. 

Establish or Change System Node Names 
To define the formal system name, especially for the com
puter to be a node in a network. 

Assign Special Administrative Passwords 
To assign special passwords to administrative and system 
logins. 

Forgotten Root Password Recovery 
To recover from forgetting or the corruption of the root pass
word. 
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Procedure 1.1: Check Console Terminal Confi
guration 

Purpose To assure that communication with the system is 
maintained. 

References Owner/Operator Manual 
The Operator's Guide for your console terminal. 

All system administration functions are performed at the console terminal, 
which should be set at a 9600 baud rate. If the console port is operated at 
another data rate, you may lose communication with the system when you 
shut down to the firmware mode (see Chapter 3, "Processor Operations", for 
an explanation of firmware mode and other operating modes). 

For MB1 Systems 
Here are some things you might want to do to make sure your console 

terminal is configured properly. Use the Operator's Guide for your terminal 
to learn how to make these equipment checks. 

• Set the input/output terminal speed option to 9600. 

• Set the interface to 8-bit ASCII, full duplex, with a parity of "none" or 
"space" depending on the terminal you have. 

• If you lose communication with the system, check to see if the terminal 
is still plugged in. 

• If you lose communication with the system when in the firmware 
mode, make sure the input/output terminal speed option is set to 9600 
and hit RETURN (see also the Troubleshooting Information in the 
Owner/Operator Manual). 

A printer should be part of the console equipment configuration because it 
provides a record of exactly what was done and how the system responded. 
It is essentially the system log, and it is especially advantageous when you 
run diagnostics. If your console terminal has this capability, the best method 
is to hook the printer directly to the system console. The console printer 
should be independent of the LP Spooler system. 
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For AT286/AT386 Systems 
The console is the keyboard and the display part of your computer. Con

nect the keyboard and the display according to your computer installation 
manual. The system will work with any display: either Monochrome Adapter, 
CGA (Color Graphics Adapter), or EGA (Extended Graphics Adapter) type. 

A setup program (provided with your computer) needs to be executed 
before UNIX System V is installed. Select the proper adapter type for your 
console when prompted by the setup program. 
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Procedure 1.2: Set Time and Date 

Purpose 

Starting 
Conditions 

sysadm menu 

Commands 

Caution 

To synchronize system time with clock time or to reset 
the system time after it has been corrupted. 

System state 
-multiuser, for synchronizing system time 
with current clock time 
-single-user, for setting the date ahead 

Login-root, to reset clock with date(l) 

SYSTEM SETUP 

sysadm datetime(l) 
date(l)-requires logging in as root 

Go to single-user mode (Procedure 3.3) if you are set
ting the date ahead. 

Setting the date ahead by one or more days should be done in the 
single-user mode. Setting the date ahead while in the multiuser mode with 
cron running should be avoided. The cron program will try to "catch-up" for 
the time interval involved. All the processes that were scheduled to run in 
the time interval are started by cron. 

When the UNIX operating system is booted, you will be asked to set the 
time-of-day clock. You may also have to set the clock when you 

• first get the system 

• notice that the date/time is incorrect. 

Step 1: To set the time and the date whenever you are in the operating 
system, use the System Administration Menu datetime. For exam
ple: 
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# sysadm datetime 

Rumring SU1:x:cmnand I datetime I fran menu I syssetup I , 

SYSTEM SEIUP 

Current time and time zane is: 04: 59 Em' 

Change the time zane? [y, n, q, ?J n 
Current date and time: Tue. 08/28/85 05: 00 

Change the date and time: [y, n, q, ?J Y 
M::mth default 08 (1-12): <CR> 

(Using <CR> to accept the default) 
Day default 28 (1-31): <CR> 
Year default 84 (70-99): <CR> 
Hour default 05 (0-23): <CR> 
Minute default 00 (0-59): 04 

Date and time will be set to: 08/28/84 05:04. OK? [y, n, qJ y 
The date and time are nt:M changed. 

Procedure 1.2 

Step 2: The clock also can be set using the date command when you are in 
the operating system. You must be logged in as root to use date, 
and you must first take the system to single-user mode. The argu
ments to the date command are in the sequence of month, day, 
hour, minute, and year. 

# date 0216131686 
Sun Feb 16 13:16:00 EST 1986 
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Procedure 1.3: Establish or Change System 
and Node Names 

Purpose 

Starting 
Conditions 

sysadm menu 

Commands 

Caution 

References 

To define the system and node names 
-for a new computer 
-when reconfiguring the system to include 
basic networking 

System state-multiuser or single-user 
Login-authorized login or root 

SYSTEM SETUP 

sysadm nodename( 1) 
uname(l) -S(l)-need root login 

Do not change system and node names arbitrarily. 
Changes must be coordinated with your networking 
connections. 

Chapter 9, "Basic Networking" 

The system and node names of the computer can be set by any of the fol-
lowing means. 

• Using the sysadm nodename command. 

• Using the uname command. 

• Reconfiguring the operating system after changing the names of SYS 
and NODE tunable parameters (see Chapter 6, "Performance Manage
ment", for more details). 

Choose one of the following methods for establishing or changing the system 
and node name. 
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System Administration Menu-nodename 
The following command line entries and system responses show the set

ting of the node name using the sysadm nodename command. The node 
name is then output using the uname command. The contents of the 
/etc/rc.d/nodename file is the result of the execution of sysadm nodename. 

# sysadm nodename 
Running subcamland I nodename I fran menu I syssetup I , 

SYSTEM SEIUP 

This machine is currently called "unix". 
IX> you want to change it? [y, n, ?, q] Y 
What name do you want to give it? [q] ABcd5678 
# uname-a 
ABod5678 ABod5678 3.0 2 80386 
# cat /etc/rc.d/nodename 
# Node name Changed 02/01/86 14:55:49. 
# 

Command-uname 
The following shows how to display and change the system and node 

names. 
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P1-8 

# uname-a 
unix unix 3.0 80386 
# uname -5 abcde£ghijk 
uname: name must be <= 8 letters 
# uname -5 ABcd5678 
# uname-a 
ABod5678 ABod5678 3.0 2 80386 
# 

Using uname to change the system and node names is not as permanent as 
using sysadm nodename. Whenever the system is rebooted, the system and 
node names assigned to the system are those last entered through sysadm 
nodename and residing in the file /etcjrc.d/nodename. This file is not set 
up or changed by uname. Thus it is a good practice to use the command 
sysadm nodename to change the system and node names. 
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Procedure 1.4: Assign Special Administrative 
Passwords 

Purpose To permit controlled access to various administrative 
and special system functions. 

Starting Multiuser or single-user state, any login. 
Conditions 

sysadm menu SYSTEM SETUP 

Commands sysadm admpasswd(l) 
sysadm syspasswd( 1) 

Reference "Special Administrative Passwords" in Chapter I, 
"System Security" 

After you have set up your computer you should assign passwords to the 
special administrative and system logins (see Chapter I, USystem Security", 
for definitions of these logins). The administrative logins are: setup, power
down, sysadm, checkfsys, makefsys, mountfsys, and umountfsys. 

The system logins are: root, sys, adm, bin, uucp, nuucp, lp, rje, dae
mon, and trouble. 

Step 1: The following command will step you through all the special 
administrative logins ·to see whether you want to assign or change 
any of the passwords. 
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# sysadm admpasswd 
Note: if you want to change the passwords for 
any of these logins, you may do it with this command. 
For example, the following is displayed: 

Running sul::x:::amand 'adnpasswd' fran menu 'syssetup', 
SYSTEM SEl'UP 

Do you want to give passwords to administrative logins? [y, n, ?, q] Y 
If you enter" Y" , you are prompted about each administrative login. 

The login 'setup' already has a password. 
Do you want to change the password, delete it, or skip it? 
[c, d, s, q, ?] s 
Password unchanged. 
The login 'powerdown' already has a password. 
Do you want to change the password, delete it, or skip it? 
[c, d, s, q, ?] q 
Password unchanged. 
# 

Step 2: To assign a password to the special system logins, enter: 

P1-10 

# sysadm syspasswd 
Note: if you want to change any of these passwords, 
you must either be logged in as root or as one 
of these logins, and then execute the passwd command. 
For example, the following is displayed: 

Runnl.ng sul::x:::amand 'syspasswd' fran menu 'syssetup', 
SYSTEM SEl'UP 

Do you want to give passwords to system logins? [y, n, ?, q] Y 
Do you want to give the 'daem:m' login a password? [y, n, ?, q] n 
The follCMi.ng system logins still do IlOt have passwords: 

daem:m 
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This command will only let you assign passwords to those logins that have 
never received a password in the first place. 
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Procedure 1.5: Forgotten Root Password 
Recovery V Restoring the original operating system is a rather drastic way of recovering 

from a forgotten root password. Make every effort to remember or discover 
the root password before performing this procedure. 

Purpose To recover from a forgotten root password by restoring 
the original operating system (before the password was 
assigned). 

Starting Conditions Power off, not logged in. 

Commands cpio(l), mount(lM), mt(lM), umount(lM) 

Bootable Program /unix-boot program (from diskettes) 

Media The core system diskettes or for MBl systems installa
tion tape. 

The following steps are necessary to recover the ability to log in as root 
based on the assumption that you are not able to log in (as a conventional 
user) and restore the /etc/passwd file from another login. 

For the MUL TIBUS I Systems 
You should power up the machine and all associated peripherals and fol

low one of the two console sequences depending on the level of boot 
EPROMs in the system: 
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First console sequence: 

DEBUGMonitor - 386 dOll 
[ .... ] 
Copyright 1986 Intel Corporation. 
> 

Second console sequence: 

After the console displays "xxxx", enter <Shift>U. 
After system diagnostics and the following display: 

break to DMON-386 Monitor (y or [n]) ? 

Answer 'y' to this in 30 seconds. 
(otherwise it times out to iSDM Monitor, 
then you need to restart from the beginning) 

DEBUG Monitor - 386 d016 (or dOIS) 
[ .... ] 
Copyright 1986 Intel Corporation 
> 

Insert the release tape and type: 

b ":wtaO:#fs=l" 

Note that the double-quote marks and the leading and trailing colons are 
required. br 

Step 1: 

Step 2: 

On the Multibus 1 (MB1) system, place the distribution tape in the 
tape drive, press 'reset'. At the I>' prompt, type: 

b":wtaO:#fs=l " 

This will put the machine in 'maintenance' mode with a root file 
system on the RAMDISK. 

cd / and type: 

# mount /dev /dsk/OsO /mnt 
cd /mnt 
mt -f / dev /rnmtO fsf 4 
cpio -icBvdu < /dev /rmtO etc/passwd 
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Step 3: 

Step 4: 

umount /dev /dsk/OsO 

This will replace the passwd file with the orginial distribution 
/etc/passwd file. 

Press the reset button and reboot from the hard disk as outlined 
in procedure 3.1. 

Execute passwd to change the root password. 

Store the installation media in a safe place. 

For the AT386 and 286 Systems 

Step 1: 

Step 2: 

Insert the boot diskette 

At the 'boot:', type <CR> 

After the UNIX system is booted-up, mount the hard disk root file 
system. 

# mount /dev /dsk/Osl /mnt 

Step 3: Copy file /etc/passwd into the hard disk root file system. 

# cp /etc/passwd /mnt/etc/passwd 

Step 4: Unmount the hard disk file system 

# umount /mnt 

Step 5: Shut down and reboot the system. 
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User Services Procedures 

The following procedures are covered in this section: 

Procedure 2.1 

Procedure 2.2 

Procedure 2.3 

Procedure 2.4 

Procedure 2.5 

Add Users or Groups 
To add information about new users of the system or to 
name groups. 

Modify User Information 
To change information about users or groups. 

Delete Users or Groups 
To remove users or groups from the system. 

List Users or Groups 
To display information about users or groups. 

Write to All Users 
To send a message to all users logged in. 
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Procedure 2.1: Add Users or Groups 

Purpose To identify new users or groups of users to the system. 

Starting System state-multiuser 
Conditions 

sysadm menu USER MANAGEMENT 

Commands sysadm adduser(l) 
sysadm addgroup( 1) 

Reference "Login Administration" in Chapter 2, nUser Services" 

Step 1: Enter one of the following commands: 

$ sysadm adduser 
Password: 

or 

$ sysadm addgroup 
Password: 

Step 2: If you enter the command sysadm adduser, you are led through 
the following sequence: 
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Running subccmnand 'adduser' fran menu 'usermgrnt', 
USER MANAGEMENT 

Anytime you want to quit, type "q". 
If you are not sure how to answer any prompt, type "?" for help, 
or see the OWner/Operator Manual. 

Procedure 2.1 

If a default appears in the question, press <REIURN> for the default. 

Enter user's full name [?, q]: John Q. Public 
Enter user's login ID [?, q]: jqp 
Enter user's ID number (default 46145) [?, q]: <CR> 

(Accepting defaults by entering <CR» 
Enter group ID number or group name 
(default 1)[?, q]: <CR> 
Enter user's login (bane) directory name. 
(default '/usr/jqp' )[?, q]:<CR> 

This is the infornatian for the new login: 
User's name: Jolm Q. Public 
login ID: jqp 
user ID: 46145 
group ID: 
bane directory: /usr/jqp 

[X) you want to install, edit or skip this entry- [i, e, s, q]? i 
Login installed 
[X) you want to give the user a pasS\\Urd? [y, n] y 
New pasS\\Urd: 

(Enter at least six characters, one of them a numeral.) 
Re-enter new password: 

[X) you want to add another login?[y, n, q] n 

Step 3: If you enter the command sysadm addgroup, this sequence 
appears: 
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Rumring subccmnand I addgroup I fran menu 'us~ I , 

USER MANAGEMENl' 

Anytime you want to quit, type "q". 
If you are not sure how to answer any pranpt, type "?" for help, 
or see the Owner/Operator Manual. 

If a default appears in the question, press <RRl'ORN> for the default. 

Enter group name [?, q]: seventy7 
Enter group ID number (default 45201) [?, q]: <CR> 

(Accepting default by entering <CR» 
This is the infornation for the new group: 

Group name: seventy7 
group ID: 45201 

Do you. want to install , edit or skip this entry [i, e, s, q]? i 
Group installed 

Do you want to add another group?[y, n, q] n 
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Procedure 2.2: Modify User Information 

Purpose To change stored information about users. 

Starting System state-multiuser 
Conditions 

sysadm menu USER MANAGEMENT 

Commands sysadm modadduser( 1) 
sysadm modgroup 
sysadm moduser(l) 
sysadm chgloginid( 1) 
sysadm chgpasswd(l) 
sysadm chgshell( 1) 

Reference "Login Administration" in Chapter 2, "User Services" 

This procedure covers three separate functions: 

• to change the default values that apply to the adduser sequence 
(modadduser) 

• to change the name of a group (modgroup) 

• to change three of the attributes of user information (moduser) 
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Function 1, Step 1: 

$ sysadm modadduser 
Password: 

Function 1, Step 2: 

Enter the command: 

The sysadm modadduser command gives you the 
opportunity to change either or both of the default 
values for group ID and home (parent) directory 
that appear on the adduser form. The screen 
below shows an example of changing the default 
group number from 1 to 100. 
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Running subccmnan.d I nodadduser I frcm menu I userngmt I 

USER MANAGEMENT 

Anytime you want to quit, type "q". 
If you are not sure how' to answer any prcatpt, type "?" for help, 
or see the OWner/Operator Manual. 

Current defaults for adduser: 
group ID 1 (other) 
parent directo:ry /usr 
IX> you want to change the default group ID? [y, n, ?, q] Y 
Enter group ID nmnber or group name [?, q] 100 
IX> you want to change the default parent directo:ry? [y, n, ?, q] n 

These will be the new defaults: 
group ID: 100 
parent directo:ry: /usr 
IX> you want to keep these values? [y, n, q] y 
Defaults installed. 
$ 
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Function 2, Step 1: 

$ sysadm modgroup 
Password: 

Function 3, Step 1: 

$ sysadm moduser 
Password: 

To change the value of a group ID name, enter the 
command: 

To change the values for an individual user's login, 
enter the command: 

The following menu is displayed on your terminal: 
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MJDIFY USER'S UXiIN 

1 chgloginid 
2 chgpassword 
3 chgshell 

change a user's login 
change a user's password 
change a user's login shell 

Enter a number, a name, the initial part of a name, or 
? or <number>? for HELP, q to QUIT: 

Function 3, Step 2: 

Function 3, Step 3: 

Selecting an item from this menu starts a prompt 
sequence that helps you make the required change. 

When a user is first given a login ID, a default 
shell (fbin/sh) is assigned. The chgshell subcom
mand enables you to assign a different shell. 

When you select Item 3 from the menu, or if you 
entered the command: 

$ sysadm chgshell 

the following sequence appears on your terminal: 
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Running subccmnand 'chgshell' fran menu 'm::rluser' , 
MJDIFY USER'S rooIN 

Enter user's login ID [?, q]: jqp 
The current shell is Ibinlsh 

Enter new shell ccmnand[q]: /bin/rsh 

Do you want to change the login shell of another login?[y, n, q] q 

The above sequence assigns a restricted shell to user jqp. 
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Procedure 2.3: Delete Users or Groups 

Purpose To clear the system of an inactive user. 
To eliminate a group name that is no longer needed. 

Starting System state-multiuser 
Conditions 

sysadm menu USER MANAGEMENT 

Commands sysadm deluser(l) 
sysadm delgroup( 1) 

Caution When you delete a user's ID, all the files and directories 
owned by that ID are deleted too. 

Reference "Login Administration" in Chapter 2, "User Services" 

Step 1: Deleting a group ID is done with this command: 

$ sysadm delgroup 
Password: 

Step 2: The prompt sequence is as follows: 
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Which group name do you wish to delete?[q] seventy7 
Do you want to delete group name 'seventy7', group 1D 45201?[y, n, ?, q] Y 
seventy7 has been deleted 
Do you want to delete any other group?[y, n, q] q 

The sysadm delgroup command deletes only the specified group and not the 
user login(s) assigned to that group. The logins belonging to the group must 
be deleted separately using sysadm deluser. 

Step 3: Deleting a user's login ID requires more persistence. The user's 
home directory and all the files in and below that directory are 
deleted as well. Here is the sequence: 
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$ sysadm deluser 
Password: 

Rumring subccmnand 'deluser' fran menu 'use~', 
USER MANAGEl-1ENT 

This function CXJ.n?LEI'ELY REMJVES THE USER, their mail file, heme directory 

and all files below their heme directory fran the machine. 
Once this is dane, there is no way guaranteed to get them all back. 

BE SURE THIS IS WHAT YOU WAN!' 'ID OO! 

Enter login ID you wish to rem:we[q]: jqp 
, jqp' belongs to 'Jom Q. Public' 

whose bane directory is /usr/jqp 
CO you want to rem:we login ID 'jqp'? [y, n, ?, q] Y 

/usr/jqp and all files under it have been rem:wed. 

Enter login ID you wish to rem:we [q]: q 
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Procedure 2.4: List Users or Groups 

Purpose To see what users or groups are known to the system. 

Starting System state-multiuser 
Conditions 

sysadm menu USER MANAGEMENT 

Commands sysadm Isuser(l) 
sysadm lsgroup(l) 

Step 1: The two sysadm sub commands in this procedure enable you to see 
what groups and what users are in the computer. The command 
to list groups is: 

$ sysadm lsgroup 
Password: 

which produces a report with these column headings: 
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Groups currently in the ccxrq:JUter 
(press <REl'URN> to start listing each time you hear the bell) 

group 

name 

adm 
bin 
daerron 

nail 
other 
rje 
root 
sys 
$ 

group logins permitted to becane 
number members using newgrp 

4 root, adm, daerron 

2 root ,bin, daerron 

12 root, daerocm 
6 root 

8 rje,shqer 
a root 
3 root,bin,sys,adm 

Step 2: If you enter the command: 

$ sysadm lsuser 

the following lines appear on your terminal: 

Users currently in the ccmputer 
(press <REI'URN> to start listing each time you hear the bell) 

Procedure 2.4 
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P2-16 

When you press <RETURN> a list in the following form is 
displayed: 

login name 

adm 
bin 
checkfsys 
daem::m 

listen 
lp 
makefsys 
IOC>UIlt f sys 
nuucp 
powerdown 

rje 
root 
setup 
sys 
sysadmin 

trouble 
'llI1OUIlti sys 
uucp 
uucpa 
$ 

user name 

OOOO-Admin(OOOO) 
OOOO-Admin(OOOO) 
Check diskette file system 
OOOO-Admin(OOOO) 
Network Admin 
OOOO-lp(OOOO) 
make diskette file system 
IOC>UIlt diskette file system 
OOOO-uucp(OOOO) 
general system administration 
OOOO-rje(OOOO) 
OOOO-Admin(OOOO) 
general system administration 
OOOO-Admin(OOOO) 
general system administration 
trouble(OOOO) 
UJlIOC)UJlt diskette file system 
OOOO-uucp(OOOO) 
Uucp login 
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Procedure 2.5: Write to All Users 

Purpose To send urgent messages to all users logged in. 

Starting 
Conditions 

System state-multiuser 
Login-root required to prevent users from blocking 
messages. 

Commands wall( 1 M) 

Reference "Write to All Users" in Chapter 2, "User Services" 

Step 1: 

Step 2: 

For times when it is necessary to communicate with all users on 
the system at once, the UNIX system wall command is used. 

# wall 

The command reads whatever you type in at your terminal until it 
reads an end-of-file (indicated by typing in a control-d). 

The message you type in is sent immediately to the terminal of all 
users logged in. It is preceded by: 

Broadcast Message fran ... 

A typical use of the wall command is to warn users that the sys
tem is about to be shutdown: 
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Broadcast Message fran root: System caning down jn 

ten minutes. Please log off. 
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Processor Operations Procedures 

The following procedures are covered in this section: 

Procedure 3.1 

Procedure 3.2 

Procedure 3.3 

Procedure 3.4 

Procedure 3.5 

Procedure 3.6 

Powerup 
To power up the system to the multiuser state. 

Powerdown 
To halt the system and turn the power off. 

Shutdown to Single-User 
To bring the system to the single-user state to do administra
tive tasks. 

Return to Multiuser 
To return the system to the multiuser state after it was 
brought to another state for administrative purposes. 

Recovery from System Trouble 
To handle system troubles due to hardware problems and 
software errors. 

Reload the Operating System 
To reload the system from diskettes, if the system itself has 
been severely damaged, or to change the disk partitions. 
Procedures include partial restore, full restore, and full 
restore with hard disk repartitioning. 
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Procedure 3.1: Powerup 

Purpose To turn on the system and make it available for use. 

Starting System state-(power off). 
Conditions 

Time Approximately 20 seconds (depending on configuration). 

Reference "Powering Up" in Chapter 3, "Processor Operations" 

To power up your computer from a halted state (power is off), perform 
the following procedure: 

Step 1: 

Step 2: 

Step 3: 

Turn on the console and wait for the cursor to appear. 

Turn the latch on the diskette drive to the horizontal position to 
make sure no diskette is in the drive. 

Turn power switch on. 

Here is a typical example of what appears at the system console: 

On an MBI system: 

Copyright 1986 Intel Corporation. 
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On an A T386 system: 

Step 4: 

02048 EXtended 

Boot the system. On the MBt system enter 'b' and a carriage 
return: 

>b <CR> 

On the A T386 enter a carriage return: 

boot: <CR> 
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Procedure 3.2: Powerdown 

Purpose 

Starting 
Conditions 

sysadm menu 

Commands 

Caution 

Reference 

To halt the system and turn off the power. 

System state-multiuser or single-user. 
You must mount Jusr to run this procedure in single
user mode. 
Login-authorized user or root 

MACHINE MANAGEMENT 

sysadm whoson(l) 
shutdown(lM)-root login only 

Do not pull the plug until the powerdown procedure is 
completely finished. 

"Turning the System Off" in Chapter 3, "Processor 
Operations" 

There are differences in the procedure depending on whether you are in 
multiuser or single-user state. 

From Multiuser 

The best way to turn off the computer while the system is in the multiuser 
state is to enter the shutdown command. Entering this command causes the 
system to flush the system buffers, close any open files, stop all user processes 
and daemons currently running, unmount file systems, and then remove 
power from the computer. 

Step 1: Check who is logged in before taking any action that would affect 
a logged-in user. Enter: 
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$ sysadm whoson 

A typical response might be: 

These users are currently logged in: 
ID tenninal number sign-on time 

root 
jaf 

Step 2: 

console 
tty22 

May19 18:06 
May19 22:30 

Notify any users that the system is shutting down via the 
JetcJwall(lM) command (see Procedure 2.5). For example: 
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# fete/wall <CR> 
Broadcast Message fran root (console) an unix Wed Feb 26 07: 30: 27 ... 
The system will be caning down in 5 minutes. 
Please log off. <CTRL-~ 

Step 3: Enter: 

$ ed / 
shutdown -y -iO -g300 

The system will proceed to shut itself down after the allotted 
time, and when the Reset the CPU to reboot message appears, the 
system may be turned off. On an AT386 system, the usual 
<eTL> <AL T> <DEL> key combination can be pressed, or the 
system can be turned off and then turned on again in order to 
reboot at this point. On a Multibus system, the interrupt button or 
key can be used, or the power can be turned off and on. 
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From Single User 
If the system is in the single-user state, use the following command to 

power down the system. 

Step 1: To remove power and guarantee file system integrity, use the shut
down command as follows: 

shutdown -y -iO -gO 
The arguments have the following meanings: 

-y assume yes answers to all questions 
-iO go to state 0 (off) 
-gO allow grace period of 0 seconds 

Observe the following on the console: 

Shutdown started. 

The system will be shutdown in a seconds. 
Please log off now. 
THE SYSTEM IS BEJ»:; SHtl'I.'InVN N::M ! ! ! 

Log off now or risk your files being damaged. 
The system is caning down. Please wait. 

The system is down. 

Reset the cpu to reboot. 

All services are stopped. 
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Procedure 3.3: Shutdown to Single User 

Purpose To perform administrative tasks that should be done 
when no other users are on the system, such as 

-software installation 
-file backup and restore 
-hard disk formatting 
-system reconfiguration 

Starting 
Conditions 

System state-multiuser. 
Login-root 

Commands shutdown(lM) 

Reference "Going to Single-User Mode" in Chapter 3, "Processor 
Operations" 

Shutting the system down to the single-user state should be done as much 
as possible during off-hours, since only the console has access to the system in 
the single-user state. 

Step 1: 

Step 2: 

Log in as root at the console. 

Enter: 

# shutdown -is 

By default, shutdown prompts you about the various broadcast 
messages, provides a 60-second grace period between each mes
sage, and brings the system to the single-user state. When you 
arrive in the single-user state, you will see the following: 

INIT: S:IN;LE USER MJDE 

You may now proceed with your intended tasks. 
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Procedure 3.4: Return to Multiuser 

Purpose To make the system available to users after administra
tive duties have been performed in either the single
user state or the firmware mode. 

Starting 
Conditions 

System state-single-user or firmware. 
Login-root 

Commands init(lM) 

Reference 

/unix (boot program) 

"A Look at Entering the Multiuser State" in Chapter 3, 
"Processor Operations" 

There are three system states from which you can return the system to the 
multiuser state. You can bring the system back from the single-user state and 
the firmware mode, and you can cause the system to immediately halt and 
reboot. 

From Single User 
After administrative tasks are finished, you can bring the system back to 

the multiuser state from the single-user state via the init command. 

Step 1: At the console, enter: 

# init 2 

This causes init to inspect /etc/inittab and execute entries that 
will initialize the system to the multiuser state. The following is 
displayed: 
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!NIT: New nm level: 2 

The system is caning up. Please wait. 

The file systems are checked and the current system configuration 
is printed out. Finally: 

The system is ready. 

Console Login: 

Now you can log in either as root or as a conventional user, since 
the system is in the multiuser state. 

From Firmware 
When the machine is first powered up, you can bring the system back 

from the firmware mode by executing the boot program junix from the hard 
disk. 

On the MBt system enter 'b' and a <CR>. 
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Copyright 1986 Intel Corporation. 

On the A T386 enter a <CR>. 

512 Base Menory, 02048 EXtended 

boot: 

Procedure 3.4 

After the the sanity of the root file system is checked [via fsstat(lM)], a 
file system check is performed if necessary [via fsck(lM)], the system confi
guration is printed out, and the system is placed in the multiuser state. 
Observe the prompt: 

Console lDgin: 

You may log in with an appropriate system or user login. 
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Procedure 3.5: Recovery From System Trou
ble 

Purpose To return the system to a usable state 

Starting 
Conditions 

Variable 
- running but throughput is degraded 
- halted or in an unknown state 

Login - root 

sysadm menu NONE 

Commands /unix - boot program 
/ etc/ shutdown(lM) 

Determining the System Trouble 

Step 1: 

Step 2: 

Step 3: 

Consult the listing of error messages in Appendix C for a descrip
tion of what happened and what to do about it. 

Consult the section on Troubleshooting in the Owner/Operator 
Manual for problems that occurred during the first time setup of 
your 80386 computer. 

Call your Service Representative if you cannot determine what 
course of action to take. 

If the operating system is running, copy any error messages into 
the system log*, run shutdown, and reboot the system. 

If the operating system is not running, copy any error messages 
into the system log*, and reboot the system. 

* Log book of system operations, changes, problems, etc. 
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Procedure 3.6: Reload the Operating System 

Purpose To partially restore the system 
-to bring it to a usable state 
-to remove a forgotten root password 

To fully restore the system 
-if there is a new system or disk 
-if you need to increase the size of the swap, 
root or jusr partition 

Starting System state-multiuser or single-user. 
Conditions 

Commands shutdown(l) 

Media The core system diskettes or distribution tape. 
Any backup data that has to be reloaded. 

Caution A full restore erases everything on the disk. If you use 
the procedure to change partition sizes, do a complete 
backup first (Procedure 5.4). 

Reference Release Notes "Instructions for Updating Select Files 
From the Release". Procedure 3.2 "Powerdown". 

Just as file systems have backup versions, so does the operating system: 
the core diskettes or cartridge tape used to install the system originally. There 
are two ways to reload the operating system if it is necessary. 

• A partial restore replaces (overwrites) the core system files on the hard 
disk with those originally distributed. These files include the Essential 
Utilities. The "user" files are not affected by a partial restore. 

• A full restore erases everything on the integral hard disk, reformats it, 
and then loads the core system files. 
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Procedure 3.6 

Read through the procedures for reloading the operating system before 
you do the procedure. If you understand all of the steps, then reload the 
operating system. If you do not understand the reload procedure, contact 
your service representative for help. 
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Instructions for Updating Selected Files from 
the Release 

MB1 Release 
Occasional disk failures may make it necessary to read in some of the files 

from the release tape without reading the whole release. To do this, it is 
necessary to read past the first four files on the release. The first four files of 
the release are binary images, first of the bootstrap, the bootstrap operating 
system, and two ram-disk images. The cpio(l) image of the installed system 
commands and data follows these. 

If you want to load selected files from the release, you need to position 
the tape to the cpio image and cpio in whichever files you require. A regular 
expression can be used to read in whole directories or subtrees. The -u option 
to cpio should be used to replace defective executables to assure the file is 
written regardless of the date in the defective file. This sequence should be 
performed as root. Load the release tape into the tape drive and advance the 
tape to the end of volume 4 by performing the following sequence of com
mands: 

su root 
cd / 
mt -f / dev /rnmtO fsf 4 
cpio -icBvd </ dev /rmtO regular-expression ... 

The regular-expression should be the full path name of the files requested, 
without the initial J. There is no particular order to the files written on the 
release tape, so you should read the whole tape to make sure you get the files 
you desire. 

For example, to load contents of the directory /usr/lib/uucp, you should 
specify: 

cpio -icBvd </dev /rmtO 'usr/lib/uucp/*' 
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Instructions for Updating Selected Files from the Release 

A T386 Release 
Diskettes are used instead of cartridge tape. Lists are available for deter

mining which installation diskettes should be searched for the desired files. 

Full System Restore 
A full restore erases everything on the hard disk and then loads the sys

tem files. Refer to section "Installation and Boot Procedure" in the Release 
Notes (307-646). V A full system restore should not be perfonned until you copy any files you 

want to keep onto a floppy diskette or tape. All files are destroyed in this 
procedure. 
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Disk/Tape Management Procedures 

The following procedures are covered in this section: 

Procedure 4.1 Format Diskettes 
To prepare diskettes for use and verify they are usable. 

Procedure 4.2 Duplicate Diskettes 
To make exact copies of diskettes. 

Some variation in these procedures may occur depending on the configuration 
of your system. If you have a cartridge tape unit or a second diskette drive, 
the sysadm menus and prompts will reflect that. 
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Procedure 4.1: Format Diskettes 

Purpose 

Starting 
Conditions 

sysadm menu 

Commands 

Media 

Reference 

To format a diskette so it can be used by the system. 

System state-multiuser or single-user 
You must mount jusr to run this procedure in single
user mode (if jusr is a separate file system). 
You must be at the computer to insert and remove the 
diskettes or tapes. 
Login-an authorized login 

DISK MANAGEMENT 
TAPE MANAGEMENT 

sysadm format( 1 ) 

Unformatted diskettes 

"Formatting Disks" in Chapter 4, "Disk/Tape Manage
ment" 
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Procedure 4.1 

Step 1: Enter the following command: 

$ sysadm format 
Password: 

Step 2: You are prompted to select a drive or to insert the medium to be 
formatted, and to say whether the format should be verified; for 
example: 

Insert disk. Press <REIURN> key when ready. 

Do you want each fonnat verified? [ (default: yes)[y, n, ?, q]:y 
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Procedure 4.1 

During the format process, you will see a message like the following: 

Step 3: 

Formatting in progress ... 
Formatted 79 tracks: a through 78, 

interleave 4 

At the conclusion of the formatting process a message like the fol
lowing one is displayed on your terminal: 

The renovable disk is now formatted and can be renoved. 

At this point you can remove the diskette or cartridge tape. 
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Procedure 4.2: Duplicate Diskettes 

Purpose 

Starting 
Conditions 

To make a copy of the contents of a diskette. 

System state-multiuser or single-user 
You must mount Jusr to run this procedure in single
user mode. 
You must be at the computer to insert and remove 
diskettes. 
Login-an authorized login 

sysadm menu DISK MANAGEMENT 

Commands sysadm cpdisk(1) 

Media A new formatted diskette for each one to be copied. 

Reference "Duplicating Disks" in Chapter 4, "Disk/Tape 
Management" 

With a single diskette drive, the technique for duplicating diskettes is to 
read the contents into a temporary file from the source diskette and then write 
it out to a new diskette. If your computer is equipped with two diskette 
drives, duplication is done drive-to-drive. 

Step 1: From the console, enter the command: 

$ sysadm cpdisk 
Password: 
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Procedure 4.2 

Step 2: A prompt sequence like this appears on your terminal: 

(If your system has two diskette drives ... ) 
Select which drive to use: 

1 diskette 2 diskette1 

Enter a number, a name, the initial part of a name, or 
? or <number>? for HELP, q to QUIT: 1 

Insert the original medium to be copied into the diskette drive. 
Press <REI'URN> when ready[q] :<CR> 

(Accepting default by entering <CR» 

(The sequence below is for a system with one diskette drive.) 
Tb~ original is being copied in. 
Copy in c::orrplete 
insert a writable medium into the diskette drive. 
Press <REl'URN> when ready[q]: <CR> 
The orginal is being copied out onto the duplicate medium. 
Copy out c::orrplete 
You may now rem:we the medium fran the diskette drive. 
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Step 3: 

Procedure 4.2 

At this point you may take the diskette out of the drive. You will 
receive the following prompt: 

'lb make another copy of the original 

insert a writable medimn into the diskette 1 drive. 

Press <REIURN> when ready. Type q to quit. 

If you want another copy of what is already on the hard disk, you 
can insert a new diskette into the drive. 

You do not have to put the first diskette back in the drive. The copy that you 
put on the hard disk stays there until you quit this procedure. You can make 
as many copies to as many diskettes as you want, all from the one copy on 
the hard disk. 

If you are through duplicating, you must type q to stop the process. 
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File System Administration Procedures 

The following procedures are covered in this section: 

Procedure 5.1 

Procedure 5.2 

Procedure 5.3 

Procedure 5.4 

Format and Create File Systems on Diskette 
To define a file system on a diskette. 

Format and Create File Systems on Second Hard Disk 
To define additional file systems when more than one disk 
device is available. 

Maintain File Systems 
To check and possibly repair file systems. 
To monitor disk space usage. 
To reorganize disk space. 
To compress file systems using cartridge tape. 

File System Backup and Restore 
To provide a storage copy of active files. 
To archive unneeded files. 
To bring files and file systems back from storage. 

Some variation in these procedures may occur depending on the configuration 
of your system. If you have a cartridge tape unit or a second diskette drive, 
the sysadm menus and prompts will reflect that. 
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Procedure 5.1: Format and Create File Sys
tems on Diskette 

Purpose 

Starting 
Conditions 

sysadm menus 

Commands 

Media 

Reference 

To define file systems that are removable for reasons of 
privacy or security. 

To write identifying labels on the magnetic medium so 
the system can know what is brought on line. 

To bring a file system under UNIX system control 
(mount), or to release it so it can be removed from the 
system (unmount). 

System state-(multiuser) or (single-user) 
You must mount jusr to run this procedure in single
user mode (if jusr is a separate file system). 
You must be at the computer to insert and remove 
diskettes or tapes. 
Login-an authorized login 

DISK MANAGEMENT 

sysadm diskmgmt( 1) 
sysadm makefsys(l) 
makefsys(lM) 
sysadm mountfsys(l) 
sysadm umountfsys(l) 

One formatted diskette for each file system to be 
created. 
Either medium with a file system that needs to be 
mounted. 

Chapter 5, File System Administration 

Before doing this procedure, make sure that the diskettes you plan to use 
have been formatted and are not write-protected (see Procedure 4.1). 
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Procedure S.1 

In this procedure you are prompted to name a directory that will be the 
mount point for a file system. Users should be informed that they should not 
keep other files in that directory. 

Step 1: Enter one of these two commands: 

$ sysadm makefsys 
Password: 

or 

$ makefsys 
Password: 
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Procedure 5.1 

Step 2: Assuming option 1 was selected, you will be prompted for further 
information as follows: 

Select which drive to use: 
1. diskette 1 2. diskette2 

Enter a number, a name, the :initial part of a name, or 
? for HELP, q to QUIT: 1 

Insert the medium in the diskette drive. Press <RE1'URN> when ready: <CR> 

Enter the label to be put an the medium[?, q]? fsysOl 

(This writes a label on the magnetic medium. The name should 
be six characters or less. A paper label with the same file 
system name should be affixed to the front of the diskette 
protective envelope or tape cartridge.) 

Enter the file system name[?, q]? dirfsl 

,( This makes a directory that will be used as the mount 
point for the file system. The name should be six characters 
or less.) 

Enter the max:inmm nurriber of files and directories an this medium 
( default 200) [q]: <CR> 

(The range is 1-711.) 

Building 'dirfs1' file system on 'fsys01'. 
Initializing 'dirfs01' file system. 
Do you want to leave 'dirfsO l' nounted? [y, n, ?, q]: y 
/dirfs1 nounted. 00 NO!' REmVE THE MEDIUM UNl'IL IT IS lJNrvX){JN'I'E[! 

The names and other reponses used in the above scenario are arbi
trary. Use names and responses appropriate for your situation. 
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Step 3: 

Procedure S.1 

If you want to mount a file system that has already been created, 
you may select mountfsys from the sysadm diskmgmt menu. 
The procedure is as follows: 

# sysadm mountfsys 

Running subcarmand "nountisys" fran menu "dis:k:m::Prrt" 
DISK MANAGEMENT 

Select which drive to use: 
1. diskette 1 2. diskette2 

Enter a number, a name, the initial part of a name, or 

? for HELP, q to QUIT: 1 
Insert the medium in the diskette1 drive. Press <REI'URN> when ready, [q] 

Disk 'fsys01', file system '/dirfs1', nount it? [y, n, q] y 
Idirfs1 nounted. 00 lUI' REMJVE THE MEDruM UNl'IL IT IS UNMJUNl'ED! 

# 

Step 4: If you want to unmount a file system that is mounted on the sys
tem, you may select umountfsys from the sysadm diskmgmt 
menu. Do not use umount(lM) if the file system was mounted 
with mountfsys. 
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Procedure 5.2: Format and Create File Sys
tems on Second Hard Disk 

Purpose 

Starting 
Conditions 

Commands 

Media 

Reference 

To define additional file systems on a second hard disk 
device 

-to give a user group a dedicated portion of 
the disk space 
-to balance the distribution of data on the disk 

To write identifying labels on the magnetic medium so 
the system can know what is being brought on line. 

To bring a file system under UNIX system control 
(mount), or to release it so it can be removed from the 
system (unmount). 

System state-(single-user) 
Login-root 

mkfs(lM) 
mkdir(l) 
mkpart(lM) 
mount(lM) 
umount(lM) 

A second hard disk device. 

"Using mkfs" in Chapter 5, "File System Administra
tion" and the mkfs(lM) and mkpart(lM) manual pages 
in the System Administrator's Reference Manual 

Your computer is delivered with the file systems root and Jusr already 
defined on the hard disk device. 

Step 1: Install the second hard disk. The second disk is normally daisy
chained to the first disk. This requires reconnecting disk cables, 
rejumping, and terminating the disk drives. Consult the installation 
manual for your particular disk drive type. . 
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Step 2: 

Step 3: 

Procedure S.2 

After the second disk drive is installed, boot the system up and 
create the following device nodes. 

Enter: 

# mknode / dev /rdsk/lsO 
# mknode / dev /rdsk/lsl 
# mknode / dev /rdsk/ls2 
# mknode / dev /rdsk/ls3 

C 0 16 
C 0 17 
C 0 18 
C 0 19 

Some systems may have only one file system, 'j', and jusr will be a directory 
on this system. 

Execute the command 'diskadd' by entering 

# /ete/diskadd 

The system will prompt the user for information about the location 
of the disk (controller number and drive on that controller), physi
cal characteristics [number of cylinders and (Multibus 1 only) 
number of heads], and bad disk sectors. It then allows partitioning 
of the disk into a tmp file system, additional swap jpaging space, 
and one to four user file systems. 

The user is then asked whether a complete or partial surface 
analysis should be done and whether the file systems on the new 
disk should be mounted automatically. Finally, the disk is format
ted, verified, and file systems are created. On AT386 systems, the 
fdisk program is run to create a DOS-style partition table which 
reserves the entire disk for the UNIX system. If automatic mount
ing was specified, directories are created in the root file system to 
hold the new file systems, they are mounted, and /ete/fstab is 
updated to remount them on subsequent bootups of the system. 
Device and partition stanzas for the new disk are appended to the 
Jete/partitions file for use with mkpart(lM). 
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Procedure 5.2 

Step 4: 

During the execution of the mkpart command, warnings about 
having no root partition from which to boot will be issued. These 
may be ignored, as added disks are not bootable. 

If swap space is added on the new drive, it must be made 
available for system use with the swap(lM) program. The diskadd 
command doesn't do this, as there is no automatic facility for 
adding swap space on bootup. 

Some systems may have only one file system, '/', and /usr will be a directory 
on this file system. 

mkfs next reports some of the attributes of the file system: 

bytes per logical block = 1024 
total logical blocks = 20000 
total inodes = 9600 
gap (physical blocks) = 9 
cyl size (physical blocks) = 90 

rnkfs: Available blocks = 19400 
# (root prompt) 

The figures that appear on your screen may not correspond exactly 
to those shown. 

Step 5: Mount the new file system with this command: 
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Procedure S.2 

# mount jdev jdskj1s1 jusr2 

Step 6: 

(The arguments on the command line are 
jdev jdskj1s1, the name of the device on which 
the file system resides, and jusr2, the mount point 
directory.) 

Make a directory in the new file system called lost+found; create a 
few files in the directory and remove them. 

# cd jusr2 
# mkdir lost+found 
# cd lost+£ound 
# > £1 
# > f2 
# > £3 
# > f4 
# rm f1 £2 £3 £4 

The lost+found directory is used by the file system checking util
ity, fsck. Adding and removing files sets up some available i
nodes to which fsck can assign lost files. The recommended 
number of empty i-nodes for the lost+found directory is roughly 
one-quarter of the i-node count for the file system. A script like the 
following can be helpful: 
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Procedure 5.2 

# 

# 

pop -- populate (and renove) 

usage: pop pfx [ number ] 
# makes 'number' (default = 5) files: pfx1, pfx2, ... 
number=${2-5} 

i=1 
while test "$i" -Ie "$number" 

do 

done 
rm $1* 

> $1$i 

i="'expr $i + 1'" 

Step 7: The file system is now available for use. This procedure may also 
be used to define file systems on diskettes. 
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Procedure 5.3: Maintain File Systems 

Purpose 

When 
Performed 

Starting 
Conditions 

sysadm menus 

Commands 

Media 

Reference 

To check and possibly repair removable file systems so 
the integrity of the file system is assured. 

To be informed on how disk space is being used so 
adequate resources can be provided to users. 

Before mounting the file system. 
On a schedule appropriate for your circumstances. 

System state-(multiuser) or (single-user) 
For checking, the file system must NOT be mounted. 
For other maintenance, the file system must be 
mounted. 
To run this procedure in single-user mode, you must 
mount Jusr 
You must be at the computer to insert and remove the 
media. 

FILE MANAGEMENT 
DISK MANAGEMENT 

sysadm checkfsys( 1) 
sysadm diskuse( 1) 
sysadm fileage(l) 
sysadm filesize(l) 

Diskette or tape that contains file system to be checked. 

"Maintaining a File System" in Chapter 5, "File Sys
tem" Administration 
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Procedure 5.3 

File System Checking 

Step 1: Insert the diskette into its drive and close the latch. 

Step 2: Enter the command: 

$ sysadrn checkfsys 
PasS\«)rd: 

Step 3: You are then asked to choose a type of checking from this display: 

Disk 'fs 1 . v1 " file system '/fsysO 1 ' 
Select: 

check 
interactive 
autcuatic 

(Any errors detected are reported, but not fixed.) 
(You are asked to approve(disapprove) fixes.) 
(Any errors detected are automatically fixed.) 

[c, i, a, q, ?]: 

Step 4: Following your response, file checking proceeds. If you selected 
interactive, and if an error is detected, you receive a message on 
your screen that describes the error and asks for a yes or no 
response. 
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Procedure S.3 

R -r 

The error messages are in Chapter 5 under "Running fsck. " 

Step 5: When the check is completed, a message like this appears: 

27 files 94 blocks 1266 free 
You may naw rercove the medium fran the diskette drive. 

The operation is finished. 
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Procedure 5.3 

Monitoring Disk Usage 
The second part of the file system maintenance procedure involves various 

ways of making sure that enough space is available on hard disk to accommo
date the users' needs. 

Step 1: Enter the command: 

$ sysadm diskuse 
Password: 

Step 2: This display appears on your screen: 

FILE SYSTEM USJ\GE AS m' 05/04/86 13:23:30 
File Free Total Percent 
System Blocks Blocks Full 

------

1 1738 12510 86% 
lusr 15448 43830 64% 
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Step 3: 

Procedure 5.3 

If you judge that a more detailed look at files is indicated, there are 
two commands you can use: 

$ sysadm fileage 

and 

$ sysadm filesize 

Step 4: 

Step 5: 

The fileage command causes you to be prompted for two pieces of 
information: 

1. the full path name of the directory to search 

It is important to be specific in your response. If you select a 
high-level directory, such as JUSf, you will get a great deal more 
information than you want. 

2. the number of days to go back 

The default is 90 days. 

filesize displays information on the n largest files (default is 10) in 
a directory named by you. 
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Procedure 5.3 

The heading for the information displayed is: 

File size Date 
Owner ( characters) last access File name 

The information in the display depends on your application. 
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Procedure 5.4: File System Backup and 
Restore 

Purpose 

When 
Performed 

Starting 
Conditions 

sysadm menu 

Commands 

Media 

Reference 

To store file systems or parts of file systems. 
-to guard against loss of data 
-to free up space on the disk 

On a schedule developed to fit the needs of your sys
tem. 

System state-(single-user) 
You must mount Jusr to run this procedure in single
user mode. 
You must be at the computer to insert and remove the 
media. 
Login-root 

FILE MANAGEMENT 

sysadm backup(l) 
sysadm store( 1) 
sysadm restore( 1) 
sysadm bupsched(l) 
mount(lM) 

Cartridge tapes or formatted diskettes in enough quanti
ties to hold the files or file systems you are backing up. 
Multibus 1 and low density AT diskettes hold 720 
blocks. High density diskettes hold 2400 blocks. Tapes 
hold a minimum of 60,000 blocks. 

"File System Backup and Restore" in Chapter 5, "File 
System Administration" 
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Procedure 5.4 

Complete Backup 

Step 1: 

Step 2: 

Step 3: 

Step 4: 

Login as root. 

Take the system to the single-user mode (run-level S or 1; see Pro
cedure 3.3, Shutdown to Single-User). 

The System Administration Menu package resides in /usr so you 
must mount /usr, if it is a separate file system: 

# mount /dev/dsk/Os3 /usr 

Enter the command: 

# sysadm backup 

Because you logged in as root, you are not prompted for the 
sysadm password. 
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Running subccmnand I backup I fran menu I fil~ I , 

FILE MANAGEMENT 

Available file systems: 
/ /usr /usr2 ALL 
Enter file system(s) you want to backup [q, ?]: jusr2 
Select canplete or incremental backup [c, i, q, ?]: c 
Print each file name as it is copied? [q,?] [y, n, q, ?]: y 

Select which drive to use: 
1 ctape 1 2 diskette 1 

Enter a number, a name, the initial part of a name, or 
? for HELP, q to QUIT: 2 

(Select the storage medium to be used. In the example, we 
have specified the diskette. If your system 
includes a cartridge tape drive, select ctapel for 
complete and incremental backups.) 

Before inserting the first part into the drive, nark it as follows: 

Complete Backup of /usr2, 
Sat. 09/08/84, 05:08:31 AM 

part 1 

Procedure S.4 

Insert the medium in the diskette1 drive. Press <REl'URN> when ready. [q] <CR> 
..•..•..... (If you asked for file names to be printed, they will appear here.) 
Reached end of medium on output. 

Renove medium. 

Before inserting the next part into the drive, nark it: 

Complete Backup of /usr, 
Sat. 09/08/84, 05:08:31 AM 

part 2 

Insert the diskette. Press <RETIffiN> when ready. [q] <CR> 
.•......... (If you asked for file names to be printed, they will appear here.) 
Reached end of medium on output. 
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(Process continues until all data are copied 
to the diskettes) 

Reached end of medium an output. 
Rem:>ve medium. 

Before inserting the next part into the drive, nark it: 

~lete Backup of /usr, 
Sat. 09/08/84, 05:08:31 AM 

part n 

Insert the diskette. Press <RE"I'URN> when ready. [q] <CR> 
.....•••••. (If you asked for file names to be printed, they will appear here.) 
13089 blocks 

Canplete backup of /usr2 finished. 

You may now rem::we the medium. 
# 

Step 5: Label each diskette or tape used for the backup. Include a 
sequence number as part of the label (Part 1, Part 2, etc). 

Step 6: Return the system to the normal operating configuration (see Pro
cedure 3.4, Return to Multiuser). 
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Incremental Backup 
Incremental backups can be used after an initial full backup has been 

done. See the discussion on backup strategies in Chapter 5 under "File Sys
tem Backup and Restore". 

Step 1: 

Step 2: 

Step 3: 

Step 4: 

Log in as root. 

Take the system to the single-user mode (run-level S or 1). 

On a single-disk machine, the System Administration Menu pack
age resides in lusr so you must mount that file system: 

# mount I dev / dsk/Os3 lusr 

Execute the System Administration backup command 
(sysadm backup) and follow the displayed instructions. 
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# sysadm backup 
Running subc::amland 'backup' from menu 'fil~', 
FILE MANAGEMENl' 

A~Jailable file systems: 
/ /usr /usr2 AIL 

Enter file system(s) you want to backup [q, ?]: /usr2<CR> 
Select ccmplete or incremental backup [c, i, q, ?]: i<CR> 
Print each file name as it is copied? [q, ?] [y, n, q, ?]: y<CR> 

Select which drive to use: 
1 ctape1 2 diskette1 

Enter a number, a name, the initial part of a name, or 
? for HELP, q to QUIT: 

(Select the storage medium to be used. If your system 
includes a cartridge tape drive, select ctapel for 
complete and incremental backups.) 

Before inserting the tape into the drive, mark it as follows: 

Incremental Backup of /usr2, 
Sat. 09/08/84, 05:08:31 AM to 
Sat. 09/08/84, 07:04:21 AM 

Part 1 

Insert the medium in the drive. Press <REl'URN> when ready. [q] <CR> 
/usr2/abc/fil01 

83 blocks 

Incremental backup of /usr2 has finished. 
You nay now rerrove the medium. 

# 

Step 5: Label the medium as indicated in the displayed instructions. 
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Step 6: 

Procedure S.4 

Return the system to the normal operating configuration (see Pro
cedure 3.4, Return to Multiuser). 

Selective Backup 

Step 1: 

Step 2: 

Step 3: 

Step 4: 

Step 5: 

Login as root. 

Take the system to the single-user mode, run-level S or 1 (see Pro
cedure 3.3). 

The System Administration Menu package resides in jusr so you 
must mount jusr, if it is a separate file system: 

# mount jdev jdskjOs3 jusr 

Label a formatted diskette to indicate the directory or file. 

Insert the formatted diskette in the diskette drive. 

Enter the command: 

# sysadm store 
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P5-24 

The display on your terminal is 

Rurming subcarmand r store r fran menu r filemgmt r , 

FILE MANAGEMENl' 

(Prompt for device) 

1. Select a single file for storing 
2. Select all files under a directory for storing 

Enter a number: 1 
Enter full path name of file to be stored [q]: 

/usr/abc/filel 

1. Select a single file for storing 
2. Select all files under a directory for storing 
3. List files selected so far 
4. Store selected files 

Enter a number: 4 

1 files selected 
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Step 6: Each time you provide a file or directory name, you are prompted 
to enter more names, to review what has been entered, or to 
proceed with the storing process. When you have entered all the 
names of files to be stored, enter 4. You will see the following 
display: 

Files stored on: 
Sat 05/04/85, 03:18:53 PM 

part 1 
/usr/abc/file1 
28 blocks 

Store c::arplete. 
IX> you want to verify that your file(s) were stored properly[y,n,q,?] y <CR> 
PLEASE NOl'E: 

To verify that the store 1NOrked properly, you must 
re-insert all parts that were just written to, starting with "part 1" 
Insert the medium in the diskette drive. Press <REIURN> when ready. <CR> 
Verification carq:>lete. You may rerrove the medium. 
Should the stored files be renoved fran the built-in disk[y,n,q,?] 

This last question gives you a chance to remove the files just writ
ten to diskette. You would probably elect to do that if you were in 
the process of freeing up storage space. 

Step 7: Return the system to the normal operating configuration. 
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Restore 

Step 1: 

Step 2: 

Step 3: 

Step 4: 

Log in as root. 

Take the system to the single-user mode (run-level S or 1). 

The System Administration Menu package resides in jusr so you 
must mount that file system if it is a separate file system: 

# mount jdev jdskjOs3 jusr 

Enter the command: 

$ sysadm restore 

and follow the displayed instructions. When restoring from a com
plete or incremental backup, all diskettes of that series must be 
loaded. Even if you intend to restore only a single file, all 
diskettes of the backup series must be loaded in sequence. 
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# sysadm restore 

Running subcamland I restore I fran menu I filexrr:lItlt I , 

FILE MANAGEMENT 

Select which drive to use 

1 diskette 2 tapeD 
Enter a number, a name, the initial part of a name, or 
? for HELP, q to QUIT: 2 

Select: 
1. restore a single file 
2. restore a directory of files 
3. restore all files 
4. list all the files 

Enter a number [q,?]: 1 

Procedure S.4 

Insert the medium in the tapeD drive. Press <REIURN> when ready. [q]<CR> 
Enter full path name of file(s) to be restored [q, ?]: /usr/abc/filel 
Do you want to rename the file as it is copied in? [y, n, q]: y 
~: 

Be very careful when you rename a file. Files incorrectly named 
by typing errors are difficult to find and repair. 

Remember that only the first 14 characters of each part of the 
file name (i.e. the characters between the "/"s) are significant. 

(You will be asked to rename each file in turn. An empty 
response «CR» skips that file. An answer of period (.) 
restores the file with its original name.) 

Rename </usr/abc/file1> 

/usr / abc/ datafile3 

83 blocks 

Restoration complete. 
You may now rerrove the medium fran the tapeD drive. 
Select: 

1. restore a single file 
2. restore a directory of files 
3. restore all files 
4. list all the files 

Enter a number [q,?]: q 

# 
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Step 5: 

Step 6: 

Return the system to the normal operating configuration (see Pro
cedure 3.4, Return to Multiuser). 

Store the backup diskettes in a safe place. 

Backup Schedule Reminders 
You may do this procedure with any authorized login. 

Step 1: Enter the command: 

$ sysadm bupsched 
Password: 

Step 2: The following display will appear on your terminal: 

BACKUP REMINDER SCHEDULlN3 

1 schedcheck schedule backup reminder checks 

2 schedmsg schedule backup reminder message 

Enter a number, a name, the initial part of a name, or 
? or <number>? for HELP, q for QUIT: 
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Step 3: 

Procedure 5.4 

To schedule a reminder message to be sent to the system console 
during shutdown, enter a 2. The following message is displayed 
on your terminal. 

Enter the carma:nd you wish to execute [p, r, a, In, W, q, ?]: 

The choices for this prompt (and what is displayed if you enter a 
question mark) are: 

p - Print lines of the file 
r - Renove a line or group of lines 
a - Add a line 
In - Modify a line 
w - Write the changes into the file 
q - Quit - Leave bupsched 

The file referred to contains reminder messages and the schedule 
for sending the messages to the system console. 
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Step 4: Enter a to add a line, and the following sequence of prompts 
occurs: 

P5-30 

Enter time intervals in which backup rerrrinder messages are to be printed 
[q, 7]: 16:00-18:00 

(The time interval must be entered with no blanks) 

Enter time intervals in which backup rerrrinder messages are to be printed 

[q, 7]: q 

(Many prompts in this sequence are repeated to let you 
enter additional information. When you have entered as 
much as is appropriate for the particular prompt, a 
q takes you to the next prompt. ) 

Enter the day of the week [0-6, *, q, 7]: * 

(The asterisk (*) means you want to schedule the message 
to appear every day. Day 0 is Sunday.) 

Enter the day of the nonth [1-31, *, q, 7]: 15 

(The 15 means you want to schedule the message to appear 
on the 15th of the month. This modifies the Day-of-the-Week 
schedule to mean any day that is the 15th of the month.) 

Enter the day of the nonth [1-31, *, q, 7]: q 

(The prompt is repeated to let you enter additional days 
for this message to be scheduled. q ends the sequence.) 

Enter the month [1-12, *, q, 7]: * 

(The asterisk (*) means you want to schedule the message 
to appear every month.) 
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Enter the file system you. wish to backup [q, ?J: jusr2 

(The file system name must start with a slash (j) . 
The prompt will re-appear until you enter q.) 

Enter the carma:nd you wish to execute [p, r, a, m, w, q, ?J: w 

(The w means you want what you just entered added 
to the file of reminder messages.) 

Enter the carma:nd you wish to execute [p, r, a, m, w, q, ?J: 

Procedure 5.4 

The sequence is over. You can exit with a q or choose another 
function. 
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Step 5: To see all the scheduled reminder messages, enter a p. The follow
ing display appears on your terminal: 

P5-32 

# 

NOTE: In this display the pound sign (#) 

means the line is interpreted as a comment 
when the file is executed. 

# Format of lines 

# 

#time 

# 

day m:mth list 

# time - time(s) of day (24hr or am/pn) 

# day - day(s) of week (m:m, tue, etc) 
# day(s) of m:mth (1,2, ... first, last) 
# m:mth - m:mth(s) of the year (jan, feb, ... ) 

# list - list of file systems to be backed up 
# or cannand to be execu.ted ( ! cannand line) 

# 
# Example: 

# 

#4:00-18:00 m:m * /usr 

# 

# If ckbupscd is invoked between 4: 00 and 6: 00 in the 

# evening on roondays during any m:mth of the year, 
# display /usr as the name of a file system that needs 
# to be backed up. 

# 

#================================================= 
# 

# Default backup schedule calls for daily backups of /usr 
# and m:mthly backups of root (/) on the 15th of each m:mth. 

# 

0:00-8:00,16:00-23.59 m:m,tue,wed,thu,fri * /usr 
2 4pn-11pn 15 * / 
3 16:00-18:00 15 * /usr2 

(Line 3 in the list is the line you just added.) 
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Step 6: 

Procedure 5.4 

Once there are reminder messages in the file, you can use 
schedcheck, selection 1 from the bupsched menu, to schedule 
checks for reminder messages. Reminder messages are sent to the 
console if shutdown occurs during the time interval specified in 
the file. 

Schedule check is an added protection in case a shutdown does 
not take place during the specified time interval. It looks for mes
sages that would have been sent had a shutdown occurred. The 
prompt sequence is similar to the one shown above. 
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System Reconfiguration Procedure 

The following procedure is covered in this section: 

Procedure 6.1 Unbootable Operating System Recovery 
To recover if you create an unbootable operating system 
after attempting a system reconfiguration. 
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Procedure 6.1: Unbootable Operating System 
Recovery 

Purpose To recover from an unbootable junix. 
To get a viable version of the system running after an 
unsuccessful attempt at reconfiguring the system. 

Starting 
Conditions 

System state-variable. 
Login-root 

sysadm menu MACHINE MANAGEMENT 

Bootable 
Programs 

Reference 

joldunix-boot program (from hard disk) 

Chapter 6, "Performance Management" 

If you create a junix that is unbootable or operates so poorly that 
recovery while operating in that version is impossible, do the following steps. 

Step 1: 

Step 2: 

On the AT386, type the following at boot time: 

boot: joldunix <CR> 

On the MBl, type in the following at boot time: 

>b":wO:oldunix" <CR> 

If you did not make this copy, reload the operating system using the core sys
tem diskettes or installation tape via the partial restore procedure (see Pro
cedure 3.6, Reload the Operating System). 

After the system has rebooted and you have logged in again, move 
joldunix back to junix: 

# mv joldunix junix 

This will protect you from having to do this procedure again in 
case of a sudden system crash. 
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Step 3: 

Step 4: 

Procedure 6.1 

Finally, try to determine what went wrong. Consider first that you 
may have placed an incorrect value in the parameter(s) you were 
working with. 

If you cannot determine what went wrong, document what hap
pened as thoroughly as you can, and then contact your service 
representative. 
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LP Spooler Administration Procedures 

The following procedures are covered in this section: 

Procedure 7.1 

Procedure 7.2 

Procedure 7.3 

Procedure 7.4 

Install the LP Spooler 
To install the LP Spooler Utilities and an LP printer in the 
computer: references to pertinent documentation. 

Shut Down for Maintenance 
To either turn off the scheduler or a printer for administra
tive or maintenance purposes. 

Restart the Scheduler 
To restart the LP scheduler and enable any printers. 

Add Another LP Printer 
To add another LP printer to the current configuration. 
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Procedure 7.1: Install the LP Spooler 

Purpose Provide checklist of essential information needed to 
install the LP Spooler. 

References Owner/Operator Manual 
Appropriate printer manuals 
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Procedure 7.2: Shut Down for Maintenance 

Purpose To turn off either the scheduler or a printer. 

Starting 
Conditions 

Multiuser or single-user state 
Login-an authorized login (root) 

Commands Ipstat(l) 

Reference 

Step 1: 

Jusr Jlib Jlpshut(lM) 

"Administrative Commands" in Chapter 7, 
"LP Spooler Administration" 

To execute Ipadmin, the LP scheduler cannot be running. Enter 
the following command to see if the scheduler is running: 

# lpstat -r 
scheduler is running 

Step 2: If the scheduler is running, enter the following command to stop it: 

# JusrJlibJlpshut 

This stops the scheduler completely. The printer stops, and 
requests for printing are not acted on. 
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Procedure 7.3: Restart the Scheduler 

Purpose 

Starting 
Conditions 

Commands 

Reference 

To make the LP system available again after adminis
trative tasks or maintenance. 

Multiuser or single-user state 
Login-an authorized login 

jusr jlib jlpsched(lM) 
enable(l) 
jusr jlib j accept( 1 M) 

"Administrative Commands" in Chapter 7, 
"LP Spooler Administration" 

Step 1: After the appropriate administrative tasks have been completed, 
the scheduler can be restarted. Enter the command: 

$ jusrjlibjlpsched 

to restart the LP scheduler. To verify that the scheduler restarted, 
enter: 

$ Ipstat -r 
scheduler is running 
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Step 2: 

Step 3: 

Procedure 7.3 

When you are ready to start printing, be sure that the printer is 
ready to receive output. For several printers, this means that the 
top of form has been adjusted and that the printer is on-line. 
Enter the command: 

$ enable printer-name 

to enable printing to occur on the printer. 

Enter the following command to tell the scheduler to accept 
requests for the printer you are installing: 

# /usr/lib/accept printer-name 
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Procedure 7.4: Add Another LP Printer 

Purpose 

Starting 
Conditions 

Commands 

Reference 

To meet the need for expanded output facilities. 

Multiuser or single-user state 
You must mount /usr to run this procedure in single
user mode. 
Login-root 

lpstat(l) 
/usr /lib /lpshut(lM) 
Ipadmin(lM) 
/usr /lib /lpshed(lM) 
/usr /lib / accept( 1 M) 
enable(l) 

"Administrative Commands" in Chapter 7, "LP 
Spooler Administration" 

When you install the LP Spooling Utilities, a printer can be easily added 
to the LP system by following the interactive installation script. If you need 
to add a printer at a later time, you have to add it manually. This section 
leads you through the steps required to manually add an LP printer. 

Step 1: Ensure that only "lp" can write to the device file to avoid 
unwanted output from non-LP processes. Log in as root and enter 
the following commands: 

P7-6 SYSTEM ADMINISTRATOR'S GUIDE 



Procedure 7.4 

# chown lp /dev /ttyxx 
# chmod 600 / dev /ttyxx 

Step 2: 

Step 3: 

Step 4: 

Step 5: 

Step 6: 

Step 7: 

xx is the port number to which the LP printer will be connected. 

Modify the port entry in the /etc/inittab file to add an LP printer 
to one of the Input/Output (I/O) expansion ports. The command 
sysadm modtty can be used to turn off the getty process on a tty 
line (see Procedure 8.3, Modify TTY Line Characteristics). 

Turn off the LP scheduler with the /usr/lib/lpshut command (fee 
Procedure 7.2, Shutting Down for Maintenance). 

Introduce a printer to the LP system with the Ipadmin command. 
The format of the Ipadmin command is as follows: 

Ipadmin -pprinter -vdevice [-eprinterl-iinterfacel-mmodel] 

The following is an example command line for adding printer 
dqplO_3 to the LP system. The interface program used in the 
sample command line is the dqp 1 0 model interface program and 
the I/O port is tty12. 

# /usr /lib /Ipadmin -pdqplO_3 -v / dev /tty12 -mdqplO 

Restart the LP scheduler with the /usr /lib /Ipsched command. 

Tell the scheduler to accept requests with the /usr/lib/accept 
command. 

Enter the command: 

$ enable printer-name 

to enable printing to occur on the printer. 
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TTY Management Procedures 

Procedure 8.1 

Procedure 8.2 

Procedure 8.3 

Check TTY Line Settings 
To tell what line settings are defined. 

Make TTY Line Settings 
To create new TTY line settings and hunt sequences. 

Modify TTY Line Characteristics 
To change the characteristics of TTY lines. To turn lines on 
or off. 

R The procedures described in this section apply to Release 2.1 and later 
releases. -,-
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Procedure 8.1: Check TTY Line Settings 

Purpose 

Starting 
Conditions 

sysadm menu 

Commands 

Reference 

To tell what line settings are defined. 

System state-multiuser or single-user 
Login-an authorized login 

TTY MANAGEMENT 

sysadm lineset(l) 

"How the TTY System Works" in Chapter 8, "TTY 
Management" 

Step 1: Enter this command to go directly to the lineset display: 

$ sysadm lineset 
PasS\oK)rd: 
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Step 2: This display appears on your terminal: 

Rurming subccmnand 'lineset' fran menu 'ttymgmt', 
'lTY MANAGmENT 

Tty Line Settings and Sequences 

console 1 console2 console3 console4 consoleS console 
c:ontty1 c:ontty2 c:ontty3 c:ontty4 c:onttyS c:ontty 
c:ontty1H c:ontty2H c:ontty3H c:ontty4H c:ontty5H c:onttyH 
pty 

300 
300H 

(does not sequence) 
19200 9600 4800 2400 1200 
4800H 9600H 19200H 2400H 1200H 

Each of the line settings is just a name, used to identify a set of tty 
line characteristics. During the login process, the line settings on 
one line "hunt" from left to right, moving from one to the next on 
receiving a BREAK signal. The rightmost setting on each line 
hunts to the first one again, forming a circular hunt sequence. 

Note that the "pty" setting does not sequence. Sending a BREAK 
will not make it change in any way. 
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Step 3: To look at a line setting in detail: 

Select one line setting to see it in detail [? t q]: 1200 

Line Setting: 1200 

B1200 
Bru<INl' 

CREAn 

csa 
ECHO 

TAB3 

Initial Flags: 
Final Flags: 
Login Prcmpt: 

Next Setting: 

1200 Baud 

B1200 HUPCL 
B1200 SANE IXANY TAB3 HUPCL 
login: 
300 

Signal interrupt on break 
Enable receiver 
8 bit character 
Enable echo 
Expand Horizontal-tab 'lb Spaces 

Step 4: Notice that we didn't have to start with the leftmost entry of a 
row. Any entry can be specified. 
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Select another line setting or 
<REIURN> to see the original list [?, q]: 300 

Line Setting: 300 

B300 

HUPCL 

IXANY 

SANE 

TAB3 

Initial Flags: 
Final Flags: 
Login Prc:mpt: 

Next Setting: 

300 Baud 

B300 llU'OCL 

B300 SANE IXANY TAB3 HUPCL 

login: 
19200 

Hang Up an Last Close 
Enable Any Character to Restart output 
Set All M::x:les To "Traditionally Reasonable" Values 
EKpand Horizontal-tab To Spaces 

Select another line setting or 
<REIURN> to see the original list [?, q]: q 

Press the RElURN key to see the ttyngmt menu [?, q]: q 

Procedure 8.1 
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Procedure 8.2: Make TTY Line Settings 

Purpose 

Starting 
Conditions 

sysadm menu 

Commands 

Reference 

To create new line settings and hunt sequences. 

System state-multiuser or single-user 
Login-an authorized login 

TTY MANAGEMENT 

sysadm mklineset(l) 

"How to Create New Line Settings and Hunt 
Sequences" in Chapter 8, "TTY Management" 

In this procedure, we are undertaking to connect a dual-speed modem to 
the computer to handle 300 baud and 1200 baud. There is a 1200 setting 
already in the table, but if the users somehow miss the speed, they will have 
to hit BREAK many times to hunt to 1200 again. Since we are interested in 
only the two speeds, let's create a new 1200-300 sequence: 

Step 1: Enter this command to go directly to the mklineset display: 

$ sysadm mklineset 
Password: 
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Step 2: This sequence of prompts appears on your terminal: 

Running subcamtand I mklineset I fran menu I ttyrrgmt I , 

'lTY MANAGrnENT 

Enter the name of the new tty line setting [?, q]: 1200300 
Select a baud rate [?, q]:? (To ask for HELP) 

Available baud rates: 
50 110 150 300 
75 134 200 600 

Select a baud rate [?, q]: 1200 

1200 
1800 

2400 
4800 

9600 
19200 

Procedure 8.2 

Enter the login pranpt you want (default = "login: ") [?, q]: <CR> 

(Accepting the default) 

IX> you want to add another tty line setting to the sequence? [y, n, q] y 

Enter the name of the new tty line setting [?, q]: 3001200 
Select a baud rate [?, q]: 300 
Enter the login pranpt you want (default = "login: ") [?, q]: <CR> 
IX> you want to add another tty line setting to the sequence? [y, n, q] n 

Here is the tty line setting sequence you created: 

1200300 3001200 
Line Setting: 1200300 

Initial Flags: 
Final Flags: 
Login Pranpt: 
Next setting: 

Line Setting: 
Initial Flags: 
Final Flags: 
Login Pranpt: 
Next setting: 

B1200 1200 Baud 
300 Baud 

B1200 HUPCL 
B1200 SANE IXANY HUPCL TAB3 
login: 
3001200 
3001200 
B300 HUPCL 
B300 SANE IXANY HUPCL TAB3 
login: 
1200300 

B 300 
HUPCL 
IXANY 
SANE 
TAB3 

Hang Up on Last Close 
Enable Any Character to Restart OJ.t:rut 
set All M:xies 'lb "Traditionally Reasonable" Values 
Expand Horizontal-tab 'lb Spaces 

IX> you want to install this sequence? [y, n, q] y 
Installed. 

Press the RE."IURN key to see the t~t menu [?, q]: q 
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Procedure 8.3: Modify TTY Line Characteris
tics 

Purpose 

Starting 
Conditions 

sysadm menu 

Commands 

Reference 

To modify TTY line settings or turn line on or off. 

System state-multiuser or single-user 
Login-an authorized login 

TTY MANAGEMENT 

sysadm modtty(l) 

"How to Modify TTY Line Characteristics" in Chapter 
B, "TTY Management" 

The objective here is to tell the computer which port to use with the line 
settings defined above in Procedure B.2. 

Step 1: Enter this command to go directly to the modtty display: 

$ sysadm modtty 
Password: 
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Step 2: This sequence of prompts appears on your terminal: 

Running subccmnand 'm:rltty' fran menu 'ttyngmt', 
TrY MANAGEMENT 

Changeable tty lines: 
eontty tty11 tty12 tty13 

Select the tty you wish to m:xtify, 
tty14 

or enter ALL to see a report of all ttys [?, q]: ALL 

Changeable tty lines: 
Hangup Line 

Tty State Delay Setting Description 
-----------

eontty on 60 4800 
tty11 off off 9600 
tty12 off off 9600 
tty13 off off 9600 
tty14 off off 9600 
tty15 off off 9600 

Continue (default: y)? [y, n, q] <CR> 

Changeable tty lines: 
eontty tty11 tty12 tty13 tty14 

Select the tty you wish to m:xtify, 
or enter ALL to see a report of all ttys [?, q]: tty14 

tty14: current characteristics: 
State off 
Hangup Delay off 
Line Setting 9600 
Description 

Available states: 
off on 

Select a state (default: off) [?, q]: on 

tty15 

tty15 

Procedure 8.3 

Enter a hangup delay, in seconds, or 'off' (default: off) [?, q]: 45 

(Because this is a dial-up line, we want to specify a timeout figure. ) 
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P8-10 

Available line settings: 
console console4 cantty2 pty 1200H 4800 9600 
console 1 console5 cantty3 300 1200 4800H 9600H 
console2 cantty cantty4 300H 2400 4800 19200 
console3 cantty1 canttyS 1200 2400H 

Select a line setting (default: 9600) [?, q]: 1200300 

Current description: 

Enter a new description (default: current description) [?, q]: 

1200/300 baud dial in line 

tty14: new characteristics: 
State on 
Hangup Delay 45 
Line Setting 1200300 

Description 1200/300 baud dial in line 
Do you want to install these new characteristics? [y, n, q] y 
tty14 rlC'M has new characteristics. 

Changeable tty lines: 
cantty tty11 tty12 tty13 tty14 tty15 

Select the tty you wish to m::x:lify, 
or enter AIL to see a report of all ttys [?, q]: ALL 

Changeable tty lines: 
Hangup Line 

Tty State Delay Setting Description 

-----------
cantty on 60 4800 
tty11 off off 9600 
tty12 off off 9600 
tty13 off off 9600 
tty14 on 45 1200300 1200/300 baud dial in line 
tty15 off off 9600 

Continue (default: y)? [y, n, q] q 
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Basic Networking Procedures 

The following procedures are covered in this section: 

Procedure 9.1 

Procedure 9.2 

Procedure 9.3 

Procedure 9.4 

Procedure 9.5 

Procedure 9.6 

Procedure 9.7 

Install Basic Networking Software 
To place basic networking software on the hard disk. 

Set Up Basic Networking Files 
To configure basic networking files. 

Basic Networking Maintenance 
To maintain basic networking files and operations. 

Basic Networking Debugging 
To track down problems in basic networking. 

Remove BNU Software 
To remove basic networking software from the hard disk. 

Set Up BNU on STARLAN NETWORK (Basic) 
To show how BNU files are created for a STARLAN NET
WORK. 

Set Up BNU on ST ARLAN NETWORK (Special) 
To show how BNU files are created for a STARLAN NET
WORK if cu and uucico services are to be handled dif
ferently. 
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Procedure 9.1: Install Basic Networking 
Software 

Purpose To place basic networking software on the hard disk. 

Starting 
Conditions 

System state-2 (multiuser) or 1 (single-user) 
You must be at the computer to insert and remove 
diskettes. 
You must mount Jusr to run this procedure in single
user mode. 
Login-root 

sysadm menu SOFTWARE MANAGEMENT 

Commands sysadm installpkg(l) 

Media The basic networking utilities diskette. 

Reference Basic Networking Utilities Guide 

This procedure describes Basic Networking installation. The Basic Net
working Utilities for the computer are distributed on two floppy diskettes. 
Most of the utilities are object code files. However, some are shell scripts that 
you can modify to suit your operating environment. 

Run sysadm installpkg 

Step 1: To install the Basic Networking Utilities, use the direct access 
method of the System Administration menu as follows: 

# sysadm installpkg 

This executes the sysadm subcommand installpkg. 

Step 2: Insert the floppy diskette labeled 1 and press <CR> as instructed. 
Your computer will display its current node name and ask if you 
want to define or rename it. 
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V Changing the node name of your computer requires careful coordination with 
all machines that communicate with yours using BNU or other communica
tions packages that rely on node name. 

Step 3: 

Step 4: 

Once you have responded to this question, your computer will 
display the full path names of the files as they are copied from the 
floppy diskette to the hard disk. 

When installation of the first floppy is complete, insert the floppy 
diskette labeled 2, and type <CR> as instructed. You will again 
see the file names as they are copied to hard disk. 

If you have BNU configuration files from previous BNU versions, 
you will be asked if you want to keep these files. If you respond 
n, the install script saves the files from jusr jlib juucp listed below 
in jusr jlib juucp jOLD. 

Devconfig 
Devices 
Dialcodes 
Dialers 
Maxuuscheds 
Maxuuxqts 
Permissions 
Poll 
Sysfiles 
Systems 
remote. unknown 

If you respond y, the system will keep the old versions of these 
files from jusr jlib juucp and discard the new ones. 
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Step 5: 

The jusrjlibjuucp files delivered with this release contain valuable informa
tion, including new entries in the Dialers file and notes on adding Transport 
Interface compatible devices. Therefore, it is recommended you respond n to 
this question, then edit the old information into the new files or use the new 
Sysfiles file for defining multiple BNU system files. 

Once this step is complete, the system gives you an overview of 
the sysadm subcommands and then indicates that the installation 
is complete. 

Remove the second floppy diskette and store both floppies with 
your other utilities diskettes. 

BNU installation is complete. You must now set up Basic Networking 
Utilities files as described in Procedure 9.2. 
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Procedure 9.2: Set Up Basic Networking Files 

Purpose 

When 
Performed 

Starting 
Conditions 

sysadm menu 

Commands 

Reference 

To configure basic networking files. 
To ensure proper communications links. 

Initial setup and when adding new devices or remote 
systems. 

System state-2 (multiuser) or 1 (single-user). 
You must mount jusr to run this procedure in single
user mode. 
Login-an authorized login 

PACKAGE MANAGEMENT 

sysadm uucpmgmt(l) 
sysadm devicemgmt(l) 
sysadm portmgmt(l) 
sysadm systemmgmt(l) 
sysadm pollmgmt( 1) 

Basic Networking Utilities Guide 

The procedure that follows provides instructions for setting up the Basic 
Networking facility and putting it into operation. This is done using sysadm 
subcommands and a text editor. 

The following steps provide instructions on adding entries to three of the 
necessary support files: Devices, Systems, and Permissions. Instructions are 
also provided to modify existing entries in the jetcjinittab file for use with 
Basic Networking. Finally, the setup of several optional files is described. 
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Display the uucpmgmt System Administration submenu by entering: 

$ sysadm uucpmgmt 
Password: 

BASIC NE."ImRI<[N} UTILITIES MANAGEMENT 

1 devicerrgmt 
2 pollngmt 
3 port:ngmt 
4 systermrgmt 

manage devices (list, add, delete) 
manage poll entries (list, add, delete) 
manage I/O ports (list, rrodify) 
manage remote systems entries (list, add, delete, call) 

Enter a number, a name, the initial part of a name, or 
? or <number>? for HELP, q to QUIT: 

Each Basic Networking subcommand described in the following 
text can be accessed from this display or directly from the shell. 
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Set Up Devices File - devicemgmt 
The Devices file (Jusr /lib /uucp /Devices) contains information about the 

,devices used to call other machines. For details on this file, refer to Chapter 9 
in Part 2 of this book. 

Step 1: To add entries into the Devices file, type sysadm devicemgmt, 
then select 2 (add): 

$ sysadm devicemgmt 
Password: 

Running subcanmand 'devic~t' fran menu 'uucptl9ll!t', 
BASIC NE.'IW)Rl(DG Ul'ILITIES MANAGEMENT 

This procedure is used to list, add, and delete entries 
in the Basic Networking utilities '/usr/lib/uucplDevices' file. 
This file contains infonnation about devices 
available for calling out using the ccmnands: uucp, cu, and ct. 

Type 'q' at any time to quit the present operation. 
If a '?' appears as a choice, type '7' for help. 

If a default appears in the question type <RE'IURN> for the default. 

Enter the operation you want to perfonn: 

1 list 
2 add 
3 delete 

(default list)[q]: 2 
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Step 2: 

The subcommand will prompt you for information on the devices 
used by Basic Networking. 

port name 

device name 

The name of the port to which the device will 
be connected. 

The name of the device that is being con
nected to the above port. Pick the one you 
are using from the list that is displayed. The 
default is "penril." If ACU is specified as the 
device type to be connected to the port, two 
entries are created, one for 300 baud and one 
for 1200 baud. 

After you have entered the requested information, it will be 
displayed to you before it is entered into the Devices file. 

The /etc/inittab file may not contain a correct entry for the port just 
assigned. You can change the port now or later using the portmgmt subcom
mand in the next procedure. 

Set Up /etc/inittab - portmgmt 
The inittab file (jetc/inittab) contains information on the ports to which 

the devices are connected. For further information on this file, refer to 
Chapter 3, "Processor Operations". 

Step 1: To add BNU entries to the inittab file, type sysadm portmgmt, 
then select 2 (modify). 
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$ sysadm portmgmt 
Password: 

Procedure 9.2 

Rumring subcarmand I JX>r1::m;Jrnt I fran menu 'uu~ I , 

BASIC ~ruau; UTILITIES MANAGEMENt' 

'!his procedure is used to list and rrodify 
the entries that cantrol the direction of traffic 
on the Basic Networking utilities I/O p:>rts used by uucp, cu, and ct ccmn:mds. 

Type I q I at any t:irne to quit the present operation. 
If a '? I appears as a choice, type '? I for help. 

If a default appears in the question, type <REI'URN> for the default. 

Enter the operation you want to perfonn: 

1 list 
2 rrodify 

(default list) [q]: 2 

The subcommand lists the ports available to be used by Basic Net
working, then asks you to choose which one you want to modify. 
It then prompts you for the following information: 

port name 

traffic direction 

baud rate 

Name of the port you want to add (must be a 
port shown in the list). 

The direction of the traffic on the port. You 
must specify whether the traffic will be 
incoming only, outgoing only, or bidirec
tional. 

Enter the speed (baud rate) of the selected 
port. 
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After you have entered the requested information, it will be 
displayed to you before it is entered into the jetcjinittab file. 

Since adding a device (sysadm devicemgmt) automatically creates a port 
entry in /etc/inittab, you may only need to use sysadm portmgmt for 
modifications. 

Set Up Systems File - systemmgmt 
The Systems file (JusrjlibjuucpjSystems) contains the information 

needed by uucp to call and log on to a remote machine. Each entry 
represents one remote machine that can be called by your Basic Networking 
programs. 

If the Systems entry is to be used to contact a machine that is hardwired 
to your computer, refer to Chapter 9 for special instructions on setting up the 
Systems file. 

Step 1: To add other machines to your Systems file, type sysadm sys
temmgmt, then select 2. 
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$ sysadm systemmgmt 
Password: 

Running subca:rmand 'systerrm:JIIIt' fran menu 'uucprgmt', 
BASIC NmmRKIN3 Ul'ILITIES MANAGEMENT 

This procedure is used to list, add, and delete entries in the 
Basic Networking utilities '/usr/lib/uucp/Systems' file. 
This file contains infonnation about what renote systems 
can be called by cu and uucp ccmrands. 
You can also try to call a renote system that appears 
in the '/usr/lib/uucp/Systems' file. 

Type 'q' at any time to quit the current operation. 
If a '?' appears as a choice, type '?' for help. 

If a default appears in the question, type <RETURN> for the default. 

Enter the operation you want to perform: 

1 list 
2 add 
3 delete 
4 call 

(default list)[q]: 2 

After you select 2 (add), the subcommand will prompt you for the 
following information. 

node name 

device type 

baud rate 

Node name of the system you want to call. 

Type of device used to establish connection 
(for example, acu). 

The speed at which the device will place the 
call. 
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Step 2: 

phone number 

login ID 

password 

The telephone number of the remote machine. 
Special symbols can be embedded in the 
phone number, including abbreviations from 
the Dialcodes file 
(jusr /lib /uucp /Dialcodes), 

Used by uucp to login on the remote machine. 

The password associated with the above login. 

After you have entered the requested information, it will be 
displayed to you before it is entered into the Systems file. 

Set Up Poll File - pollmgmt 

The Poll file (jusr /lib /uucp /Poll) contains a list of the machines that are 
to be called (polled) by your computer to see if they have anything to transmit 
to you. It also contains the times they are to be polled. 

Step 1: To add entries to the Poll file, type sysadm pollmgmt, then select 
2 (add). 
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$ sysadm pollmgmt 
Password: 

Running sul::x:x:nm:md 'pollrrgmt' fran menu '~', 
BASIC NE'IWJRI<:IN3 U1'ILITIFS MANAGEMENl' 

This procedure is used to list, add, and delete entries in the 

Basic Networking utilities '/usr/lib/uucp/Poll' file. 
This file contains infonnation about what systems and 

the tines (hours) the systems should be polled. 

Type 'q' at any tine to quit the current operation. 
If a '?' appears as a choice, type '?' for help. 

Procedure 9.2 

If a default appears in the question, type <REl'URN> for the default. 

Enter the operation you want to perform: 

1 list 
2 add 
3 delete 

(default list) [q]: 

Step 2: 

The pollmgmt subcommand prompts you for the following infor
mation: 

system name 

polling hours 

Name of the system you want to poll. 

The hours you want to poll the system; must 
be an integer number between 0 and 23 (for 
example, 0 4 8 12 16 20 is every four hours). 

After you have entered the requested information, it will be 
displayed to you before it is entered into the Poll file. 
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Set Up Permissions File 
The default jusr jlib juucp jPermissions file provides the maximum 

amount of security for your computer. The file, as delivered, contains the fol
lowing entry: 

I.(X;NAME=nuucp 

You can set additional parameters for each machine to define: 

• the ways it can receive files from your machine 

• the directories it can read and write in 

• the commands it can use for remote execution 

See Chapter 9 for information on how to set up this file. If you want to 
change the contents of this file, you must edit it to modify the file and make 
the entries you desire. 

Set Up Devconfig File 
The jusr jlib juucp jDevconfig file is only needed if you are using BNU 

over an AT&T STARLAN NETWORK or some other Streams-based transport 
provider that conforms to the AT&T Transport Interface (TI). If you are using 
an AT&T STARLAN NETWORK, the two entries shown in the Devconfig file 
are all you need in this file. 

service=cu device=STARLAN push=ntty: tirdwr: IdO 
service=uucico device=STARLAN push=ntty: tirdwr: IdO 
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Remove the comment character (#) in front of each of these lines to 
activate them. You must also create an entry for STARLAN in your Devices 
file. Descriptions in the Devices file tell how to define Transport Interface 
devices. (See Procedure 9.6 for a complete example of setting up BNU on 
STARLAN.) 

Devconfig entries define the STREAMS modules that are used for a par
ticular TI device. (The push= variable shows the modules and the order they 
are pushed on to a stream.) Different modules and devices can be defined for 
cu and uucp services. If you want to change the contents of this file, you 
must use one of the editors (ed or vi) to modify the file and make the entries 
you desire. 

Set Up Sysfiles File' 
jusr jlib juucp JSysfiles lets you assign different files to be used by uucp 

and cu as Systems, Devices, and Dialers files. Here are some cases where 
this optional file may be useful. 

• You may want different Systems files so requests for cu login services 
can be made to addresses other than uucp services. 

• You may want different Dialers files to use different chat scripts for cu 
and uucp. 

• You may want to have multiple Systems, Dialers, and Devices files. 
The Systems file in particular may become large, making it convenient 
to split it into several smaller files. 

The format of the Sysfiles file is described in Chapter 9. The following is 
an example of the file. 
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service=uu.cico systems=Systems. cico: Systems 
dialers=Dialers.cico:Dialers 
devices=Devices.cico:Devices 

service=cu systems=Systems . cu: Systems 
dialers=Dialers.cu:Dialers 
devices=Devices.cu:Devices 

If you want to change the contents of this file, you must use one of the editors 
(ed or vi) to modify the file and make the entries you desire. 

Add uucp logins 
You must add one or more administrative logins to your system so incom

ing uucp (uucico) requests from remote machines can be handled properly. 
Each remote machine should have an entry in its Systems file for your 
machine that contains the login ID and password that you add to your 
/etc/passwd file. 

An example of a common entry in the /etc/passwd file is shown below. 

nuucp:????:6:1:UUCP.Admin:/usr/spool/uucppublic:/usr/lib/uucp/uucico 

This entry shows that a login request by nuucp is answered by 
/usr/lib/uucp/uucico. The home directory is /usr/spool/uucppublic. The 
???? will be replaced by an encrypted password that would be added using 
passwd nuucp. 

Other Networking Files 
There are three other files that affect the use of Basic Networking facilities. 

In most cases, the default values are fine and no changes are needed. If you 
want to change them, however, use any standard UNIX system editor (ed or 
vi). 
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Maxuuxqts 

Maxuuscheds 

~rocedure 9.2 

This file defines the maximum number of uuxqt pro
grams that can run at once. 

This file defines the maximum number of uusched 
programs that can run at once. 

remote.unknown This file is a shell script that executes when an 
unknown machine starts a conversation. It will log 
the conversation attempt and fail to make a connec
tion. (If you change the permissions of this file so it 
cannot execute, your system will accept any conversa
tion requests.) 
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Purpose 

When 
Performed 

To keep files related to basic networking from consum
ing too much disk space. 

Automatically with cron(lM) or as needed. 

Starting System state-2 (multiuser) or 1 (single-user) 
Conditions 

Basic Networking Utilities comes with four shell scripts that will poll 
remote machines, reschedule transmissions, and clean up old log files and 
unsuccessful transmissions. These shell scripts should be executed regularly 
to keep your basic networking running smoothly. Normally, they are run 
automatically with cron(lM), though they can also be run manually. The few 
areas needing clean up that are not handled by these shell scripts should be 
maintained manually. 

Automated Networking Maintenance (cron) 
The Basic Networking Utilities are delivered with entries for uudemon 

shell scripts in the /usr/spool/cron/crontabs/root file. These entries will 
automatically handle some BNU administrative tasks for you. Each of these 
shell scripts is in /usr/lib/uucp. 

When the your computer is in run state 2 (multiuser), cron scans the 
/usr/spool/cron/crontabs/root file every minute for entries scheduled to 
execute at that time. As the UUCP administrator, you should become familiar 
with cron and the four uudemon shell scripts. 

uudemon.poll 
The uudemon.poll shell script, as delivered, does the following: 

• Reads the Poll file (fusr/lib/uucp/Poll) once an hour. 
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• If any of the machines in the Poll file are scheduled to be polled, a 
work file (C.sysnxxxx) is placed in the /usr/spool/uucp/nodename 
directory, where nodename is replaced by the name of the machine. 

The shell script is scheduled to run twice an hour just before 
uudemon.hour so that the work files will be there when uudemon.hour is 
called. The default root crontab entry for uudemon.poll is as follows: 

1,30 * * * * "/usr/lib/uucp/uudenon.poll > /dev/null" 

uudemon.hour 
The uudemon.hour shell script you receive with your machine does the 

following: 

• Calls the uusched program to search the spool directories for work files 
(C.) that have not been processed and schedules these files for transfer 
to a remote machine. 

• Calls the uuxqt daemon to search the spool directories for execute files 
(X.) that have been transferred to your computer and were not pro
cessed at the time they were transferred. 

The default root crontab entry for uudemon.hour is as follows: 

41, 11 * * * * /usr/lib/uucp/uudem::m.hour > /dev/null 

As delivered, this is run twice an hour. You may want it to run more often if 
you expect high failure rates. 

uudemon.admin 
The uudemon.admin shell script, as delivered, does the following: 

• Runs the uustat command with -p and -q options. The -q reports on 
the status of work files (C.), data files (D.), and execute files (X.) that 
are queued. The -p prints process information for networking 
processes listed in the lock files (Jusr/spool/locks). 

• Sends resulting status information to the uucp administrative login via 
mail. 
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There is no default entry /usr/spool/cron/crontabs/root for 
uude~on.admin. The following is recommended: 

48 8,12,16 * * * /bin/su uucp -c "/usr/lib/uucp/uudem:m.admin" > 

Idev/null 

uudemon.cleanup 
The delivered uudemon.cleanu shell script does the following: 

• Takes log files for individual machines from the /usr/spool/uucp/.Log 
directory, merges them, and places them in the /usr/spool/uucp/.Old 
directory with other old log information. If log files get large, the 
ulimit may need to be increased. 

• Removes work files (C.) 7 days old or older, data files (D.) 7 days old or 
older, and execute files (X.) 2 days old or older from the spool files. 

• Returns to the sender mail that cannot be delivered. 

• Mails a summary of the status information gathered during the current 
day to the UUCP administrative login (uucp). 

No default root crontab entry for uudemon.cleanup is delivered. This is a 
recommended entry. 

45 23 * * * ulimit 5000; /bin/su uucp -c "/usr/lib/uucp/uudem:m.cleanup" 
> Idev/null 2>&1 

Manual Maintenance 
Some files may grow indirectly from uucp and other basic networking 

activities. Here are two files you should check and delete if they have become 
too large. 

/usr / adm/sulog This file keeps a history of all super-user commands. 
Since the uudemon entries in the /usr/cron/root file 
use the su command, the sulog will grow over time. 
You should delete this file if it becomes too large. 
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jusrjlibjcronjlog This file is a log of cron activities. While it grows 
with use, it is automatically truncated when the sys
tem goes to the multiuser state. 
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Purpose To use available monitoring tools to solve basic net
working problems. 

Starting System state-2 (multiuser) or 1 (single-user) 
Conditions 

Commands uustat(l) 
eu(l) 
Uutry(l) 
uuname(lM) 
uulog(l) 
uueheek(l) 

These procedures describe how to go about solving common problems 
that may be encountered with Basic Networking Utilities. 

Check for Faulty ACU/Modem 
You can check if the automatic call units or modems are not working 

properly in several ways. 

• Run uustat -q. This will give counts and reasons for contact failure. 

• Run eu -d -lline. This will let you call over a particular line and print 
debugging information on the attempt. The line must be defined as 
Direct in the devices file. (You must add a telephone number to the 
end of the command line if the line is connected to an autodialer or the 
device must be set up as direct.) 

Check Systems File 
Check that you have up-to-date information in your systems file if you are 

having trouble contacting a particular machine. 
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Some things that may be out of date for a machine are its: 

• Phone number 

• Login 

• Password 

Debug Transmissions 
If you are unable to contact a particular machine, you can check out com

munications to that machine with Uutry and uucp. 

Step 1: 

Step 2: 

To simply try to make contact, run: 

$ jusrjlibjuucpjUutry -r machine 

where machine is replaced with the node name of the machine you 
are having problems contacting. This command will: 

1. Start the transfer daemon (uucico) with debugging. You will 
get more debugging information if you are root. 

2. Direct the debugging output to /tmp/machine, 

3. Print the debugging output to your terminal (tail -f). Hit 
BREAK to end output. 

You can copy the output from Itmp jmachine if you want to save 
it. 

If Uutry doesn't isolate the problem, try to queue a job by running: 

$ uucp -r file machine!/ dir Ifile 

where file is replaced by the file you want to transfer, machine is 
replaced by the machine you want to copy to, and dir /file is where 
the file will be placed on the other machine. The -r option will 
queue a job but not start the transfer. 

Now use Uutry again. If you still cannot solve the problem, you 
may need to call support personnel. Save the debugging output; it 
will help diagnose the problem. 
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Check Error Messages 
There are two types of error messages for Basic Networking Utilities: 

ASSERT and STATUS. See Appendix C for a listing of these messages. 

A55ER T Error Messages 
When a process is aborted, ASSERT error messages 
are recorded in /usr/spool/uucp/.Admin/errors. 
These messages include the file name, sccsid, line 
number, and text. These messages usually result from 
system problems. 

5T A TUS Error Messages 
Status error messages are stored in the 
/usr/spool/uucp/.5tatus directory. The directory 
contains a separate file for each remote machine your 
computer attempts to communicate with. These files 
contain status information on the attempted 
commmunication and whether it was successful. 

Check Basic Information 
There are several commands you can use to check for basic networking 

information. 

uuname 

uulog 

uucheck -v 

Use this command to list those machines your 
machine can contact. 

Use this command to display the contents of the log 
directories for particular hosts. 

Run this command to check for the presence of files 
and directories needed by uucp. This command also 
checks the Permissions file and outputs information 
on the permissions you have set up. 
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Purpose To remove the software from the hard disk 

Starting 
Conditions 

System state-2 (multiuser) or 1 (single-user) 
You must be at the computer to insert and remove 
diskettes. 

Login-root 

sysadm menu SOFTWARE MANAGEMENT 

Commands sysadm removepkg(l) 

Media The basic networking utilities diskette. 

This procedure describes how to remove Basic Networking Utilities 
software from your computer. Since removing Basic Networking Utilities 
leaves you without a means of communicating with other computers, this 
should be a last resort for freeing up disk space. 

Removing BNU Utilities will turn off the inittab entry for every device in 
/usr/lib/uucp/Devices and for all devices in inittab that are running 
uugetty. 

Prerequisites 
Before you remove the Basic Networking Utilities, be sure to do the fol

lowing: 

Step 1: When the software is removed, many support files will be lost. 
Therefore, be sure to save the information in the following files on 
paper or floppy disk. 
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Step 2: 

jusr jlib juucp jDevices 
jusr jlib juucp jDialcodes 
jusr jlib juucp jDialers 
jusr jlib juucp jPermissions 
jusr jlib juucp jPoll 
jusr jlib juucp jSystems 
jusr jlib juucp jSysfiles 
jusr jlib juucp jDevconfig 
jusr j spooljuucppublicj* 

Before you remove Basic Networking Utilities, you should be 
logged in as root at the CONSOLE terminal. 

Single-User Mode 

Step 1: 

Step 2: 

Have all terminals except the CONSOLE terminal log off. 

Place the machine in single-user mode by typing: 

# shutdown -y -gO ~i6 

(Note: A series of shutdown messages appear, indicating 
that the system is coming down.) 
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Run sysadm removepkg 

Step 1: 

Step 2: 

Step 3: 

The following command will let you use System Administration 
menu subcommands while in the single-user mode. 

# mount Jusr 

To remove the Basic Networking Utilities, use the direct access 
method of the System Administration menu as follows: 

# sysadm removepkg 

Insert the first BNU floppy diskette and press <CR> as instructed. 
The system will display the full path names of the files that are 
being removed from the hard disk. 

Return to Multiuser Mode 

Step 1: 

Step 2: 

Unmount the Jusr file system, leaving only the root file system 
mounted. 

# umount Jusr 

To return to the normal operating condition, enter: 

# init 2 

Your computer is available for use with the exception of the Basic 
Networking Utilities. 
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Procedure 9.6: Set Up BNU ST ARLAN NET
WORK (Basic) 

Purpose 

Starting 
Conditions 

Commands 

To show how to set up BNU files for an AT&T STAR
LAN NETWORK using sysadm. 

System state-2 (multiuser) or 1 (single-user) 
Login-root 

sysadm uucpmgmt(l) 

This procedure contains an example of setting up BNU files for a STAR
LAN NETWORK. Though the example is particular to setting up BNU on a 
ST ARLAN NETWORK, the concepts could be applied to setting up BNU to 
run on a transport provider that is compatible with the AT&T Transport Inter
face. 

The first part of this procedure shows how to set up BNU files so that 
uuep and eu requests both go through login to connect to machines on the 
network. The second part shows what you must change so uucieo services 
can connect to hosts without going through login. Since the second part could 
present security problems, you should only make this type of service available 
when your ST ARLAN NETWORK consists of trusted machines. 

Prerequisite's 
Before running this procedure to set up BNU to run on a ST ARLAN NET

WORK, you must install these packages in the order shown: 

• Networking Support Utilities 

• STARLAN NETWORK 

• Basic Networking Utilities 
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Create ST ARLAN Systems Entry 
Repeat the following steps for each machine (node name) on the network 

you want to communicate with. 

Step 1: Type sysadm uucpmgmt to display the Basic Networking Utilities 
Management menu. 

Step 2: Select systemmgmt to display the list of operations you can per
form on the Systems file. 

Step 3: Type the number required to choose the add function. 

Step 4: Type the node name for the remote machine you want to commun
icate with over the STARLAN NETWORK. (The convention is to 
use node name. However, some networks use some other means 
of identifying another machine.) 

Step 5: Type number required to select TLI (Transport Layer Interface) as 
the device type. 

Step 6: Type STARLAN to choose that name as the network name. (The 
word ST ARLAN need not be used. You can choose any name to 
represent the network. The key is that this name must match the 
network name that goes in the caller type field in the Devices file. 
For consistency, STARLAN will be used when the Devices file 
entry is made in this procedure.) 

Step 7: Type the network address used for connection to the remote 
machine. (The recommended convention is to use node name as 
the STARLAN NETWORK address of the remote machine for login 
services.) 

Step 8: Type nuucp as the login ID that is used when calling the remote 
machine. (This is a conventional login to use, though others can 
be used.) 

Step 9: Type a password if one is required by the remote machine. 

Step 10: Type y to place the entry in the Systems file. 

Step 11: Type y if you want to add another system, then repeat steps 4 
through 11. Type n if you don't want to add any more systems. 

BASIC NETWORK PROCEDURES P9-29 



Procedure 9.6 

Step 12: Type q<CR> three times to return to the shell. 

Create STARLAN Devices Entry 

Step 1: 

Step 2: 

Step 3: 

Step 4: 

Step 5: 

Step 6: 

Step 7: 

Step 8: 

Type sysadm uucpmgmt to display the Basic Networking Utilities 
Management menu. 

Select devicemgmt to display the list of operations you can per
form on the Devices file. 

Type the number required to choose the add function. 

Type starlan as the name of the port. (In this case you must use 
the literal starlan. It indicates the device name, relative to the 
J dev directory.) 

Select TLI network to indicate that the port is connected to this 
type of network. 

Type ST ARLAN as the network name. (This is the Caller Type 
field. By using different names here you can have multiple TLI 
networks on your system. This name must match the network 
name added to the Systems file entry.) 

Type y to add the entry to the Devices file. 

Type q<CR> three times to return to the shell. 

Create ST ARLAN Devconfig Entries 
The Jusr Jlib JuucP JDevconfig file entries must be created to define the 

STREAMS modules to push for cu and uucico services. There is no sysadm 
menu for this file, so you should edit the file to make sure the following two 
entries are included: 
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service=cu device=STARLAN push=ntty:tirdw.r:ldO 
service=uucico device=STARLAN push=ntty:tirdwr:ldO 

Procedure 9.6 

The two lines are already in the Devconfig file. To activate them, remove the 
comment character (#) in front of each line. 

Set Up ST ARLAN NETWORK Listener 
STARLAN and other TLI networks running on the UNIX system each has 

a separate network listener process associated with it. The listener process 
"listens" to the network for service requests, accepts requests when they 
arrive, and spawns servers in response to those service requests. 

nlsadmin administers the network listener process( es) on a machine. 
nlsadmin can establish a listener process for a given network, configure the 
specific attributes of that listener, and start and kill the listener process for that 
network. [See nlsadmin(lM) for more information.] 

Chances are, you already started a listener that was configured to provide 
standard login services when you installed STARLAN NETWORK. The fol
lowing steps show you how to check that STARLAN NETWORK is set up 
properly to support BNU and what to enter in case it isn't. 

Step 1: Type: 

nlsadmin -v starlan 
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You should see: 

ENABLED 
102 ENABLED 

NCK>DULES 

NCK>DULES 

/usr/slan/lib/ttysrv 
/usr/slan/lib/ttysrv 

If you don't see the above, then type: 

comment 
comment 

# nlsadmin -a 1 -c "/usr/slan/lib/ttysrv" -y "tty login service" -m starlan 
# nlsadmin -a 102 -c "/usr/slan/lib/ttysrv" -y "tty login service" starlan 

Step 2: Type: 

nlsadmin -x 

You should see: 

starlan ACTIVE 

If you see: 

starlan INAcrIVE 

then type: 

nlsadmin -s star Ian 
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to start it up. If you don't see either starlan ACI'IVE or starlan 
INACTIVE, then the STARLAN NETWORK was not properly 
installed. 

ST ARLAN Dialers Entry 
You do not need to create an entry in the Dialers file for standard BNU 

services over STARLAN as shown in the previous procedure. 

BNU is now ready to communicate over a STARLAN network. 
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Procedure 9.7: Set Up BNU STARLAN NET
WORK (Special) 

Purpose 

Starting 
Conditions 

Commands 

To show how to set up BNU files for an AT&T STAR
LAN NETWORK to handle uucieo and eu services dif
ferently. 

System state-2 (multiuser) or 1 (single-user) 
Login-root 

Any text editor [ed(l), vi(l)] 

In the previous procedure, both uucieo and eu services go through a login 
procedure to connect to other computers on a STARLAN NETWORK. To 
improve performance 'of uucieo services, you can have uucieo requests con
nect directly to remote machines on the STARLAN NETWORK without going 
through login. 

You should only set up uucico as described above if you trust all 
machines on your STARLAN NETWORK. The reason is that there is a poten
tial security breach since you would not be requesting a password when a 
machine tries to transfer files to your machine. 

Before you run this procedure you should run the previous procedure so 
Cll services are handled correctly. 

Step 1: You must define separate Systems, Devices, and Dialers files to 
handle uucieo services. This is done in the Sysfiles file. The fol
lowing is an example. 
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service=cu systems=Systems \ 
devices=Devices \ 
dialers=Dialers 

service=uucico systems=Systems.cico:Systems \ 

Step 2: 

Step 3: 

devices=Devices.cico:Devices \ 
dialers=Dialers.cico:Dialers 

In the example, cu services would use the standard BNU files. 
uucico services, however, would use the standard BNU files only 
after checking Systems.cico, Devices.cico, and Dialers.cico. You 
can use any file names you want. The ones shown above are only 
given as an example. 

The systems you want to transfer files to on your STARLAN NET
WORK without going through login must be listed in the new Sys
tems file you defined in the Sysfiles file. 

If you used the file names defined above in the Sysfiles file, you 
would edit /usr/lib/uucp/Systems.cico and add entries similar to 
the following entry for each system. 

3b2abc Any ListenCioo - 3b2abc.serve 

In this example, 3b2abc is the system name, Any says use the 
highest baud rate possible, ListenCico points to a device type in 
the Devices.cico file, the dash is a field place holder, and 
3b2abc.serve is the STARLAN NETWORK address of 3b2abc. 

Continuing with the example above, from the entry in the 
Systems.cico file, you must add an entry to the 
/usr/lib/uucp/Devices.cico file called ListenCico. This entry 
should look like the following: 

ListenCico,eg starlan - - TLI \D listencico 
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Step 4: 

Step 5: 

In this example, ListenCico is the device name, starlan identifies 
the network, the two dashes are field place holders, TLI is the net
work type, \D says read in the network address (3b2abc), and 
listencico is the dialer type. 

You do not need an entry in the Devconfig file for ListenCico since you will 
not be pushing any Streams modules. 

From the entry in the Devices.cico file, you must add an entry to 
the /usr/lib/uucp/Dialers.cico file called listencico. The follow
ing is an example of what you should enter. 

listencico"""" NLPS:OOO:001:101\N\c 

You must register the uucico service with the network listener. 
The command shown below must all be typed on one line. 

# nlsadmin -a 101 -c "/usr/lib/uucp/uucico -r 0 -i TLI -u \ 
nuucp" -y "uucico server with NO login checking" starlan 

This entry says to answer requests for service code 101 with 
uucico directly as it is used for a TLI (AT&T Transport Interface) 
network. Notice that the default nuucp login ID is used; you can 
use a different one if you choose. 
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Remote File Sharing Procedures 

The following procedures are covered in this section. 

Procedure 10.1 

Procedure 10.2 

Procedure 10.3 

Procedure 10.4 

Domain Setup (primary) 
To set up the Remote File Sharing primary name server 
for the domain. 

Host Setup 
To set up a host computer and connect it to the Remote 
File Sharing domain. 

Advertise Resources 
To make your directories available to other hosts. 

Mount Remote Resources 
To make remote directories available to your host. 
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Purpose 

Starting 
Conditions 

Commands 

Reference 

To set up the primary domain name server for a 
Remote File Sharing Domain. 

System state-2 (multiuser) or 1 (single-user) 
You must mount /usr to run this procedure in single
user mode. 
Login-root 

uname(lM) 
nlsadmin( 1M) 
dname(lM) 
rfadmin( 1M) 
rfstart( 1 M) 
adv(lM) 

Chapter 10, "Remote File Sharing" 

Before beginning this procedure, read Chapter 10, "Remote File Sharing." 
It will help you understand what Remote File Sharing is and how you can use 
it. This procedure describes how you should set up your Remote File Sharing 
domain. Domain setup is split into Basic Domain Setup and Optional Domain 
Setup. If you simply want to add your host to an existing domain, skip to the 
Host Setup procedure. 

Basic Domain Setup 
The following procedure contains the minimum you need to do to get 

your domain up and running. 

Prerequisites 
Before you begin setting up your domain, you must do the following. 

• You must pick one or more computers on the network to act as domain 
name servers. Exactly one primary is required. All domain administra
tion is done from the primary. You can choose zero or more secondary 
domain name servers. 
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These are defined simply to keep the name server running temporarily, 
should the primary fail. 

• UNIX System V Release 3.0 software, Remote File Sharing software, 
Networking Support Utilities, and network software must be installed 
and running. (See the Remote File Sharing Release Notes and the net
work manuals that accompany the product for installation instructions.) 

STARLAN NETWORK can be used as the Remote File Sharing network 
(transport provider) for the first release. Other networks could be used, 
however, if they conform to the AT&T Transport Interface specification. 

• Log in as root. All domain administration must be done with root per
mission from the primary domain name server. 

Configuration 
You must run the following steps on the computer you choose to be the 

primary domain name server. 

Step 1: Check to see if your computer's node name is set (uname -n). If 
it's not, set it by typing: 

# sysadm nodename 

You will be asked to type in your host's node name. A Remote 
File Sharing node name can consist of up to 14 characters of letters 
(upper- and lowercase), digits, hyphens (-), and underscores (_). 
Some networks, such as AT&T STARLAN NETWORK, require that 
every node name in the network be different. Remote File Shar
ing, however, only requires that every node name in a domain be 
different. V Changing the node name of your computer requires careful coordination with 

all machines that communicate with yours using Remote File Sharing or other 
communications packages that rely on node name. 

Step 2: Set up the network listener. If you have installed the STARLAN 
NETWORK and Remote File Sharing in the order described in the 
Remote File Sharing Release Notes, you can skip this step. The 
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listener will already be installed and set up to run automatically, 
and Remote File Sharing will be listed as an available service. 

If you are using another Transport Interface-compatible network or 
suspect that your STARLAN NETWORK listener is improperly set 
up, this step shows how to manually set up the listener. In the 
following example STARLAN NETWORK is used. To set up the 
listener for other networks compatible with the AT&T Transport 
Interface, you would replace starlan with the name of the network 
(net-spec) you are installing. [For more details, see the 
nlsadmin(lM) manual page.] 

If you run any of these commands and they have already been 
run, you will receive a message telling you so. This won't harm 
your listener configuration. Type: 

nlsadmin -i starlan 

to initialize the files needed for the listener process for the network 
specified, in this case starlan. 

N ext type (on one line): 

nlsadmin -a 105 -c /usr/net/servers/rfs/rfsetup -y \ 
" rfsetup" starlan 

to add the Remote File Sharing service (rfsetup) to the list of ser
vices available to the starlan listener. 
Use the following command line to report the status of the starlan 
listener process installed on this machine (ENABLED or DIS
ABLED): 

nlsadmin -x starlan 

Next type: 

nlsadmin -I "nodename.serve" -t "nodename" starlan 

to register the network addresses of your machine the listener will 
listen for on the network. [Other networks will use other types of 
network addresses. See the description of rfmaster(lM) for the 
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Step 4: 

Step 5: 

Procedure 10.1: Domain Setup (primary) 

syntax of different address types.] 
To start the listener, type: 

nlsadmin -s starlan 

Normally, it will be started automatically when your machine 
enters multiuser mode (init 2). 

Set the domain name by typing: 

# dname -D domain 

where domain is replaced by the domain your host will be a 
member of. The domain name must: 

D contain no more than 14 characters 

D consist of any combination of letters (upper- or lowercase), 
digits, hyphens, and underscores 

D be different from every other domain name on your network 

To identify the network, you must tell Remote File Sharing the net
work (transport provider) it should use. (In our example, this is 
starlan for STARLAN NETWORK.) 

# dname - N starlan 
This command indicates the device, relative to the Jdev directory, 
that is used for the transport provider. 

You create an rfmaster file in the JusrJnserve directory, using any 
standard file editor. The contents of this file will define: 

D the primary name server for your domain 

D secondary name servers for your domain 

D network addresses for each of these machines 

Here is an example of an rfmaster file for a domain called graph, 
whose primary and secondary name servers' node names are fee, 
fie, and foe. Adding each machine's domain name (graph) to its 
node name, separated by a period, forms its full Remote File Shar
ing host name. 
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graph 
graph 
graph 

Each line of the example translates as follows. 

D For domain graph the primary is graph~fee. 

D For domain graph a secondary is graph.fie. 

D For domain graph another secondary is graph.foe. 

D For host graph.fee the network address is fee.serve. 

D For host graph.fie the network address is fie.serve. 

D For host graph.foe the network address is foe.serve. 

(The addresses shown are an example of STARLAN NETWORK 
addresses. These addresses should be in the form nodename.serve.) 

p graph. fee 
s graph. fie 
s graph. foe 

graph. fee a fee. serve 
graph. fie a fie. serve 
graph. foe a foe. serve 

Each line in the example is an entry. The second field is the Type 
field, which indicates whether the entry defines a primary name 
server (p), secondary name server (s), or the network address (a) 
for one of the two. Here is the information needed for the first 
field, Name, and the third field, Rdata, for each type of entry. 

p Primary entry. Name is the domain name. Rdata is the full host 
name of the domain's primary name server (domain.nodename). 

s Secondary entry. Name is the domain name. Rdata is the full 
host name of the domain's secondary name server 
(domain.nodename). 
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a Address entry. Name is the full host name (domain.nodename) of 
a name server host. Rdata is the network address of the host. 
The manuals that come with your network should describe how 
to find a computer's network address. 

Here are some special considerations when creating the file. 

D Fields in each entry must be separated by one blank or one tab. 
(Do not use multiple white space characters in between fields or 
the entry will be invalid.) 

D The address must be in plain ASCII text or hexadecimal nota
tion. For hexadecimal, the field must begin with \x and contain 
an even number of digits. If the address contains white space, 
the field must be surrounded by double quotes ("). 

D An entry can extend beyond one line if you enter a back slash, 
then a carriage return to continue to the second line. 

D This file should be write-protected from all but root, but all read 
permissions should be enabled (644 permissions). 

D If you start a line with the # character, the entire line will be 
treated as a comment. 

To add each host to the domain, use the following command: 

# rfadmin -a domain.nodename 
Enter password for nodename: 
Re-enter password for nodename: 

where nodename is replaced by the node name of the host you 
want to add to your domain. (The two names must be connected 
by a period.) 
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Step 7: 

You will be prompted for an initial password, which will be stored 
in the jusrjnservejauth.infojdomainjpasswd file for the domain. 
When the host starts Remote File Sharing, the host's administrator 
must enter this password. You can simply <CR> for a null pass
word. Repeat this command for each host you want to add to the 
domain. 

All primary and secondary hosts must be added to a domain before you can 
proceed to the next step. 

Type the following command to start Remote File Sharing on your 
machine: 

# rfstart 
rfstart: Please enter machine password: 

You will be prompted for a password; it must match the password 
you entered for your host using rfadmin -a. Your host will save 
this password, so you do not have to enter it again. Once your 
password is entered, the next time you start Remote File Sharing 
you will be able to do it via init 3. 

The init 3 command runs a series of scripts to automatically enter 
Remote File Sharing mode. These include running the rfstart com
mand, offering your resources to other machines (advertising), and 
mounting remote resources on your machine. (See "Remote File 
Sharing Mode" in Chapter 10 for more information on init 3.) 

BASIC DOMAIN SETUP IS COMPLETE. 

You can now either: 

• Go to the Host Setup section and setup each host. 

• Continue through the Optional Domain Setup. 
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Optional Domain Setup 
The steps in this section describe optional procedures to: 

• advertise the domain's host password and user and group information 

• collect user and group information from hosts 

• communicate with other domains on your network 

Each step described below is independently optional. 

Step 1: To make domain information available to other hosts, you can 
advertise your domain's jusrjnservejauth.infojdomain directory. 
The other hosts can then have access to: 

D the domain's host password file, to use for host verification 

D each host's user and group files, to map remote users and 
groups by name (optional) 
(Step 2 describes how to collect this information.) 

Here is an example of advertising domain information for a domain 
called graph. 

adv -r -d "graph info" GRAPH /usr/nserve/auth.info/graph 

This example advertises a resource: 

D read only (-r) 

D with a description of graph info (-d "graph info") 

D a resource name of GRAPH 

D consisting of the /usr/nserve/auth.info/graph directory from 
your computer 

Because no clients are listed on the command line, any host with 
access to domain graph will be able to mount the resource. Notice 
that the resource name is in all capitals. This is a recommended 
convention for adding resource names, but it is not required. 
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Step 2: 

Step 3: 

See Chapter 10 for information on where to put this adv command 
so the resource is automatically advertised when the system enters 
init 3 state. 

Collect user and group information. The primary domain name 
server provides a central place for storing passwd and group files 
from each host. These files will go into the 
/usr/nserve/auth.info/domain/host directories for each host in 
each domain. (See the "Mapping Remote Users" section of 
Chapter 10 to help decide if you want to collect user and group 
lists.) 

The Host Setup procedure describes how each host will create 
these files. You can collect these files in one of two ways: 

o have each host mail them to the primary name server and place 
them in the proper directories 

o leave the permissions open to administrators of remote hosts on 
each remote host when you advertise your 
/usr/nserve/auth.info/domain directory, so each host can put 
this information in itself. The resource must be advertised 
read/write to be mounted read/write. 

For hosts in your domain to communicate with other domains on 
your network, you must find out: 

o the primary name server for each domain 

o the secondary name server(s) for each domain 

o the network address for each of the above name servers 

You must then add this information to your domain's rfmaster file 
on the primary, just as you added information for your own 
domain. See the description of the rfmaster( 4) file for more infor
mation. After you have run the rfstart command, this information 
will be picked up by all hosts in your domain the next time each 
does an rfstart. The following example shows the rfmaster file 
created earlier in this section, with information added to contact a 
domain called docs. 
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graph p graph. fee 
graph s graph. fie 
graph s graph. foe 
graph. fee a fee. serve 
graph. fie a fie. serve 
graph. foe a foe. serve 

docs p docs.big 
docs s docs. little 
docs.big a big. serve 
docs.1i ttle a little. serve 

REMOTE FILE SHARING PROCEDURES P10-11 



Procedure 10.2: Host Setup 

Purpose 

Starting 
Conditions 

Commands 

Reference 

To set up a host on a Remote File Sharing Domain. 

System state-2 (multiuser) or 1 (single-user) 
You must mount jusr to run this procedure in single
user mode. 
Login-root 

uname(lM) 
nlsadmin( 1 M) 
dname(lM) 
rfstart(lM) 
mount(lM) 

Chapter 10, "Remote File Sharing" 

This section contains configuration and startup procedures required for every 
host computer on a Remote File Sharing network. If the host is the domain 
name server host, you can skip over the steps you have already done. Host 
setup is split into Basic Host Setup and Optional Host Setup. 

Basic Host Setup 
The following procedure contains the minimum you must do to connect 

your host to a Remote File Sharing system. 

Prerequisites 
Before you begin setting up your host, you must meet the following 

requirements. 

• Domain must be created. Your host must be defined as a member of a 
domain on the domain's primary name server. The primary must also 
be running when you first start Remote File Sharing [rfstart(lM) com
mand]. See Procedure 10.1, Domain Setup. 

• Install software. UNIX System V Release 3.0 software, Remote File 
Sharing software, Networking Support Utilities, and network software 
must be installed and running. (See the Remote File Sharing Release 
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Notes and the network manuals that accompany the product for instal
lation instructions.) 

STARLAN NETWORK can be used as the Remote File Sharing network 
(transport provider) for the first release. Other networks could be used, 
however, if they conform to the AT&T Transport Interface specification. 

• Log in as root. All host administration must be done with root permis
sion on your host. 

Configuration 
This procedure should be run on every host in a domain that is not a pri

mary domain name server. 

Step 1: Check to see if your computer's node name is set (uname -n). If 
it's not, set it by typing: 

# sysadm nodename 

You will be asked to type in your host's node name. A Remote 
File Sharing node name can consist of up to 14 characters of letters 
(upper- and lowercase), digits, hyphens (-), and underscores (_). 
Some networks, such as AT&T STARLAN NETWORK require that 
every node name in the network be different. Remote File Shar
ing, however, only requires that every node name in a domain be 
different. V Changing the node name of your computer requires careful coordination with 

all machines that communicate with yours using Remote File Sharing or other 
communications packages that rely on node name. 

Step 2: Set up the network listener. If you have installed the STARLAN 
NETWORK and Remote File Sharing in the order described in the 
Remote File Sharing Release Notes, you can skip this step. The 
listener will already be installed and set up to run automatically, 
and Remote File Sharing will be listed as an available service. If 
you are using another Transport Interface-compatible network, or 
suspect that your STARLAN NETWORK listener is improperly set 
up, this step shows how to manually set up the listener. 
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In the following example STARLAN NETWORK is used. To set up 
the listener for other networks compatible with the AT&T Tran
sport Interface, you should replace starlan with the name of the 
network (net-Bpec) you are installing. [For more details, see the 
nlsadmin(lM) manual page]. 

If you run any of these commands and they have already been 
run, you will receive a message telling you so. This won't harm 
your listener configuration. 

Type: 

nlsadmin -i starlan 

to initialize the files needed for the listener process for the network 
specified, in this case starlan. 

Next type (on one line): 

nlsadmin -a 105 -c /usr/net/servers/rfs/rfsetup -y \ 
" rfsetup" starlan 

This will add the Remote File Sharing service (rfsetup) to the list 
of services available to the starlan listener. 

nlsadmin -x starlan 

will report the status of the starlan listener process installed on this 
machine. 

Next type: 

nlsadmin -I "nodename.serve" -t "nodename" starlan 

to register the network addresses of your machine the listener will 
listen for on the network. [Other networks will use other types of 
network addresses. See the description of rfmaster(lM) for the 
syntax of different address types.] 
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Step 3: 

Step 4: 

Step 5: 

Procedure 10.2: Host Setup 

To start the listener, type: 

nlsadmin -s starlan 

Normally, it will be started automatically when your machine 
enters multiuser mode (init 2). 

Set the domain name by typing: 

# dname -D domain 

where domain is replaced by the domain your host will be a 
member of. The domain name must: 

o contain no more than 14 characters 

o consist of any combination of letters (upper- or lowercase), 
digits, hyphens, and underscores 

o be different from every other domain name on your network 

You must tell Remote File Sharing the network (transport provider) 
it should use. (In our example, this is starlan.) 

# dname - N starlan 

To start Remote File Sharing on your machine, type the following 
command. 

rfstart -p primary_ns_address 
rfstart: Please enter machine password: 

The primary_ns_address is replaced by the network address of the 
primary name server for your domain. (For ST ARLAN NET
WORK, the address should be in the form nodename.serve, where 
nodename is replaced by the communications node name of the pri
mary name server.) 

You will be prompted for a password; it must match the password 
entered at the primary domain name server when your host was 
added to the domain. Your host will save this password, so you 
do not have to enter it again. 
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Likewise, your machine will save the network address of the pri
mary name server. Therefore, the next time you start up Remote 
File Sharing, you will be able to do it via init 3. 

The init 3 command runs a series of scripts to automatically enter 
Remote File Sharing mode. These include running the rfstart com
mand, offering your resources to other machines (advertising), and 
mounting remote resources on your machine. (See "Remote File 
Sharing Mode" in Chapter 10 for more information on init 3.) 

BASIC HOST SETUP IS NOW COMPLETE. 

If you don't want any special security measures or user mapping you can 
skip the rest of this section. This is the security your computer currently has: 

• You will be able to mount any resources available to your domain that 
are either unrestricted or made specially available to your host. The 
permissions your users will have to the resource will depend on how 
the other host sets its permissions. 

• Any resources you advertise can be left unrestricted or can be restricted 
to certain hosts or domains. Users from the other hosts will be mapped 
into a special guest login. The special guest login is guaranteed to be 
different from all user IDs on your system. This will give them 
minimal permission to files and directories created by your users. 

The rest of this section describes how to further control host and user 
access to your host's resources. 

Optional Host Setup 
The following steps are needed only if you want to verify hosts that try to 

connect to your host, or if you want to map remote users into your host by 
name. Each step is independently optional. 

Step 1: The primary name server for your domain keeps records of host 
passwords and user and group information. These are stored in 
one set of directories for your domain and made available to you 
over the Remote File Sharing network under the resource name 
DOMAIN, where DOMAIN is the name of your domain in all capi
tal letters. (The primary must have advertised this resource before 
you can mount it.) 
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You should mount this resource in another location and copy the 
directory structure into jusrjnservejauth.infojdomain directory, 
where domain is your literal domain name. You can unmount the 
resource once you have copied the information. If a host changes 
its password or user and group information, however, you must 
either copy in the change files yourself or set up a program to 
automatically copy over changed files from the primary domain 
name server. 

Below is an example of how to mount and copy the information. 
(Replace domain with the name of your domain and DOMAIN with 
the name of your domain in all caps. The mkdir will not be 
necessary if the directory already exists.) 

# mkdir jmnt 
# mount -r -d DOMAIN jmnt 
# cd jmnt 
# find. -depth -print I cpio -pd jusrjnservejauth.infojdomain 
# cd j 
# umount -d DOMAIN 

Step 2: 

If the resource was advertised read-only, it must be mounted read-only. 

Once this is copied, you will have all password and user mapping 
information available in your domain. You can also mount the 
DOMAIN resource from other domains containing hosts with 
which you want to communicate. 

When you set up the files that are read when you enter init 3, you 
can use rfstart with the -v option to indicate that all hosts must be 
verified when they try to connect to your host. The domain 
resource you copied into your jusrjnservejauth.infojdomain 
directory will contain a passwd file. This file will have the name 
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Step 3: 

and encrypted password for each host in the domain. You can 
mount this information from other domains, so you can verify 
hosts from multiple domains. 

If you use rfstart -v, any host in the domain/passwd file(s) will be 
verified; all other hosts will not be allowed to connect. If you use 
rfstart without the -v option, any host in the domain/passwd 
file(s) will be verified; all other hosts will be allowed to connect. 

If you want to verify only a limited subset of these hosts, you must 
use a manually edited version of this file, removing any hosts you 
don't want to verify. (You cannot edit this file if you are a primary 
or secondary name server, however, since you must maintain a 
complete list of hosts for your domain. You must verify all hosts 
in the domains you serve.) When a host tries to connect, it will be 
checked against the name and password in the 
/usr/nserve/auth.info/domain/passwd file. 

See the description of rfstart in Chapter 10 for details on how to 
set up host verification to work automatically upon entering init 3. 

You must determine the permissions remote users will have to 
your resources. This is done by mapping the remote users into the 
permissions of local users. You can map remote users both on a 
global basis or individually. (For details on setting remote user 
permissions, see "Mapping Remote Users" in Chapter 10.) 

To map remote users you will use the idload command. This 
command will read several files to map remote users and groups: 

/usr /nserve / auth.info /uid.rules 
contains the rules for mapping remote users into 
user IDs on your host. You must create this file 
manually. 

/usr/nserve/auth.info/gid.rules 
contains the rules for mapping remote groups into 
group IDs on your host. You must create this file 
manually. 
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Procedure 10.2: Host Setup 

/ete/passwd your host's standard password file. It will be read 
by idload to get the information it needs on your 
local users. 

jete/group your host's standard group file. It will be read by 
idload to get the information it needs on your local 
groups. 

remote The idload command will read all passwd and 
group files available from every host directory in 
every domain directory in /usr/nserve/auth.info, if 
you are mapping by remote name. 

Other hosts can map your users into their resources transparently 
or by numeric ID, without your providing lists of your users. 
However, in order to map your users and groups into remote hosts 
by name, you must provide a user and a group file. To create user 
and group lists, do the following: 

1. Copy /ete/passwd and jete/group files. Create copies of these 
files. (You can remove the encrypted passwords, if you like, 
but leave the colon (:) intact so the field is preserved.) The two 
new files should be called passwd and group, respectively. 

2. Deliver files to domain name server. The files must be 
delivered to the name server host to become part of your 
domain's domain resource. 

You can send these files to the name server host (mail, uuep, etc.) 
or put them into the proper place yourself by mounting the domain 
resource and copying them in. You can only put them in yourself 
if the resource was advertised and mounted with read/write per
missions. 

In either case, the two files must go into the directory 
/usr/nserve/auth.info/domain/host where domain is the name of 
your domain and host is the name of your host. When these files 
have been added to the domain name server, other hosts will be 
able to copy these files and map your users and groups into the 
desired IDs on their hosts. 
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Purpose Share your resources with other hosts. 

Starting 
Conditions 

System state-2 (multiuser) or 3 (RFS state) 
Login-root 

Commands adv(lM) 

Reference Chapter 10, "Remote File Sharing" 

When your Remote File Sharing system is up and running, you can selectively 
share parts of your computer's file system using the adv command. The adv 
command will do the following: 

• assign a resource name to a directory you want to share 

• indicate whether the resource is read/write or read only (optional) 

• attach a short description to the resource (optional) 

• restrict access to the resource to certain hosts or domains (optional) 

• register the resource with the domain name server 

Step 1: 

Step 2: 

Step 3: 

You can share any directory on your UNIX system file system tree. 
When a remote host mounts the directory you advertise, all files 
and directories below that point will be available to the remote 
host. The files can also include executable files, named pipes, and 
devices. You can still use standard UNIX system means for pro
tecting particular files and directories [chmod(l), for example]. 

You must assign a name to the resource. This is the name remote 
hosts will use to access the resource. The resource name is limited 
to 14 printable ASCII characters and must be unique in your 
domain. Slash (/), period (.), and white space may not be used. If 
you make resource names all uppercase letters, it will be easier to 
distinguish them from path names. 

The form of the adv command to advertise a resource is: 

adv [-r] [-d "description"] resource pathname [clients ... ] 
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The options are as follows: 

-r The -r option is for read-only. It is used to 
advertise the resource with read-only access. If 
it is not used, the remote hosts will have 
readjwrite access. 

-d "description" The -d option indicates that the next argument 
(description) is a description of the resource. 
The description can be from 0 to 32 characters 
and must be enclosed in quotes. 

resource This is the resource name you assign. The 
name is limited to 14 printable ASCII charac
ters. Slash (j) and period (.) may not be used. 

path name This is the full path name to any local directory 
you want to share. adv doesn't limit the 
number of characters in pathname. The direc
tory must reside on your local system, and it 
cannot be advertised as another resource. 

clients... This is an optional list of one or more hosts or 
domains that you want to restrict this resource 
to. If clients are not included, the resource will 
be accessible to any Remote File Sharing host 
that can connect with your host. 

A client name can be in the form nodename for 
hosts within your domain, domain. to advertise 
to an entire domain; or domain.nodename, to 
advertise to a host outside your domain. Note 
that you must place a period (.) at the end of a 
node name and in the middle of a full host 
name for each to be interpreted correctly. The 
client name can also be an alias to a group of 
hosts andj or domains you define in 
jetejhost.alias. (See Chapter 10 for the format 
of host.alias.) 
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Step 4: 

Here are two examples of an adv command line: 

adv -r -d "Department news" DNEWS /usr/news graph. 

adv -d "My devices" MDEV /dev fee fie doc.hostl 

The first example advertises your /usr/news directory with read
only permissions under the resource name DNEWS to all hosts in 
the graph domain. The second advertises your / dey directory as 
MDEV to hosts fee and fie in your domain and hostl in domain 
doc. 

You can set up all your adv commands to start automatically when 
the system enters the Remote File Sharing state (init 3). Do this 
by placing each full adv command line in the /etc/rstab. As soon 
as init 3 successfully starts Remote File Sharing, all adv commands 
in /etc/rstab will be run. (See Chapter 10 for more details.) 

The following is an example of an /etc/rstab file to automatically 
advertise the two resources shown above: 

# cat jetcjrstab 
adv -r -d "Department news" DNEWS jusrjnews graph. 
adv -d "My devices" MDEV jdev fee fie doc.hostl 
# 
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Purpose 

Starting 
Conditions 

Commands 

Reference 

Use remote resources on your machine. 

System state-2 (multiuser) or 3 (RFS state) 
Login-root 

nsquery(lM) 
mkdir(l) 
mount(lM) 

Chapter 10, "Remote File Sharing" 

You can attach another host's advertised resource to your system using 
the standard mount command with new options. This procedure describes 
how to mount remote resources. 

Step 1: You can check to see what resources are available from your 
domain using the nsquery command, as follows. 

# nsquery 
RESOURCE ACCESS SERVER DESCRIPI'ION 

GRAPH read/write graph. fee graph info 

CALENDAR read-only graph. fie Meetings 
USERHELP read-only graph. foe System help 

# 

For each available resource, nsquery will list the resource name 
(RESOURCE), whether it can be mounted read/write or read-only 
(ACCESS), the host that owns the resource (SERVER), and a short 
description. Using different options, you can also print resource 
information for a particular domain, host, or resource name. 
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Step 2: 

Step 3: 

Step 4: 

You must choose where you want to mount the resource. If the 
directory does not yet exist, create it as follows: 

# mkdir dirname 

To mount a remote resource, use the mount command as follows: 

mount [-r] -d special directory 

The options are as follows: 

-r The -r option indicates that the resource should be 
mounted "read-only." If it is not used, the resource is 
mounted with read/write permissions. (A remote 
resource must be mounted "read-only" if it was adver
tised that way.) 

-d This option is used to indicate that you are mounting a 
remote resource. 

special For special you must substitute the name of the remote 
resource. Resources outside your domain must be 
entered in the form domain.resource. 

directory Here you must specify the directory on which you will 
mount the resource. 

You can set up your mount commands to start automatically when 
the system enters Remote File Sharing state (init 3). This is done 
by placing entries in the /etc/fstab file. Each remote resource 
entry in /etc/fstab must be in the following format: 

special directory -d[r] 

Where special is replaced by the resource name, directory is where 
the resource will be mounted, and -d specifies that this is a remote 
mount. (You can use -dr instead of -d if you want to mount the 
remote resource read-only.) 

After Remote File Sharing is started, init 3 will spin off processes 
to try to do all remote mounts listed in jetcjfstab until they 
succeed. 
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Introduction 

This chapter deals with maintaining the security of your computer system. 

• Important security guidelines 

Guidelines for setting passwords and permissions; protecting the system 
from unauthorized access. 

• Logins and passwords 

Aging passwords to control the amount of time passwords may be kept 
for logins. 

Locking logins to prevent their being used. 

Protecting administrative commands and logins with passwords. 

• Set-UID and Set-GID 

Preventing unauthorized use of programs conditioned to execute via an 
administrative login. 

SYSTEM SECURITY 1-1 



Important Security Guidelines 

The security of the system is ultimately the responsibility of all who have 
access to the system. No system is totally secure. The system is not tamper
proof. Some of the items to consider are as follows: 

• Especially with a small computer, physical access to the machine must 
be considered. Anyone with physical access to the machine can 
literally walk off with it. 

• Set the access permissions to directories and files to allow only the 
necessary permissions for owner, group, and others. 

• Alliogins should have passwords. Change passwords regularly. Do 
not pick obvious passwords. Six-to-eight character nonsense strings 
using letters and numbers are recommended over standard names. 
Logins that are not needed should be either removed or blocked. 

• Dial-up ports that do not have logins usually cause trouble. 

• Any system with dial-up ports is not really secure. Top secret informa
tion should not be kept on a system with dial-up ports. 

• Users who make frequent use of the su command can compromise the 
security of your system by accessing files belonging to other users 
without the other users' knowledge. This command is also dangerous 
since you must know another user's login password to use it. The 
more people who know a given login and password, the less secure 
access is to the system. For this reason, a log is kept on the use of the 
command. Check the file /usr/adm/su}og to monitor use of the su 
command. The format of /usr/adm/su}og is described in Appendix B: 
Administrative Directories and Files. 

• Login directories, .profile files, and files in /bin, /usr /bin, /lbin, and 
fete that are writable by others are security give-aways. 

• Encrypt sensitive data files. The erypt(l) command together with the 
encryption capabilities of the editors (ed and vi) provide protection for 
sensitive information. This requires the Security Administration Utili
ties package (domestic customers only). 

• Log off the system if you must be away from the data terminal. Do not 
leave a logged-in terminal unattended, especially if you are logged in as 
root. 
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Logins and Passwords 

The discussion of logins and passwords covers 

• password aging 

• sample /ete/passwd entries 

• locking unused logins 

• special administrative logins 

Password Aging 
The password aging mechanism forces users to change their password on 

a periodic basis. Provisions are made to prevent a user from changing a new 
password before a specified time interval. Password aging is selectively 
applied to logins by editing the /ete/passwd file. Realistically, password 
aging forces a user to adopt at least two passwords for a login. If you require 
more access control than what is provided by password aging, you can change 
Jete/profile to require a second access code as part of the login process (see 
Procedures 2.1, 2.2, and 2.3). 

The password aging information is appended to the encrypted password 
field in the /ete/passwd file. The password aging information consists of a 
comma and up to four bytes (characters) in the format: 

,Mmww 

The meaning of these fields is as follows: 

The delimiter between the password itself and the aging information. 

M The Maximum duration of the password (in weeks, following the 
notation in Figure 1-1). 

m The minimum time interval before the existing password can be 
changed by the user (in weeks, following the notation in Figure 1-1). 
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ww The week (counted from the beginning of 1970) when the password 
was last changed; two characters, WW, are used. You do not enter 
this information. The system automatically adds these characters to 
the password aging information. 

All times are specified in weeks (0 through 63) by a 64-character alphabet. 
Figure 1-1 shows the relationship between the numerical values and character 
codes. Any of the character codes may be used in the four fields of the pass
word aging information. 

Character Number of Weeks 

. (period) o (zero) 

/ (slash) 1 

o through 9 2 through 11 

A through Z 12 through 37 

a through z 38 through 63 

Figure 1-1: Password Aging Character Codes 

Two special cases apply for the character codes: 

• If M and m are equal to zero (the code, .. ), the user is forced to change 
the password at the next login. No further password aging is then 
applied to that login. 

• If m is greater than M (for example, the code, ./), only root is able to 
change the password for that login. 

1-4 SYSTEM ADMINISTRATOR'S GUIDE 



Logins and Passwords 

Sample /etc/passwd Entries 
Password administration can be set up in a variety of ways to meet the 

needs of different organizations. Some examples are discussed in the follow
ing sections. 

Change Every Two Weeks 
The following shows the password aging information required to establish 

a new password every 2 weeks (0) and to deny changing the new password 
for 1 week (j). 

1. Here is a typicalloginjpassword entry in the /etc/passwd file for the 
typical user jqu: 

jqu:R'l'KESrrM)E2rn.E: 100: 1:J. Q. Username:/usr/jqu: 

2. To cause jqu to change the password at least every 2 weeks, but keep 
it at least for 1 we~k, you should use the code 0/. After you edit the 
/etc/passwd file, adding ,0/ to the password field, the entry looks 
like this: 

jqu: R'l'KESrrM)E2rn. E,O/ : 100: 1 : J. Q. Username: /usr/jqu: 

After the password entry is changed, jqu will have to change 
the password at the next login and every 2 weeks thereafter. 

3. After jqu's first login following the change, the system automatically 
adds the two-character, "last-time-changed" information to the pass
word field. 

jqu:R'l'KESrrM)E2rn.E,0/W9: 100: 1:J. Q. Username:/usr/jqu: 

In this example, jqu changed the password in week W9. 

Change One Time Only 
The following shows the password aging information required to establish 

for one time only a new password when the user next logs in (using the .. 
code). 

1. Here is the typicalloginjpassword entry for user jqu again: 

jqu:R'l'KESJ:1M)E2rn.E: 100: 1:J. Q. Username:/usr/jqu: 
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2. To cause jqu to change the password at the next login (and to cause 
this only once), you should use the code ... After you edit the 
/etc/passwd file, adding , .. to the password field, the entry looks like 
this: 

jqu:RTKESrcM)E2m.E, •. : 100: 1:J. Q. Username:/usr/jqu: 

After the password entry is changed, jqu will have to change 
the password at the next login only. 

3. After jqu supplies the new password, the system automatically 
removes the aging code (, .. ) from the password field: 

jqu:EFDNIqsEUj .fs: 100: 1:J. Q. Username:/usr/jqu: 

Note that the encrypted password information has changed. 

Change by root Only 
The following shows the password aging information required to establish 

a password for a login so that only the root login can change the password 
(using the ./ code). 

1. Here is the typical login/password entry for user jqu again: 

jqu:RTKESIrfJDE2m.E: 100: 1:J. Q. Username :/usr/jqu: 

2. To prevent jqu from changing the password, you should use the code 
./. After you edit the /etc/passwd file, adding ,./ to the password 
field, the entry looks like this: 

jqu:RTKESrrM)E2m.E,./: 100: 1:J. Q. Username:/usr/jqu: 

Now only root can change the password for the jqu login. 
If jqu tries to change the password, a permission denied message 
is displayed. 

1-6 SYSTEM ADMINISTRATOR'S GUIDE 



Logins and Passwords 

Locking Unused Logins 
If a login is not used or needed, you should do one of two things: 

• remove the entry from /etc/passwd 

• disable (lock) the login 

A login is locked by editing the /etc/passwd file and changing the 
encrypted password field to contain one or more characters that are not used 
by the encryption process. One way to do this is to use the expression 
Locked;. In this expression, the semicolon (;) is an unused encryption charac
ter. The text, however, only serves to remind you that the login is locked. 
Another expression, not valid, could also be used to prevent the use of a 
login because a space is another unused encryption character. 

The following line entry from the /etc/passwd file shows the "locked" 
bin login. 

bin:Locked;:2:2:0000-Admin(OOOO):lbin: 

Special Administrative Passwords 
There are two familiar ways to access the system: either via a conven

tional user login or the root login. If these were the only two ways to access 
the system, however, effective use of the system would have to be curtailed 
(because root would own many directories) or many users would have to 
know the root password (a bad security risk) or the system would be wide 
open (because root would own few directories). All of these conditions are 
undesirable. 

The solution to a good mix of system use and system security is available 
to you through the use of special system logins and administrative commands 
that can be password-protected (see Procedure 1.4 for information on doing 
this). 
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The commands, which are also logins, that can be password-protected per
form functions that might be needed by a number of users on your computer: 

Function 
setup 

sysadm 

powerdown 
checkfsys 

makefsys 

mountfsys 
umountfsys 

Use 
This command is used to set up your computer. Once 
the machine has been set up, you do not want anyone 
doing it again without your knowledge. 

This command allows access to many useful adminis
trative functions that do not require a user to log in as 
root. 
This command powers the system down. 

This command initiates a file system check on the 
specified file systems. 

This command makes a new file system on the speci
fied media. 

This command mounts the specified file system for use. 

This command unmounts the specified, previously 
mounted file system. 

The commands above allow access to selected directories and system func
tions. They may be used as login names at the login prompt as well as com
mands. If you log in to the system with one of these names, the system will 
execute the command after login and exit to the login prompt once you quit 
or complete the function performed by the command. 

Most of these system functions allow a user access to critical portions of 
the operating system. For this reason, it is recommended that you assign 
passwords to the commands above. Once you assign passwords to these com
mands, any user attempting to log on to your computer using one of these 
commands as a login (and any user attempting to execute one of these com
mands from the shell) is prompted for the password. 

It is recommended that the passwords to these commands/logins be 
known to only a few users. 
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Login Use 

root This login has no restrictions on it and it overrides all 
other logins, protections, and permissions. It allows the 
user access to the entire operating system. The pass-
word for the root login should be very carefully pro-
tected. 

sys This login has the power of a normal user login over 
the files it owns, which are in lusr/src. 

bin This login has the power of a normal user login over 
the files it owns, which are in Ibin. 

adm This login has the power of a normal user login over 
the object files it owns, which are in lusr I adm. 

uucp This login owns the object and spooled data files in 
/usr/lib/uucp. 

nuucp This login is used by remote machines to log into the 
system and initiate file transfers via 
lusr llib luucp luucico. 

rje This login has an entry in /etc/passwd. There are no 
files currently associated with this login. 

daemon This is the login of the system daemon, which controls 
background processing. 

trouble This login has the power of a normal user login over 
the files it owns, which are in lusr llib Itrouble. 

lp This login owns the object and spooled data files in 
/usr/spool/lp. 
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The set-user identification (set-UID) and set-group identification (set-GID) 
bits must be used very carefully if any security is to be maintained. These bits 
are set through the chmod(l) command and can be specified for any execut
able file. When any user runs an executable file that has either of these bits 
set, the system gives the user the permissions of the owner of the executable. 

System security can be compromised if a user copies another program 
onto a file with -rwsrwxrwx permissions. For example, if the switch user (su) 
command has the write access permission allowed for others, anyone can copy 
the shell onto it and get a password-free version of suo The following para
graphs provide a few examples of command lines that can be used to identify 
the files with a set-UID. 

For more information about the set-UID and set-GID bits, see chmod(l) 
and chmod(2). 

Check Set-UIDs Owned by root 
The following command line lists all set-UID programs owned by root. 

The results are mailed to root. All mounted paths are checked by this com
mand starting at /. Any surprises in root's mail should be investigated. 
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# find / -user root -perm -4100 -exec Is -1 {} \; I mail root 
you have ma.i1 
# mail 
Fran root Man Aug 27 07: 20 EDT 1984 
-r-sr-xr-x 1 root bin 38836 Aug 10 16: 16 /usr/bin/at 
-r-sr-xr-x 1 root bin 19812 Aug 10 16: 16 /usr/bin/crontab 
-r-sr-xr-x 1 root bin 27748 Aug 10 16: 16 /usr/bin/shl 
---s--x--x 1 root sys 46040 Aug 10 15: 18 /usr/bin/ct 
-r-sr-xr-x 1 root sys 12092 Aug 11 01 :29 /usr/lib/llW_dir 
-r-sr-sr-x 1 root bin 33208 Aug 10 15:55 /usr/lib/lpadmin 
-r-sr-sr-x 1 root bin 38696 Aug 10 15:55 /usr/lib/lpsChed 
---s--x--- 1 root rar 45376 Aug 18 15: 11 /usr/rar/bin/sh 
-r-sr-xr-x 1 root sys 11416 Aug 11 01:26 /bin/mkdir 
-r-sr-xr-x 1 root sys 11804 Aug 11 01: 26 /bin/nrdir 
-r-sr-xr-x 1 root bin 12524 Aug 11 01:27 /bin/df 
-rwsr-xr-x 1 root sys 21780 Aug 11 01 :27 /bin/newgrp 
-r-sr-sr-x 1 root sys 23000 Aug 11 01: 27 /bin/passwd 
-r-sr-xr-x 1 root sys 23824 Aug 11 01 :27 /bin/su 
? d 
# 

In this example, an unauthorized user (rar) has made a personal copy of 
/bin/sh and has made it set-UID to root. This means that rar can execute 
/usr/rar/bin/sh and become the super-user. 

Check Set-UIDs in the Root File System 
The following command line reports all files with a set-UID for the root 

file system. The ncheck(lM) command, by itself, can be used on a mounted 
or unmounted file system. The normal output of the ncheck -s command 
includes special files. Here, the grep command is used to remove device files 
from the output. The filtering done in this example to remove the device files 
is applicable only for the root file system (fdev /dsk/Osl). The output of the 
modified ncheck is used as an argument to the Is command. The use of the 
Is command is possible only if the file system is mounted. 
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# Is -I'ncheck -s /dev /dsk/Osl I cut -£2 I grep -v dev' 
-r-sr-xr-x 1 root bin 12524 Aug 11 01: 27 /bin/df 
-rwxr-sr-x 1 root sys 32272 Aug 10 15:53 /bin/ipcs 
-r-xr-sr-x 2 bin mail 32852 Aug 11 01: 28 /bin/mail 
-r-sr-xr-x 1 root sys 11416 Aug 11 01:26 /bin/mkdir 
-rwsr-xr-x 1 root sys 21780 Aug 11 01: 27 /bin/newgrp 
-r-sr-sr-x 1 root sys 23000 Aug 11 01: 27 /bin/passwd 
-r-xr-sr-x 1 bin sys 27964 Aug 11 01: 28 /bin/ps 
-r-xr-sr-x 2 bin mail 32852 Aug 11 01: 28 /bin/nnail 
-r-sr-xr-x 1 root sys 11804 Aug 11 01: 26 /bin/rroclir 
-r-sr-xr-x 1 root sys 23824 Aug 11 01: 27 /bin/su 
-r-xr-sr-x 1 bin sys 21212 Aug 10 16:08 /etc/whodo 
# 

In this example, nothing looks suspicious. 
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Check Set-UIDs in Other File Systems 
The following command line entry shows the use of the ncheck command 

to examine the usr file system (Jdev /dsk/Os3, assuming a single-disk system 
with default partitioning) for files with a set-UID. In this example, the com
plete path names for the files start with /usr. /usr is not part of the ncheck 
output. 

jusr may not be a separate file system on your system. 
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# ncheck -s j dey j dskjOs3 I cut -£2 
/dev/dsk/c1dOs2 : 
/bin/at 
/bin/crontab 
/bin/sh! 
/bin/sadp 
/bin/timex 
/bin/cancel 
/bin/disable 
/bin/enable 
/bin/lp 
/bin/lpstat 
/bin/ct 
/bin/cu 
/bin/uucp 
/bin/uunaroe 
/bin/uustat 
/bin/uux 
/lib/mv _dir 
/lib/expreserve 
/lib/exrecover 
/lib/accept 
/lib/lpadndn 
/lib/lprove 
/lib/lpsched 
/lib/lpshut 
/lib/reject 
/lib/mailx/nmail 
/lib/sa/sadc 
/lib/uucp/uucico 
/lib/uucp/uusched 
/lib/uucp/uuxqt 
/rar/bin/sh 
# 

In this example, the /usr/rar/bin/sh should be investigated. 
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Introduction 

This chapter deals with providing a variety of services to the users of your 
computer system. 

• Login administration 

Assigning user and group IDs to persons authorized to be users of 
your system. Maintaining the /ete/passwd and fete/group files. 

• The users' environments 

Setting up a master profile and helping users develop individual 
profiles. Establishing environment variables. 

• User communications services 

Establishing and maintaining such services as message-of-the-day, 
news, mail. 

• Anticipating user requests 

Developing an organized plan for responding to user problems. 
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Adding Users 
Before users are permitted to log in to your system, they must be listed in 

the /etc/passwd file. The adduser selection from the sysadm usermgmt(1) 
menu leads you through a series of prompts that create an entry in the 
/etc/passwd file (see Procedure 2.1). If you prefer, you can make the neces
sary changes to the passwd file yourself using an editor . You need to log in 
as root to do this; /etc/passwd is generally installed as a read-only file. An 
entry in the passwd file consists of a single line with seven colon -separated 
fields. 

abc:gOO3xsv05bWuM,9ITA: 103: 123:A11en B. Cipher:/usr/abc: 

The fields are: 

login name 

password 

user id 

A valid name for logging onto the system. A login name 
is from three to six characters; the first character must be 
alphabetic. It is usually chosen by the user. 

The encrypted form of the password, if any, associated 
with the login name in the first fiel,d. All encrypted pass
words occupy 13 bytes. The actual password can be a 
maximum of 8 characters. At least one character must be 
numeric. This is to discourage users from choosing ordi
nary words as passwords. When you add a user to the 
file you may use a default password, such as passwd9, 
and instruct the user to change it at the first login. Fol
lowing the encrypted password, separated by a comma, 
there may be a field that controls password aging. See 
"Password Aging" in Chapter I, "System Security" . 

The user-ID number (uid) is between 0 and 50,000. The 
number must not include a comma. Numbers below 100 
are reserved. User-ID 0 is reserved for the super-user. 
The System Administration menu package does not per
mit you to specify a number below 100 when adding a 
user. 
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group id 

account 

home directory 

program 

Login Administration 

The same conditions apply to the group-ID (gid) number 
as to the uid, except that the group-ID 1 is reserved for 
the "other" group. 

The account is the name of and optional additional infor
mation about the user. There is no required format for 
this field. 

The home directory is where the user is placed upon log
ging in. The name is usually the same as the login name, 
preceded by a parent directory such as jusr. The 
modadduser menu of the System Administration package 
allows you to specify the default parent directory. The 
home directory is the origination point of the user's direc
tory tree. 

This is the name of a program invoked at the time the 
user logs in. If the field is empty, the default program is 
jbinjsh. This field is most commonly used to invoke a 
special shell, such as /binjrsh (restricted shell). 

As noted above, the password field may contain a sub field that controls 
the aging of passwords. A description of how the process works can be found 
in Chapter 1 and in passwd(4) in the Programmer's Reference Manual. The 
effect is to force users periodically to select a new password. If password 
aging is not implemented, a user can keep the same password indefinitely. 

If you inspect the jetcjpasswd file on your computer you will see several 
commands listed among the user login names. These are commands, such as 
make£sys(lM) or sysadm(l), that can have passwords assigned to them. 

Changing or Deleting Passwd Entries 
As with adding users, there are sysadm usermgmt menu selections for 

changing or deleting user entries from the jetcjpasswd file (see Procedures 
2.2 and 2.3). You have the option, however, of using an editor to make the 
changes. 
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Ever so often a user will forget his or her password. When that happens 
(let's say to user abc), you can log in as root and enter the command: 

# passwd abc (The # prompt shows you are root.) 
New password: passwd9 (The password entered is not echoed.) 
Re-enter new password: passwd9 

Since you did this as the super-user (root), you were not prompted for the 
old password. The command changes abc's password to passwd9. You 
should make sure the user changes the password immediately. 

When you delete a login from /ete/passwd using the sysadm usermgmt 
menu, all of the user's files and directories are removed. If you remove an 
entry from the passwd file using an editor, you have only removed the entry. 
The user's files remain. 

Group IDs 
Group IDs are a means of establishing another level of ownership of and 

access to files and directories. Users with some community of interest can be 
identified as members of the same group. Any file created by a member of 
the group carries the group-ID as a secondary identification. By manipulating 
the permissions field of the file, the owner (or someone with the effective 
user-ID of the owner) can grant read, write, or execute privileges to other 
group members. 

Information about groups is kept in the Jete/group file. A sample entry 
from this file is shown and explained below: 

prog:: 123:jqp,abc 
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Each entry is one line; each line has the following fields: 

group name 

password 

group id 

login names 

The group name can be from 3 to 8 characters, the first of 
which must be alphabetic. 

The password field should not be used. 

The group id is a number from 0 to 50,000. The number 
must not include a comma. Numbers below 100 are 
reserved. 

The login names of group members are in a comma
separated list. A login name should be a member of no 
more than one group. There is nothing to prevent a user 
from having more than one login name, however, as long 
as each is unique within the system. 

USER SERVICES 2-5 



The User's Environment 

The key element in establishing an environment in which users can suc
cessfully communicate with the computer is the profile. Profiles are of two 
types: 

1. The system profile. 

This is an ASCII text file, Jete/profile, that contains commands, shell 
procedures, and environment variables. Whenever a user logs in, the 
login process executes this file. 

2. An individual user's profile. 

This is an executable commands file, .profile, that may reside in a 
user's home directory. The individual profile can contain additional 
commands and variables that further customize a user's environment. 
If one exists, it too is executed at login time, after the execution of 
/ ete /profile. 

A sample fete/profile is shown in Figure 2-1. 
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# The profile that all logins get before using their own .profile. 

trap "" 2 3 
export :u::GNAME 

# Login and -sa shells get /etc/profile services. 
# -xsh is given its envirornnent in its .profile. 
case "$0" in 
-sa) 

export PATH 

;; 
-sh) 

export PATH 

# Allow the user to break the Message of the Day only. 
trap "trap" 2" 2 

esac 
mnask 022 

trap 2 3 

cat -s /etc/rrotd 

trap "" 2 
if mail -e 
then 

echo "you have mail " 
fi 
if [ ${LOGNAME} != root ] 
then 
news -n 

fi 

Figure 2-1: A Default fete/profile 

Several interesting things are contained in the profile: 

• Some environment variables are exported (see "Environment Vari
abIes" later in this chapter) . 

• A file named /ete/motd is cat-ted (see "Message of the Day" later in 
this chapter). 
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• If the user is not root, the names of news items are displayed (news -n; 
see news later in this chapter). 

• If the user has mail (mail -e), a message about it is displayed (see Mail 
la ter in this chapter). 

For information on the shell programming commands used in Figure 2-1, 
see sh(l) in the User's Reference Manual. 

Environment Variables 
An array of strings called the environment is made available by exec(2) 

when a process begins. Since login is a process, the array of environment 
strings is made available to it. An example of a typical array of strings is 
shown in Figure 2-2. 

PS1=$ 
r.c:x;NAME=abc 

mD=/usr/abc 

HCME=/usr/abc 
PATH=:/bin:/usr/bin:/usr/lbin 
SHELL=/bin/sh 
MAIL=/usr/mail/abc 
TERM=5420 
PAGER=pg 

TZ=EST5IDl' 

TERMINFO=/usr/lib/tenninfo 
EDITOR=vi 

Figure 2-2: Environment Array for a Typical User 
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The environment variables shown in Figure 2-2 give values to 12 names 
for user abc. Other programs make use of the information. For example, the 
user's terminal is defined as a 5420 (TERM=S420). When the user invokes 
the editor vi(l), vi checks the file referenced by TERMINFO 
(Jusr jlib jterminfo) where it learns the characteristics of a 5420 terminal 
(such as the 24-line screen). New strings can be defined at any time. By con
vention they are defined with the variable in uppercase, followed by an equal 
sign, followed by the value. Once defined, an environment variable can be 
made global for the user through the export statement. The individual .pro
file file can contain whatever the user wants. 

umask 
A system default controls the permissions mode of any files or directories 

created by a user. The computer has default values of 666 for files and 777 
for directories. That means that for files everyone automatically gets read and 
write permission. For directories, everyone gets read, write, and execute per
mission. (Execute permission on a directory means the ability to cd to the 
directory and to copy files from it.) 

Users frequently set up a user mask in their .profile by means of the 
umask(l) command. umask alters the default permission levels by a specified 
amount. For example, 

umask 027 

leaves the permission level for owner unchanged, lowers the permission level 
for group by 2, and reduces the permissions for others to zero. The system 
default was 666; this user mask changes it to 640, which translates into read 
and write permission for the owner, read permission for the group, and no 
permission for others. 

There may be a umask command in jetc/profile. If there is, it does not 
change a user's ability to put one in .profile. 
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Default Shell and Restricted Shell 
Generally, when a user logs in, the default program that is started is 

/hin/sh. There may be cases, however, where a user needs to be given a res
tricted shell. 

A restricted shell is one where the user is not allowed to 

• change directories 

• change the value of $P ATH 

• specify path names or command names containing a slash (/). That is, 
the user of a restricted shell may not access files or directories other 
than the present working directory or those included in $P A TH 

• redirect output 

The restrictions are enforced after .profile has been executed. 

The administrator can use a restricted shell strategy to limit certain users 
to the execution of a small number of commands or programs. By setting up 
a special directory for executables (jusr/rhin, for example), and controlling 
PATH so it only references that directory, the administrator can restrict the 
user's activity in whatever way is appropriate. 
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Several ways of communicating with and among users are available in the 
UNIX system. Some of the most frequently used are described in this section. 

Message of the Day 
Items of broad interest that you want to make available to all users can be 

put in the /ete/motd file. The contents of /ete/motd are displayed on the 
user's terminal as part of the login process. The login process executes a file 
called Jete/profile, which is an executable shell script that, among other 
things, commonly contains the command 

eat /ete/motd 

Any text contained in /ete/motd is displayed for each user each time the 
user logs in. For this information to have any impact on users, you must take 
pains to use it sparingly and to clean out outdated announcements. A typical 
use for the Message of the Day facility might be 

5/30: The system will be unavailable fran 6-11pn Thursday, 5/30 -
preventive maintenance. 

Part of the preventive maintenance should be to remove the notice from 
/ete/motd. 

news 
Another electronic bulletin board facility is the /usr /news directory and 

the news(l) command. The directory is used to store announcements in text 
files, the names of which are usually used to provide a clue to the content of 
the news item. The news command is used to print the items on your termi
nal. 

The Jete/profile file is also used to inform users about news items. A 
typical Jete/profile contains the line 

news -n 
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The -n argument causes the names of files in the Jusr Jnews directory to 
be printed on a user's terminal as the user logs in. Item names are displayed 
only for current items; that is, items added to the Jusr Jnews directory since 
the user last looked at the news. The idea of currency is implemented like 
this: when you read a news item, an empty file named .news_time is written 
in your login directory. As with any other file, .news_time carries a time 
stamp indicating the date and time the file was created. When you log in, a 
comparison is made between the time stamp of your .news_time file and 
time stamp of items in Jusr Jnews. 

Unlike the Message of the Day where users have no ability to turn the 
message off, with news users have a choice of several possible actions: 

read everything 

select some items 

read and delete 

ignore everything 

If the user enters the news command with no 
arguments, all news items posted since the last 
time the user typed in the command are printed 
on the user's terminal. 

If the news command is entered with the names 
of one or more items as arguments, only those 
items selected are printed. 

After the news command has been entered, the 
user can stop any item from printing by pressing 
the DELETE key. Pressing the DELETE key twice 
in a row stops the program. 

If the user is too busy to read announcements at 
the moment, they can safely be ignored. Items 
remain in JusrJnews until removed. The item 
names will continue to be displayed each time the 
user logs in. 
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If the user simply wants to eliminate the display of 
item names without looking at the items, a couple of 
techniques will work: 

$ touch .news_time 

updates the time-accessed and time-modified fields of 
the 

$ news > J dev Jnull 

prints the news items on the null device. 

write to All Users 
The ability to write to all logged-in users, via the wall(lM) command, is 

an extension of the write(l) command. It is fully effective only when used by 
the super-user. While wall is a useful device for getting urgent information 
out quickly, users tend to find it annoying to have messages print out on their 
terminal right in the middle of whatever else is going on. The effect is not 
destructive, but is somewhat irritating. Many users guard against this distrac
tion by including the command 

mesgn 

in their .profile. This blocks other ordinary users from interjecting a message 
into your stdout. The wall command, when used by the super-user, overrides 
the mesg n command. It is best to reserve this for those times when you as 
the system administrator need to ask users to get off the system. The use of 
the wall command is described in Procedure 2.5. 

mail and mailx 
The UNIX system offers two electronic mail utilities through which users 

can communicate among themselves. If your system is connected to others by 
networking facilities, mail(l) and maHx(l) can be used to communicate with 
persons on other systems. 
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mail is the basic utility for sending messages. mailx uses mail to send 
and receive messages, but adds to it a multitude of extras that are useful for 
organizing messages into storage files, adding headers, and many other func
tions. 

When mailx is used, a set-up file is helpful. You can find a description of 
how to use a .mailrc set-up file in the mailx(l) pages of the User's Reference 
Manual. 
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Anticipating User Requests 

As the system administrator for your computer you can expect users to 
look to you to help solve any number of problems. In addition to the system 
log described in Chapter 3, you will find it helpful to keep a user trouble log. 
The problems that users run into fall into patterns. If you keep a record of 
how problems were resolved, you will not have to start from scratch when a 
problem recurs. 

Trouble Reporting 
Another technique that is strongly recommended is an organized way for 

users to report problems. Figure 2-3 shows a sample Trouble Report that can 
be used to record and keep track of system problems. 
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TROUBLE REPORT 

Machine 

Program running4.-_____________ _ 

Production or developmen_t __________ _ 

Type 

Symptoms ________________ _ 

Scope 

Error Messages ---------------

Person reporting ___________ _ login __ 

Location ________ _ Phone ______ _ 

Figure 2-3: Sample Trouble Report 
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Introduction 

This chapter deals with the day-to-day operations of your computer sys
tem. 

• General operating policy 

Guidelines for balancing the needs of system maintenance and the 
interests of your user community; suggestions for record keeping; lists 
of important administrative directories and files 

• Operating Levels 

Definition of the operating levels of the system; how they are con
trolled. 

General Operating Policy 
Many administrative tasks require the system to be shut down to a run 

level other than the multiuser state (see the discussion on Operating Levels 
below). This means that conventional users cannot access the system. When 
the machine is taken out of the multiuser state, the users on the machine at 
the time are requested to log off. You should do these types of tasks when 
they will interfere the least with the activities of the user community. 

Sometimes situations arise that require the system to be taken down with 
little or no notice provided to the users. Try to provide the user community 
as much notice as possible about events affecting the use of the machine. 
When the system must be taken out of service, also tell the users when to 
expect the system to be available. Use the news (jete/news/headline) and the 
Message of the Day (jete/mot d) to keep users informed about changes in 
hardware, software, policies, and procedures. 

At your discretion, the following items should be done as prerequisites for 
any task that requires the system to leave the multiuser state. 

1. When possible, schedule service-affecting tasks to be done during 
periods of low system use. For scheduled actions, use the Message of 
the Day (jete/motd) to inform users of future actions. 
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2. Check to see who is logged in before taking any actions that would 
affect a logged-in user. The /ete/whodo and /hin/who commands 
can be used to see who is on the system. 

3. If the system is in use, provide the users advanced warning about 
changes in system states or pending maintenance actions. For 
immediate actions, use the fete/wall command to send a broadcast 
message announcing that the system will be taken down at a given 
time. Give the users a reasonable amount of time to terminate their 
activities and log off before taking the system down. 

Maintaining a System Log 
In a multiuser environment it is strongly recommended that a complete set 

of records be maintained. A system log book can be a valuable tool when 
troubleshooting transient problems or when trying to establish system operat
ing characteristics over a period of time. Some of the things that you should 
consider entering into the log book are: 

• maintenance records (dates and actions) 

• printouts of error messages and diagnostic phases 

• equipment and system configuration changes (dates and actions) 

The format of the system log and the types of items noted in the log 
should follow a logical structure. Think of the log as a diary that you update 
on a periodic basis. To a large measure, how you use your system will dictate 
the form and importance of maintaining a system log. 

Administrative Directories and Files 
This section briefly describes the directories and files that are frequently 

used by a system admirtistrator. For more detail about the purpose and con
tents of these directories and files, see Appendix B .. For additional information 
on the formats of the system files, refer to Section 4 of the UNIX System V 
manual pages in the Programmer's Reference Manual. 
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Root Directories 
The directories of the root file system (f) are as follows. 

bck 

bin 

dev 

etc 

install 

lib 

lost+found 

mnt 

save 

tmp 

usr 

Directory used to mount a backup file system for res
toring files. 

Directory that contains public commands. 

Directory containing special files that define all of the 
devices on the system. 

Directory that contains administrative programs and 
tables. 

Directory used by the System Administration Menu 
package to mount utilities packages for installation 
and removal (finstall file system). 

Directory that contains public libraries. 

Directory used by fsck(lM) to save disconnected files. 

Directory used to temporarily mount file systems dur
ing the restore of the operating system from floppy 
disks. 

Directory used by the System Administration Menu 
package for saving data on diskettes. 

Directory used for temporary files. 

Directory used to mount the /usr file system. (See 
Chapter 5 for a description of this file system.) 

Important System Files 
The following files and directories are important in the administration of 

your computer. 

Jete/checklist File used to define a default list of file system 
devices to be checked by / etc / fsck. 
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/ete/fstab 

/ete/gettydefs 

fete/group 

/ete/init.d 

/ete/inittab 

/ete/eonf 

/ete/motd 

/ete/passwd 

/ etc /profile 

fete/reO 

/ete/reO.d 

File used to specify the file system(s) to be 
mounted by /ete/mountall and remote file sys
tems to be mounted by /ete/rmountall. 

File containing information used by fete/getty to 
set the speed and terminal settings for a line. 

File describing each group to the system. 

Directory containing executable files used in 
upward and downward transitions to all system 
run levels. These files are linked to files begin
ning with S (start) or K (stop) in /etc/ren.d, 
where n is replaced by the appropriate run level. 

File containing the instructions to define the 
processes created or terminated by /ete/init for 
each initialization state. 

Directory containing files and drivers that define 
the configuration of hardware devices, software 
drivers, system parameters, and aliases. 

File containing a brief Message of the Day, output 
by fete/profile. 

File identifying each user to the system. 

File containing the standard (default) environ
ment for all users. 

File executed by fete/shutdown that executes 
shell scripts in /ete/reO.d and /ete/shutdown.d 
directories for transitions to system run-levels 0, 
5, and 6. 

Directory containing files executed by fete/reO 
for transitions to system run-levels 0, 5, and 6. 
Files in this directory are linked from files in the 
/ete/init.d directory and begin with either a K or 
an S. K indicates processes that are stopped, and 
S indicates processes that are started when enter
ing run-levels 0, 5, or 6. 
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/ete/re2 

/etc/rc2.d 

/ete/rc.d 

/ete/re3 

/ete/re3.d 

/ete/rstab 

/ete/save.d 

/ etc/shutdown 

Introduction 

File executed by /ete/init that executes shell 
scripts in /ete/re2.d and /ete/re.d on transitions 
to system run-level 2. 

Directory containing files executed by /ete/re2 
for transitions to system run-levels 2 and 3. Files 
in this directory are linked from files in the 
/ete/init.d directory and begin with either a K or 
an S. K indicates processes that should be 
stopped and S indicates processes that should be 
started when entering run-levels 2 or 3. 

Directory containing executable files that do the 
various functions needed to initialize the system 
to run-level 2; they are executed when /ete/re2 
is run. (Files contained in this directory prior to 
UNIX System V Release 3.0 were moved to 
/ete/re2.d. This directory is only maintained for 
compatibility. ) 

File executed by /ete/init that executes shell 
scripts in /ete/re3.d on transitions to system 
run-level 3 (Remote File Sharing state). 

Directory containing files executed by /ete/re3 
for transitions to system run-level 3 (Remote File 
Sharing mode). Files in this directory are linked 
from the /etc/init.d directory and begin with 
either a K or an S. K indicates processes that 
should be stopped, and S indicates processes that 
should be started when entering run-level 3. 

File used to specify the Remote File Sharing 
resources from your machine that are automati
cally offered to remote machines upon entering 
system run level 3 (Remote File Sharing state). 

Directory containing files that are used by the 
System Administration Menu commands associ
ated with backing-up data on floppy diskettes. 

File containing a shell script that gracefully shuts 
down the system in preparation for system 
backup or for scheduled downtime. 
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jetejshutdown.d 

jetejTIMEZONE 

jetejutmp 

jetejwtmp 

jusrjadmjsulog 

jusr jlib j eronjlog 

Directory containing executable files that do the 
various functions needed to transition the system 
to the single-user state (run-levels I, s, or S). 
(Files contained in this directory prior to UNIX 
System V Release 3.0 were moved to jetejreO.d. 
This directory is only maintained for compatibil
ity.) 

File used to set the time zone shell variable TZ. 

File containing the information on the current 
run-state of the system. 

File containing a history of system logins. 

File containing a history of su command usage. 
This file should be checked periodically for size. 

File containing a history of all the actions taken 
by jetejeron. This file should be checked 
periodically for size. 

jusr jlib jhelp jHELPLOG 

jusr jlib jspelljspellhist 

jusrjnews 

jusr j options 

File containing a history of all the actions taken 
by the jusr jbinjhelp (if it is enabled on the sys
tem). 

File containing a history of all words that spell 
fails to match (if the Spell Utilities are installed 
on the system). 

Directory containing news files. This directory 
should be checked periodically, and old files 
should be discarded. 

Directory containing files that identify the utilities 
that are installed on the system. 
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lusr I spool I cronl crontabs 
Directory containing crontab files for the adm, 
root, and sys logins and ordinary users listed in 
cron.allow. 

Each of these files is described in more detail in Appendix B. 
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General 
After you have set up your computer for the first time (plugging it in, 

hooking all the hardware together, installing the system software, booting it, 
running the setup programs) as documented, you and other users can use the 
system. Whenever you turn it on (including the first time), the system comes 
up in a multiuser environment in which 

• The file systems are mounted. 

• The cron daemon is started for scheduled tasks. 

• The basic networking functions of uucp (if added to the system) are 
available for use. 

• The spooling and scheduling functions of the LP package (if added to 
the system) are available for use. 

• Users can log in. The gettys are spawned on all connected terminal 
lines listed in /etc/inittab to have gettys respawned. (gettys are not 
on when the system is installed. You have to turn them on yourself.) 

This is defined as the multiuser state. It is also referred to as init state 2 
because all of the activities of initializing the system are under the control of 
the init process. The" 2" refers to entries in the special table /etc/inittab 
used by init to initialize the system to the multiuser state. 

Not all activities, however, can be performed in the multiuser state. For 
example, if you were able to unmount a file system while users were accessing 
it, you would cause a lot of data to be lost. Hence, for unmounting and other 
system administration tasks, there is a need for another state, the single-user 
state. 

The single-user state is an environment in which only the console has 
access to the system and the root file system alone is mounted. You are free 
to do tasks that affect the file systems and the system configuration because 
you are the only one on the system. 
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There are other system states (see Figure 3-1), but first a note of clarifica
tion. One of the more confusing things about the discussion of system states 
is that there are many terms used to identify the same thing: the particular 
operating level of the system. 

Here is a list of frequently encountered synonyms: 

• run state 
run level 
run mode 

• init state 
system state 

Likewise, each system state may be referred to in a number of ways, for 
example: 

• single-user 

• single-user mode 

• run levell, and so on 

In any case, each state or run level clearly defines the operation of the com
puter. Figure 3-1 defines each of them as they pertain to the computer. 

PROCESSOR OPERATIONS 3-9 



Operating Levels 

Run Level Description 

o Power-down state. 

1, s, or S Single-user mode is used to install/remove software 
utilities, run file system backups/restores, and to 
check file systems. Though sand 1 are both used 
to go to single-user state, s only kills processes 
spawned by in it and does not unmount file sys
tems. State 1 unmounts everything except root and 
kills all user processes, except those that relate to 
the console. 

2 Multiuser mode is the normal operating mode for 
the system. The default is that the root (j) and 
user (jusr) file systems are mounted in this mode. 
When the system is powered up, it is put in mul
tiuser mode. 

3 Multiuser/Remote File Sharing mode is used to 
start Remote File Sharing (RFS), connect your com
puter to an RFS network, mount remote resources, 
and offer your resources automatically. (See 
Chapter 10, "Remote File Sharing".) 

4 User-defined run state. 

Figure 3-1: System States 
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How init Controls the System State 
UNIX systems always run in one state or another. The actions that cause 

the various states to exist are under the control of the init process, which is 
the first general process created by the system at boot time. It reads the file 
/etc/inittab, which defines exactly which processes exist for which run level. 

In the case of the multiuser state (run level 2), init scans the file for 
entries that have a tag for the run level (the tag is a 2) and executes every
thing after the last colon (:) on the line containing the tag. These tags 
represent the run levels in the table in Figure 3-2. 

If you look at your /etc/inittab, you'll see something that looks like the 
following. (It is most unlikely that yours will look exactly like this one; 
/etc/inittab changes from one configuration to another.) 

If jetcjinittab was removed by mistake and is missing during shutdown, init 
will enter the single user state (init s). While entering single user state, jusr 
will remain mounted and processes not spawned by init will continue to run. 
You should replace jetcjinittab before changing states again. 
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bchk: :bootwait:/etclbcheckrc </dev/console >/dev/console 2>&1 
brc: :bootwait: /etc/brc 1> /dev/console 2>&1 
mt:23:bootwait:/etc/brc </dev/console >/dev/console 2>&1 
is:2:initdefault: 
rO:O:~it:/etc/rcO 1> /dev/console 2>&1 </dev/console 
r1: 1 :~it: /etc/rc1 1> /dev/console 2>&1 </dev/console 
r2:23:~it:/etc/rc2 1> /dev/console 2>&1 </dev/console 
r3:3:~it:/etc/rc3 1> /dev/console 2>&1 </dev/console 
co: 12345:respaw.n:/etc/getty console console 
00:23:off:/etc/getty ttyOO 9600 
01:23:off:/etc/getty tty01 9600 
iO:23:off:/etc/getty ttyiO 9600 # iSOC 546 Terminal Controller 
i 1 :23:off:/etc/getty ttyi 1 9600 # iSOC 546 Terminal Controller 
i2: 23 : off : /etc/getty ttyi2 9600 # iSOC 546 Terminal Controller 
i3:23:off:/etc/getty ttyi3 9600 # iSOC 546 Terminal Controller 

The format of each line is 

id:level:action:process 

• id is one or two characters that uniquely identify an entry. 

• level is zero or more numbers and letters (0 through 6, s, a, b, and c) 
that determines what level(s) action is to take place in. If level is null, 
the action is valid in all levels. 

• action can be one of the following: 

sysinit 

bootwait 

run process before init sends anything to the system 
console (Console Login:). 

start process the first time init goes from single-user to 
multiuser state after the system is booted. (If initde
fault is set to 2, the process will run right after the 
boot.) init starts the process, waits for its termination 
and, when it dies, does not restart the process. 
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wait 

initdefault 

once 

powerfail 

respawn 

ondemand 

off 

Operating Levels 

when going to level, start process and wait until it's 
finished. 

when init starts, it will enter level; the process field for 
this action has no meaning. 

run process once and don't start it again if it finishes. 

tells init to run process whenever a direct powerdown 
of the computer is requested. 

if process does not exist, start it, wait for it to finish, 
and then start another. 

synonymous with respawn, but used only with level 
a, b, or c. 

when in level, kill process or ignore it. 

• process is any executable program, including shell procedures. 

• # can be used to add a comment to the end of a line. Everything after 
a # on a line will be ignored by init. 

When changing levels, init kills all processes not specified for that level. 
We'll go through more manageable pieces of this table below to get a clearer 
idea of how the system is controlled by init. 

A Look at Entering the Multiuser State 

Powering Up 
When you power up your system, it will enter multiuser state by default. 

(You can change the default by modifying the initdefault line in your inittab 
file.) In effect, going to the multiuser state follows these broad lines (see Fig
ure 3-2): 

1. You turn on the computer. 

2. The operating system is loaded and the early system initializations are 
started by init. 
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3. The run level change is prepared by the jetcjrc2 procepure. 

4. Finally the system is made public via the spawning of gettys along 
the terminal lines. 

KEY 

o ~ USER ACTION 

o = ROUTINE o = SYSTEM STATE 

Figure 3-2: A Look at System Initialization 
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Early Initialization 
Just after the operating system is first loaded into core via the specialized 

boot programs, the init process is created. It immediately scans /etc/inittab 
for entries of the type sysinit: 

zu.: :sysinit:/etc/bzapunix </dev/cansole >/dev/cansole 2>&1 
fs::sysinit:/etclbCheckrc </dev/cansole >/dev/cansole 2>&1 
ck: :sysinit:/etc/setclk </dev/cansole >/dev/cansole 2>&1 

They are executed in sequence and perform the necessary early initializations 
of the system. Note that each entry indicates a standard input/output rela
tionship with / dey / console. This is the way communication is established 
with the system console before the system has been brought to the multiuser 
state. 

Preparing the Run Level Change 
Now the system must be placed in a particular run level. First, init scans 

the table to find an entry that specifies an action of the type initdefault. If it 
finds one, it uses the run level of that entry as the tag it will use to select the 
next entries to be executed. In our sample /etc/inittab, the initdefault entry 
specifies run level 2 (the multiuser state) as the level to select and execute 
other entries: 
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is:2:initdefault: 
s2:23:wait:/etc/rc2 >/dev/oonsole 2>&1 </dev/cansole 
oo:234:respawn:/etc/getty console console 
ct:234:off:/etc/getty cantty 9600 
he:234:respawn:sh -c 'sleep 20 ; exec /etc/hdelogger >/dev/console 2>&1' 
11:234:respawn:/etc/getty -t60 tty11 1200 
12:234:respawn:/etc/getty -t60 tty12 1200 
13:234:respawn:/etc/getty -t60 tty13 1200 

The other entries shown above specify the actions necessary to prepare 
the system to change to the multiuser run level. First, /etc/rc2 is executed. It 
executes all files in /etc/rc2.d that begin with the letter S. It then executes all 
the files in the /etc/rc.d directory, accomplishing (among other things) the 
following: 

• sets up and mounts the file systems 

• starts the cron daemon 

• displays the current system hardware configuration 

• makes uucp available for use, if installed 

• makes line printer (Ip) system available for use, if installed 

• starts a getty for the console 

• starts the hard disk error-logging daemon 

• starts getty on the lines connected to the ports 

• indica tes (ttys) 

At this moment, the full multiuser environment is established, and your 
system is available for users to log in (see Procedures 3.1 and 3.4). 
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A Look at the System Life Cycle 

Changing Run Levels 
In effect, changing run levels follows these broad lines (see Figure 3-3): 

1. The system administrator enters a command that directs in it to exe
cute entries in /ete/inittab for a new run level. 

2. Key procedures, such as fete/shutdown, fete/reO, /ete/re2, and 
/ete/rc3, are run to initialize the new state. 

3. The new state is reached. If it is either state 1 or 5, the system 
administrator can proceed. 
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KEY 

o = USER ACTION 

D = ROUTINE 

o = SYSTEM STATE 

Figure 3-3: A Look at the System Life Cycle 
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Run Level Directories 
Run levels a, 2, and 3 each have a directory of files that are executed in 

transitions to and from that level. These directories are rcO.d, rc2.d, and rc3.d, 
respectively. All files in these directories are linked to files in /etc/init.d. 
The run-level file names look like this: 

500name 

or 

KOOname 

The file names can be split into three parts: 

5 or K The first letter defines whether the process should be 
started (5) or stopped (K) upon entering the new run level. 

00 The next two characters are a number from 00 to 99. They 
indicate the order in which the files will be started (SaO, 
SOl, 502, etc.) or stopped (KOO, KOl, K02, etc). 

name The rest of the file name is the /etc/init.d file name this 
file is linked to. 

For example, the init.d file cron is linked to the rc2.d file and rcO.d file 
K70cron. When you enter init 2, this file is executed with the start option: sh 
575cron start. When you enter init 0, this file is executed with the stop 
option: sh K70cron stop. This particular shell script will execute 
/usr/bin/cron when run with the start option and kill the cron process 
when run with the stop option. 

Because these files are shell scripts, you can read them to see what they 
do. You can modify the files, though it is preferable to add your own since 
the delivered scripts may change in future releases. To create your own 
scripts you should follow these rules: 

• Place the file in /etc/init.d. 

• Link the file to files in appropriate run state directories using the nam
ing convention described above. 

• Have the file accept the start and/or stop options. 
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Going to Single-User Mode 
At times in a given work week, you will need to perform some adminis

trative functions in the single-user mode, such as backing up the hard disk 
onto some diskettes (see Procedure 3.3). The normal way to go to single-user 
mode is through the fete/shutdown command. This procedure executes all 
the files in /ete/re.d directory by calling the /ete/rel procedure, accomplish
ing, among other things, the following: 

• closing all open files and stopping all user processes 

• stopping all daemons and services 

• writing all system buffers out to the disk 

• un mounting all file systems except root 

The entry for single-user processing in the sample /ete/inittab is: 

r1:1:wait:/etc/rc1 1>/dev/console 2>&1 </dev/console 

There are two major ways to start the shutdown processing. 

1. You can enter the shutdown -il command (recommended). 

2. You can enter the init 1 command, which forces the init process to 
scan the table. The first entry it finds is the r1 entry, and it starts the 
shutdown processing. 

Now the system is in the single-user environment, and you can perform the 
appropriate administrative tasks. 
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Run Level 3 
init 3 is used to enter the Remote File Sharing state (run level 3). This 

procedure executes /etc/rc2 and /etc/rc3 to run processes in all directories 
associated with those two states. On top of the multiuser state (state 2) 
processes, the processes in /etc/rc3.d will: 

• start Remote File Sharing and connect you to the Remote File Sharing 
network 

• advertise your resources to remote computers 

• mount remote resources on your computer 

If you are in a Remote File Sharing environment, you may want to change 
your initdefault entry in /etc/inittab from 2 to 3, so you automatically come 
up in Remote File Sharing mode when you reboot. Details on Remote File 
Sharing are discussed in Chapter 10. 
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Introduction 

This chapter covers what you need to know about the disk and cartridge 
tape devices on your computer. The topics are: 

• Disk device types and sizes 

• Tape device sizes 

• Making devices known to the operating system 

• Formatting disks 

• Duplicating disks 

• Verifying disk or tape usability 

• Using the bad block handling feature 

This chapter does not deal with file systems or the information stored on 
disk devices. Those subjects are covered in Chapter 5, "File System Adminis
tration" . 
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Device Types 

Your computer has two types of disk devices: sealed, integral hard disk 
units, and drives for removable diskettes. Possible configurations on the dif
ferent models of the computer permit you to have two or more hard disk 
units. A cartridge tape drive is available on some models. 

All system software and user files are kept on the hard disk device(s). 
The diskette device is used primarily as a means of getting software or user 
files into the system where they can be used, or out of the system for storage. 
The cartridge tape device is used primarily for high-speed file system backups. 

Hard Disk Devices 

Hard disks come in several sizes. The file Jete/partitions contains par
tioning information for some of these. The partioning information for your 
disk can be found after the line which reads diskO:. 

The units are sealed to protect them from dust, smoke, and other contam
inants in the air. Sealing has both advantages and disadvantages. It means 
that your computer can operate without special dust-free climate control, but it 
also means that disk storage packs cannot easily be swapped in and out of 
use. Units that are part of a delivered computer are housed within the 
cabinet. 

Diskette Drives 
Your computer comes with one integral diskette drive. An Expansion 

Module that adds another diskette drive is available as an option. The drive 
accommodates 5-1/4 inch flexible diskettes. (You sometimes hear them called 
"floppy disks.") A diskette holds 360 kilobytes of data on a Multibus 
Machine, and 1.2 megabytes of data on an AT386 Machine. Most microcom
puter software is distributed on diskettes. The standard procedure is to read 
the software in from a diskette and store it on the hard disk device. The 
reverse path is used to make backup copies of data stored on the hard disk. 

It is possible to use the diskette drive(s) as the way to get programs and 
data into main memory for processing. In fact, on smaller microcomputers 
that do not have hard disk units, this is not only possible, but is a must. This 
is not, however, the optimal way of working if hard disks are available. The 
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larger storage capacity and faster access time of the hard disk make it much 
more desirable. In addition, using the diskette drive in this way means it is 
unavailable for its more normal use. 

Cartridge Tape Drive 
Your computer may be equipped with a cartridge tape drive. Cartridge 

tapes provide a more efficient way of storing data files and file systems. Car
tridge tape sizes vary (approximately 10 MB per 100 feet). 

Because you can dump a lot of data to a tape fairly quickly, having a car
tridge tape device may influence the way you do file system backups. Com
plete backups may work better for you than the combination of complete and 
incremental backups. (See Chapter 5, "File System Administration" , for a 
discussion of backups.) 
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Identifying Devices to the Operating System 

Before a disk or tape device can be used on a computer running the UNIX 
operating system, it must be made known to the system. For equipment that 
comes with your computer, the process of identifying devices is part of confi
guration and is done automatically as the system is booted. 

The traditional way of handling the identification is through an entry in 
the jdev directory of the root file system. Of course, an entry in a directory is 
a file (or another directory), and conceptually a disk device is treated as if it 
were a file. There is a difference, however, which leads to the practice of 
referring to devices as "special" files. In the place where a regular file would 
show the character count for the file, for a special file you find two decimal 
numbers called the major and minor numbers. Figure 4-1 shows excerpts 
from the output of commands on a user's directory and the jdev directory 
structure. 
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(a regular file) 

-rw-r----- 1 abc dsg 1050 Nov 23 08:14 dm.al 

(A directory) 

drw-r----- 1 dsg dsg 50, Nov 20 09:10 dr.1 

(Hard disk device files) 

brw-------- 1 root root 17, o Nov 23 15:07 /dev/dsk/OsO 
brw-------- 2 root root 17, 1 Nov 23 15:07 /dev/dsk/Os1 

crw------- 1 root root 17, o Nov 23 15:07 /dev/rdskiOsO 
crw------- 2 root root 17, 1 Nov 23 15:07 /dev/rdsk/Os1 

(Dloppy diskette files) 
brw--rw-rw- 1 root root 0, 34 Nov 23 15:08 /dev/dSk/fOd16t 
brw--rw-rw- 2 root root 0, 33 Nov 23 15:08 /dev/dsk/fOd4d 
brw--rw-rw- 1 root root 0, 32 Nov 23 15:08 /dev/dSk/fOdBd 
brw--rw-rw- 1 root root 0, 35 Nov 23 15:08 /dev/dsk/fOdBdt 
brw--rw-rw- 1 root root 0, 36 Nov 23 15:08 /dev/dSk/fOd9dt 
brw--rw-rw- 2 root root 0, 33 Nov 23 15:08 /dev/sa/diskette 

cwr-rw-rw- 1 root root 0, 34 Nov 23 15:08 /dev/rdsk/fOd16t 
cwr-rw-rw- 2 root root 0, 33 Nov 23 15:08 /dev/rdsk/fOd4d 
cwr-rw-rw- 1 root root 0, 32 Nov 23 15:08 /dev/rdsk/fOdBd 
cwr-rw-rw- 1 root root 0, 35 Nov 23 15:08 /dev/rdsk/fOdBt 
cwr-rw-rw- 1 root root 0, 36 Nov 23 15:08 /dev/rdsk/fOd9dt 
cwr-rw-rw- 2 root root 0, 33 Nov 23 15:08 /dev/rSAIdiskette 

(cartridge tape device files) 

crw-rw-rw- 2 root root 3, 48 Nov 23 15:08 /dev/nrrtO 
crw-rw-rw- 1 root root 3, 49 Nov 23 15:08 /dev/rnmtO 

Figure 4-1: Directory Listing Extracts: Regular and Device Files 
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The extracts from directory listings in Figure 4-1 show a regular file [indi-
cated by the dash (-) in the first position of the line] with these characteristics: 

• It has 1050 characters. 

• The file name is dm.ol. 

• It is owned by user abc who is a member of dsg group. 

• The owner has read/write permission, group members have read per
mission, other users have no permissions. 

There are also device files with these characteristics: 

• Major and minor numbers appear in place of the character count. 

Major is the number of the device controller or driver (actually, an 
offset into a table of devices in the kernel); minor is the identifying 
number of the specific device. 

• There are devices that have identical major and minor numbers, but 
they are designated in one entry as a block device ("a b" in the first 
column) and in another entry as a character device (" a e" in the first 
column). 

Notice that such pairs of files have different file names or are in dif
ferent directories (for example, jdev jmtjOm and jdev jrmtjOm). 

• There are alias names, for example, file diskettel is an alias for fOd4d. 

• The files are owned by root, and no group or other user has any per
mission to use them. This means that only processes with the root ID 
can read from and write to the device files. (The cartridge tape device 
is an exception to this rule.) 

Block and Character Devices 
The identification as a block device or a character device has more to do 

with how the device is accessed rather than with any physical characteristics. 
A block device name is used when the intent is to read from or write to the 
device in logical, 1024-byte blocks. In the UNIX system, standard C language 
subroutines for handling file I/O work with blocks. 
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A character device name is used to read from or write to the device one 
character at a time. A character device is also referred to as a "raw" device. 
This is reflected in the device names or directory names shown in Figure 4-1, 
where the character device version of the diskette drive is in directory 
/dev /rdsk. The character-at-a-time method is used by some file maintenance 
utilities. 

Defining a New Special File 
The need to define new special device files occurs infrequently. When the 

need does occur, however, there is a UNIX system command, mknod(lM), 
available to do it. 

The general format of the mknod command is: 

mknod name b I c major minor 

mknod name p 

The options of mknod are: 

name 

b 

c 

major 

minor 

p 

Specifies the name of the special file. 

Specifies a block device. 

Specifies a character device. 
The or sign ( I ) indicates you must specify one or the other. 

The major number is the slot number. 

The minor number is the physical device. 

Specifies the special file as a first-in, first-out device. This is 
also known as a named pipe. (For more on pipes, see the 
Programmer's Guide.) 
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Formatting and Partitioning 

Formatting a disk or diskette means establishing addressable areas on the 
medium. Partitioning means assigning file systems or other logical units to 
addressable areas. 

Formatting Disks 
Before a disk or diskette can be used for storage of information, it must be 

formatted. Until the medium is formatted, its surfaces are simply uncharted 
areas treated with a substance that accepts and holds magnetic charges. For
matting imposes an addressing scheme onto these magnetic surfaces. For both 
disks and diskettes, formatting maps both sides of the disk into tracks and sec
tors that can be addressed by the disk controller. On hard disks, a portion of 
the disk is reserved for data having to do with the specific disk. The volume 
table of contents (VTOC) shows how the partitions on the disk are allocated. 
An additional use of the reserved area is to map portions of the disk that may 
not be usable. Formatting a previously used disk or diskette, in addition to 
redefining the tracks, erases any data that may be there. 

You will have much more need to format diskettes than hard disks. It is 
good practice to format an entire box of diskettes at the time the box is first 
opened. By formatting diskettes on a box basis, you avoid the problem of 
keeping track of which ones are or are not formatted. If the box is open, it 
means all diskettes in it are formatted. If you tend to use several different 
diskette formats, you should label the box with the device name the diskette 
was formatted on. 

Diskettes are formatted by the UNIX system format(lM) command or the 
sysadm format(1) subcommand. 

The mkpart(lM) command is used to format and maintain the VTOC 
information on hard disks. This is done automatically for you during the 
installation process for the primary hard disk. If you wish to add an addi
tional hard disk, you can use the UNIX system adddisk(lM) command. 
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Hard Disk Partitioning 
The UNIX system mkpart(lM) procedure establishes hard disk partitions 

according to information in a partitions file. The default, located in 
jete/partitions, partitions are fundamentally a compromise. After your system 
has been in operation for a few months, you may come to feel that a different 
arrangement would better serve the needs of your users. For more informa
tion about how to change your partitions, read the mkpart(lM) manual page 
(in the System Administrator's Reference Manual), which gives information on 
changing partitions using mkpart. 

The file jete/partitions contains information for hard disk partitioning. 
The default information for your hard disk can be found after the line which 
reads" diskO:." 

Planning to Change Hard Disk Partitions 
The basic question in reaching a decision about re-partitioning your hard 

disk devices is whether you would be better off having a larger number of 
smaller file systems, or staying with jusr (and jusr2, if present) for which the 
default is all the available space. Here are some subordinate questions that 
bear on the basic one: 

• What group-IDs are defined? Do we have the right number of groups 
and are users assigned to them appropriately? 

• What is the nature of the processing done by the user groups? 

Does their work require temporary data storage? Is there a big 
difference between the type of processing done by one group and that 
done by others? 

• Have we added, or are we planning to add, system software that 
changes our thinking about space requirements? 

If you decide that a re-partitioning is needed, it must be done with a full 
system backup and restore. The adddisk(lM) command can be used to rede
fine partitions on disks other than the root disk if they are first backed up and 
then restored. 
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Changing Partitions to Increase Swap Space 
If you frequently get console messages warning of insufficient memory, it 

may mean that the system's current configuration of main memory and swap 
area is insufficient to support user demands. Before adding more main 
memory, an alternate solution is to expand the swap area (on either single of 
multiple hard disk systems). 

Additional swap space is added to the primary disk's swap space (usually 
without affecting any secondary disk's data) by a full backup and restore pro
cedure. Extra swap area can be allocated on a secondary disk (instead of your 
primary disk) using adddisk(lM). If this procedure is used, you must inform 
the UNIX system kernel of the existence of the new swap space using the 
swap(lM) command. Before you run either procedure, there are three things 
that you should do first: 

1. Find out about your present partitions using the mkpart(lM) com
mand, or use the sysadm hard disk menu to get the information. 

2. Decide what the new partition sizes should be. (The disk is already 
fully allocated, so increasing the size of the swap partition means that 
you have to reduce the size of one of the other partitions.) 

3. Do a complete backup (see procedure 5.4) of the disk you intend to 
change. (The process of changing partitions is going to erase every
thing that is already there.) 
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Other Disk Operations 

Additional operations you may need to perform from time to time are 
duplicating disks and verifying the usability of a disk. 

Duplicating Disks 
The contents of an existing diskette are copied to another diskette by 

using the dd(l) command or the sysadm cpdisk(l) subcommand. If your 
computer has a single diskette drive, the contents of the diskette to be dupli
cated are first copied to a temporary file on the hard disk. When dd is used, 
either the character or the block device can be specified, but the same device 
(character or block) must be specified for the entire procedure. The source 
diskette is then replaced and the temporary file copied to the destination 
diskette. 

While any file system can be used for the temporary file space, it is wise 
to use space in either jtmp or jusrjtmp. Files in those two directories are 
automatically deleted during the transition to the multiuser mode (run-level 
2). No matter which directory is specified, a minimum of 2500 blocks must be 
available (free) in that file system to use as the temporary file space. If you 
have more than one diskette drive, the temporary file on hard disk is not 
needed. 

Verifying Usability 
An option, -E, of the format(IM) command performs a verification check 

to see if the formatting was done without error. When a diskette contains 
data, however, a different procedure must be used to find out if the diskette is 
usable (that is, can be read from accurately). 

The integrity of the storage medium of a formatted diskette can be verified 
without changing the data on the disk by using the dd(l) command. The 
technique is to copy the data on the disk to j dev jnull. Either the character 
(fdev jrSAjdiskettel) or the block (fdev jSAjdiskettel) device can be speci
fied as the source. On completion, the dd command reports the number of 
whole and partial data blocks processed (input and output). A "good" 
diskette provides 158 blocks (4608-byte blocks). The block size of 4608 is the 
number of bytes per track (9 times 512 bytes). Specifying a block size that 
matches the number of bytes per track is the most efficient way to do the 
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verify procedure. By directing the output to a null file (f dey /null), this pro
cedure is independent of the amount of free disk space, and it requires no file 
cleanup at the end of the copy. 
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The Bad Block Handling Feature 

This feature applies only to hard disk device(s). There is no comparable 
feature for diskettes. 

The 80386 computer has a software feature called bad block handling. 
The purpose of this feature is to extend the useful life of the integral hard disk 
by providing mechanisms for: 

• Detecting blocks that are no longer usable 

• Restoring the usability of the disk in spite of the bad blocks that exist 

It should be pointed out that new bad blocks are seldom found, particu
larly with sealed disks, as long as you take reasonable precautions against 
movement or vibration of the computer while the disk is still spinning. But 
when a new bad block does occur, the data stored in the bad block is lost and 
the disk may be unusable in that state. 

The bad block handling feature addresses the problem of restoring the 
usability of the disk. However, you must address the data loss yourself with 
whatever backup procedures you deem appropriate for your situation. Backup 
procedures are also needed to protect against operational errors and other 
types of hardware failures. These other problems, particularly operational 
errors, are the dominant cause of data loss on a system. Regular system back
ups provide protection against operational errors as well as protection against 
lost data due to bad blocks. A discussion of backup procedures can be found 
in Chapter 5, "File System Administration". 

When Is a Block Bad? 
A block is bad when it cannot reliably store data. This is discovered only 

when an attempt is made to read the data and the read fails. 

To make life more difficult, a read fail does not always guarantee a bad 
block. A read fail might also mean problems in the format of a disk, a failure 
in the controller or the hardware. A write fail generally signals a problem 
with the format of the disk or a more basic failure in the disk or disk con
troller hardware. While all failures are reported, the bad block handling 
feature does not distinguish genuine bad blocks from format problems or 
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hardware problems. To fix problems of those types, you will need to reformat 
the disk or get the hardware repaired. In either case, you should call a service 
representative. Several distinct failures occurring about the same time should 
also prompt you to contact your service representative to check them out. 

What Makes a Block Unreliable? 
A disk is an analog medium used to store digital data. The analog 

phenomena involve the magnetic properties of the film coating on disk sur
faces. The data are recorded with a very high bit density to get millions of 
bits in a small space. Because of the density, the significance of small varia
tions in the magnetic properties of the recording medium become magnified. 
The variations mean that a given portion of the medium may prefer to 
represent some bit patterns and dislike representing others. Normally, these 
preferences are insignificant compared to the signal level thresholds. When 
variations pass the point of being insignificant, the disk has a bad block. If 
the data pattern in a block matches the preferences in the recording medium, 
the bad block may escape recognition for a while. If the disk is active, how
ever, the block will eventually be judged unreliable. 

How Are Bad Blocks Fixed? 
It is not really so much that a bad block is fixed, but that the system finds 

a way to live with it. A small portion of the disk is set aside from the nor
mally accessible portion of the disk. This portion, call it the media-specific 
data area, cannot be reached by normal UNIX system commands and system 
calls. This reserved portion of the disk contains a description of the properties 
of the disk and other media-specific data. 

The media-specific data portion of the disk includes a set of blocks called 
the surrogate image region. The mechanism for preserving the apparent 
accessibility of most disk blocks is to use surrogate image blocks to contain the 
data that were to have been stored in the bad blocks. The media-specific data 
also includes a mapping table that maps bad blocks on the disk to these surro
gate image blocks. The disk driver software in the operating system translates 
disk accesses so the data are read from or written to the surrogate image 
block. This disk address translation is transparent to the calling software. 

Most disks come with a few manufacturing defects. Bad blocks detected 
in the manufacturer's quality control checks are identified on a label when the 
unit is delivered. The bad block handling feature provides special software for 
remembering bad blocks that have been found and for mapping any addi
tional ones that are found. If a surrogate block becomes bad, the software 
even remaps the original bad block to a new surrogate block. 
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A Few Blocks Cannot Be Mapped 
A few special blocks, all in the media-specific data portion of the disk, 

cannot be mapped: 

• the disk block containing the physical description of the disk 

• the disk block(s) containing the mapping table 

All other blocks, including surrogate image blocks, can be mapped. 

When Are Bad Blocks Detected? 
Bad blocks are detected when input/output disk operations fail for several 

successive attempts. This means that data being input or output are lost, but 
the system can restore use of the disk by mapping bad blocks to surrogate 
blocks that are readable. 

Often Asked Questions 
Why doesn't the system try to discover that a given block is bad while 

the system still has the data in memory? 

Besides the undesirable increase in system size and complexity, severe 
performance degradation would result. Also, a block can become a bad 
block after the copy in memory no longer exists. 

Why doesn't the system periodically test the disk for bad blocks? 

Reading blocks with their current contents may not show a bad block 
to be bad. A thorough bit pattern test would take so long that you 
would never run it, even assuming a thorough test could be devised 
using ordinary write/read operations. The disk manufacturer already 
has tested the disk using extensive bit pattern tests and special 
hardware. All manufacturing defects have been dealt with already. 

Why are disks with manufacturing defects used? 

Allowing the disks to contain a modest number of manufacturing 
defects greatly increases the yield, thereby considerably reducing the 
cost. Many systems, including this one, take advantage of this cost 
reduction to provide a more powerful system at lower cost. 
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How Bad Block Handling Works 
The bad block handling feature provides the mechanisms to detect and 

add new bad blocks to the existing map. This procedure is not totally 
automated, and requires that the system operators keep an exact log of hard 
disk error messages as they are printed on the system console. 

An understanding of the ways of referring to disk blocks helps in under
standing the examples that follow. 

• An absolute sector number is an integer. 

• A drive number is an integer number denoting a particular drive on a 
disk controller board. 

• A controller number is an integer number denoting a particular con
troller board on an 80386 machine. 

All bad block error messages appearing on the console will contain these 
three numbers. 

A Bad Block Handling Scenario 
Sometime during normal operations, an error message appeared on the 

console listing an absolute sector number, a drive number, and a controller 
number. This message was carefully logged by the operator. Eventually, the 
same message shows up several times in the log and the System Administra
tor decides the sector is bad (after exhausting the other possibilities mentioned 
earlier in this chapter). 

The absolute sector number was 14000, the drive was 0, and the controller 
was O. 
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Replacing New Bad Blocks 
In order to add this bad block to the existing mapping, the System 

Administrator uses the sysadm addbadblocks subcommand. 

He goes through the following procedure: 

sysadm addbadblocks 

Running subcoomand addbadblocks fran menu harddiskm3mt 

Any time you want to quit, type "q". 
If you are not sure how to answer any pranpt, type "?" for help, 
or see the appropriate manual. 
If a default appears in the question, press <REItJRN> for the default. 

enter the drive number: 0 
enter the controller number: 0 
Enter absolute sector number [? ,q]: 14000 

This is the infonna.tion for the bad area: 
Drive # : 0 
Controller # : 0 
Absolute Sector # 14000 
Disk Name: diskO 

Do you want to install or skip this entry [i, s, q]? i 

Do you wish to add another bad block? [y, ,n, q]? n 

Disk Identification 
These mechanisms support both single-disk and multi-disk models of your 

computer. To avoid confusion, and to support all possible configurations, 
disks are identified by their major/minor device numbers. Messages printed 
out by bad block handling use the major/minor numbers rather than any 
other name. The utilities of this feature can be given these names as argu
ments when more specialized operations must be used. 

DISK/TAPE MANAGEMENT 4-17 



Handling Bad Blocks 

Dealing With Data Loss 
Although the useful life of disk hardware has been greatly extended 

through the bad block handling feature, keep in mind that when a bad block 
has been logged, any data in the block have been lost. You must be prepared 
to restore files or file systems that are important to you. Under rare cir
cumstances, you might also need to have your disk reformatted if you lose the 
Volume Table of Contents (VTOC) block. You may need to restore the special 
code (the program) for booting the system (it is not in a file system). 
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Introduction 

How the File System is Organized 
A primary function of the UNIX operating system is to support file sys

tems. In the UNIX system, a file is a one-dimensional array of bytes with no 
other structure implied. Files are attached to a hierarchy of directories. A 
directory is merely another type of file that the user is permitted to use, but 
not to write; the operating system itself retains the responsibility for writing 
directories. The combination of directories and files make up a file system. 
Figure 5-1 shows the relationship between directories and files in a UNIX file 
system. The circles represent directories. 

Figure 5-1: A UNIX System File System 

The starting point of any UNIX file system is a directory that serves as the 
root. In the UNIX operating system there is always one file system that is 
itself referred to by that name, root. Traditionally, the root directory of the 
root file system is represented by a single slash (f). The file system 
diagrammed in Figure 5-1, then, is a root file system. If we graft another file 
system onto root at a directory called, for example, jusr, the result can be 
illustrated by the diagram in Figure 5-2. 
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jusr file system : L _____________________ ~ 

Figure 5-2: Adding the jusr File System 

A directory such as Jusr is referred to in various ways. You sometimes 
see the terms "leaf" and "mount point" used to describe a directory that is 
used to form the connection between the root file system and another mount
able file system. Regardless of the terms used, such a directory is the root of 
the file system that descends from it. The name of that file system is, coin
cidentally, the name of the directory. In our example, the file system is Jusr. 

The diagrams in Figures 5-1 and 5-2 may be a convenient representation 
of the file and directory structure of file systems, but it is not a particularly 
accurate, or helpful, way of illustrating how a file system is known to the 
UNIX operating system. The operating system views a file system as an 
arrangement of addressable blocks of disk space that can be classified in four 
categories: 
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• block a 
• block 1: the super block 

• a variable number of blocks comprising the i-list 

• a variable number of storage blocks: most contain data, some contain 
the freelist and indirect addresses 

This scheme is illustrated in Figure 5-3. 

block a 
Reserved 

block 1 

Super block 

block 2 
0 

0 

0 

0 I-nodes 
0 

block n 

block n+l 
0 

0 

0 Storage blocks 
0 

0 

end of file system 

Figure 5-3: The UNIX System View of a File System 
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Block 0 
Block 0, although considered to be part of the file system, is actually not 

used by it. It is reserved for storing booting procedures. Not all file systems 
are involved in booting. For a file system that is not, block 0 is left unused. 

Block 1: the Super Block 
Much of the information about the file system is stored in the super block, 

including such things as 

• file system size and status 

o label, file system name 

o size in physical and logical blocks 

o read-only flag 

o super block modified flag 

o date and time of last update 

• i-nodes 

o total number of i-nodes allocated 

o number of i-nodes free 

o array containing 100 free i-node numbers 

o an index into the free i-node number array 

• storage blocks 

o total number of free blocks 

o array containing 50 free-block numbers 

o an index into the free-block number array 

A diagram of the fields in the super block is shown in Figure 5-4. Note 
that the super block does not maintain complete lists of free i-nodes and free 
blocks, but only enough to meet current demands as the file system is used. 
At almost any time, unless the file system is close to running out of i-nodes 
and storage blocks, there is sure to be more free i-nodes and blocks than are 
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listed in the super block. The information about them is kept in one of the 
storage blocks. 

Miscellaneous Information 

- logical/physical disk sizes 

- super block modified flag 

- read-only system flag 

- current date of last update 

- label or name 

I-node Information 

- total number of i-nodes 

- total free i-nodes 

- array of free i-node numbers 

- index into inumber array 

Block Information 

- total number of free blocks 

- array of free block numbers 

- index into array of 
free block numbers 

Figure 5-4: The Super Block 

I-Nodes 
The term "i-node" stands for information node. (You will often see it 

spelled with no hyphen: inode.) The same formulation is used in other refer
ences to things associated with i-nodes. For example, the list of i-nodes is 
referred to as the i-list (or ilist); an i-number is the position of an i-node in the 
i-list. 
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The i-node contains all the information about a file except for its name, 
which is kept in a directory. An i-node is 64 bytes long, so there are 8 i
nodes to a physical block. There is no set number of blocks occupied by the 
i-node list; it depends on how many i-nodes are specified at the time the file 
system is created. An i-node contains: 

• the type and mode of file: type is regular (-), directory (d), block (b), 
character (c), or FIFO, also known as named pipe, (p); mode is the set 
of read-write-execute permissions 

• the number of links to the file 

• the owner's user-id number 

• the group-id number to which the file belongs 

• the number of bytes in the file 

• an array of 13 disk block addresses 

• the date and time last accessed 

• the date and time last modified 

• the date and time created 

The array of 13 disk block addresses is the heart of the i-node. The first 
10 are direct addresses; that is, they point directly to the first 10 storage blocks 
of the contents of the file. If the file is larger than 10240 characters, the 11th 
address points to an indirect block that contains 256 more block addresses; the 
12th address points to a double indirect block that contains the addresses of 
another 256 indirect blocks each of which contains the addresses of 256 
storage blocks. Finally, and we're now up to files larger than 67,381,248 
bytes, the 13th address in the array is the address of a triple indirect block 
that contains the addresses of 256 double indirect blocks, and so on. The 
theoretical maximum size of a UNIX system file is well beyond the limits of 
the amount of disk storage on your computer. Figure 5-5 illustrates this 
chaining of address blocks stemming from the i-node. 
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Figure 5-5: The File System Address Chain 

Storage Blocks 
The remainder of the space allocated to the file system is taken up by 

storage blocks, also called data blocks. For a regular file, the storage blocks 
contain the contents of the file. The contents are undefined. For a directory, 
the storage blocks contain 16-byte entries (64 to a block). Each entry 
represents a file or subdirectory that is a member of the directory. An entry 
consists of 2 bytes for the i-number and 14 bytes for the file name of the 
member file or subdirectory. 
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Free Blocks 
Blocks not currently being used as i-nodes, as indirect address blocks, or 

as a storage blocks are chained together in a linked list. Each block in the list 
carries the address of the next block in the chain. 

Summary 
What we have described thus far is an abstract view of a UNIX file sys

tem, the components of a file system, and something of the way they relate to 
each other. In later sections of this chapter we will see how file systems are 
stored on disks, and what happens to a file system when it is in use. 
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and the Storage Device 

In the UNIX system, file systems reside on random-access disk devices. 
(You can put a file system on tape, but that is almost always for backup secu
rity rather than for actual access.) Before you can install a file system on a 
disk there are some preliminaries that must be taken care of. The material in 
this part of the chapter is a summary of material described in more detail in 
Chapter 4, "Disk/Tape Management". 

Disk Format 
Before a disk can be used by the UNIX system it must be formatted into 

addressable sectors. 

A disk sector is a portion of the storage medium that can be addressed by 
the disk controller. On the AT386, that portion is 512 bytes, and on the Mul
tibus machine the portion is 1024 bytes. 

Hard disk units on your computer are formatted when installed. The only 
time they might need to be reformatted would be after a catastrophic 
hardware failure. We recommend that you contact your service representative 
if such an event occurs. 

Diskettes are made to be usable in more than one machine. Manufactur
ers produce diskettes unformatted, leaving it to customers to format them for 
the particular machine on which they are to be used. The commands to use 
are: 

format(lM) to format a diskette 

sysadm format(1) to format a diskette using the System Administration 
DISK MANAGEMENT menu 

The mkpart(lM) command is used to define a volume table of contents 
(VTOC) for a formatted hard disk (see "Partitions" which follows). 
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Partitions 
The next level in disk formatting is partitions. On the 80386 computers, 

up to 16 partitions can be defined on a hard disk device; up to 5 partitions on 
a diskette. On a hard disk, the mkpart(1M) command is used to tie the start
ing points of partitions to sector numbers (sectors are numbered from 0 to 
however many the disk holds). The number of sectors allocated to a partition 
is specified, and a tag that is a hex code tells what the intended use of the 
partition is. Some partition tags are reserved. The list below shows tags that 
are reserved on the 80386 computer. 

Name Number 

ENTIRE DEVICE 0 
ROOT 1 
SWAP 2 
USR 3 
USR2 4 
DOS 5 
BOOT 6 
ALTERNATE SECTOR 7 
DIAGNOSTICS 8 
AVAILABLE 9-15 

When you first get your 80386 computer, the primary hard disk device 
has already been formatted, and the partitions assigned are something like 
this: (the example shown is for a 40MB Quantum disk drive) 

TYPE "mkpart -t -p diskO" TO GET THE INFORMATION YOU NEED 
TO FILL IN THE CHART ON PAGE 5-11 

REMEMBER: 

/dev/[r]dsk/Osn REFERS TO DRIVE 0 PARTITION n. 
/dev /[r]dsk/1sn REFERS TO DRIVE 1 PARTITION n. 

FOR THE SECOND DISK CONTROLLER, PREPEND "c1d" TO THE 
DRIVE/PARTITION NAME (Le., /dev/dsk/c1dOs1 IS CONTROLLER 
#1, DRIVE 0, PARTITION 1) 
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40-Megabyte Hard Disk Drive 
(blocks per cylinder = 72) 

(rotational gap = 2) 

Disk Sector 
Partition Use Start Size* I-Nodes 

OsO DISK 0 36864 -

Osl ROOT 4464 32184 8032 
Os2 SWAP 144 4320 -

Os3 unassigned - - -

Os4 unassigned - - -

Os5 unassigned - - -

Os6 BOOT 0 18 -

Os7 ALTERNATES 18 62 -

Os8 NONUNIX 36648 216 -

* Size is 1024-byte blocks on the Multibus 1 and 512-byte blocks on the 
AT386. 

Figure 5-6: Disk Partitions, 40-Megabyte Drive 

The illustration shows two file systems defined on this drive: the root file 
system and one called /usr. Tables showing the default partitioning for all 
supported devices are in Appendix A. 

Size Limitations 
The maximum number of blocks that can be allocated to a file system is 

close to the total number of sectors on the disk device. This maximum may be 
reduced by space set aside for swapping or paging. 

The maximum number of i-nodes that can be specified is 65,500. 

The size of a block on a disk, on an AT386 machine, is 512 bytes. The 
size of a block on a Multibus I machine is 1024 bytes. On both computers the 
size of a logical block is 1024 bytes. Subroutines that handle file lIO work 
with logical blocks of lK rather than with the 512-byte physical blocks. 
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What we have discussed so far has been the organization of a UNIX file 
system on paper and on the physical storage disk. We now want to describe 
what the UNIX system does with a file system when it is being used. 

Tables in Memory 
When a file system is identified to the UNIX system through a mount(lM) 

command, an entry is made in the mount table, and the super block is read 
into an internal buffer maintained by the kernel. Parts of the super block that 
are most needed in memory are the lists of free i-nodes and free storage 
blocks, and the flags and time fields that are constantly being modified. 

The System I-Node Table 
The UNIX system maintains a structure known as the system i-node table. 

Whenever a file is opened, its i-node is copied from the secondary storage 
disk into the system i-node table. If two or more processes have the same file 
open, they share the same i-node table entry. The entry includes, among 
other things: 

• the name of the device from which the i-node was copied 

• the i-node number or i-number 

• a reference count of the number of pointers to this entry 
(A file can be open for more than one process.) 

A diagram of the system i-node table is shown in Figure 5-7. 
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I-node chain pointers 

Free-list chain 

Flag 

Waiting count for i-node 

Reference count 

Device where i-node resides 

I-number 

Mode 

Number of links 

User-ID of owner 

Group-ID of owner 

Size of file 

Figure 5-7: The System I-Node Table 

The System File Table 
The system maintains another table called the system file table. Because 

files may be shared among related processes, a table is needed to keep track 
of which files are accessible by which process. For each file descriptor, an 
entry in the system file table contains: 
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• a flag to tell how the file was opened (read/write) 

• a count of the processes pointing to this entry 
(When the count drops to zero, the system drops the entry.) 

• a pointer to the system i-node table 

• a pointer that tells where in the file the next I/O operation will take 
place 

The Open File Table 
The last table that is used to provide access to files is the open file table. 

It is located in the user area portion of memory. There is a user area for each 
process and, consequently, an open file table for each process. An entry in 
the open file table contains a pointer to the appropriate system file table entry. 
Figure 5-8 shows how these tables point to each other. 
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Figure 5-8: File System Tables and Their Pointers 

System Steps in Accessing a File 

In the next few paragraphs we describe steps followed by the operating 
system in opening, creating, reading, or writing a file. 
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Open 
Suppose we give the path name /a/b to the open(2) system call. [Our 

program probably uses the fopen(3) subroutine from the standard I/O library, 
but that in turn invokes the system call.] 

1. The operating system sees that the path name starts with a slash, so 
the root i-node is obtained from the i-node table. 

2. Using the root i-node, the system does a linear scan of the root direc
tory file looking for an entry "a". When "a" is found, the operating 
system picks up the i-number associated with "a". 

3. The i-number gives the offset into the i-node list at which the i-node 
for "a" is located. At that location, the system determines that "a" is 
a directory. 

4. Directory" a" is searched linearly until an entry "b" is found. 

5. When "b" is found, its i-number is picked up and used as an index 
into the i-list to find the i-node for "b". 

6. The i-node for "b" is determined to be a file and is copied to the sys
tem i-node table (assuming it's not already there), and the reference 
count is initialized. 

7 . The system file table entry is allocated, the pointer to the system i
node table is set, the offset for the I/O pointer is set to zero to indi
cate the beginning of the file, and the reference count is initialized. 

8. The user area file descriptor table entry is allocated with a pointer set 
to the entry in the system file table. 

9. The number of the file descriptor slot is returned to the program. 

The linear scan algorithm for locating the i-node of a file illustrates why it 
is advisable to keep directories small. Search time is also speeded up by keep
ing subdirectory names near the beginning of a directory file. [Use dcopy(1M) 
to do this.] 
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Create 
Creating a file [the creat(2) system call] has these additional steps at the 

beginning: 

1. The super block is referenced for a free i-node number. 

2. The mode of the file is established [possibly and-ed with the comple
ment of a umask entry; see umask(2)] and entered in the i-node. 

3. Using the i-number, the system goes through a directory search simi
lar to that used in the open system call. The difference is that in the 
case of creat the system writes the last portion of the path name into 
the directory that is the next to last portion of the path name. The i
number is stored with it. 

Reading and Writing 
Both the read(2) and write(2) system calls follow these steps: 

1. Using the file descriptor supplied with the call as an index, the user's 
open file table is read and the pointer to the system file table 
obtained. 

2. The user buffer address and number of bytes to read(write) are sup
plied as arguments to the call. The correct offset into the file is read 
from the system file table entry. 

3. (Reading) The i-node is found by following the pointer from the sys
tem file table entry to the system i-node table. The operating system 
copies the data from storage to the user's buffer. 

4. (Writing) The same pointer chain is followed, but the system writes 
into the data blocks. If new direct or indirect blocks are needed, they 
are allocated from the file system's list of free blocks. 

5. Before the system call returns to the user, the number of bytes 
read(written) is added to the offset in the system file table. 

6. The number of bytes read or written is returned to the user. 
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Files Used by More Than One Process 
If related processes are sharing a file descriptor [as happens after a fork(l)] 

they also share the same entry in the system file table. Unrelated processes 
that access the same file have separate entries in the system file table, because 
they may be reading from or writing to different places in the file. In both 
cases the entry in the i-node table is shared; the correct offset at which the 
read or write should take place is tracked by the offset entry in the system file 
table. 

Path Name Conversion 
The directory search and path name conversion take place only once as 

long as the file remains open. For subsequent access of the file, the system 
supplies a file descriptor that is an index into the open file table in your user 
process area. The open file table points to the system file table entry where 
the pointer to the system i-node table is picked up. Given the i-node, the sys
tem can find the data blocks that make up the file. 

Synchronization 
The above description, while complex, may seem rather neat and orderly. 

The situation is complicated, however, by the fact that the UNIX system is a 
multitasking system. To give some tasks prompt attention, the system may 
make the decision that other tasks are less urgent. In addition, the system 
keeps a buffer cache and a cache of free blocks and i-nodes in memory 
together with the super block to provide more responsive service to users. 
The stability that comes from having every byte of data in a file immediately 
written to the storage disk is traded for the gain of being able to provide more 
service to more users. 

In normal processing, disk buffers are flushed periodically to the disk dev
ices. This is a system process that is not related directly to any reads or writes 
of user processes. The process is called" synchronization." It includes writ
ing out the super blocks in addition to the disk buffers. The sync command 
can be used to cause the writing of super blocks and updated i-nodes and the 
flushing of buffers. It is worth noting, however, that the return from the com
mand simply means that the writing was scheduled, not necessarily com
pleted. For this reason, many people enter the command twice in a row to 
introduce delay. 
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Search Time 
There are two things that have a bearing on the amount of time the sys

tem needs to spend in looking for and reading in a file: 

• the size of the directories being searched 

• the size of the file itself 

As described above, when the UNIX system is locating a file to be opened, 
it searches linearly through all the directories in the path name. Search time 
can be reduced in two ways: 

1. Keep the number of entries in a directory low. Unless compressed 
with dcopy(lM), a directory retains it largest size. If you have a direc
tory that has had more than 640 entries you have reached the point of 
indirect addresses. 

2. Move subdirectory names to the start of the directory. The dcopy(lM) 
utility has an option that does this. When subdirectory names are 
grouped at the start of a directory, the system finds a match with less 
searching. 

Large files are slower to read because of the need to chain through indirect or 
double indirect addresses. 

Holes in Files 
When a file is created by a program, rather than by a person using an edi

tOf, the program may seek to locations in the file that are blocks away from 
where previous data in the file were stored. Imagine a program that has writ
ten to blocks 1 and 2 of a file. Those storage blocks are pointed to from the 
i-node. If the program seeks to block 5 and writes data there, the fifth 
address pointer in the i-node will hold a live address, but the third and fourth 
will still be zeros pointing to nothing. The file is now said to have a hole in 
it. There is nothing really serious about this; the blocks used by the file are 
the ones that have been written to. If the file system is reorganized [for exam
ple, by dcopy(lM)], storage blocks will be assigned to blocks 3 and 4; 
addresses will be added to the i-node; the storage blocks will be taken off the 
free list and initialized to zeros. 
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Summary 
We have tried in this section to give you an understanding of how the 

UNIX operating system controls file systems. Seeing how things are supposed 
to work can give us an appreciation of the steps that must be taken to keep a 
file system consistent. 
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Creating a File System and Making it Available 
Once a disk is formatted the next step is to define the file system. The 

mkfs(lM) command is used for this purpose. The sysadm makefsys(l) com
mand can be used to define a file system on diskette or cartridge tape. 

Using mkfs 
The mkfs command has two formats: 

mkfs special_file blocks[:i-nodes] [gap blocksjcyl] 
mkfs special_file prototype [gap blocks j cyl] 

Notice that in neither format is the file system actually given a name; it is 
identified by the file name of the special device file on which it will reside. 
The special device file, traditionally located in the directory jdev, is tied to the 
identifying controller and unit numbers (major and minor, respectively) for the 
physical device. 

In the first format the only other information that must be furnished on 
the mkfs command line is the number of 512-byte blocks the file system is to 
occupy. The second format lets you include that information in a prototype 
file that can also define a directory and file structure for the new file system, 
and it even allows for reading in the contents of files from an existing file sys
tem. 

Both formats let you specify information about the interrecord gap and the 
blocks per cylinder. If this information is not given on the command line, 
default values are used. Figure 5-9 shows the recommended values for use 
with the mkfs command for devices supported on the 80386 computer. The 
recommended values are different from the defaults used by the command 
(check Appendix A). In the first mkfs format, even though the number of 
blocks in the file is required, the number of i-nodes may be omitted. If the 
number of i-nodes is omitted, the command uses a default value of one i-node 
for every four logical storage blocks. 
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Device 
Physical Blks/Cyl 

Gap Size 
MB1 AT/386 

40M Quantum 72 136 2 
75M Toshiba 90 170 2 
140M Maxtor 135 255 2 
20M Miniscribe 36 68 2 
40M Seagate 40 85 2 
40M Micropolis 54 102 2 

Figure 5-9: Interrecord Gap and Blocks/Cylinder Recommendations 

If you use the first format of mkfs, the file system is created with a single 
directory. If you use a prototype file, as noted above, it can include informa
tion that causes the command to build and initialize a directory and file struc
ture for the file system. The format of a prototype file is described in the 
mkfs(lM) pages of the System Administrator's Reference Manual. Note that the 
sysadm makefsys subcommand has no provision for the use of prototype 
files. 

Relating the File System Device to a File System 
Name 

A UNIX file system is generally referred to by the name of the highest 
level directory in its hierarchy. The file system shown in Figure 5-2 at the 
beginning of this chapter is called /usr because that's the directory it is tied 
to. Similarly, the root file system is called that because its first directory is 
"root" [represented in UNIX system parlance by a slash (/)]. But we saw 
above that when the file system was created, the only name on the command 
line (other than the name of a prototype file, if you used that option) was the 
name of a special device file. There are a couple of ways in which the file 
system name and the directory name can be tied together. 

The first, and most explicit, is through the labelit(lM) command. labelit 
makes the connection between the device special file and the mounted name 
of the file system. It writes the name of the file system, that is, its highest 
level directory, into a field in the super block. When labelit is used for 
removable file systems, such as those on diskette, one command line 
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argument can be the identifying number of a volume. This number, too, is 
stored in a field in the super block, but it is common practice to write it on a 
self-adhesive label that is attached to the diskette or tape that holds the file 
system. 

The connection between the device and the file system name is also made 
by the mount(lM) command. This step is mandatory if the file system is to 
be available to users. 

Mounting and Unmounting File Systems 
For a file system to be available to users, the UNIX system has to be told 

to "mount" it. The root file system is always mounted as part of the boot 
procedure. The lusr file system, which may be on the same disk device as 
root, is also automatically mounted as the system is being brought up to mul
tiuser mode. The issuing of the mount command that brings these two file 
systems on line is hidden in start-up shell procedures. Regardless of whether 
the mount command is hidden or not, its execution causes the file system on 
a specified disk device to be listed in an internal UNIX system table (called the 
mount table, or letc/mnttab) paired with the directory that is specified. For 
example, the command 

# mount I dev I dsk/Os3 lusr 

tells the system that Idev Idsk/Os3 contains a file system that begins at direc
tory lusr. 

The mount command has other arguments. See the System Administrator's 
Reference Manual for complete details. 

If you try to change directories [cd(l)] to a directory in lusr before the 
mount command is issued, the cd command will fail. Until the mount com
mand completes, the system does not know about any of the directories 
beneath lusr. True, there is a directory lusr (it must exist at the time the 
mount command is issued), but the structure of files and directories below 
that remain hidden from the UNIX system until the mount. 
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It is common practice for small file systems to be contained completely on 
one diskette. A diskette can hold as much as 760 512-byte blocks on a Mul
tibus I, and 2400 512-byte blocks on an AT386. That's close to 3/4 of a 
megabyte. You can define file systems on diskette and use them either for 
storage or for live access. Using a diskette for live access has the following 
two disadvantages: 

1 . The access time is not as fast as the hard disk. 

2. It ties up the diskette device. 

It is more common for users to copy in such a file system to a directory on 
the hard disk. To do that, the file system must first be mounted. A user who 
plans to establish a file system that can be brought in from diskettes needs 
first to create two directories on the hard disk: one to serve as a mount point, 
and one to be the root directory of the file system being brought in. Let's say 
you have created the directories. The mount point is named jhk, and the 
root is named jmyfs. You could bring a file system from diskette to hard disk 
with the following command sequence: 

# mount j dey j diskette jhk-r 

(The -r means read-only.) 

# cd jhkl 

# find. -print I cpio -pdm jmyfs 

[See the find(l) and cpio(l) manual pages for an 
explanation of the options used.] 

The command for unmounting a file system requires only the name of the 
special device. After you have copied in a file system from a diskette, for 
example, you would issue the command 

# umount j dey j diskette 

to free up the diskette drive. 

Unmounting is frequently a first step before using other commands that 
operate on file systems. For example, fsck(lM), which checks and repairs a 
file system, and dcopy(lM), which copies and compresses a file system, work 
on unmounted file systems. Unmounting is also an important part of the pro
cess of shutting the system down. 
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Summary 
Thus far we have looked at file systems in the abstract. We have seen 

something of the way they are created, stored on disks or diskettes, made 
available to the system, or removed from the system. In the next portion of 
this chapter we will see how you maintain the integrity of an active file sys
tem. 
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Once a file system is created and made available to users it is always 
necessary to monitor how it is being used by the people in the organization. 
We get into a somewhat fuzzy area here where the distinction between a file 
system and its files may result in some confusion. The administrator's view is 
more likely to be of the file system, while users tend to think and work in 
terms of files. When we begin to talk about the tasks involved in keeping file 
systems working smoothly for users we have to be ready to deal with users' 
individual files as well as with the entire system. 

Once a file system has been created and made available, there are several 
tasks routinely done to make certain that the file systems in regular use on 
your computer are providing the level of service and stability they should. 
They can be grouped into procedures for 

• checking for file system consistency 

• monitoring disk usage 

• compressing and reorganizing file systems 

• backing up and restoring file systems 

The Need for Policies 
As with most other aspects of administering a computer, file system 

administration should be based on establishing a set of policies that are 
appropriate for your organization. There can be no hard-and-fast rules for 
such things as the size of file systems, the number of users in a file system, 
the way in which backups are done, the extent to which users can be allowed 
to keep inactive files in the system, or the amount of disk space a single user 
is entitled to occupy. These questions can only be resolved within the context 
of the organization. The number of users, the type of work they are doing, 
the number of files needed-all are variables. The responsible administrator 
must determine what best meets the needs of the organization. 
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Shell Scripts for File System Administration 
Once policies have been agreed on, many of the routine tasks connected 

with file system administration can be incorporated in shell scripts. Monitor
ing disk usage, for example, can be handled through shell scripts that do the 
monitoring for you and transmit messages to the system console when excep
tions are detected. Here are a few ideas: 

• Use a shell script running under cron(lM) control to investigate free 
blocks and free i-nodes and to report on file systems that fall below a 
given threshold. 

• Use a shell script to do automatic clean-ups of files that grow. 

• Use a shell script to highlight cases of excessive use of disk space. 

Checking for File System Consistency 
There is a separate section later in this chapter that describes fsck(lM}, 

the file system checking utility. However, we want to include this mention of 
it here because file system checking is central to the whole problem of normal 
file system maintenance. 

Monitoring Disk Usage 
You need to monitor the level of usage of a file system for the following 

reasons. 

• If not watched regularly, the percentage of disk space used increases 
until the allocated space is used up. 

• When the allocated space is used up, processes run very slowly or not 
at all; the system spends its time putting out a message about being out 
of file space. 

• There is a natural tendency for users to forget about files they no longer 
use so that the files just sit there taking up space. 
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• Some files grow larger as a result of perfectly normal use of the system. 
It is an administrative responsibility to keep them under control. 

• Some directories, notably jtmp, accumulate files during the day. When 
the system is first brought up, jtmp needs to have enough free blocks 
to carry it through to shutdown(lM). 

There are four tasks that are part of keeping disk space uncluttered: 

1. monitoring percent of disk space used 

2. monitoring files and directories that grow 

3. identifying and removing inactive files 

4. identifying large space users. 

The tasks mentioned here are shown in Procedure 5, "File System 
Administration Procedures". In the procedures the tasks are done through 
the System Administration menus. This section supplements the procedures 
in Part 1 and shows some UNIX system commands that you may use. 

Monitoring Percent of Disk Space Used 
Monitoring disk space may be done at any time to see how close to capa

city your system is running. Until a pattern has emerged, it is advisable to 
check every day. In this example, the df(lM) command is used. 

$ df-t 

The -t option causes the total allocated blocks and i-nodes to be displayed, as 
well as free blocks and i-nodes. When no file systems are named, information 
about all mounted file systems is displayed. 

Monitoring Files and Directories that Grow 
Almost any system that is used daily has several files and directories that 

grow through normal use. Some examples are: 
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/ete/wtmp 
/usr/adm/sulog 
/usr /lib / eron/log 
/usr /lib /help IHELPLOG 
/usr /lib / spell/spellhist 

Maintaining a File System 

Use 

history of system logins 
history of su commands 
history of actions of /ete/eron 
actions of /usr Ibin/help 
words that spell(1) fails to match 

The frequency with which you should check growing files depends on 
how active your system is and how critical the disk space problem is. A good 
technique for keeping them down to a reasonable size uses a combination of 
tail(l) and mv(l): 

$ tail -50 /usr/adm/sulog > /tmp/sulog 

$ mv /tmp/sulog /usr/adm/sulog 

This sequence puts the last 50 lines of /usr/adm/sulog into a temporary file, 
and then it moves the temporary file to usr/adm/sulog, thus effectively trun
cating the file to the 50 most recent entries. 

Identifying and Removing Inactive Files 
Part of the job of cleaning up heavily loaded file systems involves locating 

and removing files that have not been used recently. The commands you 
might use to do this work are shown below; the policy decisions involved are: 

• How long should a file remain unused before it becomes a candidate 
for removal? 

• Should users be warned that old files are about to be purged? 

• Should the files be permanently removed or archived? 

The find(l) command locates files that have' not been accessed recently. 
find searches a directory tree beginning at a point named on the command 
line. It looks for file names that match a given set of expressions, and when a 
match is found, performs a specified action on the file. This example barely 
begins to suggest the full power of find. 
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$ find jusr -type f -mtime +60 -print> jtmpjdeadfiles & 

Here is what the example shows: 

jusr 

-type 

-mtime +60 

-print 

specifies the path name where find is to start. 
Presumably, your machine is organized in such a way 
that inactive user files will not often be found in the 
root file system. 

tells find to look only for regular files and to ignore 
special files, directories, and pipes. 

says you are interested only in files that have not been 
modified in 60 days. 

means that when a file is found that matches the 
-type and -mtime expressions, you want the path 
name to be printed. 

> jtmp j deadfiles & 
directs the output to a temporary file and indicates 
that the process is to run in the background. This is a 
sensible precaution if your experience tells you to 
expect a substantial amount of output. 

The sysadm fileage(l) command can be used to produce similar informa
tion (see Procedure 5.3). 

Identifying Large Space Users 
Here again the most important questions are not what commands to use 

to learn who is occupying excessive amounts of disk space, but rather policy 
questions concerned with deciding what the limits should be. Policy ques
tions include: 

• On our system, what constitutes a reasonable amount of disk space for 
a user to need? 

• If a user exceeds the normal amount by 25%, say, is it possible the 
user's job requires extraordinary amounts of disk space? 
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• Is our system as a whole running short of space? Do our existing limits 
need to be reviewed? 

Two commands produce useful information in this area: duel) and, once 
again, find(l). 

du produces a summary of the block counts for files or directories named 
in the command line. For example: 

$ du jusr 

displays the block count for all directories in the jusr file system. Optional 
arguments allow you to refine the output somewhat. For example, du -s may 
be run against each user's login to monitor individual users. 

The find command can be used to locate specific files that exceed a given 
size limit. 

$ find jusr -size +10 -print 

This example produces a display of the path names of all files (and directories) 
in the jusr file system that are larger than 10 (5l2-byte) blocks. Similar infor
mation can be produced by the sysadm filesize(1) command (see Procedure 
5.3). 

File System Backup and Restore 
The importance of establishing and following a file system backup plan. is 

too often not appreciated until data are lost and cannot be recovered. 
Backing-up a file system takes time. Trying to recover lost or damaged data 
from paper records and best-guess-work takes even more time. The value of 
an effective system backup plan lies in the ability to recover lost or damaged 
data easily. 

System Administration menus are provided to help you with complete 
and incremental file system backups to diskette and cartridge tape, and for 
restoring backup data to the hard disk (see Procedure 5.4). The capability to 
copy selected directories and files to diskettes or tape is provided by using the 
sysadm store(l) command or the find(l) command with cpio(1). The direc
tories and files are read back to the hard disk by using sysadm restore( 1) or 
the appropriate cpio command. 
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Another method of backing up information stored on your computer is to 
copy file systems to another computer system over a high-speed data link. 
The link between the machines must be a high-speed data link so that data 
transfers are done in a timely fashion. The other machine should be a larger 
system with mass storage capability. 

The backup plan that you use can include any or all of these methods. 
The important consideration is that you evaluate the need for system backup 
and form a backup plan. This plan should be reevaluated as the use of the 
machine changes. A System Administration facility for establishing a check of 
your backup schedule is available; it is described under "Backup Schedule 
Reminder" later in this section. 

Complete Backup 
The complete backup provided by the System Administration backup 

facilities copies directories and files of a specified mounted file system to 
diskettes or cartridge tape. Complete plus incremental backups combine to 
form a unified backup strategy. Complete backups can be done without inter
vening incremental backups, but incremental backups must be preceded by at 
least one complete backup to provide the base. 

If the backup medium is diskettes, you must have enough formatted 
diskettes on-hand to contain the directories and files being backed up. As a 
rule-of-thumb, the number of diskettes needed for a complete backup is equal 
to the number of data blocks used in the file system divided by 1300, rounded 
to the nearest whole number. For example, a file system that occupies 13294 
blocks requires 10 diskettes for a complete backup. 

The time required to do a complete backup of a file system is about 6 
minutes per diskette. The 13294 block file system is estimated to require 10 
diskettes and will thus take about one hour to back up. 

If the backup medium is cartridge tape, one tape can contain a file system 
of 45,000 (512-byte) blocks. The time required for backups to tape is signifi
cantly less than for diskettes; a full tape can be written in about 20 minutes. 
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Incremental Backup 
The incremental backup provided by the System Administration backup 

facilities copies files that have changed since the last backup to diskettes or 
cartridge tape. 

Not all changed directories and files are copied in an incremental backup. The 
contents of jetcjsave.djexcept specifies files and directories that ARE NOT 
copied. A typical jetcjsave.djexcept file is shown in Figure 5-10. 

The incremental file system backup is fast in comparison to the time 
required to do a complete backup because of the obvious fact that only files 
that have changed since the last prior backup (whether complete or incremen
tal) are being collected. However, while incremental backups save time, they 
may tie up a sizable number of diskettes, and restoring from incremental 
backups can result in your giving back all the time saved. 
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# Patterns of filenames to be excluded from saving by savefiles. 
# These are ed( 1) regular expressions. 
/.news_t:ime$ 
/.yesterday$ 
/a.out$ 
/core$ 
/dead.answer$ 
/dead.letter$ 
/ed.hup$ 
/nohup. out$ 

/tmp/ 
" /etc/mnttab$ 
"/etc/save.d/timestarop/ 
"/etc/utmp$ 
"/etc/wtmp$ 
"/usr/adm/ 
"/usr/at/ 
"/usr/crash/ 
"/usr/dict/ 
"/usr/games/ 
"/usr/learn/ 
"/usr/news/ 
"/usr/spool/ 
"/usr/tmp/ 

Figure 5-10: Sample jetcjsave.d/except File 

The question of when to do a new complete backup is the critical point of a 
system backup plan. Some things to think about are: 

• If your backup medium is diskettes, how many diskettes do you want 
to dedicate to incremental backups? To illustrate, if incremental back
ups are made daily and complete backups once a month, over 40 
diskettes could be required for backing up the 13,294 block jusr file 
system mentioned above. 
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• How much time do you want to devote to complete backups? Fewer 
diskettes are required to maintain a backup library the more frequently 
a complete backup is done. A complete backup, however, may take 8 
or 10 times as long as any single increment. 

• How much time are you willing to devote to restoring a file system 
from backup diskettes? All diskettes of each incremental backup must 
be read to restore a file system completely. (This is rather a difficult 
decision to weigh properly; ideally, you will never need to restore a 
whole file system from backup.) 

• What is the approximate rate of change in the file system under scru
tiny? Do changes occur throughout the file system or in a small per
centage of the files? If change is frequent and widespread, it may be 
best to schedule complete backups more often. If change is concen
trated in a few files, perhaps selective backup should be a part of the 
overall plan. 

Selective Backup 
Specific directories and files can be quickly saved on a single diskette by 

using the find(l) and cpio(l) commands. The amount of data copied to a sin
gle diskette cannot exceed 1422 blocks (512 bytes per block). Before you copy 
the selected directory(ies) or file(s), check the number of blocks involved. 

The find and cpio combination may be used to backup directories and 
files on tape. One cartridge tape can hold over 45,000 512-byte blocks. 

Backup Schedule Reminder 
A feature of the System Administration FILE MANAGEMENT menu is a 

way to create reminders for yourself about your backup schedule. The backup 
schedule reminder feature lets you do the following two things: 

1. Schedule reminder messages that say, in effect, "If the machine is 
shut down within this time range, send a message to the console to do 
a backup of this or that file system. " 

2. Schedule reminder checks that say, "If it gets to be this time and the 
machine has not been shut down, take a look to see if any reminder 
messages would have been sent had the machine been shut down. " 
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This reminder mechanism does not relieve you of the job of working out a 
reasonable schedule of backups. It merely nudges you about the schedule you 
have set up. Procedure 5.4 shows the steps you follow to use the reminder 
feature. You can, if you prefer, set up reminder notices using cron(lM) and 
crontab(l). 

Restoring a File System from Backup 
You can restore directories and files from system backups for a single file, 

a directory structure, or all files of a system backup. Use the sysadm 
restore(l) command for all three types (see Procedure 5.4 for examples). 

To restore a file system using UNIX system commands, change to the 
appropriate directory and execute 

$ cpio -icdumv < / dev /rdiskette 

to take input from the diskette drive. The diskettes used must be the same 
ones that were used for backup, and they must be presented in the same order 
(see the discussion on II Selective Backup "). 
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Most of the things that can corrupt a file system have to do with the 
failure of the correct pointer and count information to make it out to the 
storage medium. This can be caused by 

• hardware failure 

• program interrupts 

• human error 

or a combination of hardware/program failures and incorrect procedures. 

Hardware Failure 
There is no very effective way of predicting when hardware failure will 

occur. The best way of dealing with it is to be sure that recommended 
maintenance procedures are followed conscientiously. 

Program Interrupts 
It is possible that errors that cause a program to fail might result in the 

loss of some data. It is not easy to generalize about this because the range of 
possibilities is so large. Perhaps the best thing to be said is that programs 
should be exhaustively tested before they are put into production with valu
able data. 

Human Error 
While it may be painful to admit it, probably the greatest cause of file sys

tem corruption falls under this heading. We are going to recommend here 
four rules that should be followed by anyone who manages file systems. 

1. ALWAYS check a file system before mounting it. Nothing compli
cates the problem of cleaning up a corrupt file system so much as 
allowing it to be used when it is bad. 

2. NEVER remove a file system physically without first unmounting it. 
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3 . ALWAYS use the sync command before shutting the system down 
and before unmounting a file system. 

4. NEVER physically write-protect a mounted file system, unless it is 
mounted "read only.', 

The random nature of all these mishaps simply underscores the impor
tance of establishing and observing good backup practices. It is the most 
effective form of insurance against data loss. 
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When the UNIX operating system is brought up, a consistency check of 
the file systems should always be done. On your computer, this check is 
automatically done as part of the power-up process. Included as part of that 
process is the command fsstat(lM). fsstat returns a code for each file system 
on the hard disk indicating whether the consistency checking and repair pro
gram, fsck(lM), should be run. 

These same commands, or sysadm checkfsys(l), should be used to check 
file systems not mounted routinely as part of the power-up process. If incon
sistencies are discovered, corrective action must be taken before the file sys
tems are mounted. The remainder of this section is designed to acquaint you 
with the command line options of the fsck utility, the type of checking it does 
in each of its phases, and the repairs it suggests. 

It should be said at the outset that file system corruption, while serious, is 
not all that common. Most of the time a check of the file systems finds every
thing all right. The reason we put so much emphasis on file system checking 
is that if errors are allowed to go undetected~ the ultimate loss can be substan
tial. 

The fsck Utility 
The file system check (fsck) utility is an interactive file system check and 

repair program. Procedure 5.3 shows the steps required to run fsck with the 
sysadm checkfsys command. fsck uses the information carried in the file sys
tem itself to perform consistency checks. If an inconsistency is detected, a 
message describing the inconsistency is displayed. You may elect to have fsck 
either make the repair or not. The reason you might choose to have fsck 
ignore an inconsistency is that you judge the problem to be so severe that you 
want either to fix it yourself using the fsdb(1M) utility, or you plan to go back 
to an earlier version of the file system. The decision to have fsck ignore 
inconsistencies and then do nothing about them yourself is not a viable one. 
File system inconsistencies do not repair themselves. If they are ignored, they 
only get worse. 
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The fsck Command 
The fsck command is used to check and repair inconsistencies in a file 

system. With the exception of the root file system, a file system should be 
unmounted while it is being checked. The root file system should be checked 
only when the computer is in run level S and no other activity is taking place 
in the machine. 

The following is the general format of the fsck command: 

fsck [-y] [-n] [-b] [-sX] [-SX] [-tfile] [-q] [-D] [-f] [fsdevice] 

The options of the fsck command are as follows: 

-y 

-n 

-b 

-sX 

Specifies a "yes" response for all questions. This is the 
normal choice when the command is being run as part of a 
shell procedure. It generally causes fsck to correct all 
errors. 

Specifies a "no" response for all questions. fsck will not 
write the file system. 

Reboots the system if the file system being checked is the 
root (f) file system and changes have been made by fsck. 
If only minor, fixable damage is found, the file system is 
remounted. 

Specifies an unconditional reconstruction of the free list. 
Following the reconstruction of the free list, the system 
should be rebooted so that the in-core copy of the super 
block is updated (see the -b option). The X argument 
specifies the number of blocks-per-cylinder and the 
number of blocks to skip (rotational gap). The default 
values are those specified when the file system was 
created. The format for various configurations of disk 
drives are as follows: 
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-SX 

-tfile 

-q 

-0 

-f 

fsdevice 

Checking for Consistency 

Device -sblocksjcylinder:gap (MB1) 

140M Hard Disk -s135:2 

75M Hard Disk -s90:2 

40M Hard Disk -s72:2 

Diskette -s18:4 

Specifies a conditional reconstruction of the free list, to be 
done only if corruption is detected. The format of the X 
argument is the same as described above for the -s option. 

Specifies a scratch file for use in case the file system check 
requires additional memory. If this option is not specified, 
the process asks for a file name when more memory is 
needed. 

Specifies a "quiet" file system check. Output messages 
from the process are suppressed. 

Checks directories for bad blocks. This option is used to 
check file systems for damage after a system crash. 

Specifies that a fast file system check be done. Only Phase 
1 (check blocks and sizes) and Phase 5 (check free list) are 
executed for a fast check. Phase 6 (reconstruct free list) is 
run only if necessary. 

Names the special device file associated with a file system. 
If no device name is specified, fsck checks all file systems 
named in /etc/checklist. 
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Sample Command Use 
The command line below shows fsck being entered to check the root file 

system. No options are specified. The system response means that no incon
sistencies were detected. The command operates in phases, some of which 
are run only if required or in response to a command line option. As each 
phase is completed, a message is displayed. At the end of the program a 
summary message is displayed showing the number of files (i-nodes), blocks, 
and free blocks. 

# fsck /dev /dsk/Osl 

# 

/dev/dsk/Os1 
File System: root Volume: root 

** Phase 1 - Check Blocks and Sizes 
** Phase 2 - Check Pathnames 
** Phase 3 - Check Connectivity 
** Phase 4 - Check Reference Counts 
** Phase 5 - Check Free List 
289 files 6522 blodks 3220 free 

File System Components Checked by fsck 
Before getting into a discussion of the fsck phases and the messages that 

may appear in each, it is important to review the components of a UNIX sys
tem file system and to describe the kinds of consistency checks that are 
applied to them. 

5-42 SYSTEM ADMINISTRATOR'S GUIDE 



Checking for Consistency 

Super Block 
The super block is vulnerable because every change to the file system 

blocks or i-nodes modifies the super block. If the CPU is halted, and the last 
command involving output to the file system is not a sync command, the 
super block is almost certainly corrupted. The super block can be checked for 
inconsistencies involving: 

• file system size 

• i-node list size 

• free-block list 

• free-block count 

• free i-node count 

File System Size and I-Node List Size 
Total file system size must be greater than the number of blocks used by 

the super block plus the blocks used by the list of i-nodes. The number of i
nodes must be less than 65,500. While there is no way to check these sizes, 
fsck can check that they are within reasonable bounds. All other checks of 
the file system depend on the reasonableness of these values. 

Free-Block List 
The free-block list starts in the super block and continues through the 

free-list blocks of the file system. Each free-list block can be checked for 

• list count out of range 

• block numbers out of range 

• blocks already allocated within the file system 

A check is made to see that all the blocks in the file system were found. 

The first free-block list is in the super block. The fsck program checks the 
list count for a value of less than 0 or greater than 50. It also checks each 
block number to make sure it is within the range bounded by the first and last 
data block in the file system. Each block number is compared to a list of 
already allocated blocks. If the free-list block pointer is not 0, the next free
list block is read and the process is repeated. 
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When all the blocks have been accounted for, a check is made to see if the 
number of blocks in the free-block list plus the number of blocks claimed by 
the i-nodes equals the total number of blocks in the file system. If anything is 
wrong with the free-block list, fsck can rebuild it leaving out blocks already 
allocated. 

Free-Block Count 
The super block contains a count of the total number of free blocks within 

the file system. The fsck program compares this count to the number of 
blocks it found free within the file system. If the counts do not agree, fsck 
can replace the count in the super block by the actual free-block count. 

Free I-Node Count 
The super block contains a count of the number of free i-nodes within the 

file system. The fsck program compares this count to the number of i-nodes 
it found free within the file system. If the counts do not agree, fsck can 
replace the count in the super block by the actual free i-node count. 

I-Nodes 
The list of i-nodes is checked sequentially starting with i-node 1 (there is 

no i-node 0). Each i-node is checked for inconsistencies involving 

• format and type 

• link count 

• duplicate blocks 

• bad block numbers 

• i-node size 

Format and Type 
Each i-node contains a mode word. This mode word describes the type 

and state of the i-node. I-nodes may be one of five types: 

• regular 

• directory 

• block special 

• character special 
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• fifo (named pipe) 

If an i-node is not one of these types, it is illegal. I-nodes may be in one 
of three states: unallocated, allocated, and partially allocated. This last state 
means an incorrectly formatted i-node. An i-node can reach this state if, for 
example, bad data are written into the i-node list through a hardware failure. 
The only corrective action fsck can take is to clear the i-node. 

Link Count 
Each i-node contains a count of the number of directory entries linked to 

it. The fsck program verifies the link count of each i-node by examining the 
total directory structure, starting from the root directory, and calculating an 
actual link count for each i-node. 

If the link count stored in the i-node and the actual link count determined 
by fsck do not agree, the reason may be 

• stored count not 0, actual count ° 
No directory entry appears for the i-node. 
fsck can link the disconnected file to the lost+found directory. 

• stored count not 0, actual count not 0, counts unequal 

Directory entry possibly removed without i-node update. 
fsck can replace the stored link count with the actual link count. 

Duplicate Blocks 
Each i-node contains a list of all the blocks claimed by the i-node. The 

fsck program compares each block number claimed by an i-node to a list of 
allocated blocks. If a block number claimed by an i-node is on the allocated
blocks list, it is put on a duplicate-blocks list. If the block number is not on 
the allocated-blocks list, it is put there. If a duplicate-blocks list develops, 
fsck makes a second pass of the i-node list to find the other i-node that claims 
the duplicated block. While there is not enough information available to 
determine which i-node is in error, most of the time the i-node with the latest 
modification time is correct. This condition can occur by using a file system 
with blocks claimed by both the free-block list and by other parts of the file 
system. 
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A large number of duplicate blocks in an i-node may be raused by an 
indirect block not being written to the file system. The fsck program prompts 
the user to clear both i-nodes. 

Bad Block Numbers 
The fsck program checks each block number claimed by an i-node for a 

value lower than that of the first data block or greater than the last block in 
the file system. If the block number is outside this range, the block number is 
bad. 

If there are many bad block numbers in an i-node, it may be caused by an 
indirect block not being written to the file system. The fsck program prompts 
the user to clear the i-node. 

A certain amount of semantic confusion is possible here. A bad block number 
in a file system is not the same as a bad (that is, unreadable) block on a hard 
disk. 

I-Node Size 
Each i-node contains a 32-bit (4-byte) size field. This size shows the 

number of characters in the file associated with the i-node. A directory i-node 
within the file system has the directory bit set in the i-node mode word. The 
directory size must be a multiple of 16 because a directory entry contains 16 
bytes (2 bytes for the i-node number and 14 bytes for the file or directory 
name). 

If the directory size is not a multiple of 16, fsck warns of directory 
misalignment. This is only a warning because not enough information can be 
gathered to correct the misalignment. 

For a regular file, a rough check of the consistency of the size field of an 
i-node can be performed by using the number of characters shown in the size 
field to calculate how many blocks should be associated with the i-node, and 
comparing that to the actual number of blocks claimed by the i-node. 

The Algorithm 
The fsck program calculates the number of blocks that should be in a file 

by dividing the number of characters in an i-node by 512 (the number of 
characters per block) and rounding up. One block is added for each indirect 
block associated with the i-node. 
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If the actual number of blocks does not match the computed number of 
blocks, fsck warns of a possible file-size error. This is only a warning. Logi
cal blocks can be created in random order, and the UNIX system does not fill 
them in. A check of the file would be required to tell if the error is real or not 
(see the section on "Holes in Files" earlier in this chapter). 

Indirect Blocks 
Indirect blocks are owned by an i-node. Therefore, inconsistencies in an 

indirect block directly affect the i-node that owns it. Inconsistencies that can 
be checked are: 

• blocks already claimed by another i-node 

• block numbers outside the range of the file system 

The consistency checks described under "Duplicate Blocks" and "Bad 
Block Numbers" above are performed for indirect blocks as well as for the 
direct blocks of an i-node. 

Directory Data Blocks 
Directories are distinguished from regular files by an entry in the mode 

field of the i-node. Data blocks associated with a directory contain the direc
tory entries. Directory data blocks are checked for inconsistencies involving: 

• directory i-node numbers pointing to unallocated i-nodes 

• directory i-node numbers greater than the number of i-nodes in the file 
system 

• incorrect directory i-node numbers for "." and " .. " directories 

• directories disconnected from the file system 

Directory Unallocated 
If a directory entry i-node number points to an unallocated i-node, fsck 

can remove that directory entry. This condition occurs if the data blocks con
taining the directory entries are modified and written out while the i-node is 
not yet written out. 
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Bad I-Node Number 
If a directory entry i-node number is pointing beyond the end of the i

node list, fsck can remove that directory entry. This condition occurs if bad 
data are written into a directory data block. 

Incorrect "." and " .. " Entries 
The directory i-node number entry for"." should be the first entry in the 

directory data block. Its value should be equal to the i-node number for the 
directory data block. 

The directory i-node number entry for " .. " should be the second entry in 
the directory data block. Its value should be equal to the i-node number for 
the parent of the directory entry (or the i-node number of the directory data 
block if the directory is the root directory). If the directory i-node numbers for 
"." and" .. " are incorrect, fsck can replace them with the correct values. 

Disconnected Directories 
The fsck program checks the general connectivity of the file system. If 

directories are found not to be linked into the file system, fsck links the direc
tory back into the file system in the lost+found directory. This condition can 
be caused by i-nodes being written to the file system with the corresponding 
directory data blocks not being written to the file system. When a file is 
linked into the lost+found directory, the owner of the file needs to be told 
about it. 

Regular Data Blocks 
Data blocks associated with a regular file hold the file's contents. fsck 

does not attempt to check the validity of the contents of a regular file's data 
blocks. 

Running fsck 
The fsck program runs in phases. Each phase reports errors it detects. If 

an error is one that fsck can correct, the user is asked if the correction should 
be made. This section describes the messages that are produced by each 
phase. 
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The following abbreviations are used in the fsck error messages: 

BLK 
DUP 
DIR 
MTIME 
UNREF 

block number 
duplicate block number 
directory name 
time file was last modified 
unreferenced 

The following single-letter abbreviations, used in the messages shown 
in the pages that follow, are replaced by the corresponding value 
when the message appears on your screen: 

B 
F 
I 
M 
a 
S 
T 
X 

y 

Z 

or 
or 

or 

block number 
file (or directory) name 
i-node number 
file mode 
user-id of a file's owner 
file size 
time file was last modified 
link count, 
number of BAD, DUP, or MISSING blocks 
number of files (depending on context) 
corrected link count number 
number of blocks in file system (depending on context) 
number of free blocks 

Figure 5-11: Error Message Abbreviations in fsck 

Initialization Phase 
Command line syntax is checked. Before the file system check can be per

formed, fsck sets up. some tables and opens some files. The fsck program ter
minates on initialization errors. 
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General Errors 
Three error messages may appear in any phase. While they seem to offer 

the option to continue, it is generally best to regard them as fatal, end 'the run, 
and investigate what may have caused the problem. 

CAN NOT SEEK: BLK B (CONTINUE?) 
The request to move to a specified block number B in the file system 
failed. The occurrence of this error condition indicates a serious 
problem (probably a hardware failure) that may require additional 
help. 

CAN NOT READ: BLK B (CONTINUE?) 
The request for reading a specified block number B in the file system 
failed. The occurrence of this error condition indicates a serious 
problem (probably a hardware failure) that may require additional 
help. 

CAN NOT WRITE: BLK B (CONTINUE?) 
The request for writing a specified block number B in the file system 
failed. The disk may be write-protected. 

Meaning of Yes/No Responses 
An n(no) response to the CONTINUE? prompt says: 

Terminate program. 
(This is the recommended response.) 

A y(yes) response to the CONTINUE? prompt says: 

Attempt to continue to run file system check. 
Often, however, the problem persists. The error condition does not allow 
a complete check of the file system. A second run of fsck should be 
made to recheck this file system. 
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Phase 1: Check Blocks and Sizes 

This phase checks the i-node list. It reports error conditions resulting 
from: 

• checking i-node types 

• setting up the zero-link-count table 

• examining i-node block numbers for bad or duplicate blocks 

• checking i-node size 

• checking i-node format 

Types of Error Messages-Phase 1 
Phase 1 has three types of error messages: 

1. information messages 

2. messages with a CONTINUE? prompt 

3. messages with a CLEAR? prompt 

There is a connection between some information messages and messages 
with a CONTINUE? prompt. The meaning of the CONTINUE? prompt gen
erally is that some limit of tolerance has been reached. 

Meaning of Yes/No Responses-Phase 1 
In Phase I, an n(no) response to the CONTINUE? prompt says: 

Terminate the program. 

In Phase I, a y(yes) response to the CONTINUE? prompt says: 

Continue with the program. 
This error condition means that a complete check of the file system is not 
possible. A second run of fsck should be made to recheck this file sys
tem. 

In Phase I, an n(no) response to the CLEAR? prompt says: 

Ignore the error condition. 
A NO response is only appropriate if the user intends to take other meas
ures to fix the problem. 
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In Phase 1, a y(yes) response to the CLEAR? prompt says: 

Deallocate i-node I by zeroing its contents. 
This may invoke the UNALLOCATED error condition in Phase 2 for 
each directory entry pointing to this i-node. 

Phase 1 Error Messages 
UNKNOWN FILE TYPE 1=1 (CLEAR?) 

The mode word of the i-node I suggests that the i-node is not a pipe, 
special character i-node, regular i-node, or directory i-node. 

LINK COUNT TABLE OVERFLOW (CONTINUE?) 
An internal table for fsck containing allocated i-nodes with a link 
count of zero has no more room. 

B BAD 1=1 
I-node I contains block number B with a number lower than the 
number of the first data block in the file system or greater than the 
number of the last block in the file system. This error condition may 
invoke the EXCESSIVE BAD BLKS error condition in Phase 1 if i
node I has too many block numbers outside the file system range. 
This error condition invokes the BAD jDUP error condition in Phase 
2 and Phase 4. 

EXCESSIVE BAD BLOCKS 1=1 (CONTINUE?) 
There is more than a tolerable number (usually 10) of blocks with a 
number lower than the number of the first data block in the file sys
tem or greater than the number of the last block in the file system 
associated with i-node I. 

B DUP 1=1 
I-node I contains block number B, which is already claimed by 
another i-node. This error condition may invoke the EXCESSIVE 
DUP BLKS error condition in Phase 1 if i-node I has too many block 
numbers claimed by other i-nodes. This error condition invokes 
Phase 1 B and the BAD jDUP error condition in Phase 2 and Phase 4. 

EXCESSIVE DUP BLKS 1=1 (CONTINUE?) 
There is more than a tolerable number (usually 10) of blocks claimed 
by other i-nodes. 
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DUP TABLE OVERFLOW (CONTINUE?) 
An internal table in fsck containing duplicate block numbers has no 
more room. 

POSSIBLE FILE SIZE ERROR 1=1 
The i-node I size does not match the actual number of blocks used 
by the i-node. This is only a warning. If the -q option is used, this 
message is not printed. 

DIRECTORY MISALIGNED 1=1 
The size of a directory i-node is not a multiple of 16. This is only a 
warning. If the -q option is used, this message is not printed. 

PARTIALLY ALLOCATED INODE 1=1 (CLEAR?) 
I -node I is neither allocated nor unallocated. 

Phase 1 B: Rescan for More DUPS 
When a duplicate block is found in the file system, the file system is res

canned to find the i-node that previously claimed that block. When the dupli
cate block is found, the following information message is printed: 

B DUP 1=1 
I-node I contains block number B, which is already claimed by 
another i-node. This error condition invokes the BAD jDUP error 
condition in Phase 2. I -nodes with overlapping blocks may be deter
mined by examining this error condition and the DUP error condition 
in Phase 1. 

Phase 2: Check Path Names 
This phase removes directory entries pointing to bad i-nodes found in 

Phase 1 and Phase lB. It reports error conditions resulting from 

• root i-node mode and status 

• directory i-node pointers out of range 

• directory entries pointing to bad i-nodes 
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Types of Error Messages-Phase 2 
Phase 2 has 4 types of error messages: 

1. information messages 

2. messages with a FIX? prompt 

3. messages with a CONTINUE? prompt 

4. messages with a REMOVE? prompt 

Meaning of Yes/No Responses-Phase 2 
In Phase 2, an n(no) response to the FIX? prompt says: 

Terminate the program since fsck will be unable to continue. 

In Phase 2, a y(yes) response to the FIX? prompt says: 

Change the root i-node type to "directory." 
If the root i-node data blocks are not directory blocks, a very large 
number of error conditions are produced. 

In Phase 2, an n(no) response to the CONTINUE? prompt says: 

Terminate the program. 

In Phase 2, a y(yes) response to the CONTINUE? prompt says: 

Ignore DUPSjBAD error condition in root i-node and attempt to continue 
to run the file system check. 
If root i-node is not correct, then this may result in a large number of 
other error conditions. 

In Phase 2, an n(no) response to the REMOVE? prompt says: 

Ignore the error condition. 
A NO response is only appropriate if the user intends to take other meas
ures to fix the problem. 

In Phase 2, a y(yes) response to the REMOVE? prompt says: 

Remove duplicate or unallocated blocks. 
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Phase 2 Error Messages 

ROOT INODE UNALLOCATED. TERMINATING 
The root i-node (always i-node number 2) has no allocate mode bits. 
The occurrence of this error condition indicates a serious problem. 
The program stops. 

ROOT INODE NOT DIRECTORY (FIX?) 
The root i-node (usually i-node number 2) is not directory i-node 
type. 

DUPSjBAD IN ROOT INODE (CONTINUE?) 
Phase 1 or Phase IB found duplicate blocks or bad blocks in the root 
i-node (usually i-node number 2) for the file system. 

lOUT OF RANGE 1=1 NAME=F (REMOVE?) 
A directory entry F has an i-node number I that is greater than the 
end of the i-node list. 

UNALLOCATED 1=1 OWNER=O MODE=M SIZE=S MTIME=T 
NAME=F (REMOVE?) 

A directory entry F has an i-node I without allocate mode bits. The 
owner 0, mode M, size 5, modify time T, and file name F are printed. 
If the file system is not mounted and the -n option was not specified, 
the entry is removed automatically if the i-node it points to is charac
ter size O. 

DUP jBAD 1=1 OWNER=O MODE=M SIZE=S MTIME=T DIR=F 
(REMOVE?) 

Phase 1 or Phase 1 B found duplicate blocks or bad blocks associated 
with directory entry F, directory i-node I. The owner 0, mode M, 
size 5, modify time T, and directory name F are printed. 

DUP jBAD 1=1 OWNER=O MODE=M SIZE=S MTIME=T FILE=F 
(REMOVE?) 

Phase 1 or Phase 1 B found duplicate blocks or bad blocks associated 
with file entry F, i-node I. The owner 0, mode M, size 5, modify 
time T, and file name F are printed. 
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BAD BLK B IN DIR 1=1 OWNER=O MODE=M SIZE=S MTIME=T 
This message only occurs when the -D option is used. A bad block 
was found in DIR i-node I. Error conditions looked for in directory 
blocks are nonzero padded entries, inconsistent"." and " .. " entries, 
and embedded slashes in the name field. This error message means 
that the user should at a later time either remove the directory i-node 
if the entire block looks bad or change (or remove) those directory 
entries that look bad. 

Phase 3: Check Connectivity 
This phase concerns itself with the directory connectivity seen in Phase 2. 

It reports error conditions resulting from 

• unreferenced directories 

• missing or full lost+found directories 

Types of Error Messages-Phase 3 
Phase 3 has 2 types of error messages: 

1 . informa tion messages 

2. messages with a RECONNECT? prompt 

Meaning of Yes/No Responses-Phase 3 
In Phase 3, an n(no) response to the RECONNECT? prompt says: 

Ignore the error condition. 
This invokes the UNREF error condition in Phase 4. 
A NO response is only appropriate if the user intends to take other meas
ures to fix the problem. 

In Phase 3, a y(yes) response to the RECONNECT? prompt says: 

Reconnect directory i-node I to the file system in directory for lost files 
(usually lost+found). 
This may invoke a lost+found error condition if there are problems con
necting directory i-node I to lost+found. This invokes CONNECTED 
information message if link was successful. 
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Phase 3 Error Messages 

UNREF DIR 1=1 OWNER=O MODE=M SIZE=S MTIME=T (RECON
NECT?) 

The directory i-node 1 was not connected to a directory entry when 
the file system was traversed. The owner 0, mode M, size 5, and 
modify time T of directory i-node 1 are printed. The fsck program 
forces the reconnection of a nonempty directory. 

SORRY. NO lost+found DIRECTORY 
There is no lost+found directory in the root directory of the file sys
tem; fsck ignores the request to link a directory in lost+found. This 
invokes the UNREF error condition in Phase 4. Possible problem 
with access modes of lost+found. 

SORRY. NO SPACE IN lost+found DIRECTORY 
There is no space to add another entry to the lost+found directory in 
the root directory of the file system; fsck ignores the request to link a 
directory in lost+found. This invokes the UNREF error condition in 
Phase 4. Clean out unnecessary entries in lost+found or make 
lost+found larger (see Procedure 5.2). 

DIR 1=11 CONNECTED. PARENT WAS 1=12 
This is an advisory message indicating a directory i-node 11 was suc
cessfully connected to the lost+found directory. The parent i-node 
12 of the directory i-node 11 is replaced by the i-node number of the 
lost+found directory. 

Phase 4: Check Reference Counts 
This phase checks the link count information seen in Phases 2 and 3. It 

reports error conditions resulting from: 

• unreferenced files 

• missing or fuli-Iost+found directory 

• incorrect link counts for files, directories, or special files 

• unreferenced files and directories 

• bad and duplicate blocks in files and directories 
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• incorrect total free-i-node counts 

Types of Error Messages-Phase 4 
Phase 4 has 5 types of error messages: 

1. information messages 

2. messages with a RECONNECT? prompt 

3. messages with a CLEAR? prompt 

4. messages with an ADJUST? prompt 

5 . messages with a FIX? prompt 

Meaning of Yes/No Responses-Phase 4 
In Phase 4, an n(no) response to the RECONNECT? prompt says: 

Ignore this error condition. 
This invokes a CLEAR error condition later in Phase 4. 

In Phase 4, a y(yes) response to the RECONNECT? prompt says: 

Reconnect i-node I to file system in the directory for lost files (usually 
lost+found). 
This can cause a lost+found error condition in this phase if there are 
problems connecting i-node I to lost+found. 

In Phase 4, an n(no) response to the CLEAR? prompt says: 

Ignore the error condition. 
A NO response is only appropriate if the user intends to take other meas
ures to fix the problem. 

In Phase 4, a y(yes) response to the CLEAR? prompt says: 

Deallocate the i-node by zeroing its contents. 

In Phase 4, an n(no) response to the ADJUST? prompt says: 

Ignore the error condition. 
A NO response is only appropriate if the user intends to take other meas
ures to fix the problem. 
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In Phase 4, a y(yes) response to the ADJUST? prompt says: 

Replace link count of file i-node I with Y. 

In Phase 4, an n(no) response to the FIX? prompt says: 

Ignore the error condition. 
A NO response is only appropriate if the user intends to take other meas
ures to fix the problem. 

In Phase 4, a y(yes) response to the FIX? prompt says: 

Replace count in super block by actual count. 

Phase 4 Error Messages 

UNREF FILE 1=1 OWNER=O MODE=M SIZE=S MTIME=T (RECON
NECT?) 

I-node I was not connected to a directory entry when the file system 
was traversed. The owner 0, mode M, size 5, and modify time T of 
i-node I are printed. If the -n option is omitted and the file system is 
not mounted, empty files are cleared automatically. Nonempty files 
are not cleared. 

SORRY. NO lost+found DIRECTORY 
There is no lost+found directory in the root directory of the file sys
tem; fsck ignores the request to link a file in lost+found. This 
invokes the CLEAR error condition later in Phase 4. Possible prob
lem with access modes of lost+found. 

SORRY. NO SPACE IN lost+found DIRECTORY 
There is no space to add another entry to the lost+found directory in 
the root directory of the file system; fsck ignores the request to link a 
file in lost+found. This invokes the CLEAR error condition later in 
Phase 4. Check size and contents of lost+found. 

(CLEAR) 
The i-node mentioned in the immediately previous UNREF error con
dition cannot be reconnected. 
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LINK COUNT FILE 1=1 OWNER=O MODE=M SIZE=S MTIME=T 
COUNT= X SHOULD BE Y (ADJUST?) 

The link count for i-node I, which is a file, is X but should be Y. The 
owner 0, mode M, size 5, and modify time T are printed. 

LINK COUNT DIR 1=1 OWNER=O MODE=M SIZE=S MTIME=T 
COUNT=X SHOULD BE Y (ADJUST?) 

The link count for i-node I, which is a directory, is X but should be 
Y. The owner 0, mode M, size 5, and modify time T of directory i
node I are printed. 

LINK COUNT F 1=1 OWNER=O MODE=M SIZE=S MTIME=T 
COUNT=X SHOULD BE Y (ADJUST?) 

The link count for F i-node I is X but should be Y. The file name F, 
owner 0, mode M, size 5, and modify time T are printed. 

UNREF FILE 1=1 OWNER=O MODE=M SIZE=S MTIME=T (CLEAR?) 
I-node I, which is a file, was not connected to a directory entry when 
the file system was traversed. The owner 0, mode M, size 5, and 
modify time T of i-node I are printed. If the -n option is omitted and 
the file system is not mounted, empty files are cleared automatically. 
N onempty directories are not cleared. 

UNREF DIR 1=1 OWNER=O MODE=M SIZE=S MTIME=T (CLEAR?) 
I-node I, which is a directory, was not connected to a directory entry 
when the file system was traversed. The owner 0, mode M, size 5, 
and modify time T of i-node I are printed. If the -n option is omitted 
and the file system is not mounted, empty directories are cleared 
automatically. Nonempty directories are not cleared. 

BAD/DUP FILE 1=1 OWNER=O MODE=M SIZE=S MTIME=T 
(CLEAR?) 

Phase 1 or Phase IB found duplicate blocks or bad blocks associated 
with file i-node I. The owner 0, mode M, size 5, and modify time T 
of i-node I are printed. 

BAD/DUP DIR 1=1 OWNER=O MODE=M SIZE=S MTIME=T (CLEAR?) 
Phase 1 or Phase 1 B found duplicate blocks or bad blocks associated 
with directory i-node I. The owner 0, mode M, size 5, and modify 
time T of i-node I are printed. 
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FREE INODE COUNT WRONG IN SUPERBLK (FIX?) 
The actual count of the free i-nodes does not match the count in the 
super block of the file system. If the -q option is specified, the count 
will be fixed automatically in the super block. 

Phase 5: Check Free List 
This phase checks the free-block list. It reports error conditions resulting 

from 

• bad blocks in the free-block list 

• bad free-block count 

• duplicate blocks in the free-block list 

• unused blocks from the file system not in the free-block list 

• total free-block count incorrect 

Types of Error Messages-Phase 5 
Phase 5 has 4 types of error messages: 

1. information messages 

2. messages that have a CONTINUE? prompt 

3. messages that have a FIX? prompt 

4. messages that have a SALVAGE? prompt 

Meaning of Yes/No Responses--Phase 5 
In Phase 5, an n(no) response to the CONTINUE? prompt says: 

Terminate the program. 

In Phase 5, a y(yes) response to the CONTINUE? prompt says: 

Ignore rest of the free-block list and continue execution of fsck. 
This error condition will always invoke BAD BLKS IN FREE LIST error 
condition later in Phase 5. 

In Phase 5, an n(no) response to the FIX? prompt says: 

Ignore the error condition. 
A NO response is only appropriate if the user intends to take other meas
ures to fix the problem. 
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In Phase 5, a y(yes) response to the FIX? prompt says: 

Replace count in super block by actual count. 

In Phase 5, an n(no) response to the SALVAGE? prompt says: 

Ignore the error condition. 
A NO response is only appropriate if the user intends to take other meas
ures to fix the problem. 

In Phase 5, a y(yes) response to the SALVAGE? prompt says: 

Replace actual free-block list with a new free-block list. 
The new free-block list will be ordered according to the gap and cylinder 
specs of the -s or -5 option to reduce time spent waiting for the disk to 
rotate into position. 

Phase 5 Error Messages 
EXCESSIVE BAD BLKS IN FREE LIST (CONTINUE?) 

The free-block list contains more than a tolerable number (usually 
10) of blocks with a value less than the first data block in the file sys
tem or greater than the last block in the file system. 

EXCESSIVE DUP BLKS IN FREE LIST (CONTINUE?) 
The free-block list contains more than a tolerable number (usually 
10) of blocks claimed by i-nodes or earlier parts of the free-block list. 

BAD FREEBLK COUNT 
The count of free blocks in a free-list block is greater than 50 or less 
than O. This error condition will always invoke the BAD FREE LIST 
condition later in Phase 5. 

X BAD BLKS IN FREE LIST 
X blocks in the free-block list have a block number lower than the 
first data block in the file system or greater than the last block in the 
file system. This error condition will always invoke the BAD FREE 
LIST condition later in Phase 5. 
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X DUP BLKS IN FREE LIST 
X blocks claimed by i-nodes or earlier parts of the free-list block were 
found in the free-block list. This error condition will always invoke 
the BAD FREE LIST condition later in Phase 5. 

X BLK(S) MISSING 
X blocks unused by the file system were not found in the free-block 
list. This error condition will always invoke the BAD FREE LIST 
condition later in Phase 5. 

FREE BLK COUNT WRONG IN SUPERBLOCK (FIX?) 
The actual count of free blocks does not match the count in the super 
block of the file system. 

BAD FREE LIST (SALVAGE?) 
This message is always preceded by one or more of the Phase 5 
information messages. If the -q option is specified, the free-block list 
will be salvaged automatically. 

Phase 6: Salvage Free List 
This phase reconstructs the free-block list. It has one possible error condi

tion that results from bad blocks-per-cylinder and gap values. 

Phase 6 Error Messages 
DEFAULT FREE-BLOCK LIST SPACING ASSUMED This is an advisory 

message indicating the blocks-to-skip (gap) is greater than the blocks-per
cylinder, the blocks-to-skip is less than 1, the blocks-per-cylinder is less than 
1, or the blocks-per-cylinder is greater than 500. The values of 7 blocks-to
skip and 400 blocks-per-cylinder are used. 

Cleanup Phase 
Once a file system has been checked, a few cleanup functions are per

formed. The cleanup phase displays advisory messages about the file system 
and status of the file system. 
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Cleanup Phase Messages 
X files Y blocks Z free 

This is an advisory message indicating that the file system checked 
contained X files using Y blocks leaving Z blocks free in the file sys
tem. 

***** BOOT UNIX (NO SYNC!) ***** 
This is an advisory message indicating that a mounted file system or 
the root file system has been modified by fsck. If the UNIX system 
is not rebooted immediately without sync, the work done by fsck 
may be undone by the in-core copies of tables the UNIX system 
keeps. If the -b option of the fsck command was specified and the 
file system is root, a reboot is automatically done. 

***** FILE SYSTEM WAS MODIFIED ***** 
This is an advisory message indicating that the current file system 
was modified by fsck. 
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Introduction 

This chapter describes ways to monitor and enhance the performance of 
your computer system. 

• General approach to performance management 

Finding and fixing performance problems 

• Improving performance 

D Tuning the kernel for minimum overhead and tuning the disk sub
system for maximum throughput 

D Workload analysis and housekeeping techniques for reducing peak 
load 

D Estimating capacity 

D Samples of typical procedures 

• Performance tools 

Description of the performance tools 

• Tunable parameters 

Extensive definition of the tunable parameters. 
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General Approach to Performance Manage
ment 

Performance management is an activity that may need your attention 
when you first set up your computer. When you bring the computer up for 
the first time, the system is automatically set to a basic configuration that is 
satisfactory for most applications. This configuration, however, cannot take 
into account the usage patterns and the behavior of your particular applica
tions. For this reason, the structure of the system allows you to reconfigure it 
to enhance the performance for your particular application over that of the 
standard configuration. 

It is very possible that you may never have to do any special fine tuning 
of your system, and that your only experience with reconfiguration is when 
you add new memory and peripherals. 

Finding Problems 
The system is automatically configured to its default configuration the first 

time it is booted. After the system has been running a day or so, you may 
receive signals from a variety of sources that the system needs tuning. In par
ticular, you may see that the response time at the console is frequently slow. 
Your job of performance management really begins then. To proceed, you 
will use the tools described later in this chapter (most notably the sar com
mand) to pinpoint the problem. 

Fixing Problems 
At this point, you need to take some corrective action. Some of the major 

areas for action are: 

• Modifying the tunable configuration parameters. 

This is usually referred to as tuning the kernel, since you are adjusting 
the essential control structures at the heart of the system (the kernel). 
Many of these parameters are described in detail later in this chapter. 

When you change any of these parameters, you must then reconfigure 
the system, which is the way to recreate a new bootable version of the 
operating system that incorporates the new parameter definitions. 
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• Uninstalling optional kernel packages not needed by your applications. 

This procedure makes disk and memory space available for user pro
grams and can benefit performance. 

• Improving disk utilization. 

In addition to the allocation of system memory space defined by the 
tunable parameters, you have some control over how your file systems 
are organized on the disk and policies to cache frequently used pro
grams in memory. 

• Defining best system usage patterns. 

Finally, you can establish the model for best system usage, such as 
encouraging users to run large non-interactive programs at night. 

These areas are discussed in more detail in the remaining sections of the 
chapter. 
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Modifying the Tunable Configuration Parameters 
The setting of the core system tunable parameters is accomplished by 

overriding the parameter entries in jusrjincludejsysjkdef.h or 
jetcjconfjmodulesj* jspace.c files with new definitions in the 
jetcjconfjsystemsjsystem.std file. For full definitions of the individual tun
able parameters, and suggestions about setting them, refer to the section 
"Tunable Parameters" near the end of this chapter. (See Figure 6-5 for the 
recommended initial values for the tunable parameters relative to a particular 
memory size.) Use the jetcjsysdef command to see what the current values 
of the tunable parameters are in the present configuration of your system. 

Generally, the default parameters for your configuration will result in 
acceptable performance. If, however, you are running an application that has 
special performance needs, you can use the tools described in the section 
"Performance Tools" to measure system load and determine which parame
ters might be changed to improve performance. Two key parameters, NBUF 
(system buffers) and NHBUF (hash buffers), have a strong impact on the effi
ciency of disk utilization. They are discussed below in the section "Improving 
Disk Utilization." 

Look at the end of this section for a sample of a typical reconfiguration. 

Improving Disk Utilization 
Disk input/output may cause a bottleneck in system performance. There 

are three steps in tuning the disk subsystem for better utilization. 
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• Choosing the proper number of buffers 

• Setting text-bit (sticky-bit) 

• Organizing the file systems to minimize disk activity 

Choosing Buffer Size 
Use the number of buffers (NBUF and NHBUF) given in Figure 6-5 as a 

starter. These values come close to optimum for most system workloads. 

The NBUF parameter controls the number of buffers in the system buffer 
cache used to reduce the need to access the disks. These buffers hold recently 
used data on the chance that it will be needed again. NHBUF specifies the 
number of hashing buckets in the buffer cache. The more buffers, the greater 
chance that needed data can be found in the buffers without the system hav
ing to do a time-consuming disk read. The read and write cache hit ratios 
listed by the sar -b command indicate how effective the system buffers are. If 
the value for NBUF is left null, the system calculates the values shown in Fig
ure 6-5. The value for NHBUF is a power of 2 that is roughly one-quarter the 
value of NBUF. 

Increasing NBUF and NHBUF, up to a point, improves system perfor
mance. A system with 2 megabytes of memory can typically devote roughly 
250K bytes of memory to buffers (250 buffers at approximately lK bytes each) 
while a system with 4 megabytes of memory can devote 600K bytes of 
memory to buffers. However, if too many buffers are allocated, there may not 
be enough memory space for efficient operation of user processes, and the 
amount of swapping done by the system will increase. The swapping activity 
usually costs more in system efficiency than is gained by having a large 
amount of buffer space. If the sar -w command shows that your system has 
swpotjs greater than 1.0, adding buffers may not be beneficial. 

After the UNIX system has run for a day or so, you will want to check for 
excessive swapping activity. If such activity is found, reduce the number of 
buffers (NBUF and NHBUF) or increase your system memory. 

Setting Text-Bit (Sticky-Bit) 
Setting the text-bit can reduce the disk traffic of a select group of com

mands. Text pages of sticky commands are kept resident in memory, even 
when the process terminates. Once loaded into memory, such pages will usu
ally remain. One exception is if the pages are reclaimed by the paging dae
mon in a tight memory situation (that is, when the number of available pages 
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falls below the low-water mark as defined by the tunable parameter 
GPGSLO). Finding sticky pages already in memory can reduce considerably 
the loading time for the text pages of a process. 

On systems that usually run a light-to-medium workload and that are sel
dom in a tight-memory situation, setting the text-bit can cause a significant 
improvement in performance. On systems with limited memory or a heavy 
workload, however, the text-bit should not be used. Follow these guidelines: 

System 
Memor Text-Bit Guideline 

1M Do not use the text-bit. 

2M to 4M Use the text-bit if the average 
amount of free memory is greater 
than the high-water mark (GPGSHI) 
plus 100. 

The average amount of free memory should be determined by setting the 
text-bit on some test commands with the chmod(l) command, and by using 
the -r option of sar(l) to determine the average FREEMEM count over a typi
cal interval of system activity. If the sar report shows that it is safe to set the 
text-bit on for some commands, logical candidates would be frequently used, 
(preferably) small commands. If the average free memory for the interval is 
less than the high-water mark plus 100, then performance is not likely to be 
significantly improved and may be hurt by setting the text-bit. 

File System Organization 
This section describes several actions· that can be taken to reduce the over

head of file access. As file systems are used, the blocks of individual member 
files tend to become physically scattered around the disk(s) and I/O becomes 
less efficient. This scattering yields poor ordering of blocks with files and 
poor directory structure. 
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Organization of File System Free List 
File systems are set up to allocate free blocks in a manner that allows the 

files to be read or written with efficiency. A free list array is created when a 
file system is created with jetcjmkfs(lM). The free list is set up with the 
rotational gap specified by mkfs options. The difference between successive 
block numbers in the free list is the rotational gap. For example, a file created 
on a system with a rotational gap of 10 may consist of blocks 510, 520, and 
530. When the file is read, I/O requests are sent to the disk drive to read 
blocks 510, 520, and 530. As soon as the drive finishes reading block 510 and 
has started to process the second request, block 520 will be moving over the 
read/write head just as the drive is ready to read that request. This method 
makes for efficient I/O operation. 

However, as you start changing files (changing size or removing), the effi
ciency starts to decrease. When several files are being created at once, they 
will be contending for blocks from the free list. Some of the blocks allocated 
to the files will be out of sequence. As you can see, the free list also becomes 
scattered about the disk as blocks are allocated and freed. 

Directory Organization 
Directory organization also affects input/output performance. The prob

lems show up when files are removed by users. When a file is removed from 
a directory, the i-node number is nulled out. This leaves an unused slot for 
that i-node; over time the number of empty slots may become quite large. If 
you have a directory with 100 files in it and you remove the first 99 files, the 
directory still contains the 99 empty slots, at 16 bytes per slot, preceding the 
active slot. In effect, unless a directory is reorganized on the disk, it will 
retain the largest size it has ever achieved. 

Restoring Good File System Organization 
There is no automatic way to solve these problems; however, you can 

manually rearrange the file system. Here are a variety of ways to do this. 
Note that in all cases the file system(s) must be unmounted. 

Step 1: 

Step 2: 

Step 3: 

To reorganize the free list, run fsck(lM) -so 

To reorganize particular directory structures, use cpio(l) -pdm to 
copy them to a temporary location; remove the original structure; 
then use cpio -pdm to copy them back to their original location. 

To reorganize the file system, run dcopy(lM) -so This is probably 
the most comprehensive way to handle file system reorganization. 
dcopy performs Steps 1 and 2 above, and it also provides the 
opportunity to change the file system and i-node list sizes. 
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Step 4: If you have the Cartridge Tape Utilities, run sysadm compress(l) 
or cmpress(lM) to reorganize the file system. This procedure 
copies the file system temporarily to the cartridge tape and then 
back to its original location. 

Step 5: To prevent file system indirection (which causes inefficient direc
tory searching), use the following command to find directories with 
more than 320 entries (5120 bytes). 

find / -type d -size +10 -print 

If you find directories of this size, consider breaking them up 
into smaller directories. 

Step 6: If you have more than one disk, balance heavily used file systems 
across the disks. 

Defining Best System Usage Patterns 
After the kernel and the system activities are tuned, and the file systems 

organized, the next step for improving system performance is to perform some 
housekeeping activities and to check whether prime time load can be reduced. 
The person responsible for administering the system should check for: 

• less important jobs interfering with more important jobs 

• unnecessary activities being carried out 

• scheduling of selected jobs for when the system is not so busy 

• the efficiency of user-defined features, such as .profile and $P ATH 

ps 
The ps(l) command is used to obtain information about active processes. 

The command gives a "snapshot" picture of what is going on, which is useful 
when you are trying to identify what processes are loading the system. 
Things will probably change by the time the output appears; however, the 
entries that you should be interested in are TIME (minutes and seconds of 
CPU time used by processes) and ST1ME (time when process first started). 
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When you spot a "runaway" process (one that uses progressively more 
system resources over a period of time while you are monitoring it), you 
should check with the owner. It is possible that such a process should be 
stopped immediately via the kill(l) -9 command. When you have a real 
runaway, it continues to eat up system resources until everything grinds to a 
halt. 

When you spot processes that take a very long time to execute, you 
should consider using cron(lM) to execute the job during off-hours. 

User $PATH Variables 
$P ATH is searched upon each command execution. Before outputting 

"not found," the system must search every directory in $P ATH. These 
searches require both processor and disk time. If there is a disk or processor 
bottleneck, changes here can help performance. 

Some things that you should check for in user $P ATH variables are: 

• Path Efficiency 

$P ATH is read left to right, sa the most likely places to find the com
mand should be first in the path (fbin and jusrjbin). Make sure that 
a directory is not searched more than once for a command. 

• Convenience and Human Factors 

Users may prefer to have the current directory listed first in the path 
(:jhin). 

• Path Length 

In general, $P ATH should have the least number of required entries. 

• Large Directory Searches 

Searches of large directories should be avoided if possible. Put any 
large directories at the end of $P ATH. 
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Samples of General Procedures 

This section depicts typical approaches to performance management. 
First, it describes a general procedure for troubleshooting performance prob
lems. Then, it shows a sample of a typical system reconfiguration. 

Sample Procedure for Investigating Performance 
Problems 

Locating the source of the problem can require some careful detective 
work. Hence, what follows is not a canned procedure, but rather a sample of 
a typical approach, covering basic areas where problems usually surface and 
suggesting some of the actions to take that will alleviate the problem. The 
most common symptom that a problem exists is consistently poor response 
time. Referto Figure 6-1 for an outline of the approach. 

Check for Excess Swapping 
The first thing to look at is swapping activity, since the swapping of pages 

is costly in both disk and CPU overhead. Get the sar(l) -qw report. Look at 
the percentage that the swap queue is occupied (%swpocc) for values greater 
than 5. Then look at the swap-out rate (swpotjs) for values greater than 1.00. 

Check whether the" freemem" count (number of pages available to user 
programs), shown by sar -r, is consistently less than the value of the tunable 
parameter GPGSHI (high-water mark). 

If any or all of these are happening frequently, increase your system 
memory or check if you can reduce memory allocated for system buffers. If a 
large number of buffers have been configured and the buffer cache hit ratios 
(sar -b) are 90% or more, try decreasing the number of buffers (stored in the 
tunable parameter NBUF). It's possible that returning memory space occupied 
by some buffers will solve the swapping problem by leaving more space for 
user programs. Additional memory for user programs can also be obtained by 
uninstalling optional kernel utilities that are not needed by your applications. 

Check for Disk Bottleneck 
If the value of %wio (from the sar -u report above) is greater than 10%, 

or if the %busy for a disk drive (obtained by sar -d) is greater than 50%, then 
the system has a disk bottleneck. Some ways to alleviate a disk bottleneck 
are: 
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1. Increase the number of buffers. 

2. Organize the file system to minimize disk activity. If you have two 
disks, distribute the file systems for a more balanced load. 

3. Consider adding more memory if the situation persists. Additional 
memory reduces swapping/paging traffic and allows an expanded 
buffer pool (reducing the number of user-level reads and writes that 
need to go out to disk). 

4. Setting the text-bit on for frequently used files may help, too. See the 
earlier discussion of this subject under" Setting Text-Bit (Sticky-Bit). " 

5 . Consider adding an additional disk and balancing the most active file 
systems across the two disks. 

Check for Potential Table Overflows 
To check for potential table overflows, get the sar -v report. This report 

will let you know if overflows have occurred in the process, file, or inode 
tables. Overflows in these tables are avoided by increasing NPROC, NFILE, 
and NINODE/NSSINODE (see procedure 6.1). 

Shift Workload to Off-Peak Hours 
Examine jusrjspooljcrontab to see if jobs are queued up for peak periods 

that might better be run at times when the system is idle. Use the ps com
mand to determine what processes are heavily loading the system. Encourage 
users to run large, non-interactive commands [such as nroff(1) or troff(1)] at 
off-peak hours. You may also want to run such commands with a low prior
ity by using the nice(1) or batch(1) commands. 
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Checking 

System 
Swapping 

Disk Usage 

Modem 
Interrupts 

Housekeeping 

Procedure 

Start 

End 

Results Action to Take 

Increase memory 
Use shared text 

Reduce buffers 

Increase buffers 

Set sticky bits 

.... _o/._o_w_i_o_>_7--i" Balance disk load 

Reorganize ltmp 

Run dcopy 

More than 1 / sec. 

Table overflows 

Repair modems, 
ports, terminals, 
and/or lines 

)oW'...�oM�IiiiWo---------i.. Reschedule jobs 
or move jobs 

to another system 

Figure 6-1: Outline of Typical Troubleshooting Procedure 
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Sample System Reconfiguration 
The following is a typical scenario for reconfiguring the system because of 

a hardware upgrade from 2 megabytes to 4 megabytes of memory. Because of 
the additional memory, many tunable parameters should be increased. (See 
Figure 6-5 for parameter values recommended for your system.) The com
mand line entries and system responses in the illustration below show the 
reconfiguration and rebooting of the operating system to support these new 
parameters. 

# cp junix joidunix 
# cd jetcjconfjsystems 
# cp systems.std system.new 

Note: Editing of system. new is not shown. 

# cd jetcjconf 
# mkunix -s system.new 
# In kernels junix.new.l junix 

When this procedure is complete, reboot the system. 
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Internal activity is measured by a number of counters contained in the 
UNIX system kernel. Each time an operation is performed, an associated 
counter is incremented. sar and the other performance tools allow you to 
monitor the values of these counters. The functions monitored by sar are dis
cussed in the following sections. The performance tools for the UNIX system 
internal activities described in this section are: 

sar 

sag 

sadp 

timex 

Samples cumulative activity counters internal to the UNIX 
system and provides reports on various system-wide activi
ties. 

Graphically displays the information collected by sar. 

Produces profiles of disk access location and seek distance. 

Reports both system-wide and per-process activity during 
the execution of a command or program. 

Examples for these tools are provided in the following sections. The 
examples are from a system with 2 megabytes of main memory and a 30-
megabyte integral hard disk. Command outputs are typical values observed 
for user workloads on the UNIX operating system. Values you receive may be 
quite different from values in the examples, depending on your application or 
benchmark. When tuning your system, it is recommended that you use a 
benchmark or have the system under normal load for your application to 
allow you to tune directly toward your specific application. 

sar 
Throughout this section, sar options are described with an analysis of 

sample outputs of the options. sar can be used either to gather system 
activity data or to extract what has been collected in data files created by sal 
and sa2. sal and sa2 are initiated by entries put in the crontab sys file. 

sar -a 
The sar -a option reports the use of file access operations. The UNIX 

operating system routines reported are as follows: 
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iget/s 

namei/s 

dirbk/s 

Performance Tools 

Number of files located by i-node entry per second. 

Number of file system path searches per second. namei calls 
iget, so iget/s is always larger than namei/s. 

Number of directory block reads issued per second. 

An example of sar -a output, with a 3D-second sampling interval, follows: 

unix unix 3.0 2 3B2 12/30/85 
12:41:40 iget/s namei/s dirbkls 
12:42:10 4 1 3 
12:42:40 
12:43: 10 
Average 

2 

5 

4 

1 

2 

1 

1 

3 

3 

The larger the values reported, the more time the UNIX kernel is spending 
to access user files. This indicates how heavily programs and applications are 
using the file system(s}. The -a option is helpful for understanding how 
disk-dependent the application system is; it is not used for any specific tuning 
step. 
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sar -b 
The -b option reports the following buffer activity. 

breadjs 

lreadjs 

%rcache 

bwritjs 

lwritjs 

%wcache 

preadjs 

pwritjs 

Average number of physical blocks read into the system 
buffers from the disk (or other block devices) per second. 

Average number of logical blocks read from system buffers 
per second. 

Fraction of logical reads found in buffer cache (100% minus 
the ratio of breads to lreads). 

Average number of physical blocks written from the system 
buffers to disk (or other block devices) per second. 

Average number of logical blocks written to system buffers 
per second. 

Fraction of logical writes found in buffer cache (100% minus 
the ratio of bwritjs to lwritjs). 

Average number of physical read requests per second. 

Average number of physical write requests per second. 

The entries that you should be most interested in are the cache hit ratios 
%rcache and %wcache which measure the effectiveness of system buffering. 
If %rcache falls below 90, or %wcache falls below 65, it may be possible to 
improve performance by increasing the number of buffers. 

An example of sar -b output follows: 

unix unix 3.0 2 3B2 12/30/85 
16:32:57 bread/s lread/s %rcache bwrit/s lwrit/s rcfNCache pread/s pwrit/s 
16:33:07 3 39 93 1 16 91 0 0 
16:33:17 4 40 90 2 16 87 0 0 
16:33:27 4 41 90 3 7 64 0 0 
Average 4 40 91 2 13 84 o o 
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This example shows that the buffers are not causing any bottlenecks, 
because all data is within acceptable limits. 

PERFORMANCE MANAGEMENT 6-17 



Performance Tools 

sar -c 

The -c option reports system calls in the following categories: 

scalljs 

sreadjs 

swritjs 

forkjs 

execjs 

rcharjs 

wcharjs 

All types of system calls per second, generally about 30 per 
second on a busy 4- to 6-user system. 

Read system calls per second. 

Write system calls per second. 

Fork system calls per second, about 0.5 per second on a 4- to 
6-user system. This number will increase if shell scripts are 
running. 

Exec system calls per second. [If (execjs) j (forkjs) is 
greater than 3, look for inefficient $PATHs.] 

Characters (bytes) transferred by read system calls per 
second. 

Characters (bytes) transferred by write system calls per 
second. 

Typically, reads plus writes account for about half of the total system 
calls, although this varies greatly with the activities that are being performed 
by the system. 

An example of sar -c output follows: 

unix unix 3.0 2 3B2 12/30/85 
18:33:04 scall/s sreadls swrit/s fork/s exec/s rchar/s wchar/s 
18:33:35 38 16 6 0.03 0.03 6089 1638 
18:34:05 39 16 4 0.07 0.07 6123 1602 
18:34:35 
Average 

38 
38 

17 
16 

5 0.17 0.17 
5 0.09 0.09 
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A parallel option is available for systems that have Remote File Sharing 
installed. See the description of sar -Dc in Chapter 10, II Remote File Shar
ing". 
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sar -d 
The sar -d option reports the activity of block devices. 

device 

%busy 

avque 

r+w/s 

blks/s 

avwait 

avserv 

Name of the block device(s) that sar is monitoring. 

Percent of time the device was servicing a transfer request. 

The average number of requests outstanding during the 
period of time (measured only when the queue is occupied). 

Number of read and write transfers to the device per second. 

Number of 512-byte blocks transferred to the device per 
second. 

Average time in milliseconds that transfer requests wait idly 
in the queue (measured only when the queue is occupied). 

Average time in milliseconds for a transfer request to be 
completed by the device (for disks this includes seek, rota
tionallatency, and data transfer times). 

An example of sar -d is as follows: 

unix unix 3.0 2 3B2 12/30/85 
13:46:28 device %busy'avque r+w/s blks/s avwait avserv 
13:46:58 hdsk-O 6 1.6 3 5 13.8 23.7 

fdsk-O 93 2.1 2 4 467.8 444.0 
13:47:28 hdsk-O 13 1.3 4 8 10.8 32.3 

fdsk-O 100 3.1 2 5 857.4 404.1 
13:47:58 hdsk-O 17 .7 2 41 .6 48.1 

fdsk-O 100 4.4 2 6 1451.9 406.5 
Average hdsk-O 12 1.2 3 18 8.4 34.7 

fdsk-O 98 3.2 2 5 925.7 418.2 
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The above example was taken while transferring data from hard disk 
(hdsk-O) to floppy disk (fdsk-O). Looking at the results tells us why hard disk 
technology has improved the performance of super-microcomputers. 

Note that queue lengths and wait times are measured while the queue had 
something on it. If busy is small, large queues and service times probably 
represent the periodic sync efforts by the system to ensure that altered blocks 
are written to the disk in a timely fashion. 
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sar -m 

The sar -m option reports on interprocess communication activities. Mes
sage and semaphore calls are reported as follows: 

msg/s 

sema/s 

Number of message operations (sends and receives) per 
second. 

Number of semaphore operations per second. 

An example of sar -m output follows: 

unix unix 3.0 2 3B2 12/30/85 
15:16:58 msg/s sema/s 
15:17:32 0.00 0.00 
15:18:02 
15: 18:32 
Average 

0.00 
0.00 
0.00 

0.00 
0.00 
0.00 

These figures will usually be zero (0.00) unless you are running applica
tions that use the message or semaphore features. 
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sar -q 

The sar -q option reports the average queue length while the queue is 
occupied and percent of time occupied. 

runq-sz 

%runocc 

swpq-sz 

%swpocc 

Run queue of processes in memory; typically, this should be 
less than 2. Consistently higher values mean you are CPU
bound. 

The percentage of time the run queue is occupied; the larger 
this value is, the better. 

Swap queue of processes to be swapped out; the smaller this 
number is, the better. 

The percentage of time the swap queue is occupied; the 
smaller this value is, the better. 

An example of sar -q follows: 

unix unix 3.0 2 3B2 12/30/85 
11:00:56 runq-sz r~c swpq-sz r~c 

11:01:07 1.7 98 1.5 36 
11:01:17 1.0 63 1.0 31 
11:01:27 
Average 

1.0 
1.3 

58 
74 

1.0 
1.2 

49 

39 

In this example, the processor utilization (%runocc) varies between 58% 
and 98%, while the fraction of time the swap queue is not empty (%swpocc) 
is 31 % to 49%. This means that memory is not causing a major bottleneck in 
the system throughput, but more memory would help reduce the 
swapping/paging activity. 

If %runocc is greater than 90 and runq-sz is greater than 2, the CPU is 
heavily loaded and response is degraded. In this case, additional CPU capacity 
may be required to obtain acceptable system response. If %swpocc is greater 
than 20, more memory or fewer buffers would help reduce swapping/paging 
activity. 
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sar -u 
The CPU utilization is listed by sar -u (default). At any given moment 

the processor will be either busy or idle. When busy, the processor will be in 
either user or system mode. When idle, the processor will either be waiting 
for input/output completion or has no work to do. The -u option of sar lists 
the percent of time that the processor is in system mode (%sys), user mode 
(%user), waiting for input/output completion (%wio), and idle time (%idle). 

In typical timesharing use, %sys and %usr are about the same value. In 
special applications, either of these may be larger than the other without any
thing being abnormal. A high %wio generally means a disk bottleneck. A 
high %idle, with degraded response time, may mean memory constraints; 
time spent waiting for memory is attributed to %idle. 

An example of sar -u follows: 

unix unix 3.0 2 3B2 12/30/85 
09:20:08 rcUSr %sys rawio %idle 
09:40: 12 6 7 2 86 
10:00:03 7 9 3 80 
10:20:07 14 16 10 61 
Average 9 11 5 76 

A parallel option is available for systems that have Remote File Sharing 
installed. See the description of sar -Du in Chapter 10, "Remote File Shar
ing". 
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sar -v 

The -v option reports the status of process, i-node, file, shared memory 
record, and shared memory file tables. From this report you know when the 
system tables need to be modified. 

proc-sz 

inod-sz 

file-sz 

ov 

lock-sz 

fhdr-sz 

Number of process table entries presently being 
used/ allocated in the kernel. 

Number of i-node table entries presently being 
used/ allocated in the kernel. 

Number of file table entries presently being used/allocated 
in the kernel. 

Number of times an overflow occurred (one column for each 
of the above three items). 

The number of shared memory record table entries presently 
being used/allocated in the kernel. 

No longer applicable. 

The values are given as level/table size. An example of sar -v follows: 

unix unix 3.0 2 3B2 12/30/85 
17:36:05 proc-sz ov inod-sz ov file-sz ov lock-sz fhdr-sz 
17:36:35 17/ 40 0 39/ 80 a 29/ 80 0 0/ 50 0/ 0 
17:37:05 19/ 40 0 46/ 80 a 35/ 80 0 0/ 50 0/ 0 
17:37:35 18/ 40 0 43/ 80 a 34/ 80 0 0/ 50 0/ 0 
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This example shows that all tables are large enough to have no overflows. 
Sizes could be reduced to save main memory space if these are the highest 
values ever recorded. 
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sar -w 

The -w option reports swapping and switching activity. The following 
are some target values and observations. 

swpin/s 

bswin/s 

swpot/s 

bswot/s 

pswch/s 

Number of transfers into memory per second. 

Number of 512-byte-block units (blocks) transferred for 
swap-ins (including initial loading of some programs) per 
second. 

Number of transfers from memory to the disk swap area per 
second. If greater than I, memory may need to be increased 
or buffers decreased. 

Number of blocks transferred for swap-outs per second. 

Process switches per second. This should be 30 to 50 on a 
busy 4- to 6-user system. 

An example of sar -w output follows: 

unix unix 3.0 2 3B2 12/30/85 
19:53:44 swpin/s bswin/s SW}X>t/s bswot/s pswch/s 

19:53:58 0.0 0.0 0.0 0.0 37 
19:54:14 0.0 0.0 0.0 0.0 39 
19:54:24 
Average 

0.0 
0.0 

0.0 
0.0 

0.0 
0.0 

0.0 
0.0 

39 
38 

This example shows that there is sufficient memory for the currently 
active users, since no swapping is occurring. 
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sar -p 
The -p option reports paging activity. The following page rates are 

recorded. 

vflt/s 

pflt/s 

pgfil/s 

rclm/s 

Number of address translation page faults per second (valid 
page not present in memory). 

Number of page faults from protection errors per second 
(illegal access to page) or "copy-on-writes". pflt/s gen
erally consists entirely of "copy-on-writes." 

Number of vflt/s per second satisfied by a page-in from the 
file system. (Each pgfil causes two beads; see sar -b). 

Number of valid pages per second that the system has 
reclaimed (added to list of free pages). 

An example of sar -p output follows: 

unix unix 3.0 2 3B2 12/30/85 
12:01:51 vflt/s pflt/s pgfil/s rclmVs 
12:56:52 13.91 2.80 5.63 11.21 
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sar -r 
The -r option records the number of memory pages and swap file disk 

blocks that are currently unused. The following are recorded. 

freemem 

freeswap 

Average number of 2K pages of memory available to user 
processes over the intervals sampled by the command. 

Number of 512K disk blocks available for process swapping. 

An example of sar -r output follows: 

unix unix 3.0 2 3B2 12/30/85 
12:01:51 freemem freeswap 
12:56:52 208 5848 
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sar -y 

The -y option monitors terminal device activities. If you have a lot of ter
minal I/O, you can use this report to determine if there are any bad lines. 
Activities recorded are defined as follows: 

raweh/s 

eaneh/s 

outeh/s 

revin/s 

xmtin/s 

mdmin/s 

Input characters (raw queue) per second. 

Input characters processed by canon (canonical queue) per 
second. 

Output characters (output queue) per second. 

Receiver hardware interrupts per second. 

Transmitter hardware interrupts per second. 

Modem interrupts per second. 

The number of modem interrupts per second (mdmin/s) should be close 
to 0, and the receive and transmit interrupts per second (xmtin/s and revin/s) 
should be less than or equal to the number of incoming or outgoing charac
ters, respectively. If this is not the case, check for bad lines. 

An example of sar -y output follows: 

unix unix 3.0 2 3B2 12/30/85 
16: 50: 11 rawch/s canchls outch/s rcvinls xmtin/s nrlmin/s 
16:50:41 112 15 653 103 102 0 
16:51:11 107 7 654 104 105 0 
16:51:41 
Average 

99 
106 

5 
9 

641 
649 

99 
102 
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sar -A 
The sar -A option is equivalent to sar -udDqbwcayvmpr5. The report 

includes RFS operations (the -D and -5 options) described in Chapter 10, 
"Remote File Sharing". The -A option provides a view of overall system per
formance. Use it to get a more global perspective. If data from more that one 
time slice is shown, the report includes averages. 

An example of sar -A follows: 
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unix unix 3.0 2 3B2 02119/86 

00:00:00 %usr ?"oSYS %sys %wio %idle 
local rercote 

01 :00:00 0 0 0 0 100 

00:00:00 device %busy avque r+w/s blks/s avwait avserv 

01:00:00 hdsk-O 0 1.5 0 0 10.9 21.1 
hdsk-1 0 2.1 0 0 30.6 27.9 

00:00:00 runq-sz ?"~c swpq-sz r~c 
01:00:00 1.1 0 

00:00:00 bread/s lread/s ?"arcache bwrit/s lwrit/s r~ache pread/s pwrit/s 
01:00:00 0 0 97 0 0 67 0 0 

00: 00 : 00 swp1n/s bswin/s swpot/s bswot/s pswch/s 
01:00:00 0.00 0.0 0.00 0.0 1 

00:00:00 scall/s sread/s swrit/s fork/s exec/s rchar/s wchar/s 
01:00:00 

in 0 0 0 0.00 0 
out 0 0 0 0.00 0 
local 0 0 0 0.01 0.01 23 

00:00:00 iget/s namei/s dirbk/s 
01:00:00 0 0 0 

00:00:00 rawch/s canch/s outch/s rcvin/s xmt1n/s xrdmin/s 
01:00:00 0 0 0 0 0 0 

00:00:00 proc-sz ov inod-sz ov file-sz ov loCk-sz 
01:00:00 12/ 60 0 33/150 0 21/150 0 0/100 

fhdr-sz 
0/ 0 

00:00:00 
01:00:00 

msg/s 
0.00 

serna/s 
0.00 

00:00:00 vflt/s pflt/s pgfil/s rc1m/s 
01:00:00 0.09 0.08 0.01 0.00 

00:00:00 freemem freeswp 
01:00:00 362 10196 

00:00:00 serv/lo-hi 
3 - 6 

01:00:00 0 

request request 
%busy avg 19th 

0.0 0 

6-32 SYSTEM ADMINISTRATOR'S GUIDE 

server server 
roavail avg avail 

0.0 0 

0 
0 
0 



Performance Tools 

sag 

sag graphically displays the system activity data stored in a binary data 
file by a previous sar run. Any of the sar data items may be plotted 
separately or in combination. sag invokes sar and matches strings in the data 
column header. Figure 6-2 shows a typical sag display. Running sar will 
show what data are available. 
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+100~------~------~------~--------~----~ 
-100 
=100 

o 
- 0 
+ O~ ______ ~ ______ ~~ ____ ~ ________ ~ ____ ~ 

08:00 
+ %USER 
- %USER + %SYS 
= %USER + SYS + %WIO 
VS TIME 

Figure 6-2: Example of sag Output 

18:00 

In Figure 6-2, the processor is completely utilized over three time inter
vals: 9-10 AM, 1-2 PM, and 3:30-5:30 PM. Remember the actual fraction of 
time that the processor is busy is the sum of user (%usr) mode time and sys
tem (%sys) mode time. When this approaches 100%, the processor is running 
at its maximum capacity as configured. The sum of %usr + %sys + %wio is 
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about the same as the sum of %usr + %sys (%wio is low). This means that 
the disk subsystem is able to handle all requests that the processor generates 
with little delay. From this example, the first place to look to reduce any 
bottleneck is in reducing processor load. 

The sag command is useful only if you have a standard output device that 
can read plotting instructions. Refer to tplot(lG) in the User's Reference 
Manual for a list of terminals with this capability. 

timex 
The timex command times a command and reports the system activities 

that occurred during the time the command was executing. If no other pro
grams are running, then timex can give you a good idea of which resources a 
specific command uses during its execution. System consumption can be col
lected for each application program and used for tuning the heavily loaded 
resources. For our example, the date command is used. Enter the following: 
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$ timex -s date 
Wed Feb 19 08:32:50 EST 1986 
real 0.17 
user 0.01 
sys 0.09 
unix unix 3.0 2 3B2 02/19/86 
08:32:05 %usr %sys 'YoSY's %wio %idle 

local rerrote 
08:32:05 10 77 0 13 0 
08:32:05 bread/s lread/s 'Y~cadhe bwrit/s lwrit/s 'Y~adhe pread/s pwrit/s 
08:32:05 8 125 94 0 12 100 0 0 
08:32:05 device 
08:32:05 hdsk-O 

hdsk-1 

%busy avque r+w/s blks/s avwait avserv 
12 1.0 4 8 0.0 30.0 
8 1.0 4 8 0.0 20.0 

08: 32: 05 rawdh/s candh/s outdh/s rcvin/s xrot:in/s nrlmin/s 
08:32:05 0 0 56 0 4 0 
08:32:05 scall/s sread/s swrit/s fork/s exec/s rdhar/s wdhar/s 
08:32:05 

in 
out 
local 

o 
o 

244 

o 
o 

29 

o 
o 
8 

0.00 0 
0.00 0 

5.77 7.69 44154 
08:32:05 swp:in/s bswin/s swpot/s bswot/s pswdh/s 
08:32:05 0.00 0.0 0.00 0.0 33 
08:32:05 iget/s namei/s dirbk/s 
08:32:05 40 21 42 
08:32:05 runq-sz 'Y~c swpq-sz 'Y~c 

08:32:05 
08: 32: 05 proc-sz ov inod-sz ov file-sz ov lock-sz 
08:32:05 13/ 60 0 33/150 0 20/150 0 0/100 

fhdr-sz 
0/ 0 

08:32:05 msg/s sema/s 
08:32:05 0.00 0.00 
08:32:05 vflt/s pflt/s Wills rclmls 
08:32:05 44.23 46.15 
08:32:05 freemem freeswp 
08:32:05 306 10196 

3.85 0.00 

08:32:05 serv/lo-hi 
3 - 6 

request request 
%busy avg 19th 

08:32:05 o 0.0 0 

server server 
'Yaavail avg avail 

0.0 0 

o 
o 

879 

While date, for its simplicity, was used for the preceding demonstration, it is 
not the best example since it is not a major user of system resources. 

6-36 SYSTEM ADMINISTRATOR'S GUIDE 



Performance Tools 

timex can be used in the following way: 

$ timex -s application program 

Your application program will operate normally. When you finish and exit, 
the timex result will be printed on your screen. This can be extremely 
interesting: you get a clear picture of system resources used by your program. 

sadp 
The sadp command 

sadp [-th] [-d device[-drive]] s [n] 

reports disk access locations and seek distance in tabular (-t) or histogram (-h) 
form. Disk activity is sampled once every second during a specified interval n. 
An example of sadp output for hard disk drive 0 follows. 
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$ sadp -h -d brdO-O 3600<CR> 

CYLINDER ACCESS HIS'I'(X;RAM 
disk-O: 
'Ibtal transfers = 33291 

12".16 -I 
1 

1 

1 

1 

10% -I 
1 

1 

1 

1 

8".16 -I 
1 

1 

1 

1 

6% -I 
1 

1 

1 

1 

4% -I 
1 

1 

1 

1 

2".16 -I 
1 

1* 
1* 
1** 

* 
* 
* 
* 
* 

* 
* 
* 
* 
* 
* 
* * 
* * 
* * 
* * 

** * 
** * 
** * * 
** * * 
** * * * 
** * * * 
** * * * 
** * * * 
** * * * 
** * * ** 
** **** ** * 
*** **** *** * 
*** ********* * * * 
*** ************ * * 
*** ***************** 
*** ***************** 
**** ***************** 
**** ***************** 

1**···.·*····· .. ·•····.··· ** ... * ............ * ....... ********************** 
0%-+-----------------------------------------------------------------------------

Cylinder number, granularity=8 
081 8 2 2 3 4 4 5 
604 0 7 3 062 

4 8 2 6 048 

Figure 6-3: Output from sadp: Cylinder Access Histogram 
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SEEK DISTANCE HIS'KGRAM 
disk-O: 
Total seeks = 30308 

1 

20% -I 
1 

1 

1 

1 

1 

1 * 
1 * 

16% -I * 

12% 

8% 

1 * 
1 * 
1 * 
1** 
1** 
1** 
1** 

-1** 
1** 
1** 
1** 
1** 
1** 
1** 
1** 

-1** 
1** 
1** 
1** 
1*** 
1*** 
1*** 
1**** 

* 
** 

4% -1********* 
1********* 
1********* 
1************ 
1************** 
1***************** 
1********************** 
1************************** ... * ....................•......... * ............. . 

0% -+----------------------------------------------------------------------------
=« < < < < < < < < 
081 8 2 2 3 4 4 5 

6 0 407 3 062 
482 6 048 

Figure 6-4: Output from sadp: Seek Distance Histogram 
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Using the sadp output along with the output of /etc/mount(lM) or 
/etc/mkpart(lM), and a table of disk sections [see Appendix A for the default 
partitioning of your disk(s)], you can identify the file systems with a large 
amount of I/O activity. In general, try to move areas of high activity close 
together. This will reduce the number of seeks over large distances. 

The first graph (Figure 6-3) shows excellent disk cylinder locality of refer
ences. This means that every time the location of a block was referenced by 
the disk head (for reading or writing), it mostly occurred in the same general 
region of the disk. In the example, most references (as indicated by percent 
times referenced) occur for files near cylinders 450 to 600, with a few for files 
around cylinder 250. There are a few references to other files on the disk, but 
they occur only a small percent of the time. This graph shows, then, that the 
most often used files are grouped together in the same general region of 
cylinders on the disk; the more clustered the stars on the histogram, the 
better. Another way to say this is that the disk has an excellent file system 
configuration. 

The second graph (Figure 6-4) shows another aspect of an excellent file 
system configuration: the head seek distance. This refers to the distance the 
disk head has to move from the current cylinder to the cylinder of the next 
block referenced. In the example, most physical seeks are under ten cylinders. 
Specifically, some 14% of the seeks occurred within a distance of 0 to 8 
cylinders, and some 17% of the seeks occurred within a distance of 8 to 16 
cylinders. This means that for approximately one-third of the disk activity, 
the disk head was forced to move no more than 16 cylinders to reference a 
given block, and the more to the left the stars are grouped, the better. 

These two graphs give an idea of how finely you can tune your system. 
If, after a working period of weeks or months, you can identify which file sys
tems are consistently the most active, you might consider repartitioning your 
disks to achieve the maximum from disk access activity (see Chapter 4, 
"Disk/Tape Management", and Chapter 5, "File System Administration", for 
more information). 
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Tunable system parameters are used to set various table sizes and system 
thresholds to handle the expected system load. Caution should be used when 
changing these variables since such changes can directly affect system perfor
mance. For the most part, the initial tunable parameter values for your com
puter are acceptable for most configurations and applications. If your applica
tion has special performance needs, you may have to experiment with dif
ferent combinations of parameter values to find an optimal set. 

Figure 6-5 shows the recommended tunable parameter values for a 
Release 3.0 system equipped with different sizes of Random Access Memory 
(RAM). The parameters shown in the figure are defined in the following files: 

• /usr/include/sys/kdef.h 

• /etc/conf/modulesjmsg/space.c 

• /etc/conf/modulesjsemjspace.c 

• /etc/conf/modulesjshm/space.c 

The default parameter settings defined in the /usr/include/sys/kdef.h 
file are delivered with the core package. Parameters for Remote File Sharing 
(RFS) and Networking Support Utilities (NSU) are present in the core pack
age, but should be left at their default setting of 0; non-zero settings are 
automatically provided when the RFS and NSU packages are installed. Addi
tional RFS tunables are described in Chapter 10, "Remote File Sharing". The 
message, semaphore, and shared memory parameters are distributed with the 
Inter-Process Communications Utilities, in /etc/conf/modules/msgjspace.c, 
/etc/conf/modules/sem/space.c, and /etc/conf/modules/shm/space.c, 
respectively. The following notes apply to Figure 6-5: 

• The value of a few parameters are calculated each time a new kernel 
(funix) is generated, unless the value is manually overridden (see note 
below). 

• All the other parameters are set to specific values, as defined in the 
appropriate file. The default value and the size in bytes for each entry 
are shown in the figure. 

• A dash (-) is used in the size information to indicate parameters that 
set flags in the kernel. Parameters that set flags do not affect the size 
of the kernel when their values are changed; only the values of the 
specific flags are changed. 
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• No values are shown for the RFS and NSU parameters for a 1-
megabyte system. RFS and NSU are not installable on systems with 
less than 2 megabytes of memory. When the RFS and NSU packages 
are installed, their respective parameters are set to their 2-megabyte 
recommendations. In Figure 6-5, the default values shown assume that 
neither of these packages is installed. 

6-42 

A calculated parameter value is overridden by adding the parameter name 
and value to the system file. Overriding the calculated value causes the 
parameter to be set to the new value each time a new kernel (/unix) is gen
erated. When calculated parameter values are overridden, however, any sub
sequent changes in the hardware configuration (adding new memory for 
example) require a change of the value that was manually set. This will allow 
you to optimize the performance of the new configuration. 
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Equipped RAM Size 
Default 

Parameter per Entry 

1 MEG 2MEGS 3MEGS 4MEGS Value in Bytes 

NBUF 100 250 400 600 200 1076 
NCALL 60 60 60 60 60 16 
NINODE 100 225 300 400 150 68 
NS5INODE 100 225 300 400 150 64 
NFILE 100 225 300 400 150 12 
NMOUNT 25 25 25 25 25 36 
NPROC 60 70 80 100 60 168 
NREGION 210 245 280 350 210 36 
NCLIST 120 120 160 200 120 72 
MAXUP 25 25 30 30 25 -

NOFILES 20 20 20 20 20 -

NHBUF 32 64 128 256 64 12 
NPBUF 20 20 20 20 20 52 
NAUTOUP 10 10 15 15 10 -

BDFLUSHR 1 1 1 1 1 -

MAXPMEM 0 0 0 0 CALCULATED -

SHLBMAX 2 2 2 2 2 12 x NPROC 
FLCKREC 100 100 100 100 100 28 
PUTBUFSZ 2000 2000 2000 2000 2000 -

NSRMOUNT - 50 50 50 0 28 

REL 3.0 3.0 3.0 3.0 3.0 -

NODE unix unix unix unix unix -

SYS unix unix unix unix unix -

VER 2 2 2 2 2 -

MAXSLICE 100 100 100 100 100 -

Figure 6-5: Suggested Parameter Values: Release 3.0 Systems (sheet 1 of 3) 
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Equipped RAM Size 
Default 

Parameter per Entry 

1 MEG 2MEGS 3MEGS 4MEGS Value in Bytes 

VHNDFRC 16 16 16 16 16 -

VHANDR 1 1 1 1 1 -

GPGSLO 25 25 25 25 25 -

GPGSHI 40 40 40 40 40 -

MAXUMEM 8192 8192 8192 8192 8192 -

GPGSMSK OxOOOO0220 OxOOOO0220 OxOOOO0220 OxOOOO0220 OxOOOO0220 -

MAXFC 1 1 1 1 1 -

MAXSC 1 1 1 1 1 -

MINARMEM 25 40 40 40 25 -

MINASMEM 25 40 40 40 25 -

NQUEUE - 256 384 384 0 36 

NSTREAM - 32 48 48 0 52 

NMUXLINK - 32 48 48 0 12 

NSTREVENT - 256 256 256 0 12 

MAXSEPGCNT - 1 2 2 0 2048 

NBLK4096 - 0 0 0 0 4142 

NBLK2048 - 20 40 40 0 2094 

NBLKI024 - 12 32 32 0 1070 

NBLK512 - 8 18 18 0 558 

NBLK256 - 16 48 48 0 302 

NBLK128 - 64 128 128 0 174 

NBLK64 - 256 256 256 0 110 

NBLK16 - 128 256 256 0 61 

NBLK4 - 128 128 128 0 50 

NSTRPUSH - 9 9 9 9 -

STRLOFRAC - 80 80 80 80 -

STRMEDFRAC - 90 90 90 90 -

STRMSGSZ - 4096 4096 4096 4096 -

STRCTLSZ - 1024 1024 1024 1024 -

NLOG - 3 3 3 3 12 

BSIZE - 20 20 20 20 -

Figure 6-5: Suggested Parameter Values: Release 3.0 Systems (sheet 2 of 3) 
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Equipped RAM Size 
Default 

Parameter per Entry 

1 MEG 2MEGS 3MEGS 4MEGS Value in Bytes 

MSGMAP 100 100 100 100 100 8 
MSGMAX 2048 2048 2048 2048 2048 -

MSGMNB 4096 4096 4096 4096 4096 -

MSGMNI 50 50 50 50 50 53 
MSGSSZ 8 8 8 8 8 1024 
MSGTQL 40 40 40 40 40 12 
MSGSEG 1024 1024 1024 1024 1024 8 

SEMMAP 10 10 10 10 10 8 
SEMMNI 10 10 10 10 10 32 
SEMMNS 60 60 60 60 60 8 
SEMMNU 30 30 30 30 30 8X(SEMUME+2) 
SEMMSL 25 25 25 25 25 -

SEMOPM 10 10 10 10 10 8 
SEMUME 10 10 10 10 10 8XSEMMNU 
SEMVMX 32767 32767 32767 32767 326767 -

SEMAEM 16384 16384 16384 16384 16384 -

SHMMAX 131072 131072 131072 131072 131072 -

SHMMIN 1 1 1 1 1 -

SHMMNI 100 100 100 100 100 52 
SHMSEG 6 6 6 6 6 12XNPROC 
SHMALL 512 512 512 512 512 -

Figure 6-5: Suggested Parameter yalues: Release 3.0 Systems (sheet 3 of 3) 

Kernel Parameters 
The following parameters are defined in the jusrjincludejsysjkdef.h 

file. 

NBUF Specifies how many system buffers to allocate. The UNIX 
system buffers form a data cache. The data cache is a 
memory array containing disk file information. Improve
ment in the hit rate of this cache increases with the 
number of buffers. Cache hits reduce the number of disk 
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NeALL 

NINODE 

NS5INODE 

NFILE 

accesses and thus improve overall performance. The 
entries are normally in the range of 100 to 600. Each 
buffer contains 1076 bytes. Hash buffers (NHBUF) should 
be increased along with system buffers (NBUF) for 
optimal performance. 

Specifies how many call-out table entries to allocate. Each 
entry represents a function to be invoked at a later time 
by the clock-handler portion of the kernel. This value 
must be greater than 2 and is normally in the range of 10 
to 70. The default value is 60. Each entry contains 16 
bytes. 

Software drivers may use call entries to check hardware 
device status. When the call-out table overflows, the sys
tem crashes and outputs the following message on the 
system console: 

PANIC: Timeout table overflow 

Specifies how many i-node table entries to allocate. Each 
table entry represents an in-core i-node that is an active 
file. For example, an active file might be a current direc
tory, an open file, or a mount point. The file control 
structure is modified when changing this variable. The 
number of entries used depends on the number of opened 
files. The entries are normally in the range of 100 to 400. 
The value for NINODE pertains directly to the NFILE 
value. (NINODE is equal to or greater than NFILE). 
NINODE must always be less than or equal to 
NSSINODE. NINODE greater than NSSINODE results in 
an unusable system. When the i-node table overflows, 
the following warning message is output on the system 
console: 

~: i-node table overflow 

NSSINODE must always be equal to or greater than 
NINODE. 

Specifies how many open file table entries to allocate. 
Each entry represents an open file. The entry is normally 
in the range of 100 to 400. Each entry contains 12 bytes. 
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NMOUNT 

NPROC 

NREGION 

Tunable Parameters 

The NFILE entry relates directly to the NINODE entry. 
(NFILE is less than or equal to NINODE). The NFILE 
control structure operates in the same manner as the 
NINODE structure. When the file table overflows, the 
following warning message is output on the system con
sole. 

NOTICE: file table overflow 

As a reminder, this parameter does not affect the number 
of open files per process (see the NOFILES parameter). 

Specifies how many mount table entries to allocate. Each 
entry represents a mounted file system. The root (J) file 
system is always the first entry. When full, the mount(2) 
system call returns the error EBUSY. Since the mount 
table is searched linearly, this value should be as low as 
possible. 

Specifies how many process table entries to allocate. Each 
table entry represents an active process. The swapper is 
always the first entry and /etc/init is always the second 
entry. The number of entries depends on the number of 
terminal lines available and the number of processes 
spawned by each user. The average number of processes 
per user is in the range of 2 to 5 (also see MAXUP, default 
value 25). When full, the fork(2) system call returns the 
error EAGAIN. The NPROC entry is in the range of 50 to 
200. 

Specifies how many region table entries to allocate. Each 
NREGION entry contains 36 bytes. Most processes have 
3 regions: text, data, and stack. Additional regions are 
needed for each shared memory segment and shared 
library (text and data) attached. However, the region 
table entry for the text of a n shared text n program will be 
shared by all processes executing that program. Each 
shared memory segment attached to one or more 
processes uses another region table entry. A good starting 
value for this parameter is about 3.5 times NPROC. If the 
system runs out of region table entries, the following mes
sage is output on the system console. 
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NCLIST 

MAXUP 

NOFILES 

Region table overflow 

Specifies how many character list buffers to allocate. Each 
buffer contains up to 64 bytes. The buffers are dynami
cally linked to form input and output queues for the ter
minallines and other slow-speed devices. The average 
number of buffers needed per terminal is in the range of 5 
to 10. Each entry (buffer space plus header) contains 72 
bytes. When full, input and output characters dealing 
with terminals are lost, although echoing continues. 

Specifies how many concurrent processes a non-super-user 
is allowed to run. The entry is normally in the range of 
15 to 25. This value should not exceed the value of 
NPROC (NPROC should be at least 10% more than 
MAXUP). This value is per user identification number, 
not per terminal. For example, if 12 people are logged in 
on the same user identification, the default limit would be 
reached very quickly. 

Specifies the maximum number of open files per process. 
Default is 20. Values higher than 20 are accessible only to 
processes using system calls [open(2), creat(2); for exam
ple]. Processes using standard I/O subroutines are limited 
to 20, independent of the value of NOFILES. Unless an 
application package recommends that NOFILES be 
changed, the default setting of 20 should be left as is. 

jbinjsh uses 3 file table entries: standard input, standard 
output, and standard error (0, 1, and 2 are normally 
reserved for stdin, stdout, and stderr, respectively). This 
leaves the value of NOFILES minus 3 as the number of 
other open files available per process. If a process 
requires up to three more than this number, then the stan
dard files must be closed. This practice is NOT recom
mended, and must be used with caution, if at all. 

If the configured value of NOFILES is greater than the 
maximum (100) or less than the minimum (20), the con
figured value is set to the default (20), and a NOTICE 
message is sent to the console. 
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NHBUF Specifies how many "hash buckets" to allocate. These are 
used to search for a buffer given a device number and 
block number rather than a linear search through the 
entire list of buffers. This value must be a power of 2. 
Each entry contains 12 bytes. The NHBUF value must be 
chosen so that the value NBUF divided by NHBUF is 
approximately equal to 4. While the value of NBUF is 
normally calculated by the system, that is not true for 
NHBUF. 

NPBUF Specifies how many physical input/output buffers to allo
cate. One input/output buffer is needed for each physical 
read or write active. Each entry contains 52 bytes. The 
default value is 20. 

NAUTOUP The NAUTOUP entry specifies the buffer age in seconds 
for automatic file system updates. A system buffer is writ
ten to the hard disk when it has been memory-resident for 
the interval specified by the NAUTOUP parameter. 
Specifying a smaller limit increases system reliability by 
writing the buffers to disk more frequently and decreases 
system performance. Specifying a larger limit increases 
system performance at the expense of reliability. 

BDFLUSHR Specifies the rate in seconds for checking the need to write 
the file system buffers to disk. The default is 1 second. 

MAXPMEM Specifies the maximum amount of physical memory to use 
in pages. The default value of 0 specifies that all available 
physical memory be used. 

SHLBMAX Specifies the maximum number of shared libraries that can 
be attached to a process at one time. 

FLCKREC Specifies the number of records that can be locked by the 
. system. The default value is 100. Each entry contains 28 

bytes. 

PUTBUFSZ Specifies the size of a circular buffer, putbuf, that is used 
to contain a copy of the last PUTBUFSZ characters written 
to the console by the operating system. The contents of 
putbuf can be viewed using crash(lM). 
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REL 

NODE 

SYS 

VER 

MAXSLICE 

Specifies the UNIX system release. 

Specifies the node name of the system. The default node 
name is unix (see Procedure 1.3, "Establish or Change 
System and Node Names"). 

Specifies the system name. The default system name is 
unix (see Procedure 1.3, "Establish or Change System 
and Node Names"). 

Specifies the version. This value may be 1 or 2. 

Specifies in clock ticks the maximum time slice for user 
processes. After a process executes for its allocated time 
slice, that process is suspended. The operating system 
then dispatches the highest priority process and allocates 
to it MAX SLICE clock ticks. MAXSLICE is normally one 
second (100 clock ticks on the 80386). 

Paging Parameters 

There exists in the system a paging daemon, vhand, whose sole responsi
bility is to free up memory as the need arises. It uses a "least recently used" 
algorithm to approximate process working sets, and it writes those pages out 
to disk that have not been touched during some period of time. The page size 
is 2048 bytes. When memory is exceptionally tight, the working sets of entire 
processes may be swapped out. 

The following tunable parameters determine how often vhand runs and 
under what conditions. The default values in /ete/master.d/kernel should 
be adequate for most applications. 

VHNDFRC Used to determine the initial value for the system variable 
VHANDL. VHANDL is set to the maximum user
available memory divided by VHNDFRC or the value of 
GPGSHI, whichever is larger. The value of VHANDL 
determines when the paging daemon vhand runs. The 
amount of available free memory is compared with the 
value of VHANDL every VHANDR seconds. If free 
memory is less than VHANDL, then the paging daemon 
vhand is awakened. 
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VHANDR 

GPGSLO 

GPGSHI 

GPGSMSK 

Tunable Parameters 

The default for VHNDFRC is 16. Decrease the value to 
make the daemon more active; increase the value to make 
the daemon less active (must be > 0 and < 25 percent of 
available memory). 

Specifies in seconds the maximum rate at which vhand 
can run. vhand will only run at this rate if free memory 
is less than VHANDL, as explained above for VHNDFRC. 
The default is 1. Increase the value to make the daemon 
less active (must be an integer> 0 and:::; 300). If you 
have set the value higher, decreasing it makes the daemon 
more active. 

Specifies the low-water mark of free memory in pages for 
vhand to start stealing pages from processes. The default 
is 25. Increase the value to make the daemon more 
active; decrease the value to make the daemon less active 
(must be an integer;;::: 0 and < GPGSHI). 

Specifies the high-water mark of free memory in pages for 
vhand to stop stealing pages from processes. The default 
is 40. Increase the value to make the daemon more 
active; decrease the value to make the daemon less active. 
(The value must be an integer> 0, > GPGSLO, and < 25 
percent of the number of pages of available memory.) 

Mask used by the paging daemon to determine the 
required number of aging passes before stealing a page. 
The default is Ox00000220. This value should not be 
changed. 

MAXSC Specifies the maximum number of pages which will be 
swapped out in a single operation. The default value is 1. 

MAXFC Specifies the maximum number of pages that will be 
added to the freelist in a single operation. The default 
value is 1. 

MAXUMEM Specifies the maximum size of a user's virtual address 
space in pages. This value cannot be greater than 8192. 
The default is 8192. 

MINARMEM Specifies the minimum number of memory pages reserved 
for the text and data segments of user processes. 
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MINASMEM Threshold value that specifies the number of memory and 
swap pages reserved for system purposes (unavailable for 
the text and data segments of user processes). 

Streams Parameters 
The following tunable parameters are associated with Streams processing. 

These parameters are defined in the /usr/include/sys/kdef.h file. The 
values should be left at 0 unless the NSU package has been installed or you're 
planning on using STREAMS. 

NQUEUE The number of STREAMS queues to be configured. 
Queues are always allocated in pairs, so this number 
should be even. A minimal Stream contains four queues 
(two for the Stream head, two for the driver). Each 
module pushed on a Stream requires an additional two 
queues. A typical configuration value is 8*NSTREAM. 

NSTREAM The number of "Stream-head" (stdata) structures to be 
configured. One is needed for each Stream opened, 
including both Streams currently open from user processes 
and Streams linked under multiplexers. The recom
mended configuration value is highly application
dependent, but a value of 32-40 usually suffices on your 
computer for running a single transport provider with 
moderate traffic. 

NSTRPUSH The maximum number of modules that may be pushed 
onto a Stream. This is used to prevent an errant user pro
cess from consuming all of the available queues on a sin
gle Stream. By default this value is 9, but in practice, 
existing applications have pushed at most four modules 
on a Stream. 

NSTREVENT The initial number of Stream event cells to be configured. 
Stream event cells are used for recording process-specific 
information in the poll(2} system call. They are also used 
in the implementation of the STREAMS LSETSIG ioctl 
and in the kernel bufcallO mechanism. A rough 
minimum value to configure would be the expected 
number of processes to be simultaneously using poll(2} 
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times the expected number of Streams being polled per 
process, plus the expected number of processes expected 
to be using STREAMS concurrently. The default is 256. 
Note that this number is not necessarily a hard upper 
limit on the number of event cells that will be available 
on the system (see MAXSEPGCNT). 

MAXSEPGCNT The number of additional pages of memory that can be 
dynamically allocated for event cells. If this value is 0, 
only the allocation defined by NSTREVENT is available 
for use. If the value is not 0 and if the kernel runs out of 
event cells, it will under some circumstances attempt to 
allocate an extra page of memory from which new event 
cells can be created. MAXSEPGCNT places a limit on the 
number of pages that can be allocated for this purpose. 
On a 382 computer, each new page can provide 166 event 
cells. Once a page has been allocated for event cells, how
ever, it cannot be recovered later for use elsewhere. It is 
recommended that the NSTREVENT value be set to 
accommodate most load conditions, and that MAX
SEPGCNT be set to 1 to handle exceptional load cases 
should they arise. 

NMUXLINK 

STRMSGSZ 

STRCTLSZ 

The maximum number of multiplexer links to be config
ured. One link structure is required for each active multi
plexer link (STREAMS I_LINK ioctl). This number is 
application-dependent; the default allocation equal to the 
number of Streams (NSTREAM) guarantees availability of 
links. 

The maximum allowable size of the data portion of any 
STREAMS message. This should usually be set just large 
enough to accommodate the maximum packet size restric
tions of the configured STREAMS modules. If it is larger 
than necessary, a single write(2) or putmsg(2) can con
sume an inordinate number of message blocks. The 
recommend value of 4096 is sufficient for existing applica
tions. 

The maximum allowable size of the control portion of any 
STREAMS message. The control portion of a putmsg(~) 
message is not subject to the constraints of the min/max 
packet size, so the value entered here is the only way of 
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providing a limit for the control part of a message. The 
recommended value of 1024 is more than sufficient for 
existing applications. 

NBLKn The number of STREAMS data blocks and buffers to be 
allocated for each size class. Message block headers are 
also allocated based on these numbers: the number of 
message blocks is 1.25 times the total of all data block 
allocations. This provides a message block for each data 
block, plus some extras for duplicating messages [kernel 
functions duphO, dupmsgOl. The optimal configuration 
depends on both the amount of primary memory available 
and the intended application. The default values provided 
in the NSU package are intended to support a moderately 
loaded configuration using RFS and UUCP JCU over 
STARLAN. 

STRLOFRAC The percentage of data blocks of a given class at which 
low-priority block allocation requests are automatically 
failed. For example, if STRLOFRAC is 80 and there are 
48 256-byte blocks, a low-priority allocation request will 
fail when more than 38 256-byte blocks are already allo
cated. The parameter is used to help prevent deadlock 
situations by starving out low-priority activity. The recom
mended value of 80 works well for current applications. 
STRLOFRAC must always be in the range 0 <= 
STRLOFRAC <= STRMEDFRAC. 

STRMEDFRAC The percentage cutoff at which medium priority block 
allocations are failed (see STRLOFRAC discussion above). 
The recommended value of 90 works well for current 
applications. STRMEDFRAC must always be in the range 
STRLOFRAC <= STRMEDFRAC <= 100. 
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Log Driver Parameters 
The configurable parameters for the log driver are found in the file 

/etc/conf/modules/log/space.c. They are: 

NLOG 

BSIZE 

The number of minor devices to be configured for the log 
driver; the active minor devices will be 0 through 
(NLOG-l). The recommended value of 3 services an 
error logger [strerr(lM)] and a trace command 
[strace(lM)], with one left over for miscellaneous usage. 
If only an error logger and a tracer are to be supported, 
this number can be set to 2. If there are several daemons 
for an application that may be submitting log messages, 
this number can be increased to accommodate the extra 
users. 

This number controls the number of log messages that 
will be kept in the log driver after being sent upstream to 
the error or trace logging process. Duplicates or only the 
last BSIZE messages are kept at the log driver; older mes
sages are freed as new ones are submitted. The intent of 
this feature is to hold onto the last few log messages in 
case a system crash prevents their being written to the log 
file. A system dump analysis tool can then be used to 
look at these messages to determine if they point to the 
cause of the crash. The recommended number of 20 is 
more than sufficient for most burst-traffic situations. 

Message Parameters 
The following tunable parameters are associated with interprocess com

munication messages. These parameters are defined in the 
/etc/conf/modules/msg/space.c file. The order in which they are described 
follows the order in which they are defined in the output of the /etc/sysdef 
command. 

MSGMAP Specifies the size of the control map used to manage mes
sage segments. Default value is 100. Each entry contains 
8 bytes. 
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MSGMAX 

MSGMNB 

MSGMNI 

MSGSSZ 

MSGTQL 

MSGSEG 

Specifies the maximum size of a message. The default 
value is 2048. The maximum size is 64 kilobytes -l. 

Specifies the maximum length of a message queue. The 
default value is 4096. 

Specifies the maximum number of message queues 
system-wide (id structure). The default value is 50. 

Specifies the size, in bytes, of a message segment. Mes
sages consist of a contiguous set of message segments 
large enough to fit the text. The default value is 8. The 
value of MSGSSZ times the value of MSGSEG must be 
less than or equal to 131,072 bytes (128 kilobytes). 

Specifies the number of message headers in the system 
and, thus, the number of outstanding messages. The 
default value is 40. Each entry contains 12 bytes. 

Specifies the number of message segments in the system. 
The default value is 1024. The value of MSGSSZ times 
the value of MSGSEG must be less than or equal to 
131,072 bytes (128 kilobytes). 

Semaphore Parameters 

The following tunable parameters are associated with interprocess com
munication semaphores. These parameters are defined in the 
/etc/conf/modules/sem/space.c file. The order in which they are described 
follows the order in which they are defined in the output of the /etc/sysdef 
command. 

SEMMAP 

SEMMNI 

Specifies the size of the control map used to manage 
semaphore sets. The default value is 10. Each entry con
tains 8 bytes. 

Specifies the number of semaphore identifiers in the ker
nel. This is the number of unique semaphore sets that 
can be active at any given time. The default value is 10. 
Each entry contains 32 bytes. 
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SEMMNS 

SEMMNU 

SEMMSL 

SEMOPM 

SEMUME 

SEMVMX 

Tunable Parameters 

Specifies the number of semaphores in the system. The 
default value is 60. Each entry contains 8 bytes. 

Specifies the number of undo structures in the system. 
The default value is 30. The size is equal to 8 x 
(SEMUME + 2) bytes. 

Specifies the maximum number of semaphores per sema
phore identifier. The default value is 25. 

Specifies the maximum number of semaphore operations 
that can be executed per semop(2) system call. The 
default value is 10. Each entry contains 8 bytes. 

Specifies the maximum number of undo entries per undo 
structure. The default value is 10. The size is equal to 
8*(SEMMNU) bytes. 

Specifies the maximum value a semaphore can have. The 
default value is 32767. The default value is the maximum 
value for this parameter. 
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SEMAEM Specifies the adjustment on exit for maximum value, alias 
semadj. This value is used when a semaphore value 
becomes greater than or equal to the absolute value of 
semop(2), unless the program has set its own value. The 
default value is 16384. The default value is the maximum 
value for this parameter. 

Shared Memory Parameters 

The following tunable parameters are associated with interprocess com
munication shared memory. These parameters are defined in the 
/etc/conf/modules/shm/space.c file. The order in which they are described 
follows the order in which they are defined in the output of the /etc/sysdef 
command. 

SHMMAX 

SHMMIN 

SHMMNI 

SHMSEG 

SHMALL 

Specifies the maximum shared memory segment size. The 
default value is 131072. 

Specifies the minimum shared memory segment size. The 
default value is 1. 

Specifies the maximum number of shared memory identif
iers system-wide. The default value is 100. Each entry 
contains 52 bytes. 

Specifies the number of attached shared memory segments 
per process. The default value is 6. The maximum value 
is 15. 

Specifies the maximum number of in-use shared memory 
text segments. The default value is 512. 

Remote File Sharing Parameters 
RFS parameters are discussed under "Parameter Tuning" in Chapter 10, 

"Remote File Sharing". NSRMOUNT is included in Figure 6-5 because it is 
located in the /usr/include/sys/kdef.h file. The values associated with 
NSRMOUNT are 0 unless the RFS package is installed. The rest of the RFS 
parameters are located in /etc/conf/modules/du/space.c. 
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Introduction 

This chapter tells you about 

• How the LP Spooling system works 

• How to find instructions for installing the LP Spooler 

• The commands used to administer the system 

• Printer interface programs 

• LP Spooler files and directories 

Error messages issued by the LP Spooler are listed in Appendix C. 

How the LP Spooling System Works 
The term spool is an acronym for "simultaneous peripheral output on

line." LP spooling means that you can send a file to be printed while you 
continue with other work. (LP originally stood for Line Printer but has come 
to include many other types of printing devices.) The LP Spooling system is 
software that 

• handles the task of receiving files users want printed 

• schedules the work of one or more printers 

• starts programs that interface with the printer(s) 

• keeps track of the status of jobs 

• issues error messages when problems arise. 

The LP Spooler has five user commands. These are shown in Figure 7-1. 
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Command Description 

enable(l) Activate the named printer(s). 

cancel( 1) Cancel a request for a file to be printed. 

disable(l) Deactivate the named pririter(s). 

Ip(l) Send a file or files to a printer. 

lpstat(l) Print the status of the LP system. 

Figure 7-1: User Commands for the LP Spooling System 

In addition to being able to send requests to the LP Spooling system, 
check the status of requests, and cancel requests, users are given the ability to 
disable and enable a printer. The idea is that if a user finds a printer is mal
functioning in some way, it should not be necessary to call the administrator 
to turn the printer off. 

Installation Information 
Instructions for installing software packages are in the Owner / Operator 

Manual for your computer. The following manual can be of specific help in 
the area of printer operation: 

Terminal Filters Utilities Guide explains such functions as reverse line feed, 
proportional spacing, and underlining 
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A separate set of commands available for the LP administrator is shown in 
Figure 7-2. These commands are found in the jusrjlib directory. If you 
expect to use them frequently, you might find it convenient to include that 
directory in your PATH variable. To use the administrative commands, you 
must be logged in either as root or as lp. lp is a system login (see Chapter I, 
"System Security", or Procedure 1.4 for a description of how to set up a pass
word for a system login). 

Command 

jusr jlib j accept( 1 M) 

jusr jlib jreject( 1 M) 

jusrjlib jlpadmin(IM) 

jusrjlib jlpmove(IM) 

jusr jlib jlpsched( 1 M) 

jusrjlibjlpshut(IM) 

Description 

Permit job requests to be queued for a 
specified destination. 

Prevent jobs from being queued for a speci
fied destination. Described on the same 
manual page as accept(IM). 

Set up or change the LP configuration. 

Move output requests from one destination 
to another. Described on the same manual 
page as Ipsched(IM). 

Start the LP scheduler. 

Stop the LP scheduler. Described on the 
same manual page as Ipsched(IM). 

Figure 7-2: Administrative Commands for the LP Spooling System 

In Figure 7-2 the administrative commands are listed in the order in which 
they occur in the System Administrator's Reference Manual. In the section that 
follows, we describe the commands in the order in which they are usually 
used. 
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Command Descriptions and Examples 

Jusr Jlib Jlpadmin 
The Ipadmin(lM) command is used to add a new printer to the system, 

assign classes of printers, name or remove a default destination, and specify 
interface programs to be used. Ipadmin may not be used when the LP 
scheduler, Ipsched(lM), is running, except when the -d option is specified. 

One (and only one) of the following three options must always be 
included on the command line when you execute Ipadmin: 

-d[dest] 

-xdest 

-pprinter 

No other options are allowed with -d and -x. However, many arguments 
are allowed with the -pprinter option, and at least one argument must always 
be present. The -p option names a printer to which the other argument(s) 
applies. If printer does not exist, it is created. The arguments that can be 
used with -p are as follows: 

-cclass 

-eprinter 

-h 

-iinterface 

-1 

This argument assigns the printer specified in the -p 
option to the specified class. 

This argument allows you to use an existing interface pro
gram for a new printer that you are adding to the LP sys
tem. When you select this argument, the interface pro
gram for the printer specified in this argument is copied 
for the printer specified in the -p option. 

When adding a new printer, this argument means that the 
printer is hard-wired to the computer. 

Use this argument to specify a new interface program for 
the printer specified in the -p option. interface is the path 
name of the new program. 

When adding a new printer, this argument means that the 
device associated with the printer is a login terminal. 
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Several "model" interface programs are supplied with the 
LP Spooling Utilities. These model interface programs 
support some of the common printers that may be used 
with your computer. Use this argument to select the 
model interface program that you want to use with the 
printer you are adding to the LP system. 

Use this argument to remove a printer from a class. 

This argument must be used when you add a new printer 
to the LP system. It associates the printer with the UNIX 
system file specified by device. The complete path name 
must be given for the file. 

The -d[dest] option is used to define an existing system destination as the 
new system default destination. If dest is not specified, there is no default 
destination. The LP scheduler may be running when you use this option. 
The default destination is used to determine where a file named in a user's Ip 
command is sent (assuming the user does not specify a destination on the 
command line and the environment variable LPDEST is null). The destination 
(dest) must already exist. 

To remove a destination (dest), the -xdest option is used with Ipadmin. 
This option cannot be invoked when the scheduler is running. If it is running, 
you must issue the Ipshut command before Ipadmin. 

Command Examples 

In examples 2 through 7, it is assumed that the LP scheduler has already been 
stopped. This is done through the Ipshut(lM) command. Example 1 does 
not require the scheduler to be stopped since only the -d option to Ipadmin 
is used. 
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Example I 

Make printer dqp 1 0_1 the system default destination. 

# Ipadmin -ddqpIO_1 
# 

Example 2 

Add a new printer called dqplO_2 and associate it with device 
jdev jUyll. Use the dqplO model interface program. 

# Ipadmin -pdqpIO-2 -v jdev jUyl1 -mdqplO 
# 

When you add a new printer, it is left in a disabled state and does not 
accept requests. 

Example 3 

Create a hard-wired printer called lpl on device jdev jUyl3. Add lpl to a 
new class called cll, and use the same interface program that is used with 
printer Iqp40_l. 

# Ipadmin -plpl -v j dey jUyl3 -elqp40_1 -cell 
# 

Example 4 

Change the interface program for printer lp 1 to model interface program 
dqplO. 

# Ipadmin -pIpl -mdqplO 
# 

Example 5 

Add printer dqplO_2 to class cll: 

# Ipadmin -pdqpIO-2 -cell <CR> 
# 

Printers that are added to a class are ordered according to the sequence in 
which they are added. For example, assume that class cll, in the example 
above, already had printers Ip 1 and Ip2 as members. After adding printer 
dqplO_2, the order of the printers would be lpl, Ip2, and dqplO_2. If all 
three printers are available, and a request is routed to class cll, the request 
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will be serviced by lpl. If all three printers are busy, the request will be ser
viced by the first available printer. 

Example 6 

Remove printers lpl and Ip2 from class cll: 

# Ipadmin -plpl -rell 
# Ipadmin -plp2 -rell 
# 

Example 7 

No destination (class or printer) may be removed if it has pending 
requests. The pending requests must either be cancelled using the eaneeI(l) 
command or moved to other destinations using the Ipmove(lM) command 
before the destination can be removed. 

Removing the last remaining member of a class causes the class to be 
deleted. If the destination removed is the system default destination, the sys
tem will no longer have a default destination. However, the removal of a 
class does not imply the removal of printers that were assigned to that class. 

# Ipadmin -xlp3 
# 

/ nsr /lib /lpsched 
The Ipsehed(lM) command starts the LP scheduler. The LP scheduler 

takes the top job request off the queue and "hands" it to the appropriate 
interface program to be printed on a printer. The LP scheduler keeps track of 
the job progress, and as soon as the job is completed, it takes the next job 
request off the queue and repeats the process. As long as the LP scheduler is 
running, jobs requested by Ip will be printed. If the scheduler is not running, 
jobs will not be printed. 

The LP scheduler is started automatically each time the system is turned 
on. This is done through an executable file called Ip in the jetejre.d direc
tory. The lp file is created when the LP Spooling system is installed. 

Every time the scheduler is started, Ipsehed creates a file called 
SCHEDLOCK in the jusrjspooljlp directory. As long as the SCHEDLOCK 
file is present, the system will not allow another scheduler to run. When the 
scheduler is stopped under normal conditions, either with Ipshut(lM) or as 
part of the normal shutdown procedure, the SCHEDLOCK file is removed. 
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However, if the system comes down abnormally, there is a possibility that the 
SCHEDLOCK file may not get removed. To ensure that the SCHEDLQCK file 
does not exist, JetcJrc.dJIp contains a command line to remove SCHEDLOCK 
first before it attempts to start the scheduler. 

The command is entered without arguments. 

# Ipsched 
# 

Notice in the example that the command shows no response to let you 
know that the scheduler is running. To verify that the scheduler is running, 
use the Ipstat(lM) command with the -r option. 

# Ipstat -r 
scheduler is rumring 

# 

If many job requests are queued, there may be a delay before the lpstat com
mand reports that the scheduler is running. 

jusr jlib jlpshut 

Two of the three Ipadmin command options (-x and -p) cannot be exe
cuted unless the LP scheduler is stopped. The Ipshut command stops the LP 
scheduler and terminates all printing activity. All requests that were in the 
middle of printing will be reprinted in their entirety when the scheduler is 
restarted. The command is entered without arguments. 

# Ipshut 
scheduler stopped 
# 

jusr jlib jlpmove 
Occasionally, you may find it necessary to move output requests from one 

destination to another. For example, if you have a printer that was removed 
for repairs, you will want to move all the pending job requests to a destination 
with a working printer. This is done using the Ipmove command. Be aware 
that job requests routed to a destination without a printer are automatically 
rejected. 
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Another use of the lpmove command is to move specific requests from 
one destination to another. When this is done, lp will no longer accept 
requests for the original destination (this is the same effect as a reject com
mand). lpmove refuses, however, to move requests while the LP scheduler is 
running. The general format of the lpmove command is as follows: 

lpmove requests dest 

requests are the request identification numbers (request IDs) of jobs wait
ing to be printed, and dest is the destination to which the requests are to be 
moved. The destination can be a printer or a class of printers. 

Command Examples 

Example 1 

Move all the requests for printer lpl to printer Ip2. Moving the requests 
renames the request IDs from lp I-nnn to Ip2-nnn. After the requests are 
moved, lp will no longer accept requests for lpl (this is the same effect as a 
reject lpl command issued after the lpmove). 

# lpmove lpl Ip2 
# 

Example 2 

Move requests Ipl-54 and Ip2-55 to printer dqplO_l: 

# lpmove Ipl-54 Ip2-55 dqplO_l 
total of 2 requests IIOved to dqp10_1 

# 

The two requests are now renamed dqpl0_1-54 and dqplO_1-55. 

lusr llib I accept 

The accept(lM) command allows job requests to be placed in a queue at 
the named destination(s), destination being the name of a printer or class of 
printers. The general format of the accept command is as follows: 

accept destination(s) 
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Command Example 

The sample command line allows printer dqplO_l to start receiving 
requests. 

# /usr/lib/accept dqplO_l 
destination "dqp10_1" now accepting requests 
# 

jusr jlib jreject 
Sometimes it is necessary to stop Ip from routing requests to a destination. 

For example, if a printer has been removed for repairs, or if too many requests 
are building at a destination, you may want to prevent new jobs from being 
queued at this destination. The reject(lM) command performs this function. 

Requests. in the queue when the reject command is invoked will be 
printed as long as the printer is enabled. After the condition that led to deny
ing requests has been corrected, use the accept command to allow requests to 
be received again. The general format of the reject command is as follows: 

reject [-r[reason]] destinations 

The -r option enables you to let users know why requests are being 
rejected by the specified destination. reason is a brief explanation of the pur
pose for rejecting requests. If the reason consists of more than one word, 
enclose it in double quotes ("). The destinations are the printers that are not 
to accept requests any longer. 

Command Example 
The example given here is for a printer, Iqp40_1, that is being repaired. 

While Iqp40_1 is out of service, you want to prevent Ip from routing requests 
to it. 

# reject -r "printer lqp40_1 under repair" lqp40_1 
destination "1qp40 _1" is no longer accepting requests 
# 
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Users who try to route a job to Iqp40_1 will receive the following mes
sage: 

$ lp -dlqp40_1 filename 
Ip: can't accept requests for destination "1qp40_1" -

printer lqp40 _1 under repair 
$ 
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Printers that are used as LP Spooling printers must have a printer inter
face program. Every print request made with the lp command is routed 
through the appropriate printer interface program before the request is printed 
on a line printer. The printer interface program to use is specified by the 
Ipadmin(lM) command. 

Model Interface Programs 
Each type of printer requires its own interface program. Several, referred 

to as "model" interface programs, are furnished with the LP Spooling Utili
ties. The model interface programs support the DQP-IO printer, the LQP-40 
printer, and several other popular printers. The model interface programs are 
written as shell procedures, but they can be written as C programs or any 
other executable program. They are located in the /usr/spool/lp/model 
directory. 

Writing Interface Programs 
If you have a printer that is not supported by one of the model programs, 

you will have to furnish an interface program for it. The shell script for a 
"dumb" printer interface program (a model program) is shown in Figure 7-3. 
This program may be used as a guide if you have to provide one of your own. 

When the LP scheduler routes an output request to a printer, the interface 
program for the printer is invoked in the directory /usr/spool/lp as follows: 

interface/P id user title copies options file ... 

Arguments for the interface program are: 

P printer name 

id request ID returned by lp 

user logname of user who made the request 

title optional title specified by the user 
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options 

file 
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number of copies requested by user 

blank-separated list of class or printer-dependent options 
specified by user 

full path name of a file to be printed 

When the interface program is invoked, its standard input comes from 
/dev /null and both the standard output and standard error output are 
directed to the printing device. Interface programs format their output based 
on the command line arguments. You want to make sure that the interface 
program has the proper stty modes (terminal characteristics such as baud rate, 
output options). You can do this by adding stty(l) command lines of the 
form: 

stty mode options <&1 

This command line takes the standard input for the stty command from the 
device. An example of an stty command line that sets the baud rate at 1200 
and sets some of the option modes is shown below. 

stty -parenb -parodd 1200 cs8 cread clocal ixon 0<&1 

Because different printers have different numbers of columns, make sure 
the header and trailer for your interface program correspond to your printer. 
When printing is complete, your interface program should exit with a code 
that tells the status of the print job. Exit codes are interpreted by Ipsched as 
follows: 

Code 

o 
1 to 127 

grea ter than 127 

Meaning to Ipsched 

The print job has completed successfully. 

A problem was encountered in printing this par
ticular request (for example, too many nonprint
able characters). This problem will not affect 
future print jobs. The Ipsched command notifies 
users by mail(l) that there was an error in print
ing the request. 

These codes are reserved for internal use by 
Ipsched. Interface programs must not exit with 
codes in this range. 
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When problems occur that may affect future print jobs-for example, a 
device filter program is missing-it is wise to have your interface program dis
able printers so that print requests are not lost. When an active printer is dis
abled, the interface program can be halted with signal 15 [see kill(l) and sig
nal(2)]. 
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# lp interface for dumb line printer 

# 
x="XXXXlOOOOCXXKXlOOOOCXXKXlOOOOCXXOOOOOOCXX:OOOO{ 

echo "\014\.c" 
echo "$x\n$x\n$x\n$x\n" 

banner "$2" 

echo "\n" 
user=' grep " ... $2:" /etc/passwd I line I cut -d: -£5' 

if [ -n "$user" ] 

then 

echo "User: $user\n" 
else 

echo "\n" 

fi 
echo "Request id; $1 

date 

echo "\n" 
if [ -n "$3" 

then 
banner $3 

fi 

copies=$4 

echo "\014\.c" 

Printer: 'basename $O'\n" 

shift; shift; shift; shift; shift 

files="$x" 

i=1 
while $i -Ie $oopies 

do 

dane 

for file in $files 

do 

done 

cat "$file" 2>&1 

echo "\014\.c" 

i='expr $i + l' 

echo "$x\n$x\n$x\n$x\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n" 

echo "\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n$x\n$x\n$x\n$x\n$x" 

echo "$x\n$x\n$x\n$x\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n" 

echo "\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n" 
echo "$x\n$x\n$x\n$x\n$x\n$x\n$x\n$x\n" 

exit 0 

Figure 7-3: Dumb Line Printer Interface Program 

Printer Interface Programs 
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This section describes the files and directories in the LP Spooling struc
ture. 

jusr jspooljlp jFIFO 
FIFO is a special file that all the commands use to send messages to 

lpsched. Any of the LP commands may write to FIFO, but only lpsched may 
read it. 

jusr jspooljlp j default 
This file contains the name of the system default destination. If this file 

does not exist or if it is empty, the LP system has no default destination. 

jusr jspooljlp jlog 
The purpose of the log file is to keep a record of all the printing activity 

that has taken place since the LP scheduler was last started. This file contains 
the logname of the user who made the request, the request ID, the name of 
the printer that the request was printed on, and the date and time that print
ing started. Any lpsched error messages that occur are also recorded. The 
first line of the log file shows the time that the LP scheduler was started. 

jusr jspooljlp j oldlog 
The oldlog file contains a record of what was in the log file. When the 

scheduler is stopped, the log file is closed. When the scheduler is restarted, 
all the information that had accumulated in the log file is copied to the oldlog 
file, and a new log file is started. Any information that had been in the old
log file is overwritten. The first line of the file tells the time that the 
scheduler was turned on, and the last line tells the time the scheduler was 
turned off. 
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jusr j spooljlp j outputq 
When an output request is made by the Ip command, an entry is made in 

this binary file. The LP scheduler takes the job request and hands it to the 
appropriate interface program to be printed. After the job is completed, the 
job request is removed, and the scheduler takes the next job request from this 
file and has it printed. Only those requests made since the last time the LP 
scheduler was started are contained in this file (that is, starting the LP 
scheduler clears this file). 

Entries in outputq may be modified by the Ipmove, disable, and lpsched 
command. The cancel, disable, and Ipsched commands can mark entries in 
this file "deleted. II If a job request is deleted before the job is completed, the 
entry will remain in the file. 

jusr jspooljlp jpstatus 
The binary file pstatus contains status information for each printer. 

Entries are added and removed from this file by the Ipadmin command, and 
they are modified by the cancel, enable, disable, and lpsched commands. 
When the lpstat command is invoked with the -p option, printer status infor
mation is obtained from this file. 

jusrjspooljlpjqstatus 
This binary file keeps track of whether a destination is accepting or reject

ing requests. Entries are added or removed from this file by the Ipadmin 
command and modified by the accept and reject commands. When the lpstat 
command is invoked with the -0 option, the request status is obtained from 
this file. 
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jusr j spooljlp j seqfile 
The seqfile file contains the sequence number of the last request id that 

was assigned by the Ip command. The sequence number is incremented by Ip 
for each request. When the number 9999 is reached, the sequence number is 
reset to 1. 

jusr j spooljlp j class 
This is a directory that contains one file for each LP class that has been 

identified. (The name of the file is the same as the name of the class.) The 
file identifies each member, in this case an LP printer, that is assigned to the 
class. Class files are created, modified, and deleted by the Ipadmin com
mand. Every class file must always have at least one member. 

jusr jspooljlp jinterface 
The interface directory contains one executable interface program for each 

printer that is in the LP system. The file name of the interface program is the 
same as the printer name. The interface program is invoked with its standard 
error and standard output directed to the printer. Interface programs may be 
shell procedures or compiled C programs. I 

jusr j spooljlp jmember 
The member directory contains one file for each LP printer. The file name 

is the same as the printer name. Each file contains the path name of the dev
ice to which the member is connected. 

jusr jspooljlp jmodel 
This is a directory that contains the printer interface programs that are dis

tributed with the LP Spooling Utilities. 
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/ usr / spool /1 P / request 
This directory contains a subdirectory for each destination in the LP sys

tem. The name of the subdirectory is the same as the name of the destina
tion. When an lp request is made, a request file (or "r" file) and, in most 
cases, a data file (or "d" file) are created in the subdirectory of the destination 
to which the request is going. The data file stores the file to be printed until 
the scheduler is ready to print it. A data file is not created if the file to be 
printed cannot be linked to the request subdirectory. 

The name of the request file is derived from the request identification 
number and is of the form r-seqno. The name of the data file is of the form 
dn-seqno, where n is a non-negative integer. 

The request and data files are deleted by the cancel and lpsched com
mands. They may be moved from one subdirectory to another by the lpmove 
command. 

Lock Files 
To guarantee LP commands exclusive access to data files, several" lock" 

files are maintained in the LP system. They are binary files that contain the 
process ID of the locking process. The lock files and their associated data files 
are: 

Lock File 

OUTQLOCK 
PSTATLOCK 
QSTATLOCK 
SEQLOCK 

Data File 

outputq 
pstatus 
qstatus 
seqfile 

Lock files "expire" after a given time and may be unlinked by any LP 
process. Thus, commands that lock a data file for longer than this interval 
must update the modification time on the lock file. The creation, updating, 
and unlinking of lock files is handled automatically by the LP low-level file 
access routines. 
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Another lock file, SCHEDLOCK, is present while the LP scheduler is run
ning to ensure that only one invocation of lpsched is active. Unlike other 
lock files, SCHEDLOCK has no expiration time. 

Cleaning Out Log Files 
As described above, when the scheduler is stopped, the log file is closed. 

When the scheduler is restarted, the log file is copied to 
/usr/spool/lp/oldlog, and a new log file is started. 

If the scheduler is not stopped for long periods of time and if you have a 
large number of LP requests, the log file can grow to be a large file. You can 
manually remove the contents of this file, or you can let the system do it for 
you on a scheduled basis (see "Monitoring Files and Directories that Grow" 
in Chapter 5, "File System Administration "). 

To have the system clean out the log file, put an entry in a file in the 
/usr/spool/cron/crontabs directory. One way to do this is to log in as root 
and use the crontab(l) command. The other way is to edit a crontabs direc
tory file. 

The example below shows some typical crontab command lines. crontab 
adds these command lines to the root file in the /usr/spool/cron/crontabs 
directory. Every Friday at 11 :00 PM cron(IM) executes the commands. First, 
the contents of the log file are copied to the oldlog file, and then the log file 
is cleaned out. 

# crontab -I 0 23 * * 5 /bin/su Ip -c "cp /usr/spool/lp/log 
/usr/spool/lp/oldlog" 1 23 * * 5 /bin/su Ip -c 
,,> /usr/spool/lp/log" # 

Lock File 

OUTQLOCK 
PSTATLOCK 
QSTATLOCK 
SEQLOCK 
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outputq 
pstatus 
qstatus 
seqfile 
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Introduction 

This chapter covers the following topics: 

• The terms used in discussing TTY management 

• How the TTY system works 

• How to tell what line settings are defined 

• How to create new line settings and hunt sequences 

• How to modify TTY line characteristics 

• How to set terminal options 

Definition of Terms 
The following terms are used in this chapter: 

TTY 

TTY line 

port 

line settings 

baud rate 

mode 

Derived from the near-classic abbreviation for tele
typewriter, the term covers the whole area of access 
between the UNIX system and peripheral devices, 
including the system console. It shows up in com
mands such as getty(lM) and stty(l), in the names of 
device special files such as / dev /ttyOl, and in the 
names of files such as /etc/gettydefs, which is used 
by getty. 

The physical equipment through which access to the 
computer is made. 

A synonym for TTY line. 

A set of line characteristics. 

The speed at which data is transmitted over the line. 
A part of line settings. 

The characteristics of the terminal interface. A part of 
line settings. The TTY line and the terminal must be 
working in the same mode before communication can 
take place. Described in termio(7). 
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hunt sequence A circular series of line settings such as different baud 
rates. During the login sequence, a user looking for a 
compatible connection to the computer can go from 
one setting to the next by sending a BREAK signal. 

terminal options Selectable settings that define the way a given termi
naloperates. Described in lermio(7). 
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The remaining sections in this chapter describe how the TTY system 
operates, and how you can administer it. 

How the TTY System Works 
A series of four processes [init(lM), getty(lM), login(l), sh(l)] connects a 

user to the UNIX system. init is a general process spawner that is invoked as 
the last step in the boot procedure. It spawns a getty process for each line 
that a user may log in on, guided by instructions in /ete/inittab. An argu
ment required by the getty command is line. The TTY line argument is the 
name of a special file in the /dev directory. For a description of other argu
ments that may be used with getty, see the System Administrator's Reference 
Manual. 

A user attempting to make a connection generates a request-to-send signal 
that is routed by the hardware to the getty process for one of the TTY line 
files in /dev. (We're omitting how the signal gets from the user's terminal to 
your computer.) getty responds by sending an entry from file /ete/gettydefs 
down the line. The gettydefs entry used depends on the speed argument 
used with the getty command. [In the SYNOPSIS of the getty(lM) command 
the argument name is speed, but it is really a pointer to the label field of a 
gettydefs entry.] If no speed argument is provided, getty uses the first entry 
in gettydefs. Among the fields in the gettydefs entry (described later in this 
chapter) is the login prompt. 

On receiving the login prompt, the user enters a login name. getty starts 
login, using the login name as an argument. login issues the prompt for a 
password, evaluates the user's response, and assuming the password is accept
able, calls in the user's shell as listed in the /ete/passwd entry for the login 
name. If no shell is named, /bin/sh is furnished by default. login also exe
cutes fete/profile. 

/bin/sh executes the user's .profile, if it exists .. profile often contains 
stty commands that reset terminal options that differ from the defaults. The 
connection between the user and the UNIX system has now been made. 

TTY MANAGEMENT 8-3 



The TTY System 

How to Tell What Line Settings Are Defined 
You have two ways to check line settings. 

1. Through the System Administration Menus, specifically the sysadm(l) 
lineset subcommand. sysadm lineset first shows the full range of 
line settings, then gives you the chance to examine a line in detail (see 
Procedure 8.1). 

2. By looking directly in /etc/gettydefs. 

The /etc/gettydefs file contains information used by the getty(lM) com
mand to establish the speed and terminal settings for a line. The general for
mat of the gettydefs file is: 

label# initial-flags # final-flags #login-prampt #next-label 

Figure 8-1 shows a few lines from a gettydefs file. 

19200# B19200 HUPCL # B19200 SANE IXANY TAB3 HUPCL #login: #9600 

9600# B9600 HUPCL # B9600 SANE IXANY TAB3 HUPCL #login: #4800 

4800# B4800 HUPCL # B4800 SANE IXANY TAB3 HUPCL #login: #2400 

2400# B2400 HUPCL # B2400 SANE IXANY TAB3 HUPCL #login: #1200 

1200# B1200 HUPCL # B1200 SANE IXANY TAB3 HUPCL #login: #300 

300# B300 HUPCL # B300 SANE IXANY TAB3 HUPCL #login: #19200 

Figure 8-1: gettydefs Entries 
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The entries shown in Figure 8-1 form a single, circular hunt sequence; the 
last field on each line is the label of the next line. The next-label field for the 
last line shown points back to the first line in the sequence. The object of the 
hunt sequence is to link a range of line speeds. If you see garbage characters 
instead of a clear login prompt, entering a BREAK causes getty to step to the 
next entry in the sequence. The hunt continues until the baud rate of the line 
matches the speed of the user's terminal. The flag fields shown have the fol
lowing meanings: 

B300-B19200 

HUPCL 

SANE 

IXANY 

TAB3 

The baud rate of the line. 

Hang up on close. 

A composite flag that stands for a set of normal line 
characteristics. 

Allow any character to restart output. If this flag is not 
specified, only DC1 (CTL-Q) will restart output. 

Send tabs to the terminal as spaces. 

For a description of all getty flags, see termio(7). 

How to Create New Line Settings and Hunt 
Sequences 

You have two ways to do this. 

1. Use the System Administration Menus, specifically the sysadm 
mklineset(l) subcommand. sysadm mklineset leads you through a 
series of prompts. Your responses make up the information for a new 
gettydefs entry (see Procedure 8.2). 

2. By using ed(l) or vi(l) to edit /ete/gettydefs. 

Create new lines for the gettydefs file by following the example shown 
above. Each entry in the file is followed by a blank line. After editing the file 
run the command: 

# fete/getty -e /ete/gettydefs 

This causes getty to scan the file and print the results on your terminal. If 
there are any unrecognized modes or improperly constructed entries, they are 
reported. 
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How to Modify TTY Line Characteristics 
You have two ways to modify TTY line characteristics. 

1. Use the System Administration Menus, specifically the sysadm 
modtty(l) subcommand. sysadm modtty leads you through a series 
of prompts. Your responses edit a "getty" entry in /etc/inittab (see 
Procedure 8.3). 

2. By using ed(l) or vi(l) to edit /etc/inittab. 

The /etc/inittab file contains instructions for the /etc/init(lM) command. 
The general format of a line entry in the /etc/inittab file is as follows. 

identificatiop:level:action:process 

The four colon-separated fields are as follows. 

identification 

level 

action 

process 

A unique one- or two-character identifier for the line 
entry. 

The run-level in which the entry is to be performed. 

How /etc/init treats the process field [refer to the init
tab(4) manual page for complete information]. 

The shell command to be executed. 

/etc/inittab contains several entries that spawn getty processes. Figure 
8-2 is a selection of such entries grep'ped from an /etc/inittab. 
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co: 1234:respawn:/etc/getty console console 
ct:2:off:/etc/getty cantty cantty;#line not in use 
21:2:respawn:/etc/getty tty21 9600 
22:2:respawn:/etc/getty tty22 9600 
23:2:respawn:/etc/getty tty23 9600 
24:2:off:/etc/getty tty24 9600;#line not in use 
25:2:off:/etc/getty tty25 9600;#line not in use 

Figure 8-2: getty Entries from /ete/inittab 

The TTY System 

There are at least three things you might want to do to an inittab entry 
for a TTY line: 

1. Change the action. Two actions that apply to TTY lines are 
"respawn" and "off" [see the inittab(4) manual page for complete 
information on this field]. 

2. Add or change arguments to fete/getty in the process field. A fre
quently used argument is -tnn. This tells getty to hang up if nothing 
is received within nn seconds. It's good practice to use the -t argu
ment on dial-up lines. 

3. Add or change comments. Comments can be inserted after a semi
colon (;) to end the command, and a pound sign (#) to start the com
ments. 

How to Set Terminal Options 
The TTY system described thus far establishes a basic style of communica

tion between the user's terminal and the UNIX operating system. Once the 
user has successfully logged in, there may be terminal options that would be 
preferable to ones in the default set. 
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The command that is used to control terminal options is stty(l). Many 
users add an stty command to their .profile so the options they want are 
automatically set as part of the login process. Here is an example of a simple 
stty command. 

$ stty crO nlO echoe -tabs erase AH 

The options in the example mean: 

crO nlO 

echoe 

-tabs 

erase AH 

No delay for carriage return or new line. Delays are not 
used on a video display terminal, but are necessary on 
some printing terminals to allow time for the mechanical 
parts of the equipment to move. 

Erases characters as you backspace. 

Expand tabs to spaces when printing. 

Change the character-delete character to a ~H. The default 
character-delete character is the pound sign (#). Most ter
minals transmit a AH when the backspace key is pressed. 
Specifying this option makes the backspace key useful. 
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Introduction 

The Basic Networking Utilities let computers using the UNIX operating 
system communicate with each other and with remote terminals. These utili
ties range from those used to copy files between computers (uucp and uuto) 
to those used for remote login and command execution (cu, ct, and uux). 

As an administrator, you need to be familiar with the administrative tools, 
logs, and data base files used by the Basic Networking Utilities. Procedure 9, 
"Basic Networking", presents instructions to install and maintain these utili
ties; this chapter goes into greater detail about the Basic Networking Utilities 
files, directories, daemons, and commands. 
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Networking Hardware 

Before your computer can communicate with other computers, you must 
set up the hardware to complete the communications link. The cables and 
other hardware you will need depend on how you want to connect the com
puters: direct links, telephone lines, or local area networks. 

Direct Links You can create a direct link to another computer by 
running cables between serial ports on the two 
computers. Direct links are useful where two com
puters communicate regularly and are physically 
close-within 50 feet of each other. You can use a 
limited distance modem to increase this distance 
somewhat. Transfer rates of up to 19200 bits per 
second (bps) are possible when computers are 
directly linked. 

Telephone Lines Using an Automatic Call Unit (ACU), your com
puter can communicate with other computers over 
standard phone lines. The ACU dials the tele
phone number requested by the networking utili
ties. The computer it is trying to contact must 
have a telephone modem capable of answering 
incoming calls. 

Local Area Network A Local Area Network (LAN) can be the communi
cation medium for basic networking. Once your 
computer is established as a node on a LAN, it will 
be able to contact any 'other computer connected to 
the LAN. 
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Networking Commands 

Basic networking programs can be divided into two categories: user pro
grams and administrative programs. The following paragraphs describe the 
programs in each category. 

User Programs 
The user programs for basic networking are in jusrjbin. No special per

mission is needed to use these programs. These commands are all described 
in the User's Reference Manual. 

eu 

ct 

uucp 

uuto 

uupiek 

uux 

Connects your computer to a remote computer so you can 
be logged in on both at the same time, allowing you to 
transfer files or execute commands on either computer 
without dropping the initial link. 

Connects your computer to a remote terminal so the user 
of the remote terminal can log in. The user of a remote 
terminal can call the computer and request that the com
puter call it back. In this case, the computer drops the ini
tiallink so that the remote terminal's modem will be avail
able when it is called back. 

Lets a user copy a file from one computer to another. It 
creates work files and data files, queues the job for 
transfer, and calls the uucieo daemon, which in turn 
attempts to contact the remote computer. 

Copies files from one computer to a public spool directory 
on another computer (Jusrjspooljuueppubliejreceive). 
Unlike uuep, which lets you copy a file to any accessible 
directory on the remote computer, uuto places the file in 
an appropriate spool directory and tells the remote user to 
pick it up with uupick. 

Retrieves the files placed under 
jusrjspooljuucppublicjreeeive when files are transferred 
to a computer using uuto. 

Creates the work, data, and execute files needed to execute 
commands on a remote computer. The work file contains 
the same information as work files created by uucp and 
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uustat 

uuto. The execute files contain the command string to be 
executed on the remote computer and a list of the data 
files. The data files are those files required for the com
mand execution. 

Displays the status of requested transfers (uucp, uuto, or 
uux). It also provides you with a means of controlling 
queued transfers. 

Administrative Programs 
Most of the administrative programs are in /usr/lib/uucp, along with 

basic networking data base files and shell scripts. The only exception is 
uulog, which is in /usr/bin. These commands are described in the System 
Administrator's Reference Manual. 

You should use the uucp login ID when you administer the Basic Net
working Utilities because it owns the basic networking and spooled data files. 
The home directory of the uucp login ID is /usr /lib /uucp. (The other basic 
networking login ID is nuucp, used by remote computers to access your com
puter. Calls from nuucp are answered by uucico.) 

uulog 

uucleanup 

Uutry 

uucheck 

Displays the contents of a specified computer's log files. 
Log files are created for each remote computer your com
puter communicates with. The log files contain records of 
each use of uucp, uuto, and uux. 

Cleans up the spool directory. It is normally executed from 
a shell script called uudemon.cleanup, which is started by 
cron. 

Tests call processing capabilities and does a moderate 
amount of debugging. It invokes the uucico daemon to 
establish a communication link between your computer 
and the remote computer you specify. 

Checks for the presence of basic networking directories, 
programs, and support files. It can also check certain parts 
of the Permissions file for obvious syntactic errors. 
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Daemons 

There are three daemons in the Basic Networking Utilities. A daemon is a 
routine that runs as a background process and performs a system-wide public 
function. These daemons handle file transfers and command executions. 
They can also be run manually from the shell. 

uucico 

uuxqt 

uusched 

Selects the device used for the link, establishes the link to 
the remote computer, performs the required login sequence 
and permission checks, transfers data and execute files, 
logs results, and notifies the user by mail of transfer com
pletions. When the local uucico daemon calls a remote 
computer, it "talks" to the uucico daemon on the remote 
computer during the session. 

The uucico daemon is executed by uucp, uuto, and uux 
programs, after all the required files have been created, to 
contact the remote computer. It is also executed by the 
uusched and Uutry programs. 

Executes remote execution requests. It searches the spool 
directory for execute files (always named X.file) that have 
been sent from a remote computer. When an X.file file is 
found, uuxqt opens it to get the list of data files that are 
required for the execution. It then checks to see if the 
required data files are available and accessible. If the files 
are present and can be accessed, uuxqt checks the Permis
sions file to verify that it has permission to execute the 
requested command. The uuxqt daemon is executed by 
the uudemon.hour shell script, which is started by cron. 

Schedules the queued work in the spool directory. Before 
starting the uucico daemon, uusched randomizes the order 
in which remote computers will be called. uusched is exe
cuted by a shell script called uudemon.hour, which is 
started by cron. 
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Internal Programs 

uugetty This program is very similar to the getty program except it 
permits a line (port) to be used in both directions. A 
uugetty will be assigned to a port in the /etc/inittab file if 
bidirectional is chosen when you modify a port using the 
sysadm(l) portmgmt command. uugetty is executed as a 
function of the init program and is described in the System 
Administrator's Reference Manual. 
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Supporting Data Base 

The Basic Networking Utilities support files are in the /usr /lib /uucp 
directory. Most changes to these files can be made using the System 
Administration Menu commands described in Procedure 9, Basic Networking. 
The descriptions below, however, provide details on the structure of these files 
so you can edit them manually. 

Devices Contains information concerning the location and line 
speed of the automatic call unit, direct links, and network 
devices. 

Dialers Contains character strings required to negotiate with net
work devices (automatic calling devices) in the establish
ment of connections to remote computers (non 80l-type 
dialers). 

Systems Contains information needed by the uucico daemon and 
the cu program to establish a link to a remote computer. It 
contains information such as the name of the remote com
puter, the name of the connecting device associated with 
the remote computer, when the computer can be reached, 
telephone number, login ID, and password. 

Dialcodes This file contains dial-code abbreviations that may be used 
in the phone number field of Systems file entries. 

Permissions This file defines the level of access that is granted to com
puters when they attempt to transfer files or remotely exe
cute commands on your computer. 

Poll This file defines computers that are to be polled by your 
system and when they are polled. 

Devconfig This file is used to configure utilities for the Basic Network
ing Utilities on a STARLAN NETWORK or some other 
transport provider that conforms to the AT&T Transport 
Interface. 

Sysfiles This file is used to assign different or multiple files to be 
used by uucico and cu as Systems, Devices, and Dialers 
files. 
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There are several other files that may be considered part of the supporting 
data base, but are not directly related to the process of establishing a link and 
transferring files. These files-Maxuuxqts, Maxuuscheds, and 
remote.unknown-are described briefly in Procedure 9, Basic Networking. 

Devices File 
The Devices file (jusrjlibjuucpjDevices) contains information for all the 

devices that may be used to establish a link to a remote computer, devices 
such as automatic call units, direct links, and network connections. Although 
provisions are made for several types of devices, only the AT&T Automatic 
Dial Modem and Direct Links are supported by AT&T. 

This file works closely with the Dialers, Systems, and Dialcodes files. 
Before you make changes in any of these files, you should be familiar with 
them all. A change to an entry in one file may require a change to a related 
entry in another file. 

Each entry in the Devices file has the following format: 

Type Line Line2 Class Dialer-Token-Pairs 

Each of these fields is defined in the following section. 

Type This field may contain one of two keywords (Direct or ACU), the 
name of a Local Area Network switch, or a system name. 

Direct This keyword indicates a Direct Link to another computer or a 
switch (for cu connections only). 

ACU This keyword indicates that the link to a remote computer is 
made through an automatic call unit (Automatic Dial Modem). 
This modem may be connected either directly to your com
puter or indirectly through a Local Area Network (LAN) 
switch. 

LAN_Switch 
This value can be replaced by the name of a LAN switch. 
micom and develcon are the only ones for which there are 
caller scripts in the Dialers file. You can add your own LAN 
switch entries to the Dialers file. If you are adding an AT&T 
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Transport Interface-compatible network, such as STARLAN 
NETWORK, you would use the special dialer types TLI or 
TLIS. 

Sys-Name 
This value indicates a direct link to a particular computer. 
(Sys-Name is replaced by the name of the computer.) This 
naming scheme is used to convey the fact that the line associ
ated with this Devices entry is for a particular computer in 
the Systems file. 

The keyword used in the Type field is matched against the third field 
of Systems file entries as shown below: 

Devices: ACU tty11 - 1200 penril 

Systems: eagle Any ACU 1200 3251 ogin: nuucp '\ 
ssword: oakgrass 

You can designate a protocol to use for a device within this field. See 
the "Protocols" section at the end of the description of this file. 

Line This field contains the device name of the line (port) associated with 
the Devices entry. For instance, if the Automatic Dial Modem for a 
particular entry was attached to the jdev jttyll line, the name entered 
in this field would be ttyll. 

Line2 If the keyword ACU was used in the Type field and the ACU is an 
801 type dialer, Line2 would contain the device name of the 801 
dialer. (801 type ACUs do not contain a modem. Therefore, a 
separate modem is required and would be connected to a different 
line, defined in the Line field.) This means that one line would be 
allocated to the modem and another to the dialer. Since non-801 
dialers will not normally use this configuration, the Line2 field will be 
ignored by them, but it must still contain a hyphen (-) as a place
holder. 

Class If the keyword ACU or Direct is used in the Type field, Class may be 
just the speed of the device. However, it may contain a letter and a 
speed (for example, C1200, D1200) to differentiate between classes of 
dialers (Centrex or Dimension PBX). This is necessary because many 
larger offices may have more than one type of telephone network: 
one network may be dedicated to serving only internal office 
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communications while another handles the external communications. 
In such a case, it becomes necessary to distinguish which line(s) 
should be used for internal communications and which should be 
used for external communications. The keyword used in the Class 
field of the Devices file is matched against the fourth field of Systems 
file entries as shown below: 

Devices: ACU tty11 - D1200 penril 

Systems: eagle Arw ACU D1200 3251 ogin: nuucp '\ 
ssword: oakgrass 

Some devices can be used at any speed, so the keyword Any may be 
used in the Class field. If Any is used, the line will match any speed 
requested in a Systems file entry. If this field is Any and the Sys
tems file Class field is Any, the speed defaults to 1200 bps. 

Dialer-Token-Pairs: 
This field contains pairs of dialers and tokens. The dialer portion may 
be the name of an automatic dial modem, a LAN switch, or it may be 
direct for a Direct Link device. You can have any number of Dialer
Token-Pairs. The token portion may be supplied immediately follow
ing the dialer portion or if not present, it will be taken from a related 
entry in the Systems file. 

This field has the format: 

dialer token dialer token 

where the last pair mayor may not be present, depending on the 
associated device (dialer). In most cases, the last pair contains only a 
dialer portion and the token portion is retrieved from the Phone field of 
the Systems file entry. 

A valid entry in the dialer portion may be defined in the Dialers file 
or may be one of several special dialer types. These special dialer 
types are compiled into the software and are therefore available 
without having entries in the Dialers file. 

801 - Bell 801 auto dialer 
TLI - Transport Level Interface Network (without STREAMS) 
TLIS - Transport Level Interface Network (with STREAMS) 
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The Dialer-Token-Pairs (DTP) field may be structured four different 
ways, depending on the device associated with the entry: 

1. If an automatic dialing modem is connected directly to a port on 
your computer, the DTP field of the associated Devices file entry 
will only have one pair. This pair would normally be the name of 
the modem. This name is used to match the particular Devices 
file entry with an entry in the Dialers file. Therefore, the dialer 
field must match the first field of a Dialers file entry as shown 
below: 

Devices: ACU tty11 - 1200 ventel 

Dialers: ventel =&-% "" \r\.p\r\c $ <K\~~>\c ONLINE! 

Notice that only the dialer portion (ventel) is present in the DTP 
field of the Devices file entry. This means that the token to be 
passed on to the dialer (in this case the phone number) is taken 
from the Phone field of a Systems file entry. (\ T is implied, see 
below.) Backslash sequences are described below. 

2. If a direct link is established to a particular computer, the DTP field 
of the associated entry would contain the keyword direct. This is 
true for both types of direct link entries, Direct and System-Name 
(refer to discussion on the Type field). 

3. If a computer with which you wish to communicate is on the same 
local network switch as your computer, your computer must first 
access the switch and the switch can make the connection to the 
other computer. In this type of entry, there is only one pair. The 
dialer portion is used to match a Dialers file entry as shown 
below: 

Devices: develcon tty13 - 1200 de vel con \D 

Dialers: develcon "" "" \pr\ps\c est: \007 \E\D\e \007 

As shown, the token portion is left blank, which indicates that it is 
retrieved from the Systems file. The Systems file entry for this 
particular computer will contain the token in the Phone field, which 
is normally reserved for the phone number of the computer (refer 
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to Systems file, Phone field). This type of DTP contains an escape 
character (\D), which ensures that the contents of the Phone field 
will not be interpreted as a valid entry in the Dialcodes file. 

4. If an automatic dialing modem is connected to a switch, your com
puter must first access the switch and the switch will make the 
connection to the automatic dialing modem. This type of entry 
requires two dialer-taken-pairs. The dialer portion of each pair 
(fifth and seventh fields of entry) will be used to match entries in 
the Dialers file as shown below: 

Devices: ACU tty14 - 1200 develcon vent ventel 

Dialers: develcon"""" '\pr\ps'\c est: '\007 \E\D'\e '\007 
Dialers: ventel =&-% "" '\r'\p'\r'\c $ <K\.~§o'\r>'\c ONLINE! 

In the first pair, develcon is the dialer and vent is the token that is 
passed to the Develcon switch to tell it which device (Ventel 
modem) to connect to your computer. This token would be unique 
for each LAN switch since each switch may be set up differently. 
Once the Ventel modem has been connected, the second pair is 
accessed, where Ventel is the dialer and the token is retrieved from 
the Systems file. 

There are two escape characters that may appear in a DTP field: 

\ T Indicates that the Phone (token) field should be translated using 
the Dialcodes file. This escape character is normally placed in 
the Dialers file for each caller script associated with an automatic 
dial modem (Penril, Ventel, etc.). Therefore, the translation will 
not take place until the caller script is accessed. 

\D Indicates that the Phone (token) field should not be translated 
using the Dialcodes file. If no escape character is specified at the 
end of a Devices entry, the \D is assumed (default). A \D is 
also used in the Dialers file with entries associated with network 
switches (Develcon and Micom). 
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Protocols 
You can define the protocol to use with each device. In most cases it is 

not needed since you can use the default or define the protocol with the par
ticular System you are calling (see Systems file, type field). If you do specify 
the protocol, you must do in the form Type,Protocol (for example, 
STARLAN,e). Available protocols are: 

g This protocol is slower and more reliable than e. It is good for 
transmission over noisy telephone lines. 

e This protocol is faster than g, but it assumes error-free transmis
sion. 

For reliable local area networks, you should use the e protocol. Here is an 
example of adding a protocol designation to a device entry: 

STARLAN, e starlan - - TLIS \D 

This says, for device Starlan, use e protocol. 

Dialers File 
The Dialers file (/usr/lib/uucp/Dialers) specifies the initial conversation 

that must take place on a line before it can be made available for transferring 
data. This conversation is usually a sequence of ASCII strings that is transmit
ted and expected, and it is often used to dial a phone number using an ASCII 
dialer (such as the Automatic Dial Modem). 

As shown in the above examples, the fifth field in a Devices file entry is 
an index into the Dialers file or a special dialer type (801, TLI, or TLIS). Here 
an attempt is made to match the fifth field in the Devices file with the first 
field of each Dialers file entry. In addition, each odd numbered Devices field 
starting with the seventh position is used as an index into the Dialers file. If 
the match succeeds, the Dialers entry is interpreted to perform the dialer 
negotiations. Each entry in the Dialers file has the following format: 

dialer substitutions expect-send ... 
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The dialer field matches the fifth and additional odd numbered fields in 
the Devices file. The substitutions field is a translate string: the first of each 
pair of characters is mapped to the second character in the pair. This is usu
ally used to translate = and - into whatever the dialer requires for n wait for 
dialtone nand n pause. n 

The remaining expect-send fields are character strings. Below are some 
character strings distributed with the Basic Networking Utilities in the Dialers 
file. 

penril =W-P "" '\d > s'\p9'\c )-W\p\.r'\ds'\p9'\c-) y'\c : '\E'\TP > 9'\c OK 

ventel =&-% "" \.r'\p\.r'\c $ <K\.T'Ia%\r>'\c OOLINE! 

hayes =, -, "" '\dAT\r'\c OK'\r '\EATDI'\.T\r'\c ~ 
rixon =&-%"" '\d\.r\.r'\c $ s9'\c ) -W\r'\ds9'\c-) s'\c : '\T\r'\c $ 9'\c LINE 
vadiac =K-K "" '\OOS'\p *-'\OOS'\p-*'\OOS'\p-* D,\p BER? '\E'\T\e '\r'\c LINE 

develcon "" '". '\pr'\ps'\c est: '\007 '\E\D'\e '\007 

mic::cxn "" "" '\s'\c NAME? '\D\.r'\c GO 

direct 
att2212c =+-, "" '\r'\c :--: ato12=y,T\T\r'\c red 

att4000 =,-, "" '\033\.r\.r'\c DEM: '\033s0401'\c '\006 '\033s0901'\c '\ 
'\006 '\033s1001'\c '\006 '\033s1102'\c '\006 '\033dT\T\r'\c '\006 

att2224 =+-, 
nIs 

"" \.r'\c : --: T\T\r'\c red 
"" NLPS:000:001: 1\N\c 

There are also three AT&T modems that have entries in the Dialers file. The 
meaning of some of the escape characters (those beginning with n\ ") used in 
the Dialers file are listed below: 

'\p pause (approximately % to 1/2 second) 

'\d delay (approximately 2 seconds) 

'\D phone number or token without Dialcodes translation 

,\T phone number or token with Dialcodes translation 

\J( insert a BREAK 
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\E enable echo checking (for slow devices) 

'\e disable echo checking 

\r carriage return 

'\c no new-line or carriage return 

'\n send new-line 

\mm send octal number. 

Additional escape characters that may be used are listed in the section discuss
ing the Systems file. 

The Penril entry in the Dialers file is executed as follows. First, the 
phone number argument is translated, replacing any = with a W (wait for 
dialtone) and replacing any - with a P (pause). The handshake given by the 
remainder of the line works as follows: 

"" 

> 

s'\p9'\c 

)-W\p\r'\ds'\p9'\c-) 

y'\c 

\E'\TP 

Wait for nothing. (In other words, proceed to the next 
thing.) 

Dela y for 2 seconds. 

Wait for a>. 

Send an s, pause for liz second, send a 9, send no ter
minating new-line 

Wait for a). If it is not received, process the string 
between the - characters as follows. Send a W, pause, 
send a carriage-return, delay, send an s, pause, send a 
9, without a new-line, and then wait for the ). 

Send a y. 

Wait for a :. 

Enable echo checking. (From this point on, whenever 
a character is transmitted, it will wait for the character 
to be received before doing anything else.) Then, 
send the phone number. The \ T means take the 
phone number passed as an argument and apply the 
Dialcodes translation and the modem function trans
lation specified by field 2 of this entry. Then s.end a 
P. 
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> 

9\.c 

OK 

Wait for a >. 

Send a 9 without a new-line. 

Waiting for the string OK. 

Systems File 

The Systems file (Jusr/lib/uucp/Systems) contains the information 
needed by the uucico daemon to establish a communication link to a remote 
computer. Each entry in the file represents a computer that can be called by 
your computer. In addition, the basic networking software can be configured 
to prevent any computer that does not appear in this file from logging in on 
your computer (refer to the section "Other Networking Files" in this chapter 
for a description of the remote. unknown file). More than one entry may be 
present for a particular computer. The additional entries represent alternative 
communication paths that will be tried in sequential order. The management 
of this file is supported by the System Administration Menu subcommand, 
systemmgmt. 

Using the Sysfiles, you can define several files to be used as "Systems" 
files. See the description of the Sysfiles file for details. Each entry in the 
Systems file has the following format: 

System-Name Time Type Class Phone Login 

Each of these fields is defined in the following section. 

System-name 
This field contains the node name of the remote computer. 

Time This field is a string that indicates the day-of-week and time-of-day 
when the remote computer can be called. The format of the Time 
field is: 

daytime[;retry ] 

The day portion may be a list containing some of the following: 
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Su Mo Tu We Th Fr Sa 
for individual days 

Wk for any week-day (Mo Tu We Th Fr) 

Any for any day 

Never for a passive arrangement with the remote computer. If the 
Time field is Never, your computer will never initiate a call to 
the remote computer. The call must be initiated by the 
remote computer. In other words, your computer is in a pas
sive mode in respect to the remote computer (see discussion of 
Permissions file). 

Here is an example: 

Wk 1700-0800, Sa, Su 

This example allows calls from 5:00 p.m. to 8:00 am, Monday 
through Thursday, and calls any time Saturday and Sunday. 
The example would be an effective way to call only when 
phone rates are low, if immediate transfer is not critical. 

The time portion should be a range of times such as 0800-1230. If no 
time portion is specified, any time of day is assumed to be allowed for 
the call. A time range that spans 0000 is permitted. For example, 
0800-0600 means all times are allowed other than times between 6 
a.m. and 8 a.m. An optional sub field, retry, is available to specify the 
minimum time (in minutes) before a retry, following a failed attempt. 
The default wait is 60 minutes. The subfield separator is a semicolon 
(;). For example, Any;9 is interpreted as call any time, but wait at 
least 9 minutes before retrying after a failure occurs. 

Type This field contains the device type that should be used to establish the 
communication link to the remote computer. The keyword used in 
this field is matched against the first field of Devices file entries as 
shown below: 

Systems: eagle Any ACU ,g D1200 3251 ogin: nuucp '\ 
ssword: Qakgrass 

Devices: ACU tty11 - D1200 penril 
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You can define the protocol used to contact the system by adding it 
on to the Type field. The example above shows how to attach the 
protocol g to the device type ACU. See the information under the 
" Protocols" section in the description of the Devices file for details. 

Class This field is used to indicate the transfer speed of the device used in 
establishing the communication link. It may contain a letter and 
speed (for example, C1200, D1200) to differentiate between classes of 
dialers (refer to the discussion on the Devices file, Class field). Some 
devices can be used at any speed, so the keyword Any may be used. 
This field must match the Class field in the associated Devices file 
entry as shown below: 

Systems: eagle Any ACO D1200 NY3251 ogin: nuucp \ 
ssword: Oakgrass 

Devices: ACU tty11 - D1200 penril 

If information is not required for this field, use a - as a place holder 
for the field. 

Phone This field is used to provide the phone number (token) of the remote 
computer for automatic dialers (LAN switches). The phone number is 
made up of an optional alphabetic abbreviation and a numeric part. If 
an abbreviation is used, it must be one that is listed in the Dialcodes 
file. For example: 

Systems: eagle Any AOJ D1200 NY3251 ogin: nuucp \ 
ssword: Oakgrass 

Dialcodes: NY 9=1212555 

In this string, an equal sign (=) tells the ACU to wait for a secondary 
dial tone before dialing the remaining digits. A dash in the string (-) 
instructs the ACU to pause 4 seconds before dialing the next digit. 

If your computer is connected to a LAN switch, you may access other 
computers that are connected to that switch. The Systems file entries 
for these computers will not have a phone number in the Phone field. 
Instead, this field will contain the token that must be passed on to the 
switch so it will know which computer your computer wishes to com
municate with. (This is usually just the system name.) The associated 
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Devices file entry should have a \D at the end of the entry to ensure 
that this field is not translated using the Dialcodes file. 

Login This field contains login information given as a series of fields and 
subfields of the format: 

expect send 

where expect is the string that is received and send is the string that is 
sent when the expect string is received. 

The expect field may be made up of subfields of the form: 

expect[ -send-expect] ... 

where the send is sent if the prior expect is not successfully read and 
the expect following the send is the next expected string. For example, 
with login--Iogin, UUCP will expect login. If UUCP gets login, it 
will go on to the next field. If it does not get login, it will send noth
ing followed by a new-line, then look for login again. If no charac
ters are initially expected from the remote computer, the characters" " 
(null string) should be used in the first expect field. Note that all send 
fields will be sent followed by a new-line unless the send string is ter
minated with a \c. 

Here is an example of a Systems file entry that uses an expect-send 
string: 

owl Any ACU 1200 Chicago6013 " " \r ogin:-BREAK-ogin: \ 
uucpx word: xyzzy 

This example says send a carriage return and wait for ogin: (for 
Login:). If you don't get ogin, send a BREAK. When you do get 
ogin: send the login name uucpx, then when you get word: (for Pass
word:), send the password xyzzy. 

There are several escape characters that cause specific actions when 
they are a part of a string sent during the login sequence. The follow
ing escape characters are useful in UUCP communications: 
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\N 

\b 

\c 

\d 

\p 

\E 

\e 

\n 

\r 

\s 

\t 

\\ 

EDT 

BREAK 

'\K 

\ddd 

Send or expect a null character (ASCII NUL). 

Send or expect a backspace character. 

If at the end of a string, suppress the new-line that is nor
mally sent. Ignored otherwise. 

Delay two seconds before sending or reading more charac
ters. 

Pause for approximately % to 112 second. 

Start echo checking. (From this point on, whenever a char
acter is transmitted, it will wait for the character to be 
received before doing anything else.) 

Echo check off. 

Send a new-line character. 

Send or expect a carriage-return. 

Send or expect a space character. 

Send or expect a tab character. 

Send or expect a \ character. 

Send or expect EOT new-line twice. 

Send or expect a break character. 

Same as BREAK. 

Collapse the octal digits (ddd) into a single character. 

Dialcodes File 
The Dialcodes file (fusrjlihjuucpjDialcodes) contains the dial-code 

abbreviations that can be used in the Phone field of the Systems file. Each 
. entry has the format: 

abb dial-seq 

where abb is the abbreviation used in the Systems file Phone field and dial-seq 
is the dial sequence that is passed to the dialer when that particular Systems 
file entry is accessed. 
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The entry 

jt 9=847-

would be set up to work with a Phone field in the Systems file such as 
jt7867. When the entry containing jt7867 is encountered, the sequence 
9=847-7867 would be sent to the dialer if the token in the dialer-token-pair 
is \T. 

Permissions File 
The Permissions file (lusr jlib juucp jPermissions) specifies the permis

sions that remote computers have with respect to login, file access, and com
mand execution. There are options that restrict the remote computer's ability 
to request files and its ability to receive files queued by the local site. Another 
option is available that specifies the commands that a remote site can execute 
on the local computer. 

How Entries are Structured 

Each entry is a logical line with physical lines terminated by a \ to indi
cate continuation. Entries are made up of options delimited by white space. 
Each option is a name/value pair in the following format: 

name=value 

Note that no white space is allowed within an option assignment. 

Comment lines begin with a II # II and they occupy the entire line up to a 
new-line character. Blank lines are ignored (even within multiline entries). 

There are two types of Permissions file entries: 

LOGNAME Specifies the permissions that take effect when a remote 
computer logs in on (calls) your computer. 

MACHINE Specifies permissions that take effect when your computer 
logs in on (calls) a remote computer. 

LOGNAME entries will contain a LOGNAME option and MACHINE 
entries will contain a MACHINE option. 
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Considerations 

The following items should be considered when using the Permissions 
file to restrict the level of access granted to remote computers: 

• All login IDs used by remote computers to login for UUCP communica
tions must appear in one and only one LOGNAME entry . 

• Any site that is called whose name does not appear in a MACHINE 
entry, will have the following default permissions/restrictions: 

D Local send and receive requests will be executed. 

D The remote computer can send files to your computer's 
/usr/spool/uucppublic directory. 

D The commands sent by the remote computer for execution on your 
computer must be one of the default commands; usually rmail. 

Options 
This section describes each option, specifies how they are used, and lists 

their default values. 

REQUEST When a remote computer calls your computer and requests 
to receive a file, this request can be granted or denied. The 
REQUEST option specifies whether the remote computer 
can request to set up file transfers from your computer. 
The string 

RmUEST=yes 

specifies that the remote computer can request to transfer 
files from your computer. The string 

specifies that the remote computer cannot request to 
receive files from your computer. This is the default value. 
It will be used if the REQUEST option is not specified. 
The REQUEST option can appear in either a LOGNAME 
(remote calls you) entry or a MACHINE (you call remote) 
entry. A note on security: When a remote machine calls 

9-22 SYSTEM ADMINISTRATOR'S GUIDE 



Supporting Data Base 

you, unless you have a unique login and password for that 
machine you don't know if the machine is who it says it is. 

SENDFILES When a remote computer calls your computer and com
pletes its work, it may attempt to take work your computer 
has queued for it. The SENDFILES option specifies 
whether your computer can send the work queued for the 
remote computer. 

The string 

SENDFILES=yes 

specifies that your computer may send the work that is 
queued for the remote computer as long as it logged in as 
one of the names in the LOGNAME option. This string is 
mandatory if your computer is in a "passive mode" with 
respect to the remote computer. 

The string 

SENDFILES=call 

specifies that files queued in your computer will be sent 
only when your computer calls the remote computer. The 
call value is the default for the SEND FILE option. This 
option is only significant in LOGNAME entries since 
MACHINE entries apply when calls are made out to 
remote computers. If the option is used with a MACHINE 
entry, it will be ignored. 

READ and WRITE 
These options specify the various parts of the file system 
that uucico can read from or write to. The READ and 
WRITE options can be used with either MACHINE or 
LOGNAME entries. 
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The default for both the READ and WRITE options is the 
uueppuhlie directory as shown in the following strings: 

REAO=/usr/spool/uucppublic 
WRITE=/usr/spool/uucppublic 

The strings 

READ=/ WRITE=/ 

specify permission to access any file that can be accessed 
by a local user with "other" permissions. 

The value of these entries is a colon-separated list of path 
names. The READ option is for requesting files, and the 
WRITE option for depositing files. One of the values must 
be the prefix of any full path name of a file coming in or 
going out. To grant permission to deposit files in 
jusrjnews as well as the public directory, the following 
values would be used with the WRITE option: 

WRITE=/usr/spool/uucppublic:/usr/news 

It should be pointed out that if the READ and WRITE 
options are used, all path names must be specified because 
the path names are not added to the default list. For 
instance, if the jusrjnews path name was the only one 
specified in a WRITE option, permission to deposit files in 
the public directory would be denied. 

You should be careful what directories you make accessible 
for reading and writing by remote systems. For example, 
you probably wouldn't want remote computers to be able 
to write over your jetejpasswd file so jete shouldn't be 
open to writes. 

NOREAD and NOWRITE 
The NOREAD and NOWRITE options specify exceptions 
to the READ and WRITE options or defaults. The strings 

REAO=/ OOREAD=/etc WRITE=/usr/spool/uucppublic 

9-24 SYSTEM ADMINISTRATOR'S GUIDE 



Supporting Data Base 

would permit reading any file except those in the j etc 
directory (and its subdirectories-remember, these are pre
fixes) and writing only to the default 
jusrjspooljuucppublic directory. NOWRITE works in 
the same manner as the NOREAD option. The NOREAD 
and NOWRITE options can be used in both LOGNAME 
and MACHINE entries. 

CALLBACK The CALLBACK option is used in LOGNAME entries to 
specify that no transaction will take place until the calling 
system is called back. There are two examples of when 
you would use CALLBACK. From a security standpoint, if 
you call back a machine, you can be sure it is the machine 
it says it is. If you are doing long data transmissions, you 
can choose the machine that will be billed for the longer 
call. 

The string 

CALLBACK=yes 

specifies that your computer must call the remote computer 
back before any file transfers will take place. 

The default for the COMMAND option is 

CALLBACK=no 

The CALLBACK option is very rarely used. Note that if 
two sites have this option set for each other, a conversation 
will never get started. 

COMMANDS The COMMANDS option can be hazardous to the security 
of your system. Use it with extreme care. 

The uux program will generate remote execution requests 
and queue them to be transferred to the remote computer. 
Files and a command are sent to the target computer for 
remote execution. The COMMANDS option can be used 
in MACHINE entries to specify the commands that a 
remote computer can execute on your computer. Note that 
COMMANDS is not used in a LOGNAME entry; 
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COMMANDS in MACHINE entries define command per
missions whether we call the remote system or it calls us. 

The string 

C01MANDS=rnail 

indicates the default commands that a remote computer 
can execute on your computer. If a command string is 
used in a MACHINE entry, the default commands are 
overridden. For instance, the entry 

MACHINE=owl: raven: hawk: dove \. 
C'CMvlANDS=rnail : mews: Ip 

overrides the COMMAND default so that the computers 
owl, raven, hawk, and dove can now execute rmail, 
rnews, and lp on your computer. 

In addition to the names as specified above, there can be 
full path names of commands. For example, 

C01MANDS=rnail: lusr/lbin/rnews: lusr/local/lp 

specifies that command rmail uses the default path. The 
default paths for your computer are /bin, /usr /bin, and 
/usr /lbin. When the remote computer specifies rnews or 
jusrjlbinjrnews for the command to be executed, 
jusr jlbinjrnews will be executed regardless of the default 
path. Likewise, jusrjlocaljlp is the lp command that will 
be executed. 

Including the ALL value in the list means that any com
mand from the remote computer(s) specified in the entry 
will be executed. If you use this value, you give the 
remote computer full access to your computer. BE CARE
FUL. This allows far more access than normal users have~ 

The string 

C01MANDS=/usr/lbinlrnews:AI.J..:/usr/local/lp 
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illustrates two points: The ALL value can appear any
where in the string, and the path names specified for 
rnews and lp will be used (instead of the default) if the 
requested command does not contain the full path names 
for rnews or lp. 

The VALIDATE option should be used with the COM
MANDS option whenever potentially dangerous com
mands like cat and uucp are specified with the COM
MANDS option. Any command that reads or writes files is 
potentially dangerous to local security when executed by 
the vvcr remote execution daemon (uuxqt). 

The VALIDATE option is used in conjunction with the 
COMMANDS option when specifying commands that are 
potentially dangerous to your computer's security. It is 
used to provide a certain degree of verification of the 
caller's identity. The use of the VALIDATE option requires 
that privileged computers have a unique login/password 
for VVCP transactions. An important aspect of this valida
tion is that the login/password associated with this entry 
be protected. If an outsider gets that information, that par
ticular VALIDATE option can no longer be considered 
secure. (VALIDATE is merely an added level of security 
on top of the COMMANDS option, though it is a more 
secure way to open command access than ALL.) 

Careful consideration should be given to providing a 
remote computer with a privileged login and password for 
VVCP transactions. Giving a remote computer a special 
login and password with file access and remote execution 
capability is like giving anyone on that computer a normal 
login and password on your computer. Therefore, if you 
cannot trust someone on the remote computer, do not pro
vide that computer with a privileged login and password. 

The LOGNAME entry 

ID'3NAME=uucpfriend VALIDATE=eagle: owl : hawk 
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specifies that if one of the remote computers that claims to 
be eagle, owl, or hawk logs in on your computer, it must 
have used the login uucpfriend. As can be seen, if an out
sider gets the uucpfriend login/password, masquerading is 
trivial. 

But what does this have to do with the COMMANDS 
option, which only appears in MACHINE entries? It links 
the MACHINE entry (and COMMANDS option) with a 
LOGNAME entry associated with a privileged login. This 
link is needed because the execution daemon is not run
ning while the remote computer is logged in. In fact, it is 
an asynchronous process with no knowledge of what com
puter sent the execution request. Therefore, the real ques
tion is how does your computer know where the execution 
files came from? 

Each remote computer has its own "spool" directory on 
your computer. These spool directories have write permis
sion given only to the UUCP programs. The execution 
files from the remote computer are put in its spool direc
tory after being transferred to your computer. When the 
uuxqt daemon runs, it can use the spool directory name to 
find the MACHINE entry in the Permissions file and get 
the COMMANDS list, or if the computer name does not 
appear in the Permissions file, the default list will be used. 

The following example shows the relationship between the 
MACHINE and LOGNAME entries: 

MACHINE=eagle : owl : hawk Rm.JEST=yes \ 
<::x:mANDS=mail: /usr/lbinlrnews \ 
REAO=/ WRITE=/ 

I.CX3NAME=uucpz VALIDATE=eagle : owl : hawk \ 
REOUEST=yes SENDFILFS=yes \ 

REAO=/ WRITE=/ 
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The value in the COMMANDS option means that remote 
mail and JusrJlbinJrnews can be executed by remote 
users. 

In the first entry, you must make the assumption that 
when you want to call one of the computers listed, you are 
really calling either eagle, owl, or hawk. Therefore, any 
files put into one of the eagle, owl, or hawk spool direc
tories is put there by one of those computers. If a remote 
computer logs in and says that it is one of these three com
puters, its execution files will also be put in the privileged 
spool directory. You therefore have to validate that the 
computer has the privileged login uucpz. 

You may want to specify different option values for the 
computers your computer calls that are not mentioned in 
specific MACHINE entries. This may occur when there are 
many computers calling in, and the command set changes 
from time to time. The name "OTHER" for the computer 
name is used for this entry as shown below: 

MACHINE=OlHER \. 
CXJ.1MANDS=nnail: :mews: /usr/lbin/Photo: /usr/lbinlxp 

All other options available for the MACHINE entry may 
also be set for the computers that are not mentioned in 
other MACHINE entries. 

Combining MACHINE and LOGNAME Entries 
It is possible to combine MACHINE and LOGNAME 
entries into a single entry where the common options are 
the same. For example, the two entries 

MACHINE=eagle: owl: hawk RECUEST=yes \. 
REAO=/ WRITE=/ 

I.(X;NAME=uucpz RIDUEST=yes SENDFILES=yes \. 
REAO=/ WRITE=/ 

share the same REQUEST, READ, and WRITE options. 
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These two entries can be merged as shown below: 

Poll File 

MA.CHINE=eagle : owl : hawk REQUEST=yes \. 
IroNAME=uucpz SENDFILES=yes \. 

REAO=/ WRITE=/ 

The Poll file (Jusr jlib juucp jPoll) contains information for polling 
remote computers. Each entry in the Poll file contains the name of a remote 
computer to call, followed by a <TAB> character (a space won't work), and 
finally the hours the computer should be called. The format of entries in the 
Poll file are: 

sys-name hour ... 

For example the entry: 

eagle 0 4 8 12 16 20 

will provide polling of computer eagle every four hours. 

The uudemon.poll script does not actually perform the poll. It merely 
sets up a polling work file (always named C.file), in the spool directory that 
will be seen by the scheduler, which is started by uudemon.hour. 

Devconfig File 
The jusrjlibjuucp/Devconfig file is used when your computer commun

icates over a STARLAN network or some other Streams-based transport pro
vider that conforms to the AT&T Transport Interface (TI). 

Devconfig entries define the STREAMS modules that are used for a par
ticular TI device. Entries in the Devconfig file have the format: 

service=x device=y push=z[:z ... ] 

where x can be cu, uucico, or both separated by a colon; y is the name of a TI 
network and must match an entry in the Devices file; and z is replaced by the 
names of STREAMS modules in the order that they are to be pushed onto the 
Stream. Different modules and devices can be defined for cu and uucp ser
vices. 
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The following entries should most commonly be used in the file: 

service=cu device=STARLAN push=ntty:tirdwr:ldO 
service=uucico device=STARLAN push=ntty:tirdwr:ldO 

This example pushes ntty, then tirdwr, then IdO. The Deveonfig file can
not be modified with the System Administration Menus command sysadm. If 
you want to change the contents of this file, you must use one of the UNIX 
system text editors. 

Sysfiles File 
The /usr /lib /uuep /Sysfiles file lets you assign different files to be used 

by uuep and eu as Systems, Devices, and Dialers files. Here are some cases 
where this optional file may be useful. 

• You may want different Systems files so requests for login services can 
be made to different addresses than uuep services. 

• You may want different Dialers files to use different handshaking for 
eu and uuep. 

• You may want to have multiple Systems, Dialers, and Devices files. 
The Systems file in particular may become large, making it more con
venient to split it into several smaller files. 

The format of the Sysfiles file is 

serviee=w systems=x:x dialers=y:y deviees=z:z 

where w is replaced by uucieo, eu, or both separated by a colon; x is one or 
more files to be used as the Systems file, with each file name separated by a 
colon and read in the order presented; y is one or more files to be used as the 
Dialers file; and z is one or more files to be used as the Devices file. Each 
file is assumed to be relative to the /usr/lib/uuep directory, unless a full path 
is given. A backslash-carriage return (\<CR» can be used to continue an 
entry on to the next line. 

Here's an example of using a local Systems file in addition to the usual 
Systems file: 

service=uucico:cu systems=Systems: Local_Systems 
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If this is in Jusr Jlib Juuep JSysfiles, then both uucieo and eu will first look in 
JusrJlibJuuepJSystems. If the system they're trying to call doesn't have an 
entry in that file, or if the entries in the file fail, then they'll look in 
Jusr Jlib Juuep JLoeaLSystems. 

When different Systems files are defined for uucieo and eu services, your 
machine will store two different lists of Systems. You can print the uucieo list 
using the uuname command or the eu list using the uuname -e command. 

Other Networking Files 
There are three other files that impact the use of basic networking facili

ties. In most cases, the default values are fine and no changes are needed. If 
you want to change them, however, use any standard UNIX system text editor 
(ed or vi). 

Maxuuxqts 

Maxuuseheds 

This file defines the maximum number of uuxqt pro
grams that can run at once. 

This file defines the maximum number of uusehed 
programs that can run at once. 

remote. unknown This file is a shell script that executes when a machine 
that is not in any of the Systems starts a conversation. 
It will log the conversation attempt and fail to make a 
connection. If you change the permissions of this file 
so it cannot execute (ehmod 000 remote.unknown), 
your system will accept any conversation requests. 
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The basic networking administrative files are described below. These files 
are created in spool directories to lock devices, hold temporary data, or keep 
information about remote transfers or executions. 

TM (temporary data file) 

LCK (lock file) 

These data files are created by Basic Networking processes 
under the spool directory (Le., /usr/spool/uucp/X) when 
a file is received from another computer. The directory X 
has the same name as the remote computer that is sending 
the file. The names of the temporary data files have the 
format: 

TM.pid.ddd 

where pid is a process-ID and ddd is a sequential three 
digit number starting at O. 

When the entire file is received, the TM.pid.ddd file is 
moved to the path name specified in the C.sysnxxxx file 
(discussed below) that caused the transmission. If process
ing is abnormally terminated, the TM.pid.ddd file may 
remain in the X directory. These files should be automati
cally removed by uucleanup. 

Lock files are created in the /usr/spool/locks directory for 
each device in use. Lock files prevent duplicate conversa
tions and multiple attempts to use the same calling device. 
The names of lock files have the format: 

LCK .. str 

where str is either a device or computer name. These files 
may remain in the spool directory if the communications 
link is unexpectedly dropped (usually on computer 
crashes). The lock files will be ignored (removed) after the 
parent process is no longer active. The lock file contains 
the process ID of the process that created the lock. 
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C. (work file) Work files are created in a spool directory when work (file 
transfers or remote command executions) has been queued 
for a remote computer. The names of work files have the 
format: 

C.sysnxxxx 

where sys is the name of the remote computer, n is the 
ASCII character representing the grade (priority) of the 
work, and xxxx is the 4-digit job sequence number assigned 
by UUCP. Work files contain the following information: 

o Full path name of the file to be sent or requested 

o Full path name of the destination or user file name 

o User login name 

o List of options 

o Name of associated data file in the spool directory. If 
the uucp -c or uuto -p option was specified, a dummy 
name (D.O) is used 

o Mode bits of the source file 

o Remote user's login name to be notified upon comple
tion of the transfer 

D. (Data file) Data files are created when it is specified in the command 
line to copy the source file to the spool directory. The 
names of data files have the following format: 

D.systmxxxxyyy 

where systm is the first five characters in the name of the 
remote computer, xxxx is a 4-digit job sequence number 
assigned by uucp. The 4-digit job sequence number may 
be followed by a sub-sequence number, yyy, that is used 
when there are several D. files created for a work (C.) file. 
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x. (Execute file) 
Execute files are created in the spool directory prior to 
remote command executions. The names of execute files 
have the following format: 

X.sysnxxxx 

where sys is the name of the remote computer, n is the 
character representing the grade (priority) of the work, and 
xxxx is a 4-digit sequence number assigned by UUCP. Exe
cute files contain the following information: 

D Requester's login and computer name. 

D Name of file(s) required for execution. 

D Input to be used as the standard input to the command 
string. 

D Computer and file name to receive standard output 
from the command execution. 

D Command string. 

D Option lines for return status requests. 
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General 
Direct links are beneficial only when: 

• It is not possible to link the computers together through a Local Area 
Network (LAN). 

• Two computers transfer large amounts of data on a regular basis. 

• Two computers are located no more than several hundred cable feet 
apart. 

The distance between two directly linked computers is dependent on the 
environment in which the cable is run. The standard for RS-232 connections 
is 50 feet or less with transmission rates as high as 19200 bits per second 
(bps). As the cable length is increased, noise on the lines may become a prob
lem, which means that the transmission rate must be decreased or limited dis
tance modems be placed on each end of the line. 

Do not use more than 1000 cable feet to connect the two computers or 
communications will be unreliable. This link should operate comfortably at 
9600 bps in a clean (noise free) environment. 

H the link is established, the computers can not be separated by more 
than 100 cable-feet (two 50-foot cables connected together) because the long
est cable available is 50 feet. 

H the two computers are separated by more than 100 cable-feet, a null
modem cable must be constructed as follows: 

Pin 1 to 1 
Pin 2 to 3 
Pin 3 to 2 
Strap pin 4 to 5 in the same plug 
Pin 6 to 20 
Pin 7 to 7 
Pin 8 to 20 
Pin 20 to 6 
Pin 20 to 8. 
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How the Direct Link is Connected 

Computer to Computer Direct Link 

The following instructions guide you in establishing a direct link between 
two computers. 

Step 1: 

Step 2: 

Step 3: 

Step 4: 

Step 5: 

Do not establish a direct link between the two computers before uugettys are 
started on both computers (from inittab file). If the ports are running gettys, 
both computers will continuously try to log in to each other and will crash. 

Connect one end of the first shielded cable to the selected port on 
your computer. Be sure to attach the ground connector. 

Connect the other end of the first shielded cable to the 
ACU/Modem Adapter. (If you want to connect the two computers 
over a distance greater than 100 feet, use a Terminal/Printer 
Adapter attached to a null modem cable of the appropriate length, 
instead of an ACU/Modem adapter.) 

Connect the Terminal/Printer Adapter to the ACU /Modem 
Adapter. 

Connect the second shielded cable to the Terminal/Printer 
Adapter. 

Connect the other end of the second shielded cable to the 
appropriate port on the remote computer. 

BNU Software and Direct Links 
Ideally, systems that have a direct link should be running the same release 

of the UNIX system to have the full set of capabilities available. (Bidirectional 
ports, which are supported by the uugetty program, were introduced with 
UNIX System V Release 2.0 Version 1.) However, lack of a common version 
of the UNIX operating system will not prevent you from using the Basic Net
working Utilities. 
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This section describes the software files that must be modified on your 
computer in order to accommodate a direct link connection. You may want to 
consult the documentation provided with your computer if you are linking 
directly to a remote computer other than your computer. 

The following support files must be updated to reflect the presence of a 
Direct Link: 

• /usr /lib /uucp /Devices 

• /etc/inittab 

• /usr /lib /uucp /Systems. 

All necessary additions/modifications to these three files can be accom
plished using the System Administration Menus subcommand uucpmgmt. 
(See the Owner jOperator Manual for information on using the System 
Administration Menus.) 

Making Devices File Entries 
The Devices file contains the information concerning the location (line) 

and transmission rate of the link. Entries can be added to the Devices file 
using the System Administration Menus subcommand uucpmgmt devi
cemgmt and selecting the add operation. You will be prompted for the fol
lowing information: 

• port name (for jdev jtty21 use tty21) 

• device type to call on (direct) 

• speed at which you want to call (1200, 9600, or 19200). 

To access the System Administration Menus subcommand devicemgmt, enter: 

# sysadm devicemgmt<CR> 

You should see the following output on your screen: 
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Running subcc:mn:md 'devicerrgmt' fran menu 'uucprgrnt', 
BASIC NmmRI<:IN; UrILITIES MANAGEMENl' 

Note: After a brief introduction to the devicemgmt 
subcommand, the procedure interactively prompts you for 
the information listed above. 

Making Changes to the /etc/inittab File 

Direct Links 

There are two versions of the Basic Networking Utilities. The differences 
between them are reflected in the /etc/inittab file. The newest version 
allows for bidirectional login capability by respawning uugetty instead of 
getty. This means that if two computers (both using uugetty) were connected 
via a direct link, either of these computers could request communication with 
the other. This would not be true if only one computer was capable of 
respawning uugetty. 

If the direct link is connecting your computer with a computer that has 
the new version of basic networking, the /etc/inittab files on both computers 
should be set up to allow "bidirectional" traffic on the associated lines. This 
means that the lines used must respawn uugetty on each end of the link. 
This would allow either computer to request communication with (call) the 
other. 

If the direct link is connecting your computer with a computer that does 
not have the new version of basic networking, the /etc/inittab file would be 
set up differently on each system. The /etc/inittab file on each computer 
would be set up to allow either "incoming" or "outgoing" traffic on its line. 
If one computer allows incoming traffic, the other must allow only outgoing 
traffic. A uugetty could not be used on either computer in this case. 

A computer's /etc/inittab entry would be respawning getty for incoming 
traffic, or have respawn turned off for outgoing traffic. In order for this type 
of link to work, one of the computers must be set up to poll the other. If the 
remote computer is allowing only incoming traffic, you must set up your com
puter to poll the remote computer. (You can use the System Administration 
Menus subcommand uucpmgmt pollmgmt to do this.) If the remote 
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computer is allowing only outgoing traffic on the link, it must be set up to 
poll your computer. 

Entries in the /etc/inittab file can be changed using the System Adminis
tration Menus subcommand uucpmgmt portmgmt and selecting the modify 
operation. The modify operation will prompt you for the following informa
tion: 

• port name you want to modify (for /dev /tty21 use tty21) 

• direction of traffic on port (bidirectional, incoming, or outgoing) 

• transmission speed of the link (1200, 9600, or 19200). 

The modify procedure will display the ports that are currently dedicated 
for use by UUCP (listed in Devices file). The port name to be modified must 
be one that is listed. 

To access the portmgmt subcommand and modify entries in the 
/etc/inittab file, enter: 

# sysadm portmgmt<CR> 

You should see the following output on your terminal screen: 

Running subccmnand 'port:rcgmt' fran menu 'uucpngmt', 
BASIC NE'IW)RI(lN; tJrILITIES MANAGEMENT 

Note: After a brief introduction to the portmgmt 
subcommand, the procedure interactively prompts you for 
the information listed above. 

Making Systems File Entries 
An entry must be made into the Systems file for the computer associated 

with the direct link. This can be done using the System Administration 
Menus subcommand systemmgmt and selecting the add operation. The add 
operation will prompt you for the following information: 
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• node name of system 

• type of device to call on (direct) 

• transmission speed of link (1200, 9600, or 19200) 

• device port used with link (for jdev jtty21 use tty21) 

• login ID used to login on system (nuucp or some other login you set 
up) 

• password used by above login 

To prevent possible problems logging on when operating at high speeds, 
you can insert pauses (\p) between the characters being sent out for the login 
ID and the password. For instance, instead of nuucp, you should enter 
n\pu\pu\pc\p\pp when prompted for the login ID. Do not select the default 
by pressing RETURN. The same applies for the password assigned. 

To access the systemmgmt subcommand and add entries in the Systems 
file, enter: 

# sysadm systemmgmt<CR> 

You should see the following output on your terminal screen: 

Running subccmnand I syst~ I fran menu I uu.cptgrnt I , 

BASIC NEIIDRI<IN:; UTILITIES MANIlGEMENI' 

Note: After a brief introduction to the systemmgmt 
subcommand, the procedure interactively prompts you for 
the information listed above. 

Upon completion of the add operation, a new entry is added to the Sys
tems file for the remote computer. You must also make an additional entry in 
the Devices file. When you use devicemgmt to create an entry for the link, it 
creates an entry similar to the one shown below. 

Direct tty21 - 9600 direct 
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Overview 

Remote File Sharing (RFS) allows computers running UNIX System V 
Release 3.0 to selectively share resources (files, directories, devices, and named 
pipes) across a network. As an administrator for a host computer on an RFS 
network, you can choose directories on your system that you want to share 
and add them to a list of available resources on the network. From this list, 
you can choose resources from remote hosts that you would like to use on 
your computer. 

Each host computer on a Remote File Sharing system can be grouped with 
others in a domain or can operate as an independent domain. The domain 
can provide a central point for administering a group of hosts. 

Unlike other distributed file systems used with the UNIX operating sys
tem, Remote File Sharing is built into the operating system itself. This 
approach has several advantages: 

Compatibility 

Security 

Flexibility 

Once you mount a remote resource on your system, it 
will look to your users as though it is part of the local 
system. You will be able to use most standard UNIX 
system features on the resource. Standard commands 
and system calls, as well as features like File and 
Record Locking, work the same on remote resources 
as they do locally. Applications should be able to 
work on remote resources without modification. 

Standard UNIX system file security measures will be 
available to protect your resources. Also, special 
means for verifying host access to your resources and 
restricting remote users' permissions have been added 
for Remote File Sharing. 

Because you can mount a remote resource on any 
directory on your system, you have a lot of freedom 
to set up your computer's view of the world. You 
don't have to open up all your files to every host on 
the network. Likewise, you don't have to make all 
files on the network available to your computer's 
users. 
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Resource Sharing 
Sharing a resource on a Remote File Sharing system begins with a path 

name to a UNIX system directory. If there is a directory you want to share, 
you assign it a resource name and "advertise" it to other hosts, using the 
adv(lM) command. The resource name is how other hosts reference that 
directory. Hosts that pass the security checks you have set up can then mount 
your resource as they would mount a file system locally. 
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Client Server 
r--------------------------'r-------------------, 

# nsquery 

RESOURCE ACCESS SERVER DESCRIPTION 
FSLOGS read"write fie log files 

# mkdir flogs ftielog 
# mount -d FSLOGS ,A.ogs ftielog 

# adv -d "Logs" FSLOGS ftsl 

network 
connection to 
FSLOGS on 
machine fie 

L __________________________ ~L ___________________ ~ 

Figure 10-1: Example - Sharing Resources 

Figure 10-1 shows how two hosts can share resources. In this example, 
the administrator of a host named fie on a Remote File Sharing system wants 
to share all files and directories under /f81 on its file system tree. The 
administrator advertises /f81 as a resource called FSLOGS. 
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Another machine in fie's domain is called fee. The administrator from fee 
uses the nsquery command to see that FSLOGS is available on fie. fee's 
administrator then creates a directory called /logs/alogs on fee (mkdir com
mand) and mounts FSLOGS on /logs/alogs. 

Files or subdirectories from /fs1 are now accessible to users on fee. Users 
can cd to the remote directory, list the contents, and run a remote program 
locally. If the resource contained the /dev directory, users could direct output 
to a remote device as though the device were on the local host. 

Domains 
A "domain" in Remote File Sharing provides a means of logically group

ing hosts for administrative and addressing purposes. Designated domain 
name servers for a domain keep track of available resources and password 
information for the hosts they serve. 

Every host in a Remote File Sharing system must belong to a domain. 
The size of a domain can range from one host to as many as will fit on the 
network. When you set up a domain, you define a primary and zero or more 
secondary domain name servers. If the primary fails, domain name service 
functions are picked up by one of the secondary domain name servers. A 
domain provides the following services to each of its hosts: 

domain name server 

reliable service 

The domain name server keeps track of all available 
hosts and resources in the domain. It provides tran
sparent access to resources and ensures unique names 
within a domain. Host passwords, host user lists, and 
network addresses of other domains are also kept by 
the domain name server. 

Primary and secondary domain name servers ensure 
that failure of one host does not bring down a Remote 
File Sharing system. Even if the primary fails, the 
secondary will take over promptly. If a host that is 
not a name server fails, that host's resources are no 
longer available, but all other mounts on the network 
remain intact. 
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central point of access 

Administration 

As Remote File Sharing networks grow, grouping 
hosts into domains simplifies communications by pro
viding a central point (the primary domain name 
server) through which several hosts can be located. 
Once your domain knows another domain name 
server's address, you have the potential to access 
resources from any host in that domain. 

With this central point for information, a host 
administrator doesn't need to check with every host to 
find what it needs to share resources. All information 
needed to locate resources, set up security, and com
municate with other hosts is contained on the host's 
domain name server. 

Remote File Sharing administration should be viewed on two levels-host 
and domain. As a host administrator you need to do the following. 

1. Start up Remote File Sharing. This connects you to the Remote File 
Sharing service on the network. 

2. Choose what resources you want to share and who you want to share 
them with. When you advertise resources, they are listed with your 
domain name server. 

3. Choose the resources you want to use from other hosts and mount 
them on your local file system. 

4. Optional: Define how group IDs and user IDs from remote hosts are 
mapped into your host. You can also provide lists of your users and 
groups so they can be mapped into other hosts. 

All domain administration is done from the primary domain name server. 
These activities include: 

• defining the names and network addresses of the primary and secon
dary domain name servers, including those of name servers for any 
other accessible domains 
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• maintaining a list of all hosts in the domain 

• (optional) maintaining password and user mapping information for all 
accessible hosts within the domain 

If the primary goes down, a secondary will take over as domain name 
server. However, an administrator on a secondary cannot add or remove 
hosts or change host passwords. You can only pass name server responsibility 
back to the primary when it comes up. 

A primary name server can serve several domains. However, the secon
daries must be the same for all domains the primary serves. This simplifies 
the process of passing name server responsibilities back to the primary after it 
has gone down and come back up. 

The tools you use for Remote File Sharing extend, rather than change, the 
standard UNIX system interface. You can use the same commands and sys
tem calls on remote resources as you did on local resources. However, some 
new options and commands have been added to address special Remote File 
Sharing needs. 

For example, the sar -u command still produces system activity reports for 
your computer, but sar -Du adds Remote File Sharing records to the report. 
Likewise, your UNIX system file structure looks the same, but it is extended 
by mounting remote resources (mount -d command). 

Security 
As a host administrator, you can maintain strict control of your resources. 

No files, directories, or devices in an unshared file system can be accessed by 
other hosts. 

Direct access to your computer is controlled because local users still have 
to log in as they always have. As for remote accessibility, you can set up 
security to allow only certain remote hosts to access your resources. 

Figure 10-2 illustrates the security checks that occur when a host tries to 
mount a remote resource, including the user mapping that occurs. The fol
lowing sections explain some of these issues. 
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Remote Host 
(client) 

CONNECT 
SECURITY 
CHECKS 

MOUNT 
SECURITY 
CHECKS 

USER 
MAPPING 

(Once Mounted) 

Remote mount 
request 

1) Can any host connect 
to your host or only 
hosts you have 
records of? 

2) Is resource restricted 
to certain hosts? 

1) Is special user or 
group mapping 
available for host? 

Your Host 
(server) 

<EY~OV or 

Overview 

(see rfstart(1 M» (see rfstart(1 M), -v option) 

or 

(see adv(1M» (see adv(1M) with clients) 

Q Remote user (UID) and groups 
~ (GID) are excluded or given 

access as you defined. 

All users will have a special 
guest login id. 

Figure 10-2: Example - Remote File Sharing Security 

Connect Security 
When a remote host tries to mount a resource from your host, and no 

other resources are mounted, it tries to set up a connection· (virtual circuit) 
across the network to your machine. Once this virtual circuit is set up, the 
host can mount any resource you have made available to it. This virtual cir
cuit is closed when the last resource is unmounted. 
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Before this virtual circuit is created, the host must pass the security you set 
up. 

• any host can connect 

You could indicate that any host that tries to connect to your host may 
do so (see the rfstart command). 

• some hosts can connect 

Only those hosts for which your host has a matching name and pass
word can connect (see the -v option to the rfstart command). This 
information is in the domain password file(s) you can maintain. You 
can tailor each of these files if you only want a subset of hosts in each 
domain to be allowed to connect. 

Mount Security 
Once a remote host has established a connection to your host, the 

resources it can mount from your host depend on how you advertised each 
resource. These are your choices: 

• any host can mount 

You may have advertised the resource so that any host that can connect 
to your host can mount it. 

• some hosts can mount 

You restricted access to the resource to certain hosts; the remote host 
trying to mount it must be one of those hosts (see the clients ... option of 
the adv command). 

You also may have advertised the resource as read-only (see adv -r). In 
that case, the remote host can only mount the resource read-only instead of 
read/write (default). 

User and Group Security 
Remote users' permissions can be defined to provide another layer of 

security for a mounted resource. Remote users and groups can be mapped 
into your host's user and group list to set permissions they will have to your 
resources. 
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You can set these mapping rules on a global or host basis. The global 
rules set user and group permissions for all hosts that do not have explicit 
host mapping rules. 

Here are the ways you can map remote hosts' users into your host. These 
rules apply to both global and host mapping. 

• no mapping 

If you don't set any special mapping for any remote host, all users are 
mapped into your host as a "special guest" user ID / group ID. This is 
the easiest approach because you don't need to keep any records for 
the remote host. 

• default mapping 

You can set default mapping so that all remote users are mapped into 
one of these permissions: 

o the local user ID number that matches each remote user's ID 
(default transparent) 

o a single local ID number 

o a single local ID name 

o the local user name that matches each remote user's name (map 
all) 

Group permissions can be mapped in the same way. Users and groups 
are mapped independently. If there are exceptions to the default map
ping, you can exclude certain users and groups so they only have spe
cial guest permissions (for example, exclude 0). 

• specific mapping 

You can map any user or group from any remote machine into a 
specific user or group on your machine. This can be done by user 
name or numeric ID. (You can't use remote names in global blocks.) 

Using these mapping techniques and standard methods for setting file per
missions, you can keep strict controls over your resources, even after they are 
remotely mounted. (See the "Mapping Remote Users" section of this chapter 
for more details.) 
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This section describes how to share your resources with other hosts on a 
Remote File Sharing system and how to use the resources other hosts have 
made available. To share resources, you will use the following commands: 

adv(lM) 

mount(lM) 

(with options) Makes your resources available to other 
hosts. 

(with options) Attaches a remote resource to your host. 

To print information on shared resources, you will use the following com
mands: 

adv(lM) 

nsquery( 1 M) 

mount(lM) 

rmntstat(lM) 

fusage(lM) 

df(lM) 

(no options) Lists your advertised resources. 

Lists other hosts' advertised resources. 

(no options) Lists the remote resources, as well as local file 
systems you have mounted. 

Lists your resources that other hosts have mounted. 

Reports the extent of disk usage by remote hosts. (See the 
section titled" Monitoring" in this chapter.) 

Reports disk space availability on remote hosts. (See the 
section titled "Monitoring" in this chapter.) 

To remove remote resources, you will use these commands: 

unadv(lM) Unadvertises one of your advertised resources. 

umount Un mounts a remote resource you mounted on your host. 

fuser(lM) Checks what local users are currently accessing a remote 
resource. (You can use this before you unmount the 
resource.) 

fumount(lM) Forces an unmount of one of your resources from all clients 
that have mounted it. 
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Advertise Resources 
The adv command is used to "advertise" a directory so it is accessible to 

other hosts. When you advertise a directory you must assign it a resource 
name. This resource must have a unique name within your domain. 

When adv is performed with the options listed below, the resource is 
registered with your domain name server. Any host that has access to your 
domain can find a listing of it from your domain's advertise table (nsquery 
command). A remote host will not know the exact location of the resource on 
your host. All the host will know is its resource name, the short description 
you assign, that it resides on your host, and the read/write permissions. 

You can set up your system so resources are advertised automatically 
when you enter init 3. To do this, place the entire command line for each 
advertised resource in the /etc/rstab file. 

The syntax of the adv command to advertise a resource is: 

adv [-r] [-d "description"] resource pathname [clients ... ] 

The syntax of adv to modify an advertised resource entry is either: 

adv -m resource -d "description" [clients ... ] 

or 

adv -m resource [-d "description"] clients ... 

The options are as follows: 

-r 

-d 

resource 

The -r option, for read-only, is used to advertise the 
resource with read-only access. If it is not used, the 
remote hosts will have read/write access. 

The -d option indicates that the next argument (description) 
is a description of the resource. The description can be 
from zero to 32 characters. 

This is the resource name you assign. The name is limited 
to 14 printable ASCII characters; slash (/), period (.), and 
white space may not be used. 
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pathname This is the full path name to the directory you want to 
share. The directory must be on your local system, and it 
cannot be already advertised. 

clients... This is an optional list of one or more host or domain 
names that you want to restrict this resource to. If clients 
are not included, the resource will be accessible to any 
Remote File Sharing host that can connect with your host. 
You can also define aliases so a single name can represent 
a group of hosts and/or domains. (See" Aliases" below.) 

-m resource This option is used to modify the description or client fields 
for an advertised resource listing. It cannot be used to 
change the read/write permissions of a resource. 

Aliases 
The adv command reads the /ete/host.alias file to find the definitions of 

any aliases in the clients field. The format of the file is: 

alias name clientl client2 client3 ... 

where name is replaced by the character string you want to represent the list 
of clients. Each client can be a host name, domain name, or an alias name 
previously defined in the file. The three fields must be separated by blanks or 
tabs. You can escape a new-line character with a backslash if you have too 
many clients to fit on one line. 

Resource Security 
These are the levels of security that protect your resource once you have 

advertised it: 

connect security 

moun t security 

Only those remote hosts that pass your security 
checks can even connect to your host. You may have 
indicated that only those hosts you have a record of 
can connect (see rfstart -v). 

You may have advertised your resource so only 
selected hosts can mount it (see the client option of 
the adv command). If so, a host must have proven it 
was one of those hosts when it first connected to your 
host. 
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The permissions remote users will have to your 
resources is set on a host-by-host basis. In other 
words, the user and group mappings you set up for a 
remote host will apply to any of your resources that 
host mounts. 

UNIX system security 
Normal UNIX system access security, governing read, 
write, and execute permissions, will apply to any 
advertised resource. 

Local Advertise Table 
All advertised resources for your host are contained in your host's local 

advertise table. Any user can use the adv command with no options to 
display the local advertise table. The output will be a listing like the one that 
follows: 

$ adv 
CUSTOMER /usr/bin/cust read-only "Atlanta customers" fee fie doc. tick 

SCCS /sccs read/write "Project Y source" unrestricted 

CALENDAR /usr/bin/cal read-only "UNIX System calendar" graph. hostgrp 
$ 

The information will match what you entered using the adv command, 
with appropriate options, for each resource. Some of the information shown 
was implied when the resource was advertised. For example, access is 

REMOTE FILE SHARING 10-13 



Sharing Resources 

read/write if -r is not specified and clients are not limited to certain hosts 
(unrestricted) when no clients are identified. 

clients listed in the last field can be: 

• host names in your domain (fee) 

• host names in other domains (doe.tiek) 

• domain names (graph.) 

• aliases listed in /ete/host.alias (hostgrp) 

• unrestricted if the resource is not restricted to certain hosts 

Domain Advertise Table 
All advertised resources for your domain are in the domain advertise table 

on your domain name server host. The nsquery command is available to all 
users to list any or all of the advertised resources in a domain. The syntax of 
the command is: 

nsquery [-h] [name] 

where the -h option can be used to suppress printing of the heading line and 
the name option can be replaced by one of the following: 

host name To list the resources advertised by a particular host in 
your domain. 

domain. name To list all resources advertised by all hosts in a 
domain. (A period at the end of a name causes it to 
be interpreted as a domain name.) 

domain.host name To list all resources advertised by a particular host in a 
domain outside your own domain. 

If the name option is not used, nsquery will print a list of all advertised 
resources in its domain. 
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Here is an example of output from an nsquery command: 

# nsquery graph.fee 
BEsaJRCE ACCESS 

GRAPHICS 

CALENDAR 

USERHELP 

# 

read/write 
read/write 
read-only 

SERVER 

graph. fee 
graph. fee 
graph. fee 

DESCRIPl'ICN 

Danain files 
l>bnthly meetings 
System help infonretion 

For each available resource, nsquery will list the resource name 
(RESOURCE), the permissions (ACCESS), the host that owns the resource 
(SERVER), and the description of the resource. 

The output from nsquery does not indicate whether you have permission to 
access the resource. 

Unadvertise 
You can unadvertise any of your host's resources using the unadv com

mand. It will remove the resource from the advertise tables on your host and 
the domain name server. The domain administrator can use unadv to unad
vertise any resource within the domain. (You should only use unadv when 
the host has gone down, otherwise the domain and host advertise tables will 
be out of sync.) 

Unadvertising does not remove a currently-mounted resource from a 
remote host [see umount(lM)]. It does, however, prevent other hosts from 
mounting the resource. There are two reasons you may want to use this com
mand. 

1. Before you can unmount (umount) one of your file systems containing 
an advertised directory, it must be unadvertised. 
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2. If you want to restrict a previously shared directory to only local 
access, you will want to unadvertise it. 

Because advertise commands can be set up to run automatically in init 3, 
you may have to remove them if you want them permanently unadvertised. 
(See the "Advertise Resources" section of this chapter for information on how 
to modify the /etc/rstab file.) 

The syntax of the command is: 

unadv resource 

or 

unadv domain.resource 

where resource is used to unadvertise one of your host's resources, and 
domain.resource is used by a domain name server to unadvertise any resource 
in its domain. In the second case, the resource name is prefixed by a period 
(.) and the domain name in which it resides. 

Mount Remote Resources 
You can attach another host's advertised resource to your system using 

the standard mount command. You simply choose an existing directory, 
preferably empty, or create a directory to use as a mount point and mount the 
resource, using the -d option. 

When you try to mount a remote resource, a request is sent to the host 
that advertised the resource. If you have permission to mount the resource, 
the resource will be added to your mount table and connected to the mount 
point you specified. You can list the remote resources, as well as local file 
systems, mounted on your host using the mount command without options. 
You can see what hosts have mounted your advertised resources using the 
rmntstat command. 

The form of the mount command to mount a remote resource is as fol
lows: 

mount [-r] -d resource directory 
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The options are as follows: 

-r The -r option indicates that the resource should be 
mounted read-only. If it is not used, the resource is 
mounted with read/write permissions. (A remote 
resource can only be mounted read/write if it was 
advertised that way.) 

-d resource directory 
This option is used to indicate that you are mounting 
a remote resource. You must substitute the resource 
name for resource and the mount point directory for 
directory. 

Automatic Remote Mounts 
You can set up your mount commands to run automatically when your 

host enters the init 3 state. You do this by adding mount information to the 
/etc/fstab file. The format of /etc/fstab for remote mounts is as follows: 

resource directory -d[r] 

resource is replaced by the resource name; directory is replaced by the directory 
where the resource will be mounted, and -d says this is a remote mount. You 
can use -dr instead of -d if you want to mount the remote resource read-only. 

Mounting Guidelines 
Below are some guidelines that apply to mounting remote resources. 

• Once you have advertised a resource from your host, you can: 

o Mount a local file system on the directory or its subdirectories. The 
new file system will become part of the advertised resource. 

o Mount a remote resource on subdirectories of your advertised 
resource. The remote resource you mount will not become part of 
the resource, however. Only your local users will be able to access 
it. (Remote users will be able to see this mount point directory,. but 
will get a "multihop" error message if they try to stat the direc
tory.) 
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You cannot mount a remote resource directly on an advertised directory. 

• If a resource was advertised with read-only permissions, you must 
mount it read-only. If it was advertised read/write, you have a choice 
of mounting it read-only or readjwrite. 

Mounting Rules 
There are some rules you must follow to avoid unexpected results when 

mounting remote resources. 

Rule #1 

Rule #2 

Mounting over basic directories 

A directory containing files that define your local machine should 
not be used as a mount point on a remote machine. This will 
result in essential local files being inaccessible to your system. 

For example, you shouldn't mount a remote jdev on your 
machine's I dey directory or you will make your machine's con
sole inaccessible (fdev leonsole). As another example, if you 
mounted an jete directory on your etc directory, you would cover 
your local inittab, passwd, and mnttab files, to name a few. 

Some other directories that fall into this category are: I, jusr, 
jusrjbin, lusrjnserve, jusrjnet, and jshlib. You can, of course, 
mount these directories in other directories on your computer with 
no ill effects. 

Mounting spool and work directories. 

Like Rule #1, Rule #2 has to do with mounting a directory from 
one computer on the same directory on another. In this case the 
problem is spool files and workspace directories. Applications 
such as uuep and lp can run into problems when multiple 
machines are trying to create spool files or lock files in the same 
directory. For example, if you share the jusrjspooljlocks direc
tory, by using a tty device for uucp on one machine, you would 
prevent use of a device of the same name on another machine. 
Also, mounting jtmp can cause collisions among temporary files. 

10-18 SYSTEM ADMINISTRATOR'S GUIDE 



Rule #3 

Rule #4 

Sharing Resources 

File systems on devices 

When a remote machine advertises a directory containing a device 
and that device contains a file system, you would not have access 
to that file system by simply mounting this device. To access the 
file system on the device, the remote machine would have to 
mount the device locally, then advertise that mount point. 

Mounting sticky bit programs 

Mounting remote resources that contain executable files with the 
sticky bit on can improve performance of those files. When exe
cuted on your machine, the text portion of the sticky bit program 
will remain in main memory on your machine, thereby reducing 
the network overhead on future executions. From your perspec
tive as a client, you should be careful not to mount too many 
sticky bit programs or you could unknowingly gobble up a lot of 
memory. 

If you're a server sharing your sticky bit files, you should be 
aware that they are treated differently from strictly local sticky bit 
files. Once clients have run your sticky bit program, you cannot 
remove that program without un mounting the resource from each 
of those clients. You should do this to prevent out-of-date text for 
recompiled or deleted files from remaining in memory on client 
machines. Before removing sticky bit programs from an adver
tised resource, you must unmount the resource from all client 
machines [fumount(lM)], remove the program, then readvertise 
the resource. (See Chapter 6 for a discussion of local sticky bit 
use.) 

Host Mount Table 
You can list the remote resources that are mounted on your host as you 

would list local file systems: the mount command with no options. Remote 
resource output from this command will appear in the form: 

<directory> on <resource> <permission> on <date> 

where directory is the name of the directory where the remote resource is 
mounted, the permission is read only/remote or read/write/remote, and date 
is the time and date the resource was mounted. 

REMOTE FILE SHARING 10-19 



Sharing Resources 

The following is an example of output from the mount command, with no 
options. The last two entries in this example are remote resource mounts. 

$ mount 
/ an /dev/dsk/c1dOsO read/write an Thu Jan 16 09:07: 19 1986 
/usr2 an /dev/dsk/c1dOs8 read/write an Thu Jan 16 09:07:32 1986 
/usr an /dev/dsk/c1d1s2 read/write an Thu Jan 16 09:07:33 1986 
Is/codes an LCODE read/write/rerrote an Thu. Jan 16 09: 10: 13 1986 
Is/timing an 'I'.EMRJ read anly/renote an Thu Jan 16 09: 10:27 1986 
$ 

Domain Mount Table 
You can use the rmntstat command to find out what remote hosts have 

mounted your advertised resources. This command can print output for all 
your resources or the one you choose. The syntax is as follows: 

rmntstat [-h] [resource] 

where -h will print the output without the heading and resource can be used 
to output only information for a particular resource. Here is an example of 
the output from rmntstat: 

$ rmntstat 
RESOURCE PATHNAME 

CUSTCME:R /usr/cust 
CALENDAR /usr/cal 
SPEX::IAL unknown 

$ 

HOS'INAME 

doc.host1 
fee fie foe 
fie 
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The output shows the resources the host has advertised, where those 
resources are located on the local machine, and the hosts that have mounted 
the resource. 

If unknown appears in the path name field, it means you have unadvertised 
the resource, but it is still mounted on the listed remote machines. 

Un mounting 
You can unmount any remote resource you have mounted with the 

umount command. The syntax for using umount to unmount a remote 
resource from your host is as follows: 

umount -d resource 

where resource is replaced by the name of the resource you are unmounting. 

Before you run umount, you can make sure none of your users are using 
the resource with the fuser command. When the fuser command is run, it 
lists the processes on your host that are accessing a mounted remote resource. 
It can then be used to kill all processes relating to a resource. 

The form of fuser for reporting on remote resources is: 

fuser [-ku] resource ... 

where -u will produce a longer report of processes that have files open in any 
directory or subdirectory relating to the resource, and -k will kill all processes 
that have files open in any directory or subdirectory relating to the resource. 

Forced Unmount 
You cannot unmount a local file system using the umount command if 

any part of that file system is mounted remotely. Normally, you should tell 
each administrator whose host has mounted such a resource to unmount it. 
In this way, a resource can be removed in an orderly fashion. 

When you have to unmount a local file system immediately; however, you 
can use the fumount command to remove a remotely-mounted resource from 
all hosts that have mounted it. You should only do this in cases where it is 
urgent that the resource be removed, because you may be cutting off remote 
processes that are accessing the resource. 
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The syntax of the fumount command is: 

fumount [-w sec] resource 

where the -w option says to wait sec seconds before remotely unmounting the 
resource, and resource is replaced by the resource name. 

When you execute fumount, this is what happens: 

1. The resource is unadvertised. 

2. If the fumount command is executed with a grace period of several 
seconds, this shell script is run on all hosts currently using the 
resource. 

/usr/hin/rfuadmin fumount resource 

By default, this shell script will write to all terminals: 

resource is being raroved fran the system in ## seconds. 

(Y ou can edit rfuadmin to tailor the action taken in response to 
fumount.) 

3. After the grace period of sec seconds, the resource is removed from all 
remote hosts it is mounted on. 

4. By default, rfuadmin will be started up again on each remote host to 
send this message to all terminals: 

resource has been discorm.ected fran the system. 

5. rfuadmin then executes rmount. Then rmount will try to remount 
the resource every 60 seconds until it succeeds. 

See rfuadmin(lM) and rmount(lM) for further information on the processing 
of these commands. 
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You can define the permissions remote users will have to your host's 
resources by mapping remote user IDs or names into user IDs or names that 
are defined on your host. Likewise, you can map remote groups into groups 
on your host. 

If you don't want to map remote users, you don't have to. The default 
treats all remote users as a special guest ID number, which is MAXUID plus 
one. MAXUID is the maximum ID number defined for the system, so MAX
UID+ 1 is always guaranteed not to overlap with any current or future users 
(by default, MAXUID+ 1 is 60001). 

How Mapping Works 
When you set up your remote user and group mapping for a remote host, 

you define how requests from user and groups will be handled. This mapping 
has an impact on the remote users' access to files and directories on your 
resources, as well as each remote user's view of ownership. 

For example, say you map user ID 101 from machine abc into user ID 115 
on your machine. When 101 from abc tries to create a file in a directory of 
one of your advertised resources, your machine will translate the request from 
101 into a request from 115. If 115 has permissions to create a file in that 
directory, then the file will be created. 

If you tried to stat the file on your machine (Is -1, for example) you would 
see that user ID 115 was the owner. However, if a stat comes from machine 
abc l your machine would do inverse mapping. Therefore l the user from abc 
would see the file as being owned by 101 user ID. 

Inverse mapping from the machine that owns the resource (the server) 
provides the most consistent file system view to a remote user. It could 
potentially cause confusionl though. Continuing with the example, say that 
instead of just mapping 101 into 115, you also mapped 102 from abc into 115 
on your machine. A file created by 102 would correctly create the file as 
owned by 115 on your machine. However, when a user from abc stats the 
file, it would always show ownership by the smaller numeric value: 101 user 
ID. 
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This same result would occur if you gave several local user names the same 
numeric ID. 

If users complain that files they create do not appear to belong to them, 
the situation described above could be the reason. This does not cause any 
problems with each user's ability to access the resource. However, it could 
break some programs that are dependent on local IDs. 

Mapping Components 
You must use the idload(lM) command to do the user and group map

pings. This command reads the user and group mapping rules you create, 
reads your host's /ete/passwd and fete/group files, if needed, and maps the 
remote users into your users' permissions. If you are using remote user and 
group names to map into your host, you must get user and group lists from 
the remote hosts, so idload can read the files and translate those names into 
the appropriate numeric ID numbers. 

Rules Files 
The rules files you create will tell idload how to map remote users. Both 

files are in /usr/nserve/auth.info under the names uid.rules, for user rules, 
and gid.rules for group rules. 

The following example shows how the user rules file can be structured. 
The format of the group rules files is exactly the same. All lines in each file 
are optional. 
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globa.l 
default locaLid I transparent 
exclude [remote_id-remote_id] I [remote_id] 
map [remote_id:local] 

bost domain.hostname [domain.hostname ... ] 
default local I transparent 
exclude [remote_id-remote_id] I [remote_id] I [remote_name] 
map [remote:local] I renote I all 

Legend: 
local_name = a local user name 
local_id = a local user ID number 
remote_id = a remote user ID number 
remote_name = a remote user name 
local = a local name or ID number 
remote = a remote name or ID number 

A rules file is divided into blocks of information. Each block is either a 
global or host block. There is only one global block per file, but there can be 
one host block for each host mapped. 

global This line starts the block of global information. Each line 
of definitions after global and before the first host line 
will be applied to all hosts that are not explicitly defined in 
host blocks. You can use default, exclude, and map 
inside global blocks. 

You cannot map or exclude names in global blocks. You 
must use ID numbers. 

host domain.hostname [domain.hostname ... ] 
This line starts a block of host information. Each line of 
definitions following this line and before the next host line 
will be applied to the domain.hostname specified. .you can 
use default, exclude, and map inside host blocks. 
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If you want to map more than one host from a single set of 
passwd and group files, you can put several host names 
on one line. In this case, idload will read the passwd and 
group files for the first host named and use the informa
tion in those files for all hosts named. A host can only be 
mapped once in each rules file. 

Each of the following lines of information can appear in either a host 
block or a global block. A name or an ID should only be mapped once in 
each block. If one is mapped more than once, the first reference is in effect. 

1. default local I transparent 

One "default" line can be put in each block to indicate how to handle 
remote users and groups that aren't explicitly mapped or excluded. 

transparent means use the same numeric ID on your machine that the 
user had on the remote machine for undefined users. So if a request 
comes from remote uid 101, that request will have the permissions of 
local uid 101. 

local is replaced by a local user name or ID number. By default, all 
remote users will be mapped into the permissions of the local user 
indicated by name or ID. If a default line does not appear in a block, 
MAXUID+ 1 permission will be assigned. 

2. exclude [remote_id-remote_id] I [remote_id] I [remote_name] 

Optional "exclude" lines can go into a block to exclude certain users 
from the default mapping. Zero or more ranges of ID numbers 
(remote_id-remote_id), single remote_names, or single remote_id 
numbers can be excluded. (remote_name is not available in the global 
block.) 

A user who is excluded will still have access to your resources but will 
only have permissions of the MAXUID+ 1 user. All exclude lines 
must go before any map lines in a block. 

3. map [remote:local] I remote I all 

You can use "map" lines in each block to assign local permissions to 
particular remote users. There are several ways to use the map com
mand. You can set any remote user's permissions to any local user's 
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permissions by either user id# or name; separate the two with a colon 
(:). By entering a single remote_id or remote_name, the remote user 
who matches will have the permissions of the local user of the same 
ID or name. For example: 

map men 

would give the remote men the same permissions of the 
local user men. 

The literal entry all maps all users by user name into the 
permissions of users with the same name on your host. 

map all and mapping by name are not allowed in a global block. map all 
will usually produce error messages, since multiple administrative logins will 
have uid 0, and idload will try to map each one 0 to O. There is no harm in 
this. 

idload Command 
Once the rules files are created, the idload command reads your rules files 

and maps the users into your host. Since this command is run automatically 
on both hosts when a mount is done between two hosts, you will often run 
idload with the -n option. The -n option will print out what your mapping 
will be without actually updating the tables. This option is useful for making 
sure you have done your mapping correctly. 

The syntax of idload is: 

idload [-n] [-g g_rules] [-u u_rules] [directory] 

The options are as follows: 

-n This is the "no update mode" option. When it is used, 
idload will print its results at your terminal (stdout) without 
creating translation tables. 

This option lets you use a group rules file other than 
/usr/nserve/auth.info/gid.rules as input for group mapping 
rules. 
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-u u_rules This option lets you use a user rules file other than 
/usr/nserve/auth.info/uid.rules as input for user mapping 
rules. 

directory This option indicates that some directory other than 
/usr/nserve/auth.info contains the domain/host directories 
where the user and group files for each remote host reside. If 
it is not used, /usr/nserve/auth.info will be searched for the 
domain/host files. 

Each time you set up or change your rules files, first run idload with the 
-n option. The results will show you the mapping that will occur when the 
command is run to actually load the IDs. 

Host passwd and group Files 
If you are mapping remote users by name, you will need lists of these 

users from each remote host. These lists should be copies of the /ete/passwd 
and Jete/group files from each host. (See Procedure 10.1, "Domain Setup", 
and Procedure 10.2, "Host Setup", for information on how to distribute these 
files). 

If idload finds a request for a remote user name in a domain.host informa
tion block, it will check the directory for that host for passwd and group files. 
The host's directory will be in /usr/nserve/auth.info/domain/host on your 
system, where domain and host are replaced by the remote host's domain and 
remote host's name, respectively. 

Mapping by name can be a very useful feature. However, if you map only by 
ID number or local name, and avoid mapping by remote names, you will 
avoid the need to coordinate distributing and updating remote passwd and 
group files and rerunning idload. 

Choosing Mapping Strategy 
This section describes some strategies you can use to map users. It 

describes the easiest way to deal with remote user permissions and progresses 
to the most complicated ways. Read through each example to decide what 
strategy is best for your host. 
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No Mapping 
If you don't run idload to map users, all remote users will have the per

missions of the user ID number MAXUID +1, which is the maximum ID 
number defined on your system, plus one. Because there are no users on your 
system with that user ID number, remote users will only have permissions to 
files created by your users that are open to all users. 

Mapping Remote IDs 
If you map remote users using remote ID numbers and local ID numbers 

and names, you do not need to get any passwd and group files from remote 
hosts. Here are some simple examples of mapping that only involve remote 
ID numbers. 

global 
default transparent 
exclude 0 

In this example, all remote user IDs will be mapped into the same user ID 
permissions on your host, except for root (ID number 0), which would only 
have special guest permissions. This would apply to all remote hosts. V The exclude 0 line is strongly recommended to prevent possible security 

breaches from root users on other systems. 
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global 
default transparent 
exclude 0-100 
map 732:106 

In the example above, users have the same permissions as in the previous 
example, except user IDs 0 through 100 will have MAXUID + 1 permissions, 
and any user ID 732 would have the same permission as local user ID 106. 

global 
default transparent 
exclude 0-100 
map 732:106 

host graph. fee 
default npg 
exclude 0-50 

Here, the users from host fee in domain graph will not be mapped by the 
global rules. Instead, all users will have the permissions of local user mpg 
and only user IDs 0 through 50 will have MAXUID +1 permissions. 

Mapping Remote Names 
If you want to map specific user names into your local users, you will 

need to have access to passwd and group files from those hosts installed on 
your system. Below are some examples of ways you can map remote user 
names. 
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map all 
If you have the same set of user names on different machines, but the 

user IDs differ, you may want to use map all as shown below. 

global 
default transparent 
exclude 0 

host graph.fee 
exclude mary 0 uucp 
map all 

In the above example, each user name from host fee in domain graph will 
have the same permissions as the same user name on your host. The only 
exceptions will be users mary, root, and uucp, who will have MAXUID +1 
permissions. 

map name:name 
You can also map particular remote user names into local user names or 

user IDs on your host. Here is an example: 

global 
default transparent 
exclude 0 

host graph. fee 
default transparent 
exclude 0 
map men: jcb ral gwn: 103 
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Here all users from the host will be mapped into their same user ID with 
the following exceptions. Remote user men will have the permission of local 
user jeb, remote user ral will have permissions of local user ral, and remote 
user gwn will have permissions of local user ID 103. 

Following is the result of idload -n used for the example shown above. 
(The gid.rules file simply has the global block set at default transparent.) 

# idload-n 

TYPE MACHINE IIDLID REM_NAME r..cx:_ID r..cx:_NAME 

USR GWBAL DEFAULT n/a transparent n/a 
USR GWBAL 0 n/a 60001 guest id 

USR graph. fee DEFAULT n/a transparent n/a 
USR graph. fee 0 n/a 60001 guest_id 
USR graph. fee 100 men 105 jcb 

USR graph. fee 102 gwn 103 n/a 
USR graph. fee 191 ral 101 ral 

GRP GWBAL DEFAULT n/a transparent n/a 
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Introduction 
Remote File Sharing maintenance tasks are split into three groups: host 

administration, domain administration, and monitoring. The following host 
and domain administration sections describe how to maintain your Remote 
File Sharing host and domain. The section on monitoring describes how to 
check Remote File Sharing activities and tune your host to share resources 
efficiently. 

Host Administration 
You will need to learn about the following commands for administration 

on a Remote File Sharing host. 

• rfstart starts up Remote File Sharing. 

• rfstop shuts down Remote File Sharing. 

• idload prints and updates remote user permissions to your resources. 

• rfpasswd changes your host passwd. 

• dname prints and changes your host's domain name or network. 

• rfadmin lists the host that is the current name server. 

Once you set up Remote File Sharing, you rarely need to use the adminis
trative commands directly. You should use init 3 to automatically start 
Remote File Sharing (rfstart), advertise your resources, and mount remote 
resources on your machine. init 2 will automatically stop Remote File Sharing 
(rfstop), unadvertise your resources, and unmount remote resources. Other 
commands-idload, rfpasswd, and dname-are used to alter the existing 
Remote File Sharing set-up. 

Domain Administration 
If you are a domain administrator, you will also need to use some of the 

following commands to maintain the domain while logged on to the primary 
domain name server. 
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• rfadmin -a adds a new host to a domain. 

• rfadmin -r removes a host from a domain. 

• rfadmin -p resets the current name server. 

Besides the commands described above, you will have to maintain the 
rfmaster file. You may also need to make sure user and group information is 
up-to-date for hosts in your domain. 

Monitoring and Tuning 
Commands used for monitoring Remote File Sharing activities are as fol

lows. 

• sar -Du adds information on the percent CPU time used for handling 
Remote File Sharing requests from other hosts to the information 
printed on the sar -u report. 

• sar -Dc adds information on how many system calls were used for 
Remote File Sharing activity, including how many characters were read 
and written by the read and write system calls, to the information 
printed on the sar -c report. 

• sar -5 prints information on processes that handle requests from other 
hosts to use your resources (server processes) and the request queue. 

• fusage prints the kilobytes of data transferred, read, and written to disk 
by remote hosts as well as by local users. 

• df lists disk space available for a resource. 

You can use the information produced by these commands to make deci
sions about load balancing and parameter tuning. 

Host Maintenance 
After your host is connected to a Remote File Sharing system, little 

maintenance is required. All you need to know is how to start up and stop 
Remote File Sharing. If your host is using some of the more advanced secu
rity or user mapping facilities, there are some files and tasks you should 
become familiar with. Below is a list of files and directories you may be 
interested in as a Remote File Sharing host. 
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The format and contents of these files are subject to change in later releases. 
Where possible, use only the interfaces provided with this package to modify 
these files. Also, don't put any additional files in the jusrjnserve directory. 

/ etc/ conf/modules / du/space.c 

/etc/init.d/rfs 

/usr /hin/rfuadmin 

This file contains the Remote File Sharing tunable 
parameters. (See the "Tunable Parameters" sec
tion of this chapter.) 

This shell script is linked to a file in the /etc/rc3.d 
directory. It starts Remote File Sharing, advertises 
resources, and mounts resources when you enter 
Remote File Sharing mode (init 3). When you 
leave init 3, this script unadvertises, unmounts, 
and stops Remote File Sharing. 

This shell script defines the actions to be taken on 
your system when links to remote resources are 
dropped. You can modify this file to tailor the 
responses. 

/usr/nserve/domain This file contains your host's domain name. It is 
created using the dname(lM) command. You 
should leave this file alone. 

/usr/nserve/netspec This file contains the name of your host's Remote 
File Sharing network. It is created using the 
dname(lM) command. You should leave this file 
alone. 

/usr /nserve /rfmaster 
This file contains the names and network 
addresses of primary and secondary domain name 
servers. It is created manually on the primary 
domain name server and transported automatically 
to all hosts in the domain. 

/usr/n~erve/loc.passwd I ( \ 

This file contains your host's authentication pass
word. The rfstart(lM) command creates this file. 
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/usr /nserve / auth.info /uid.rules 
This file contains the rules you set up for mapping 
remote users. 

/usr /nserve / auth.info / gid.rules 
This file contains the rules you set up for mapping 
remote groups. 

/usr/nserve/auth.info/domain/passwd 
This file(s) can be used for host verification. There 
can be a passwd file for the domain of each host 
you share resources with. Each entry in these files 
consists of a host name and its encrypted pass
word. If your host is the primary name server for 
the domain, this file will contain a listing of the 
hosts in your domain. (See rfstart -v for informa
tion on password validation and rfadmin for infor
mation on adding host passwords.) 

/usr/nserve/auth.info/domain/host/passwd 
This file(s) is used for user mapping. There can be 
one passwd file for every host in every domain 
whose users you want to map specifically by name 
into your system. 

I 

/usr/nserve/auth.info/domain/host/group 
This file(s) is used for group mapping. There can 
be one group file for every host in every domain 
whose groups you want to map specifically by 
name into your system. 

/usr /net / servers /rfsetup 
This file is set up automatically by Remote File 
Sharing. It is used to create server processes that 
are used by the network listener. (This file must 
be owned by root and the group must be adm for 
the listener to work properly.) 
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Here is a quick way to familiarize yourself with your Remote File Sharing 
en vironment. 

domain name 

current name server 

rna pping rules 

Type dname -a to see the name of your host's 
domain and the type of network it is running on. 

Type rfadmin to print the host name of the current 
name server. 

Type idload -n to see the user mapping that is 
done based on the uid.rules and gid.rules files in 
/usr/nserve/auth.info. They are optional, how
ever, and therefore they may not exist. 

Below are the Remote File Sharing tasks you may need to perform on 
your host. 

Start Up Host 
The rfstart command starts up Remote File Sharing activities on your host 

and registers it with the domain name server. Usually, this command is run 
automatically when your host enters init 3 state. It must be done manually 
from run level 2 (multiuser state) the first time to start Remote File Sharing. If 
Remote File Sharing will not start, here are some things you can check. 

• rfmaster 

Your host's /usr/nserve/rfmaster file may not be right. Use rfstart -p 
nsaddress to explicitly enter the primary domain name server's network 
address. 

• domain name server 

The domain name server for your domain (primary or secondary acting 
as primary) must be up and running. 

• added to domain 

You must be added to the domain by the domain administrator before 
rfstart will work (see rfadmin -a). 
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• listener 

The host must have a listener running for the network, and it must be 
configured for Remote File Sharing, for rfstart to work [see 
nlsadmin( 1 M)]. 

• network 

The unq.erlying network must be running properly. This network must 
be some AT&T Transport Interface-compatible network, such as STAR
LAN NETWORK. 

• super-user 

You must be logged in as root. 

Passwords and Verification 
You will be prompted for a host password the first time you run rfstart. 

This password will be compared against the password entered for your host at 
the primary domain name server (rfadmin -a). Any time you run rfstart and 
your password doesn't match the one on the current domain name server, you 
will receive a warning, but rfstart will NOT fail. 

Though Remote File Sharing will run, you may have a problem if the 
domain/passwd file from the primary domain name server is shared with 
other hosts to use for verification. In that case, your remote mount requests 
will fail if the passwords don't match. For this reason, it is recommended that 
host passwords always be kept in sync on the host and the primary name 
server. If passwords aren't important to you, you can simply enter a carriage 
return for the passwords on the host and the primary. 

If you do get warnings that your password is out of sync with the current 
domain name server, you should handle the problem differently if the primary 
is the current domain name server than if the secondary has temporarily taken 
over. 

• secondary is the current name server 

If the primary went down and a secondary took over as domain name 
server, the secondary may not have a domain/passwd file or may have 
one that is out-of-date. In this case, do not try to correct your pass
word until the primary takes over as domain name server again. 
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• primary is the current name server 

Try to correct your password by reentering it with the rfpasswd com
mand. If that doesn't work, follow the next sequence shown. 

From primary: 

rfadmin -r domain.nodename 
rfadmin -a domain.nodename 
Enter password for nodename: type password 

From host: 

rm jusrjnservejloc.passwd 
rfstart 
rfstart: Please enter nachine password: type password 

You should then make sure that any host that verifies your host's 
password copies the new domain/passwd file from the primary. 

rfstart Options 
There are two options you can use with rfstart. 

-v Verify all hosts. If you use this option, any host that 
tries to mount your resources must match a name and 
password you have in the passwd file in the 
/usr/nserve/auth.info/domain directory on your 
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machine, where domain is replaced by the name of the 
remote host's domain. If the remote host is not listed 
in this passwd file, if it is listed and the password 
doesn't match, or if no passwd file exists, the remote 
mount will fail. 

If you don't use the -v option, the following valida
tion occurs. If a domain /passwd exists for the remote 
host's domain on your host and the remote host is 
listed, but the password doesn't match, the mount 
request will fail. If the host is not listed in the file or 
if the domain/passwd file doesn't exist, the host will 
be allowed to mount your resources without valida
tion. 

-p primary_addr Specify name server. This option is only needed the 
first time you start Remote File Sharing or if your 
host's rfmaster cannot provide the name to the correct 
domain name server. primary_addr is the network 
address of the primary domain name server. 

You can expect to see these active processes~if Remote File Sharing is run
ning properly. Type ps -e to list the processes. 

listen 
rfdaaron 
nserve 
rfudaaron 
server 

There may be multiple processes of some of these names running. 
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Shut Down Host 
The rfstop command disconnects your host from the Remote File Sharing 

network. Before you can use rfstop, you must: 

• unadvertise all your resources (unadv). 

• unmount everything you have mounted from remote hosts (umount). 

• make sure all your advertised resources are unmounted from remote 
hosts (can be forced by using fumount). 

These steps will happen automatically when you leave init state 3. 

Change Host Password 
The rfpasswd command changes your host password, both on your host 

and on the primary domain name server. Processing of the new password fol
lows the same criteria as passwd(l). 

Since changing passwords requires communication with the primary 
domain name server, Remote File Sharing must be running on both your host 
and the primary domain name server. You cannot change your host password 
if the primary is down and a secondary is the current domain name server. V When you change your password, hosts that are authenticating your host 

may not automatically receive the change. If communication fails with a host 
after you change your password, check that they have copied the latest ver
sion of your domain's passwd file from your primary domain name server. 

Update User and Group Information 
The idload command updates remote user permissions to your resources. 

As new users and groups are added to a host, you may want to change your 
mapping rules if you are mapping remote names or specific user IDs. 

You should regularly check to see if a host whose users you map by name 
has updated its passwd and group files on the domain name server. If so, 
you can use idload to re-map that information into your host. idload -n is 
useful for checking the mapping that is currently active. For a detailed 
description of idload, see the "Mapping Remote Users" section or the 
idload(lM) manual page. 
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Domain Maintenance 
If you are a domain administrator, you should become familiar with the 

basic setup of the name server hosts and a few simple maintenance tasks. 
You should become familiar with the files described in the" Host Mainte
nance" section. 

Y our domain will have one primary and probably one or more secOJ\dary 
name server hosts. The primary will keep definitive records for the domain. 

If the primary name server goes down, a secondary domain name server 
will quickly take over. A secondary only has limited name server responsibili
ties. Hosts cannot be added or removed on a secondary, for example. 
Domain name server responsibilities should be passed back to the primary as 
soon as it comes up. 

Here is a quick overview of what you should know about your domain 
and your host. 

domain name 

name servers 

Type dname -a to see the name of your host's 
domain and network type. 

Look at the rfmaster file in Jusr /nserve. This file 
will list all primary and secondary name servers in 
the domain(s) your host serves; it is maintained on 
the primary for each domain. If your domain can 
contact other domains, this file will also contain 
the names and addresses of those domains' name 
servers. 

current name server Type rfadmin to print the host name of the current 
name server. (Make sure this is your host before 
you do any domain administration tasks.) 

Below are the basic domain maintenance tasks. 

Add New Hosts 
To add a new host to a Remote File Sharing domain you must be on the 

primary name server. It is done as follows: 

rfadmin -a name 
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where name is replaced by the host's domain name and node name, separated 
by a period (for example: doml.hostl). 

You will be prompted for an initial password for the host. It must match 
the password the host administrator enters when first starting up Remote File 
Sharing on that host (rfstart command). A null password (hit <CR» is 
acceptable. After the password is entered, the system adds the host name and 
password to the /usr/nserve/auth.info/domain/passwd file, where domain is 
the name of your domain. 

Remove a Host 
To permanently remove a host from a Remote File Sharing domain you 

must be on the primary. It is done as follows: 

rfadmin -r name 

where name is replaced by the host's domain name and node name, separated 
by a period (for example, doml.hostl). If the host is not listed in the rfmaster 
file as a primary or secondary name server, rfadmin will remove the entry 
from the domain/passwd file. Otherwise, you will get an error message, and 
the host will not be removed. 

Change Current Domain Name Server 
If your host is the current domain name server, you can pass that respon

sibility to another host, as follows: 

rfadmin -p 

The major use of the -p option is to return name server responsibility 
back to the primary after it has gone down and come back up. As the pri
mary, you may also want to do this if you are bringing down your system. 
The rfadmin -p command will pass domain name server information to the 
next host listed in the domain's rfmaster file. That host will then act as the 
current domain name server. 

Because a secondary is only intended to take over domain name service tem
porarily, you should use the rfadmin -p command to pass name server 
responsibility back to the primary as soon as possible. It does not happen 
automatically! Most domain maintenance (adding new hosts or changing 
passwords) cannot be done while the secondary is acting domain name server. 
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Reassign Domain Name Server 
If you want to reassign domain name server responsibilities on a more 

permanent basis, you will have to change the rfmaster file in /usr/nserve as 
follows: 

• Stop Remote File Sharing on all primary and secondary domain name 
servers for the domain (rfstop or init 2). 

• Change the rfmaster file on the primary domain name server. 

• Start the primary again (rfstart or init 3). 

• Start the secondaries again (rfstart or init 3). 

Once changed on the name servers, each individual host will pick up the 
change the next time it starts Remote File Sharing. See Procedure 10 for more 
information on the setup of the rfmaster file. 

Add New Domains 
You may want to communicate with other domains in your local area net

work. To do this, get the names and network addresses of the name servers 
for each domain and add them to the rfmaster file in /usr/nserve. See the 
procedures section for more information on the setup of the rfmaster file. 

Update User and Group Files 
If hosts in your domain map remote users by name, the primary name 

server can provide a central point for gathering hosts' password and group 
information. Each host will be responsible for providing this information to 
you. When you receive updated passwd and group files, install them in the 
directory for that host. The passwd and group files will go into the proper 
/usr/nserve/auth.info/domain/domain/host directory. (domain is replaced 
by the domain name, and host is replaced by the host name.) 

Remote File Sharing Mode (init 3) 
There are several steps involved in starting up Remote File Sharing and 

sharing resources. To simplify this procedure, a new Remote File Sharing run 
level has been defined: run level 3. 
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When you enter run level 3 using the init 3 command, remote file sharing 
is automatically started via /etc/rc3 from shell scripts in your computer's 
/etc/rc3.d directory. These scripts start Remote File Sharing, advertise local 
resources, and mount remote resources. When you leave run level 3 (shut
down or init 2), Remote File Sharing processes will be stopped. 

You can add your own shell scripts to those that start run level 3. You 
can also tailor the run level 3 shell scripts to suit the way you use Remote File 
Sharing. 

See the "Operating Levels" section of Chapter 3, "Processor Opera
tions", for details on the run levels. This section will describe those shell 
scripts used in run level 3 and suggest how to modify or add to them. 

Before you can enter Remote File Sharing mode, you must have already 
installed and configured Remote File Sharing. See Procedure 10.1 for infor
mation on setting up Remote File Sharing. 

Entering Run Level 3 
You can go into init level 3 in one of three ways: 

• from single-user mode (run level s) 

Remote File Sharing mode is also a multiuser mode. Therefore, when 
you type init 3 from single-user mode, all multiuser processes ( gettys, 
cron, etc.) will be started, followed by Remote File Sharing mode 
processes. 

• from multiuser mode (run level 2) 

When init 3 is run from run level 2, init checks that all multiuser 
processes are running, then starts the Remote File Sharing mode 
processes. (init 3 will not spawn another process for a level 2 script 
that is already running.) 

• a t boot time 

By default, your system will enter run level 2 at boot time. You can 
change that to have run level 3 start automatically at boot time by 
changing th~ value for initdefault in the /etc/inittab file so it reads as 
follows: 
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is:3:initdefault: 

init 3 Processing 
When init 3 is run, all entries in the inittab file that indicate level 3 are 

started, including /ete/re3. /ete/re3 executes all shell scripts in /ete/re3.d 
that begin with S. 

RFS places only one file in /ete/re3.d: S21rfs. This file is linked to the rfs 
file in /ete/init.d. Also, rfs is linked to K50rfs in /ete/re2.d and K65rfs in 
/ete/reO.d. 

/ete/re3 executes S21rfs with the start option upon entering run level 3. 
S21rfs then does the following: 

• Validates that the domain name has been defined for your machine. 

• Validates that the rfmaster file has been created. (This is created 
automatically the first time you run rfstart -po The latest copy is then 
sent to your machine from the primary domain name server.) 

• Executes the rfstart command continuously, with 60-second sleep inter
vals, until it succeeds or returns a fatal error. 

• Executes /ete/init.d/adv to advertise all system resources you set up in 
your /ete/rstab file. (This file contains an entire adv command line for 
each advertised resource.) 

• Executes /etc/rmountall /etc/fstab to mount all remote resources you 
listed in your /etc/fstab file. Any remote mount that does not succeed 
will be tried continuously until it does via /etc/rmount(lM). (See 
" Automatic Remote Mounts" in this chapter for the format of 
/etc/fstab.) 

When you leave run level 3 via init 1 or 2, rfs is run with the stop option. 
This will execute rfstop. 
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If for some reason rfs fails to terminate the rfstart daemon, Remote File Shar
ing may continue to run in the lower run state. You can surely bring down 
Remote File Sharing by running unadv and fumount for each advertised 
resource, umount for each mounted remote resource, and rfstop. 
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Changing init 3 Processing 
Going into init state 3 makes some assumptions about how you use your 

Remote File Sharing system. Here is a description of how to change some of 
the processing that takes place. 

• verification 

If you want to use host verification to restrict access to your host, you 
can edit the /ete/re3.d/S21rfs file to automatically run rfstart with the 
-v option. You must add the -v to about line 61 of this file, after the 
rfstart command, as shown below. 

trap '~m -f /usr/tmp/rfs$$;exit' 0 1 2 3 15 
stat=1 
retries=O 
while [ ${stat} -eq 1 

do 
/usr/binlrfstart -v </dev/cansole >/dev/cansole 2>/usr/tmp/rfs$$ 
stat=$? 
case $ {stat} in 

• retry rfstart 

By default, init 3 will keep trying to start Remote File Sharing (rfstart) 
until it succeeds. If you want it to try a limited number of times, you 
must edit the /ete/re3.d/S21rfs file. Find the line retries=O and 
change the number 0 to the number of times you want it to retry. 

• retry mounts 

When you enter init 3, the system tries separately, every 60 seconds, to 
mount each resource listed in /ete/fstab until it succeeds or you leave 
state 3. To change this behavior you can edit /ete/rmount. Find the 
line RETRIES=O and change 0 (try forever) to the number of times you 
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want to attempt to mount each resource. Find the line TIME=60 and 
change 60 to the number of seconds you want it to wait between 
retries. 

Adding RFS Mode Scripts 
All files in /etc/rc3.d and other /etc/rc?d directories are shell scripts, so 

you can read them to see what they do. You can modify the existing files, 
though it is preferable to add your own since the delivered scripts may change 
in future releases. To create your own scripts you should follow these rules: 

• Place the file in /etc/init.d. 

• Link the file to files in appropriate run level directories using the nam
ing convention described below. 

• Have the file accept the start and/or stop options. 

You should name the files using the following conventions: 

500name 

or 

KOOname 

The file names can be split into three parts: 

5 or K 

00 

name 

The first letter of each file defines whether the process 
should be started (5) or killed (K) upon entering the new 
run level. 

The next two characters represent a number from 00 to 99. 
These numbers indicate the order in which the files will be 
started (SOD, 501, 502, etc.) or stopped (KOO, KOl, K02, 
etc). 

The rest of the file name is the /etc/init.d file name this 
file is linked to. 

For example, the init.d file net daemon is linked to rc2.d file 
S68netdaemon and rcO.d file K67netdaemon. When you enter init 2, this file 
is executed with the start option: sh 568netdaemon start. When you enter 
init 0, this file is executed with the stop option: sh K67netdaemon stop. 
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Recovery 
As a node on a Remote File Sharing network, your computer relies on 

other machines on the network for name service and resource sharing. When 
communication is cut between machines, either because a machine went down 
or withdrew its services, Remote File Sharing is designed to recover quickly. 
The following sections describe Remote File Sharing events that can occur and 
the recovery mechanisms designed to handle them. 

Primary Goes Down 
All essential domain records are maintained on the primary domain name 

server. This machine regularly distributes the most critical of these records to 
secondary domain name servers. (These records do not include files and 
directories under /usr/nserve/auth.info. See Procedure 10.1 for information 
on how to share this information.) 

If the primary goes down, domain name server responsibilities are passed 
to the first secondary name server listed in the rfmaster file. The secondary is 
only intended to take over temporarily. The reason is that a secondary has 
limited name service capabilities. This is done to maintain the definitive 
domain records on the primary. Changing the name server does not affect 
any currently mounted resources. 

While a secondary is acting domain name server, these functions cannot 
be done: 

• maintaining host lists 

Hosts cannot be added or deleted from domain lists while a secondary 
is acting domain name server. 

• changing host passwords 

Neither the secondary nor another host can change host authentication 
passwords while a secondary is acting domain name server. 

The secondary will maintain lists of advertised resources for the domain 
and continue basic name server functions so Remote File Sharing activities can 
continue. In most cases, the hosts in the domain shouldn't be aware the pri
mary is down. When the primary comes back up, the secondary should pass 
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name server responsibilities back to the primary using the rfadmin -p com
mand. 

When a primary crashes without properly shutting down Remote File Sharing 
and passing name server responsibilities to a secondary in an orderly fashion, 
the advertise table on the secondary may contain some errors. Resources 
from the primary may still be listed as available and recently advertised 
resources from other hosts may not appear on the list. You can fix the 
domain advertise table using unadv and adv -m commands from the domain 
name server. 

Primary and Secondaries Go Down 
If all primary and secondary name servers go down at once, all informa

tion on advertised resources will be lost. Active mounts and links, however 
are not disturbed. The problem is that when the primary comes back up, each 
host will still think its resources are advertised but the primary will have no 
record of these advertised resources. 

As soon as the primary is running, each host can make sure its advertised 
resources are in sync with those listed on the primary in one of two ways: 

• restart Remote File Sharing 

You can bring down Remote File Sharing, bring it back up then read
vertise your resources. This can be done automatically by going from 
init 3 to init 2 to init 3. 

• readvertise with -m 

This is a less drastic way to update the advertise tables on the primary. 
Readvertise each resource using the adv -m command from the host 
where the resource resides. This command will get the primary and 
host advertise tables back in sync. 

Server Goes Down 
Any machine that shares its resources with another is defined as a 

"server" machine. When a server goes down, machines that have mounted 
resources from the server will lose contact with those resources. A remote file 
sharing daemon process (rfudaemon) runs an administrative shell script 
(rfuadmin) to handle user level functions that are required when a link goes 
down. 
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rfudaemon 
The rfudaemon process is run automatically when Remote File Sharing is 

started (rfstart) and continues to run until it is stopped (rfstop). The rfudae
mon process waits for one of the following events to occur, then passes that 
information to the rfuadmin administrative shell script. 

disconnect 

fumount 

fuwarn 

rfuadmin 

When a link is cut to a remote resource, rfudaemon 
sends a disconnect message and the resource name to 
the rfuadmin shell script. 

When a resource is unmounted (fumount) by the 
server, the rfudaemon sends a fumount message and 
the resource name to the rfuadmin shell script. 

When a server sends a message that a.resource is 
about to be unmounted (fumount), the rfudaemon 
sends a fuwarn message, the resource name, and the 
number of seconds before the resource will be 
unmounted to the rfuadmin shell script. 

When links to resources are disconnected, the response to the disconnect 
is handled at the user level by the rfuadmin shell script. By editing this shell 
script, you can tailor the response your system makes when a resource is cut. 
The rfudaemon process starts rfuadmin with one of the following arguments. 

disconnect resource When rfuadmin is started by rfudaemon with these 
arguments, rfuadmin sends this message to all termi
nals using wall(1): 

resource has been discormected fran the system. 
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Then it executes fuser(lM) to kill all processes using 
the resource, unmounts the resource [umount(lM)] to 
notify the kernel, and starts rmount to try to remount 
the resource. The assumption is that the link was 
either broken by mistake or that as soon as the server 
makes the resource available again, the client will 
want to mount it. 

fumount resource When rfuadmin is started by rfudaemon with these 
arguments, the processing is similar to a disconnect. 

fuwarn resource seconds 
When rfuadmin is started by rfudaemon with these 
arguments, rfuadmin sends this message to all fermi
nals: 

resource is being renoved fran the system in # 

seconds. 

There are many reasons you may want to change the rfuadmin shell script. If 
access to a resource is lost, you may want to respond by trying to mount 
another resource. You may want to send different messages when a resource 
is lost. 

When a resource is disconnected, rfuadmin tries to remount the resource 
using /usr /bin/rmount. This command retries the remount every 60 
seconds until it succeeds. To change this behavior, you must either edit 
/etc/rfuadmin so it no longer does an rmount, or edit rmount so it retries a 
limited number of times. [See rmount(lM).] 

Monitoring 
This section describes the commands used to monitor Remote File Sharing 

activity, the reports they produce, and how to correct potential problems 
based on the data from these reports. In general, these reports can help you 
decide if you want to: 
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• change parameter settings to better match the way your system is used 

• move resources to machines on the network that access the resource 
most frequently 

• use sticky bit programs across the network 
(See the Mounting Guidelines section of this chapter for special rules 
relating to sharing sticky bit programs.) 

A description of all Remote File Sharing tunable parameters and suggested ini
tial settings appear at the end of this section. 

Remote System Calls (sar -Dc) 
Your host collects data each time a system call sends a message across a 

Remote File Sharing network to access a remote file. You can print this infor
mation using sar -Dc. 

The report produced by sar -Dc contains the average system calls per 
second, average read and write system calls per second, including average 
characters read and written per second, and average exec's per second, aver
aged over a set time period. 

Information is divided into three categories: incoming requests (another 
host's request for your resources), outgoing requests (your host's request for a 
remote resource), or strictly local system calls. 
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$ sar -Dc 
fee fee 3.0 2 3B2 02/14/86 

00:00:04 scall/s sread/s swritls forkls exec/s rchar/s wchar/s 
01:00:04 

in 4 2 0.00 350 220 
out 3 2 1 0.00 240 300 
local 133 30 12 0.73 1.33 11202 3813 

02:00:04 
in 4 2 0.00 350 220 
out 3 2 1 0.00 240 300 
local 133 30 12 0.73 1.33 11202 3813 

03:00:02 
in 4 2 0.00 350 220 
out 3 2 0.00 240 300 
local 133 30 12 0.73 1.33 11202 3813 

04:00:02 
in 4 2 0.00 350 220 
out 3 2 0.00 240 300 
local 133 30 12 0.73 1.33 11202 3813 

Average 
in 4 2 0.00 350 220 
out 3 2 1 0.00 240 300 
local 133 30 12 0.73 1.33 11202 3813 

$ 

Figure 10-3: Output from sar -Dc 

The following paragraphs describe how information from the sar -Dc 
report can be useful to you. If performance is poor, you can see how effi
ciently system read and write calls to and from your host are using the 
Remote File Sharing network. For incoming (in) and outgoing (out) system 
calls, divide the characters read or written by the reads and writes, respec
tively. 
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If the average characters read and written per system call 
are less than 1 kilobyte per call, the network is not being used efficiently. 

This may be improved by using Standard I/O or doing I/O in larger chunk 
sizes. 

If your host is attempting more than about 30 remote system calls per 
second (in and out scall/s), you are probably nearing host capacity. Perfor
mance problems will probably result from this much demand. Remote execs 
also put a heavy demand on a host. Selective use of sticky bit programs can 
help improve performance. 

You may want to consider moving resources to machines where they are 
most in demand. (See fusage command to see what resources are being used 
most heavily.) 

CPU Time (sar -Du) 
You can list the percent of total central processing unit (CPU) time spent 

on system calls from remote hosts (%sys remote) with the sar -Du command. 
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$ sar -Du 
fee fee 3.0 2 3B2 02/14/86 

00:00:04 rciUSr %sys %sys %mo %idle 
local renote 

01:00:04 7 21 10 28 44 
02:00:04 11 9 10 4 76 
03:00:02 8 18 10 17 57 
04:00:02 2 4 10 93 
05:00:03 1 4 10 93 
06:00:02 2 5 10 2 91 
07:00:02 1 4 10 94 
08:00:02 2 5 10 2 91 
08:20:02 26 16 10 11 48 
08:40:02 18 11 10 9 62 
09:00: 17 25 21 10 13 41 
09:20: 18 23 21 10 11 45 
09:40:20 21 24 10 15 39 
10:00:09 21 29 10 17 33 
10:20:14 29 28 10 13 31 
10:40:18 19 20 10 7 54 

Average 9 12 10 8 71 
$ 

Figure 10-4: Output from sar -Du 

If the percent of CPU time spent servicing remote system calls is high, 
your local users may be suffering. (However, if the host is a server machine, 
you would expect %sys remote to be high.) 

To reduce the time spent servicing remote requests, you may want to 
place the resource(s) in demand on another host [see fusage(lM) command] or 
limit resource access by changing some of the tunable parameters. (See the 
section titled "Parameter Tuning. ,,) You may also want to make sure clients 
are doing I/O in an efficient way (see sar -Dc). 
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Server Processes (sar -5) 
Every request from a remote host to access your resources is handled by a 

server process. When there are too many requests for the servers to handle, 
they are delayed and placed on the request queue. Requests leave the 
request queue when servers are available. Information on server availability 
and requests awaiting service are listed with sar -So 

$ sar-5 

fee fee 3.0 2 3B2 02/14/86 

00:00:04 serv/lo-hi request request server server 
3 - 6 %busy avg 19th raavail avg avail 

01:00:04 3 0 0 100 3 
02:00:04 3 0 0 100 3 
03:00:04 4 80 8 20 2 
04:00:04 6 100 25 0 0 

Average 15 50 15 70 2 
$ 

Figure 10-5: Output from sar -S 

As an administrator you can set the number of server processes available 
to service remote system calls (see "Parameter Tuning"). There are two 
server variables you can set: MINSERVE and MAXSERVE. MINSERVE is the 
number of servers that are initially running to service remote requests. 

MAXSERVE is the maximum number of servers that may ever exist. If 
demand goes beyond what the MINSERVE servers can handle, extra servers 
can be dynamically allocated; so the total number of servers can be as high as 
the value of MAXSERVE. These processes disappear when they are no longer 
needed. 
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Information from sar -S can be used to tune your server parameters as 
shown in Figure 10-6. 

Too Few Servers 
If the receive queue is almost always busy (request %busy), you may want 

to raise the number of servers. Here is how to decide the parameter to raise: 

• Raise the MAXSERVE if the total average servers is high. 

• Raise the MINSERVE if the total average servers is low. 

Too Many Servers 
If servers are available nearly 100% of the time (server %avail), you may 

have allocated too many servers. To decide the parameter to lower: 

• Check the number of total servers. If this number is near the MIN
SERVE value, you can lower MINSERVE. Try reducing it by 50% or 
by the number of idle servers. 

• Check the total servers that are idle. If this number is near the MAX
SERVE value, you can lower MAXSERVE. Try reducing it by 50%. 

Resource Usage (fusage) 
You can find out how extensively hosts are using your resources with the 

fusage command. It reports how many kilobytes were read and written from 
your resources, broken down by hosts who have access to the resources. The 
form for fusage for reporting on a resource you have advertised is: 

fusage advertised-directory 

where advertised-directory is the full path name to one of the directories you 
have advertised. fusage with no options produces a full report of data usage 
for all disks and advertised directories on your system. (See Figure 10-6.) 
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# fusage 

FILE USAGE REPORl' FOR sf 111 

/dev/dsk/c1dOsO / 

sf111 
Clients 

'IOI'AL 

/dev/dsk/c1dOs8 

Figure 10-6: Output from fusage 

sf111 
Clients 

'IOI'AL 

/ 
649 Kb 

OKb 

649 Kb 

/usr2 

/usr2 
563 Kb 

OKb 

563 Kb 

Below are some ways you may want to use fusage. If a remote host's 
requests for your resources are high, it may be causing performance problems 
on your host. With the output from fusage, you can see what resources are 
being particularly hard hit. You may then decide to move the resource. You 
may want to move or copy a resource to a host that is constantly accessing it. 

Remote Disk Space (df) 
You can use the standard df command with a remote resource name to 

see the space left on the disk on which the remote resource resides. The form 
of the command to report on a remote resource is: 

df resource 

where resource is the name of a remote resource mounted on your machine. 

REMOTE FILE SHARING 10-59 



Maintenance 

# df USERsrc USERmail 

/usr/src (USERsrc 
/usr/roail (USERmail 

# 

Figure 10-7: Output from df 

): 

): 

5436 blocks 
5436 blocks* 

2202 i-nodes 
2202 i-nodes 

When multiple remote resources are reported that reside on the same disk, all 
listings of space on that disk, after the first, will be noted with an asterisk. 

If you have write permission to a resource, you have as much access to 
file system space as a user on the system who owns a resource. This com
mand will tell you the potential disk space available for you to write in. 

Parameter Tuning 
There are several parameters you can tune to best suit the way you use 

Remote File Sharing. Remote File Sharing parameters control the amount of 
resources you devote to Remote File Sharing service. Each network transport 
provider may also have some tunable parameters that may affect performance 
characteristics of that particular network. See the network documentation for 
your network for more details. 

All parameters have set default values that should work well for an aver
age system. The sections below describe these parameters and cases where 
you may want to change them. 
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RFS Parameters 
RFS parameters define the extent remote hosts can use your resources, but 

they also control your own remote access to remote resources. If the values 
are too small, you may not be providing enough resources to properly handle 
your Remote File Sharing load. Requests for mounts, advertises, or even a file 
could fail if either of those values reach the maximum number allowed for 
your machine. If these parameters are too large, it could result in excessive 
drain on your resources by remote hosts. 

The parameters described below are in /etc/conf/modules/du/space.c, 
except for NSRMOUNT, which is in /usr/indude/sys/kdef.h. Read these 
files for default values. If you change any of these values, see Chapter 6 for 
information on how to make the updated parameters take effect. 

NRCVD (maximum number of receive descriptors) 
Your system creates one receive descriptor for each 
file or directory being referenced by remote users and 
one for each process on your machine awaiting 
response to a remote request. If you limit the numbel 
of receive descriptors, you limit the number of remote 
files and directories that can be accessed at a time. 
The result would be failed user commands. The 
default value is 150. 

NSNDD (maximum number of send descriptors) 
For each remote resource (file or directory) your users 
reference, your system creates a send descriptor. A 
send descriptor is also allocated for each server pro
cess and each message waiting on the receive queue. 
You can change this value to limit how many remote 
files and directories your host can access at a time. 
This would, in effect, limit the amount of remote file 
sharing activities your users can perform. The result 
would be failed user commands. The default value is 
150. 

NSRMOUNT (server mount table entries) 
Each time a remote host mounts one of your 
resources, an entry is added to your server mount 
table. Changing this number would limit the total 
number of your resources that can be mounted at a 
time by remote hosts. The default value is SO. 
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NADVERTISE (advertise table) 
An entry is placed in your advertise table for each 
resource you advertise. This parameter sets the max
imum resources you can advertise. The default value 
is 25. 

MAXGDP (virtual circuits) 
There are up to two connections (virtual circuits) set 
up on the network between you and every host you 
are currently sharing resources with. There is one for 
each host whose resources you mount and one for 
each host that mounts your resources. A virtual cir
cuit is created when a host first mounts a resource 
from another, and is taken down when the last 
resource is unmounted. 

This parameter limits the number of that Remote File 
Sharing virtual circuits your host can have open on 
the network at a time. It limits how many hosts you 
can share resources with at a time. Note that a given 
network may have a limited number of circuits on any 
one host, so this parameter influences the maximum 
percentage of those that might be used for Remote 
File Sharing. The default value is 24. 

MINSERVE (minimum server processes) 
Your system uses server processes to handle remote 
requests for your resources. This parameter sets how 
many processes are always active on your host. (See 
the sar -S command for information on monitoring 
server processes.) The default value is 3. 

MAX SERVE (maximum server processes) 

NRDUSER 

When there are more remote requests for your 
resources than can be handled by the minimum 
servers, your host can temporarily create more. This 
parameter sets the maximum total server processes 
your system can create. The default value is 6. 

This value specifies the number of receive descriptor 
user entries to allocate. Each entry represents a 
client's use of one of your resources. These entries 
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are used during recovery when the network or a client 
goes down. The default value is 225. 

This value specifies the size in bytes of an area of 
memory set aside for RFS information. It contains the 
following information: 

D The user and group ID mapping tables and the 
domain name of each machine currently sharing a 
resource(s) with this machine. 

D Lists of machine names supplied as a client list on 
the adv command. 

The appropriate size for RFHEAP depends on: 

D uid/gid tables (size and number). 

There will always be two global tables, one uid 
and one gid. Also, any machine with a host entry 
in uid.rules or gid.rules files will have a table 
corresponding to each of these entries while it is 
connected to this machine. Machines that do not 
have separate entries in one of these files do not 
take any extra space. 

To estimate the size on an individual table, type 
idload -D. There will be one four-byte table entry 
per line of output from idload, plus up to 24 bytes 
of overhead per table. 

D adv client lists (size and number) 

Each advertise may have a list of authorized clients 
attached to it. This list is stored in this area, with 
its size unchanged, until the resource is unadver
tised. 

D currently connected resources 

Each connection will use a maximum of 64 bytes 
to store the name of the connected resource. This 
memory is allocated dynamically, so some 
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additional space is required to account for possible 
fragmentation as space is allocated and de
allocated. Since the total size is likely to be rela
tively small, 1 to 4 kilobytes, it is best to allow too 
much rather than too little space. The default 
value is 3072. 

The following table lists the Remote File Sharing parameters and recom
mended values for different uses of Remote File Sharing. 

RFS Tunable Parameter Settings 

(file /etc/conf/modules/du/space.c) 

Client Only Server Only Client+Server Default Size 

Parameter 2M 3M 4M 2M 3M 4M 2M 3M 4M Value per Entry 

in Bytes 

NSRMOUNT* 0 0 0 50 50 50 50 50 50 50 24 

MAXGDP 10 15 20 24 32 32 24 32 32 24 104 

NADVERTISE 0 0 0 25 25 25 25 25 25 25 32 

NRCVD 40 60 80 300 400 500 150 250 350 150 44 

NRDUSER 0 0 0 450 600 700 225 375 525 225 20 

NSNDD 150 250 350 30 30 30 150 250 300 150 20 

MINSERVE 0 0 0 3 3 3 3 3 3 3 9K 

MAXSERVE 0 0 0 6 6 6 6 6 6 6 

RFHEAP 2048 2048 2048 3072 3072 3072 3072 3072 3072 3072 

* This tunable is found in /usr/indude/sys/kdef.h. 
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Diskette names have the following format: 

f<drive#><density flag><#sectors/track><side flag>[t] 

The density flag can be either d (double density) or q [quad density 
(AT386 only)]. 

The sector numbers supported are 4, 8, 9, and 15 (AT386 only). 

The side flag can be either d (double-sided) or s (single-sided). 

If the name ends with a t, the total disk (including the first cylinder) is 
being specified. 

For example, /dev /dsk/fOd4d specifies a floppy drive connected to con
troller board 0, with double density and 4 sectors/track that is double-sided. 
Cylinder ° is NOT specified. 

/dev /dsk/fOd9dt specifies the floppy drive connected to controller board 
0, with double density and 9 sectors/track that is double-sided. In this case, 
the entire diskette, including Cylinder 0, is specified. 
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Appendix B describes directories and files of interest to a system adminis
trator. 
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The directories of the root file system (f) are as follows: 

bck 

bin 

dev 

dgn 

etc 

install 

lib 

lost+found 

mnt 

save 

tmp 

usr 

Directory used to mount a backup file system for restor
ing files. 

Directory containing public commands. 

Directory containing special files that define all of the 
devices on the system. 

Directory containing diagnostic programs. 

Directory containing administrative programs and tables. 

Directory used by System Administration to mount utili
ties packages for installation and removal (/install file 
system). 

Directory containing public libraries. 

Directory used by fsck(lM) to save disconnected files. 

Directory used to temporarily mount file systems during 
restoration of the operating system from floppy disks. 

Directory used by Simple Administration for saving data 
on floppies. 

Directory used for temporary files. 

Directory used to mount the jusr file system. 
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The following files and directories are important in the administration of 
your computer: 

• / etc / checklist 

• /etc/fstab 

• / etc / gettydefs 

• /etc/group 

• /etc/init.d Directory 

• /etc/inittab 

• /etc/conf Directory 

• /etc/motd 

• /etc/passwd 

• /etc/profile 

• /etc/rcO 

• /etc/rcO.d Directory 

• /etc/rc2 

• /etc/rc2.d Directory 

• /etc/rc.d Directory 

• /etc/rc3 

• /etc/rc3.d Directory 

• /etc/rstab 

• /etc/save.d Directory 

• / etc/shutdown 

• / etc/shutdown.d Directory 

• /etc/TIMEZONE 

• /etc/utmp 
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• jetcjwtmp 

• jusrjadmjsulog 

• jusr jlib j cronjlog 

• jusr jlib jhelp jHELPLOG 

• jusr jlib j spellj spellhist 

• jusr jnews Directory 

• jusrjoptions Directory. 

• jusr j spoolj cronj crontabs Directory 

Each of these files is briefly described in this appendix. 

/ etc/checklist 
The jetcjchecklist file is used to define a default list of file system dev

ices to be checked for consistency by jetcjfsck and jetcjncheck. The charac
ter (raw) device partition for the file system should be identified. The devices 
listed normally correspond to those mounted when the system is in the mul
tiuser mode (run level 2). The root file system (Jdev jrdskjcldOsO) should 
not be listed in this file. Remember that with the exception of root, a file sys
tem must be unmounted to be checked. Therefore, the checklist file is a con
venience for use when in the single-user mode of operation with only the root 
file system mounted. When the system is delivered, this file is empty. For a 
single-disk system the list is understandably brief. A typical jetcjchecklist 
file is shown in Figure B-1. [See the checklist(4) manual page in the 
Programmer's Reference Manual for additional information.] 
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IdevidSklc1dOsB/usr2 
IdevidSklc1d1s2/usr 

Figure B-1: Typical/etc/checklist File 

/etc/fstab 

Files 

The /etc/fstab file is used as an argument to the /etc/mountall com
mand. The fstab file specifies the file system(s) to be mounted by 
jetc/mountall and remote file system(s) to be mounted by /etc/rmountall. 
A typical /etc/fstab file for a dual-disk computer is shown in Figure B-2. The 
format of the file is the block device name followed by the mount point name. 
[See the mountal1(1M) manual page in the System Administrator's Reference 
Manual for additional information.] 
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/dev/dsk/c1dOs2 /usr 
/dev/dsk/c1d1s2 /usr2 
RFS1 /mnt -d 

Figure B-2: Typical /ete/fstab File 

/etc/gettydefs 
The /ete/gettydefs file contains information that is used by fete/getty to 

set the speed and terminal settings for a line. The getty command accesses 
the gettydefs file with a label. The general format of the gettydefs file is as 
follows: 

label# initial-flags # final-flags #login-prompt #next-Iabel 

Each line entry in the gettydefs file is followed by a blank line. [Refer to the 
gettydefs(4) manual page in the Programmer's Reference Manual for complete 
information.] Figure B-3 shows a typical /ete/gettydefs file. 
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19200# B19200 HUPCL # B19200 SANE IXANY TAB3 HUPCL #login: #9600 

9600# B9600 HUPCL # B9600 SANE IXANY TAB3 HUPCL #login: #4800 

4800# B4800 HUPCL # B4800 SANE IXANY TAB3 HUPCL #login: #2400 

2400# B2400 HUPCL # B2400 SANE IXANY TAB3 HUPCL #login: #1200 

1200# B1200 HUPCL # B1200 SANE IXANY TAB3 HUPCL #login: #300 

300# B300 HUPCL # B300 SANE IXANY TAB3 HUPCL #login: #19200 

Files 

console# B9600 HUPCL OroST OOLCR # B9600 SANE IXANY TAB3 #Console lDgin: #console 

1 
console1# B1200 HUPCL OPOST ONLCR # B1200 SANE IXANY TAB3 #Console Login: #consol 

e2 

console2# B300 HUPCL OPOST OOLCR # B300 SANE IXANY TAB3 #Console Login: #console3 

console3# B2400 HUPCL OPOST ONLCR # B2400 SANE IXANY TAB3 #Console Login: #consol 

e4 
console4# B4800 HUPCL OPOST ONLCR # B4800 SANE IXANY TAB3 #Console Login: #consol 

e5 

console5# B19200 HUPCL OR>ST CNLCR # B19200 SANE IXANY TAB3 #Console Login: #cons 

ole 

contty# B9600 HUPCL OR>ST CNLCR # B9600 SANE IXANY TAB3 #login: #contty1 

contty1# B1200 HUPCL OPOST OOLCR # B1200 SANE IXANY TAB3 #login: #contty2 

contty2# B300 HUPCL OR>ST CNLCR # B300 SANE IXANY TAB3 #login: #contty3 

contty3# B2400 HUPCL OPOST OOLCR # B2400 SANE IXANY TAB3 #login: #contty4 

contty4# B4800 HUPCL OPOST OOLCR # B4800 SANE IXANY TAB3 #login: #contty5 

contty5# B19200 HUPCL OPOST ONLCR # B19200 SANE IXANY TAB3 #login: #contty 

pty# B9600 HUPCL OR>ST CNLCR # B9600 SANE IXANY TAB3 #PC login: #pty 

4800H# B4800 # B4800 SANE IXANY TAB3 HUPCL #login: #9600H 

9600H# B9600 # B9600 SANE IXANY TAB3 HUPCL #login: #19200H 

19200H# B19200 # B19200 SANE IXANY TAB3 HUPCL #login: #2400H 

2400H# B2400 # B2400 SANE IXANY TAB3 HUPCL #login: #1200H 

1200H# B1200 # B1200 SANE IXANY ~3 HUPCL #login: #300H 

300H# B300 # B300 SANE IXANY TAB3 HUPCL #login: #4800H 

conttyH# B9600 OPOST OOLCR # B9600 HUPCL SANE IXANY TAB3 #login: #contty1H 

contty1H# B1200 OPOST ONLCR # B1200 HUPCL SANE IXANY TAB3 #login: #contty2H 

contty2H# B300 OPOST ONLCR # B300 HUPCL SANE IXANY TAB3 #login: #contty3H 

contty3H# B2400 OPOST ONLCR # B2400 HUPCL SANE IXANY TAB3 #login: #contty4H 

contty4H# B4800 OPOST ONLCR # B4800 HUPCL SANE IXANY TAB3 #login: #contty5H 

conttySH# B19200 OR>ST CNLCR # B19200 HUPCL SANE IXANY TAB3 #login: #conttyH 

Figure B-3: Typical gettydefs File 
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jetejgroup 
The fete/group file describes each group to the system. An entry is 

added for each new group. Each entry in the file is one line and consists of 
four fields, which are separated by a colon (:): 

group name:password:group id:login names 

Explanations for these fields are as follows: 

group name 

password 

group id 

login names 

The first field defines the group name. The group name is 
from three to six characters long. The first character is 
alphabetic. The rest of the characters are alphanumeric. 
No uppercase characters appear. 

The second field contains the encrypted group password. 
The encrypted group password contains 13 bytes (charac
ters). The actual password is limited to a maximum of 8 
bytes. The encrypted password can be followed by a 
comma and up to 4 more bytes of password aging informa
tion. The use of group passwords is discouraged. 

The third field contains the group identification number, 
which must be between 0 and 60,000. Group identifica
tion numbers 0 through 99 are reserved; 0 indicates the 
super-user (root). Commas are not entered in this field. 

The fourth field contains a list of all login names in the 
group. Names in the list are separated by commas. The 
names listed may use the /ete/newgrp command to 
become a member of the group. 

Figure B-4 shows a typical fete/group file. 
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root: :O:root 
other: :1: 
bin: : 2: root ,bin,daem::m 
sys: :3:root,bin,sys,adm 
adm::4:root,adm,daem::m 
mail: : 6: root 
rje::8:rje,shqer 
daem::m: : 12: root ,daem:m 

Figure B-4: Typical/etc/group File 

/etc/init.d Directory 

Files 

The jetc/init.d directory contains executable files used in upward and 
downward transitions to all system run levels. These files are linked to files 
beginning with S (start) or K (stop) in jetc/rcn.d, where n is the appropriate 
run level. Files are not executed from this directory. They are only executed 
from jetc/rcn.d directories. 

/etc/inittab 
The jetc/inittab file contains instructions for the /etc/init command. 

The instructions define the processes that are to be created or terminated for 
each initialization state. Initialization states are called run levels or run-states. 
By convention, run level 1 (or S or s) is single-user mode; run levels 2 and 3 
are multiuser modes. Chapter 3, "Processor Operations," summarizes the 
various run levels and describes their uses. [See the inittab(4) manual page in 
the Programmer's Reference Manual for additional information.] Figure B-5 
shows a typical /etc/inittab file. The typical entry is a series of fields 
separated by a colon (:): 

identification:run-state:action:process 

Explanations for these fields are as follows: 
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identification The identification field is a one- or two-character identifier 
for the line entry. The identifier is unique for a line. 

run-state The run-state defines the run level in which the entry is to 
be processed. 

action The action field defines how /etc/init treats the process 
field. [Refer to the inittab(4) manual page in the 
Programmer's Reference Manual for complete information.] 

process The process field defines the shell command that is to be 
executed. 

8-10 SYSTEM ADMINISTRATOR'S GUIDE 



zu: :sysinit:/etc/bzapunix </dev/console >/dev/cansole 2>&1 
fs::sysinit:/etc/bcheckrc </dev/console >/dev/cansole 2>&1 
ck::sysinit:/etc/setclk </dev/console >/dev/console 2>&1 
mt:23:bootwait:/etc/brc </dev/console >/dev/console 2>&1 
pt:23:bootwait:/etc/ports </dev/console >/dev/cansole 2>&1 
is:2:initdefault: 
p1:s1234:powerfail:/etc/led -f# start green LED flashing 
p3:s1234:powerfail:/etc/Shutdown ~ -iO -gO >/dev/console 2>&1 
sO:056:wait:/etc/rcO >/dev/console 2>&1 </dev/cansole 
s1:1:wait:/etc/Shutdown ~ -is -gO >/dev/console 2>&1 </dev/console 
s2:23:wait:/etc/rc2 >/dev/console 2>&1 </dev/oansole 
s3:3:wait:/etc/rc3 >/dev/cansole 2>&1 </dev/console 
fl:056:wait:/etc/led -f >/dev/console 2>&1 </dev/cansole 
of:O:wait:/etc/uadmin 2 0 >/dev/console 2>&1 </dev/oansole 
fw:5:wait:/etc/uadmin 2 2 >/dev/console 2>&1 </dev/oansole 
RB:6:wait:echo "The system is being restarted." >/dev/console 2>&1 
rb:6:wait:/etc/uadmin 2 1 >/dev/console 2>&1 </dev/console 
co:234:respawn:/etc/getty console cansole 
ct:234:off:/etc/getty -t 60 cantty 4800 
he:234:respawn:Sh -c 'sleep 20 ; exec /etc/hdelogger >/dev/console 2>&1' 
11:234:off:/etc/getty tty11 9600 
12:234:off:/etc/getty tty12 9600 
13:234:off:/etc/getty tty13 9600 
14:234:off:/etc/getty tty14 9600 
15:234:off:/etc/getty tty15 9600 
31 : 234:respawn:/usr/lib/uucp/uugetty -r -t 60 tty31 4800H 
32:234:respawn:/usr/lib/uucp/uugetty -r -t 60 tty32 4800H 
33:234:off:/etc/getty tty33 9600 
34:234:off:/etc/getty tty34 9600 
35:234:off:/etc/getty tty35 9600 

Figure B-5: Typical /etc/inittab File 

Files 
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/ete/eonf Directory 
The /ete/eonf directory contains files that define the configuration of 

hardware devices, software drivers, system parameters and aliases. The files 
are used by /ete/mkunix to obtain device information for the generation of 
device driver and configurable module files. The /ete/sysdef(lM) program 
uses the eonf files to get the names of supported devices. The first step in 
reconfiguring the system to run with different tunable parameters is to edit the 
appropriate system file in the /ete/eonf/systems directory. [Refer to the 
/ete/system(4) manual page in the Programmer's Reference Manual for addi
tional information.] 

/ete/motd 

The /ete/motd file contains the message-of-the-day. The message-of
the-day is output by instructions in the fete/profile file after a successful 
login. This message should be kept short and to the point. The /usr /news 
file(s) should be used for lengthy, more explicit messages. 

/ete/passwd 
The /ete/passwd file identifies each user to the system. An entry is 

added for each new user. Each entry in the file is one line and consist~ of 
seven fields. The fields are separated by a colon (:): 

login name:passwd:user:group:account:login directory:program 

Explanations for these fields are as follows: 

login name The first field defines the login name. The login name is 
from three to six characters long. The first character is 
alphabetic. The rest of the characters are alphanumeric. 
No uppercase characters appear. 
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passwd 

user id 

group id 

account 

login directory 

program 

Files 

The second field contains the encrypted login password. 
The encrypted login password contains 13 bytes (charac
ters). The actual password is limited to a maximum of 8 
bytes. The encrypted password can be followed by a 
comma and up to 4 more bytes of password aging infor
mation. 

The third field contains the user identification number, 
which must be between 0 and 60,000. Group identifica
tion numbers 0 through 99 are reserved; 0 indicates the 
super-user (root). Commas are not entered in this field. 

The fourth field contains the group identification number, 
which must be between 0 and 60,000. Group identifica
tion numbers a through 99 are reserved; a indicates the 
super-user (root). Commas are not entered in this field. 

The fifth field is used by accounting programs. This field 
typically contains the user name, department number, 
and bin number. 

The sixth field defines the full path name of the login 
directory. 

The seventh field defines the program to be executed 
after login. If it is null, the shell (fbin/sh) is invoked. 

Figure 8-6 shows a typical /etc/passwd file. [See the passwd(4) manual 
page in the Programmer's Reference Manual for additional information.] 
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root:OQCpoiY.hyx5M:O:1:0000-Admin(0000):/: 
daemon:DT8E7TMqEGAE.:1:1:0000-Admin(0000):/: 
bin:NTWEs.ajCTuQ6:2:2:0000-Admin(OOOO):lbin: 
sys:ZQJgJg55l50HI:3:3:0000-Admin(OOOO):/usrlsrc: 
adm:iQDOMArb9NXZM:4:4:0000-Admin(0000):/usr/adm: 
uucp:rQ5fM11P8Z6yU:5:5:0000-uucp(OOOO):/usr/lib/uucp: 
nuucp:4Rka.6jZpmZeI:10:10:0000-uucp(0000):/usrlspool/uucppublic:/usr/lib/uucpluuc 
icc> 
rje:FRStaYWcMnOdo:18:18:0000-rje(OOOO):/usr/rje: 
trouble:PRS31ul156VCI:70:1:trouble(0000):/usr/lib/trouble: 
lp:YR60h4EJQfTg2:71:2:0000-lp(OOOO):/usrlspool/lp: 
setup:xEwCpdK/pnbHk: 0: 0 : general system administration: lusr/admin: Ibinlrsh 
powerdow.n:BF.j6TnLXfDjc:0:0:general system administration:/usr/admin:lbinlrsh 
sysadm:NFS9vmN. IS0m2: 0 : 0 : general system administration: lusr/admin: Ibinlrsh 
checkfsys:KGAk9JTaQ6Cjw:O:O:check diskette file system:/usr/admin:lbinlrsh 
makefsys: ZGbRfC. pymZXs: 0: O:make diskette file system: lusr/admin: Ibinlrsh 
roountfsys:lG1NIjh7PBEJk:0:0:roount diskette file system:/usr/admin:lbinlrsh 
unountfsys:xGBzGUp7U.i3E:0:0:u:rmount diskette file system:/usr/admin:lbinlrsh 
listen:np:37:4:Network Admin:/usr/net/nls: 
ral::100:1:Robert Lippman:/usr/ral: 
mcn::101:1:Chris Negus:/usr/mcn: 
kol:: 102: 1 :Kath;y O'Leary:/usrlkol: 
jcb::103:1:Jim Blinn:/usr/jcb: 

Figure B-6: Typical /etc/passwd File 
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fete/profile 
The default profile for all users is in the Jete/profile file. The standard 

(default) environment for all users is established by the instructions in the 
Jete/profile file. The system administrator can modify this file to set options 
for the root login. For example, the following can be added to the 
Jete/profile for the root login to cause the erase character to back up and to 
set the TERM variable. 

if [ ${LOGNAME} = root ] 
then 

stty eehoe 
echo "Enter TERM: \e" 
read TERM 

exp:>rt TERM 

Figure B-7 shows the computer default profile. 
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# The profile that all logins get before using their own • profile. 

trap "" 2 3 
exp::>rt Ia;NAME 

. /etclTIMEZONE 
# Login and -su Shells get /etc/profile services. 
# -rSh is given its envirarnnent in its .profile. 

case "$0" in 
-su ) 

-Sh ) 

exp::>rtPATH 

;; 

exp::>rtPATH 

# Allow the user to break the Message-of-The-Day only. 
trap "trap" 2" 2 

if mail -e 

cat -s /etc/motd 

trap "" 2 

then 

echo "you have mail " 
fi 

if [ ${LOGNAME} 1= root 
then 
news -n 
fi 

;; 
esac 
umask 022 
trap 2 3 

Figure B-7: Standard fete/profile File 
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fete/reO 
The fete/reO file contains a shell script that is executed by 

fete/shutdown for transitions. to single-user state, and by /ete/init on transi
tions to run levels 0, 5, and 6. Files in the Jete/shutdown.d and /ete/reO.d 
directories are executed when fete/reO is run. The file KOOANNOUNCE in 
/ete/reO.d prints the message "System services are now being stopped." 
Any task that you want executed when the system is taken to run levels 0, s, 
5, or 6 can be done by adding a file to the /ete/shutdown.d directory. Figure 
B-8 shows a typical fete/reO file. 
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# "Rtm Carmands" for init state 0 
# Leaves the system in a state where it is safe to turn off the power 

# or go to finnware. 
stty sane tab3 2>/dev/null 
echo 'The system is caning down. Please wait.' 
if [ -d /etc/shutdown.d ] 

then 

fi 

# 

if [ -d /etc/rcO.d ] 

then 

for f in /etc/shutdown.d/* 
{ if [ -s $f 

then 

Ibinlsh ${f} 

fi 

End of historical section 

for f in /etc/rcO.dIK* 
{ 

if [ -s ${f} ] 
then 

Ibinlsh ${f} stop 

fi 

Figure B-8: Typical Jete/reO File (Sheet 1 of 2) 
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# system cleanup functions OOLY (things that end fast!) 

for f in /etc/rcO.d1S* 

fi 
trap 1111 15 

kill -15 -1 

sleep 10 
/etc/killall 9 
sleep 10 
sync; sync; sync 
/etc/UlIOuntall 
stty sane 2>/dev/nu1l 
sync; sync 
echo ' 

The system is down. ' 
sync 

if [ -s ${f} 

then 

/bin/sh ${f} start 
fi 

Figure B-8: Typical fete/reO File (Sheet 2 of 2) 

/etc/rcO.d Directory 

Files 

The /ete/reO.d directory contains files executed by fete/reO for transitions 
to system run levels 0, 5, and 6. Files in this directory are linked from the 
/ete/init.d directory, and begin with either a K or an S. K indicates processes 
that are stopped, and S indicates processes that are started when entering run 
levels 0, 5, or 6. 
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jetcjrc2 
The /ete/re2 file contains a shell script that is executed by /ete/init on 

transitions to run level 2 (multiuser state). Executable files in the /ete/re.d 
and any executable files beginning with S or K in /ete/re2.d directories are 
executed when /ete/re2 is run. All files in re2.d are linked from files in the 
/ete/init.d directory. The following are descriptions of some of those files. 
These files are prefixed with an S or a K and a number in the /ete/re2.d 
directory. 

MOUNTFILESYS Sets up and mounts file systems. Builds the mount 
table and mounts the root (J) and user (Jusr) file sys
tems. Makes the /usr/tmp directory, cleaning up 
(deleting) any previous files in that directory. 

autoeonfig Makes a /unix if self-configuration occurred during 
the boot sequence. The new in-memory operating 
system is copied to /unix. 

eron Starts the eron daemon by executing /ete/eron. 

sysetup Removes the /ete/ps_data to force the /bin/ps com
mand to read the /unix file. Outputs the system con
figuration if the /ete/prteonf command exists. Out
puts the system trademark information. 

uuep When basic networking is added to the system, the 
uuep file is added to this directory. The uuep file 
deletes uuep locks (LCK*), status files (STST*), and 
temporary files (TM*) under the /usr/spool/uuep 
directory structure. 

lp When line printer spooling is added to the system, the 
lp file is added to the re.d. The lp file removes the 
spooler lock file and starts the scheduler. 

Other files may also be added to /ete/re2.d and /ete/re.d directories as a 
function of adding hardware or software to the system. Figure B-9 shows a 
typical /ete/re2 file. 
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# "Run Ccmnands" executed when the system is changing to init state 2, 
# traditionally called "nultiuser". 
. / etc/TIMEZCl!'JE 

# Pickup start-up ISckages for nnunts, daeno:ns, services, etc. 
set 'who -r' 
if [ $9 = "S" ] 

then 

echo 'The system is caning up. Please wait. ' 
RXJl'=yes 

if [ -f /etc/rc.d/PRESERVE ]# historical segment for vi and ex 
then 

elif [ $7 = "2" ] 
then 

fi 

mv /etc/rc.dlPRESERVE /etc/init.d 
In /etc/init.d/PRESERVE /etc/rc2.d/S02PRESERVE 
fi 

echo 'Changing to state 2.' 
if [ -d /etc/rc2.d ] 
then 

for f in /etc/rc2.dIK* 
{ 

if [ -s ${f} ] 
then 

/bin/sh ${f} stop 
fi 

fi 

Figure B-9: Typical /ete/re2 File (Sheet 1 of 2) 

Files 
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if [ -d /etc/rc2.d 
then 

fi 
if [ "${BJOl'}" = "yes" 
then 

fi 

for f in /etc/rc2.d/S* 

if [ -s ${f} ] 
then 

Ibin/sh ${f} start 
fi 

stty sane tab3 2>/dev/null 

if [ "${BJOl'}" = "yes" -a -d /etc/rc.d ] 
then 

fi 

for f in 'Is /etc/rc.d' 

if [ I -s /etc/init.d/${f} 
then 

Ibin/sh /etc/rc.d/${f} 
fi 

if [ "${BJOl'}" = "yes" -a $7 = "2" 
then 

elif [ $7 = "2" ] 
then 

fi 

echo 'The system is ready. ' 

echo 'Change to state 2 has been ccmpleted. ' 

Figure B-9: Typical /etc/rc2 File (Sheet 2 of 2) 
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/ete/re2.d Directory 
The /ete/re2.d directory contains files executed by /ete/re2 for transitions 

to system run level 3. Files in this directory are linked from the /ete/init.d 
directory and begin with either a K or an S. K indicates processes that should 
be stopped, and S indicates processes that should be started when entering 
run levels 2 or 3. 

/ete/re.d Directory 
The /ete/re.d directory contains executable files that do the various func

tions needed to initialize the system to run level 2. The files are executed 
when /ete/re2 is run. (Files contained in this directory prior to UNIX System 
release 3.0 were moved to /ete/re2.d. This directory is only maintained for 
compatibility reasons.) 

/ete/re3 
The /ete/re3 file is executed by /ete/init. It executes the shell scripts in 

/ete/re3.d on transitions to system run level 3 (the Remote File Sharing state). 

/ete/re3.d Directory 
The /ete/re3.d directory contains files executed by /ete/re3 for transitions 

to system run level 3 (multiuser mode). Files in this directory are linked from 
the /ete/init.d directory and begin with either a K or an S. K indicates 
processes that should be stopped, and S indicates processes that should be 
started when entering run level 3. 

/ete/rstab 
The /ete/rstab file is used to specify the Remote File Sharing resources 

from your machine that are automatically offered to remote machines upon 
entering system run level 3 (Remote File Sharing state). Entries in this file 
should be entire adv(IM) command lines. (See Chapter 10 for details.) 
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/ete/save.d Directory 
The /ete/save.d directory contains files that are used by the System 

Administration Menu commands associated with backing up data on floppy 
disks. The following files are included: 

except 

timestamp / ... 

fete/shutdown 

A list of the directories and files that should not be 
copied as part of a backup (savefiles) is maintained in 
this file. 

The date and time of the last backup (volume or incre
mental) is maintained for each file system in the 
fete/timestamp directory. 

The fete/shutdown file contains a shell script to shut down the system 
gracefully in preparation for system backup or scheduled downtime. After 
stopping all nonessential processes, the shutdown script executes files in the 
/ete/shutdown.d directory by calling fete/reO for transitions to run level s or 
S. For transitions to other run levels, the shutdown script calls /ete/init. 
Figure B-10 shows a typical/etc/shutdown file. 
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# Sequence perfonned to change the init stat of a machine. 
# This procedure checks to see if you are pennitted and allows an 
# interactive slru.tdown. The actual change of state. ]tilling of 
# processes and such are perfonned by the new init state. say O. 
# and its /ete/reO. 
# Usage: slru.tdown [ -y ] [ -g<graee-period> ] [ -i<init-state> ] 
#1 dhmod +x ${file} 
if [ 'pwd I 1= / ] 

then 

echo "$0: You must be in the / directory to run /ete/shutdown." 
exit 1 

fi 
# Check the user id. 
if [ -x /usr/binlid ] 
then 

fi 
graee=60 
askconfin:na.tion=yes 
initstate=s 
whil'e [ $# -gt 0 ] 

do 

eval 'id I sed I s /[Aa-zO-9=].*//'1 

if [ "${uid:=O}" -ne 0 ] 
then 

exit 2 
fi 

echo "$0: Only root can run /ete/shutdown." 

case $1 in 
-g[0-9]* ) 
graee='expr "$1" '-g) I I 

;; 
-i[Ss0156] ) 

Figure B-10: Typical Jete/shutdown File (Sheet 1 of 4) 
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-i[234] ) 

-y) 

-* ) 

* ) 

dane 

initstate='expr "$1" '-i) I I 

;; 

initstate='expr "$1" : '-i)' I 

echo "$0: Initstate $i is not for system shutdown" 
exit 
;; 

askcanfirmation= 

echo "Illegal flag argument '$1 ' " 
exit 1 
;; 

echo "Usage: $0 [ -y ] [ -g<grace> ] [ -i <ini tstate> ]" 
exit 1 

esac 
shift 

if -n "${askconfirrration}" -a -x /etc/ckbupscd 

then 
# Check to see if backups are scheduled at this time 

BUPS='/etc/ckbupscd ' 
if [ "$BUPS" != "" ] 
then 

echo "$BUPS" 
echo "Ib you. wish to abort this shutdown and return to 

carmand level to do these backups? [y, n] read YORN 

Figure B-10: Typical fete/shutdown File (Sheet 2 of 4) 
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if ["$YORN" "y" -0 "$YORN" "Y"] 

then 

exit 
fi 
fi 

fi 
if [ -z "${T,2;}" -a -r letelTIMEZONE 
then 

. 1 ete/TJ1vIEZCtiIE 

fi 
echo ' 
Shutdown started. date 

echo 

syne 

cdl 
trap "exit 1" 1 2 15 
a=" 'who I we -1'" 
if [ ${a} -gt 1 -a ${graee} -gt 0 ] 
then 

su adm -e lete/wall«-! 

fi 
lete/wall «~-I 

sleep ${graee} 

The system will be shut down in $ {graee} seconds. 
Please log off now. 

sleep ${graee} 

THE SYSTEM IS BEIN3 SHUT room NCM ! ! ! 

Log off now or risk your files being danaged. 

Figure B-10: Typical Jete/shutdown File (Sheet 3 of 4) 

Files 
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if [ ${askoanfinraticm} 

then 

else 

fi 

if [ "$b" 1= "y" ] 
then 

fi 
case "$ {ini tstate}" in 
siS ) 

. /etc/rcO 
esac 
/etc/mit ${initstate} 

echo "Do you want to ccmtinue? (yor n): \c" 
read b 

Jetc/wall «-\! 

False Alann: The system will not be brought down. 

echo 'Slmt down aborted.' 
exit 1 

Figure B-I0: Typical fete/shutdown File (Sheet 4 of 4) 

/etc/shutdown.d Directory 
The executable files in /ete/shutdown.d perform the various functions 

required during the transition to the single-user state (run levels I, s, or S). 
(Files contained in this directory prior to UNIX System V Release 3.0 were 
moved to /ete/reO.d. This directory is only maintained for compatibility rea
sons.) 
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/etc/TIMEZONE 
The /etc/TIMEZONE file sets the time zone shell variable TZ. The TZ 

variable is initially established for the system via the System Administration 
setup function. The TZ variable in the TIMEZONE file is changed by the 
System Administration timezone command (sysadm timezone). The TZ vari
able can be redefined on a user (login) basis by setting the variable in the 
associated .profile. The TIMEZONE file is executed by /etc/rc2. Figure B-11 
shows a typical /etc/TIMEZONE file. 

The format of the TZ is as follows: 

TZ=TTT#SSS 

Explanations for the fields of the TZ variable are as follows: 

TTT 

# 

555 

The three-character abbreviation for the local time zone. 

The number of hours that the local time zone differs from 
Greenwich Mean Time (GMT). This field can be entered 
as a positive or negative number. 

The three-character abbreviation for the local daylight sav
ing time zone. This field is entered only if daylight saving 
time is observed. 

# Set timezane enviromnent to default for the machine 
TZ=FST5IDl' 

export TZ 

Figure B-11: Typical /etc/TIMEZONE File 
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jetejutmp 
The /ete/utmp file contains information on the run-state of the system. 

This information is accessed with a who -a command. 

jetejwtmp 
The /ete/wtmp file contains a history of system logins. The owner and 

group of this file must be adm, and the access permissions must be 664. Each 
time login is run, this file is updated. As the system is accessed, this file 
increases in size. Periodically, this file should be cleared or truncated. The 
command line > /ete/wtmp when executed by root creates the file with noth
ing in it. The following command line limits the size of the /ete/wtmp file to 
the last 3600 characters in the file: 

tail -3600e /ete/wtmp > /tmp/wtmp; mv /tmp/wtmp /ete/wtmp 

Note that /ete/eron, fete/reO, or /ete/re2 can be used to clean up the 
wtmp file. To use one of these functions, add the appropriate command line 
to the /usr/spool/eron/erontab/root, /ete/shutdown.d/ ... , or /ete/re.d/, 
re2.d, re3.d ... file. 

jusrjadmjsulog 
The /usr/adm/sulog file contains a history of substitute user (su) com

mand usage. As a security measure, this file should not be readable by oth
ers. The /usr/adm/sulog fi~e should be periodically truncated to keep the 
size of the file within a reasonable limit. Note that /ete/eron, fete/reO, or 
/ete/re2 can be used to clean up the sulog file. To use one of these functions, 
add the appropriate command line to the /usr/spool/eron/erontab/root, 
/ete/shutdown.d/ ... , or /ete/re.d/, re2.d, re3.d ... file. The following com
mand lines limit the size of the log file to the last 100 lines in the file: 

tail -100 /usr/adm/sulog > /tmp/sulog 
mv /tmp/sulog /usr/adm/sulog 

Figure B-12 shows the contents of a typical /usr/adm/sulog file. 
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so 08/18 12:35 + console root-sysadm 
SO 08/18 16: 11 + console root-sysadm 
SO 08/18 16: 16 + console root-sysadm 
SO 08/18 23:45 + tty?? root-uucp 
SO 08/19 11: 53 + console root-sysadm 
SO 08/19 15:25 + console root-sysadm 
SO 08/19 23:45 + tty?? root-uucp 
SO 08/20 10:16 + console root-adm 
SO 08/20 10:33 + tty24 rar-root 
SO 08/20 10:42 + console root-sysadm 
SO 08/20 10:59 + console root-root 
SO 08/20 11: 0 1 + console root-sysadm 
SO 08/20 12: 36 + tty11 brn-brn 

SO 08/20 12: 37 + tty11 tws-brn 

SO 08/20 14:42 - tty24 awa-sys 
SO 08/20 14:47 - tty24 awa-sys 
SO 08/20 14:48 + tty24 awa-root 
SO 08/20 15: 44 + console root-sysadm 

Figure B-12: Typical /usr/adm/sulog File 

/usr /lib / cron/log 

Files 

A history of all actions taken by /ete/eron is recorded in the 
/usr/lib/eron/log file. The /usr/lib/eron/log file should be periodically 
truncated to keep the size of the file within a reasonable limit. Note that 
/ete/eron, fete/reO, or /ete/re2 can be used to clean up the 
/usr/lib/eron/log file. To use one of these functions to limit the size of a log 
file, add the appropriate command line to the /usr/spool/eron/erontab/root, 
/ete/shutdown.d/ ... , or /ete/re.d/ re2.d, re3.d ... file, as applicable. The 
following command line limits the size of the log file to the last 100 lines in 
the file: 

tail -100 /usr/lib/eron/log > /tmp/log; mv /tmp/log /usr/lib/eron/log 
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Figure B-13 shows the information typically found in the 
/usr/lib/eron/log file. 

! *** cran started*** pid = 237 Sun Aug 19 14:06:45 1984 
> OID: /usr/lib/uucp/uudenon.hour > /dev/null 
> root 251 c Sun Aug 19 14:11:00 1984 
< root 251 c Sun Aug 19 14:11:01 1984 
> OID: /usr/lib/uucp/uudenon.poll > /dev/null 
> root 370 c Sun Aug 19 14:30:00 1984 
< root 370 c Sun Aug 19 14:30:03 1984 
> OID: /usr/lib/uucp/uudenon.hour > /dev/null 
> root 417 c Sun Aug 19 14:41:01 1984 
< root 417 c Sun Aug 19 14:41:02 1984 
> OID: /usr/lib/uucp/uudenon.poll > /dev/null 
> root 452 c Sun Aug 19 15:01:00 1984 
< root 452 c Sun Aug 19 15:01:04 1984 
> OID: /usr/lib/uucp/uudenon.hour > /dev/null 
> root 460 c Sun Aug 19 15:11:00 1984 
< root 460 c Sun Aug 19 15:11:00 1984 
> OID: /usr/lib/uucp/uudenon.poll > /dev/null 
> root 541 c Sun Aug 19 15:30:00 1984 
< root 541 c Sun Aug 19 15:30:07 1984 

Figure B-13: Typical /usr/lib/eron/log File 

jusr jlib jhelp jHELPLOG 
Providing that help monitoring has been enabled, a history of all actions 

taken by the /usr /bin/help command is kept in the 
/usr/lib/help/HELPLOG file. The HELPLOG file is copied to 
/usr/lib/help/oHELPLOG, and a new /usr/lib/help/HELPLOG file is 
created by the /usr /lib /help /helpclean command. Executing the helpclean 
command twice in succession zeros out the HELPLOG and the oHELPLOG 
files. Note that /ete/eron, Jete/reO, or /ete/re2 can be used to clean up the 
HELPLOG file. To use one of these functions, add the appropriate command 
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line to the /usr/spool/eron/erontab/root, /ete/shutdown.d/ ... , or 
/ete/re.d/ re2.d, re3.d ... file, as applicable. The following command lines 
limit the size of the log file to the last 100 lines in the file: 

tail -100 /usr /lib /help /HELPLOG > /tmp /help 
mv /tmp/help /usr/lib/help/HELPLOG 

Figure B-14 shows the information typically found in the 
/usr /lib /help /HELPLOG file. 

login=bin uname=wr3b2a date=M:m IID.g 20 12:51 :03 Em' 1984 
name=locate response=' 1 ' status=QK 

response='d' status=ERROR 
response=' k' status=QK 
response='list' status=QK 
response= 'q' status=QK 

name=locate 
name=getkey 
name=keysrch 
name=quit 
login=bin uname=wr3b2a date=M:m IID.g 20 12:51 :41 Em' 1984 

Figure B-14: Typical /usr/lib/help/HELPLOG File 

Jusr Jlib J spell J spellhist 
If the Spell Utilities is installed, a history of all words that spell(1) fails to 

match is kept in the /usr/lib/spell/spellhist file. Periodically, this file 
should be reviewed for words that should be added to the dictionary. After 
the spellhist file is reviewed, it can be cleared. (Refer to the 3B2 computer 
Spell Utilities Guide for information on adding words to the dictionary and 
cleaning up the spellhist file.) 
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/usr/news 
The /usr/news directory contains news files. The file names are descrip

tive of the contents of the files; they are analogous to headlines. When a user 
reads the news, using the news command, an empty file named .news_time 
is created in his or her login directory. The date (time) of this file is used by 
the news command to determine if a user has read the latest news file(s). 

/usr/options Directory 
The /usr/options directory contains files that identify the utilities that are 

installed on the system. Figure B-15 shows a typical /usr/options directory. 
Because no system has all possible utilities installed on it at once, the list of 
files in the /usr/options directory will not include all utilities. 

The example shown in Figure B-15 was taken from a system with a 32-
megabyte hard disk. All of the utilities identified in Figure B-15 cannot be 
loaded on a lO-megabyte hard disk at the same time. The full names of the 
utilities are contained in the /usr/options files. The contents of the files iden
tified in Figure B-15 are shown in Figure B-16. 
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-r-xr-xr-x bin bin 22 Sep 7 15:17 calc.name 
-r-xr-xr-x bin bin 23 Sep 10 17:03 cc.name 
-r--r--r-- bin bin 34 Aug 10 15:30 crypt.name 
-r-xr-xr-x bin bin 40 Aug 10 15:32 dfm.name 
-r--r--r-- bin bin 19 Aug 21 12:44 dnrl.name 
-r--r--r-- bin bin 38 Aug 21 14:23 dnrlapd.name 
-r--r--r-- bin bin 55 Aug 21 14:47 dnrltxt.name 
-r-xr-xr-x bin bin 30 Apr 26 11:28 dwb.name 
-r--r--r-- bin bin 18 Aug 10 15:30 ed.name 
-r-xr-xr-x bin bin 39 Aug 3 11:10 esg.name 
-r-xr-xr-x bin bin 19 Aug 10 15:48 graph.name 
-r-xr-xr-x bin bin 15 Aug 10 15:51 help.name 
-r-xr-xr-x bin bin 38 Aug 10 15:53 ipc.name 
-r--r--r-- bin bin 22 Aug 11 01:34 kersrc.name 
-r-xr-xr-x bin bin 32 Aug 10 15:55 lp.name 
-r-xr-xr-x bin bin 35 Aug 10 15:57 perf.name 
-r-xr-xr-x bin bin 30 Aug 10 15:58 sccs.name 
-r-xr-xr-x bin bin 30 Aug 10 16:04 sgs.~ 
-r-xr-xr-x bin bin 28 Sep 7 15: 17 shell.name 
-r-xr-xr-x bin bin 16 Aug 10 16:07 spell.name 
-r-xr-xr-x bin bin 32 Aug 10 16:08 sysadm.name 
-r-xr-xr-x bin bin 27 Aug 10 16:10 tenn.name 
-r--r--r-- bin bin 31 Aug 10 16: 11 tenninf. name 
-r-xr-xr-x bin bin 27 Sep 7 15: 17 usrenv.name 
-rwxr-xr-x root sys 27 Aug 10 15: 18 uucp.name 

Figure B-15: Typical JusrJoptions Directory 
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Calculation Utilities 
C Programning Language 
Security Administration Utilities 
Directory and File Management Utilities 
IM) Core Utilities 
IM) Application Developnent Utilities 
IM) Text Processing and Graphics Application Utilities 
ncx:::tJMEN1'ER I S ~ System 

Editing Utilities 
Extended Software Generation Utilities 
Graphics Utilities 
HELP Utilities 
Inter-Process Ccmmmication Utilities 
Kernel Source Package 
Line Printer Spx>ling Utilities 
Performance Measurements Utilities 
Source Code Control Utilities 
Software Generation Utilities 
Shell Programning Utilities 
SPELL Utilities 
System Administration Utilities 
Terminal Filters Utilities 
Terminal Infomation Utilities 
User Environment Utilities 
Basic Networking Utilities 

Figure 8-16: Typical /usr/options File Contents 

/ usr / spool / cron / crontabs 
The /usr/spool/cron/crontabs directory contains crontab files for adm, 

root, and sys logins. Providing their log names are in the 
/usr/lib/cron/cron.allow file, users can establish their own crontabs file 
using the crontab command. If the cron.allow file does not exist, the 
/usr/lib/cron/cron.deny file is checked to determine if the user is denied the 
use of the crontab command. 
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As root, you can either use the crontab(l} command or edit the appropri
ate file under /usr/spool/cron/crontabs to make the desired entries. Revi
sions to the file take effect at the next reboot. The line entry format of a 
/usr/spool/cron/crontabs/logname file is as follows: 

minute hour day month day-of-week command 

The various fields of a crontabs/logname line entry are the following: 

minute 

hour 

day 

month 

day-of-week 

command 

The minutes field is a 1- or 2-digit number in the range 0 
through 59. 

The hour field is a 1- or 2-digit number in the range 0 
through 24. 

The day field is the numerical day of the month in the 
range 1 through 31. 

The month field is the numerical month of the year in the 
range 1 through 12. 

The day-of-week field is the numerical day of the week 
where Sunday is 0, Monday is I, ... and Saturday is 6. 

The command field is the program or command that is 
executed at the time specified by the first five fields. 

The following syntax applies to the first five fields: 

• Two numbers separated by a minus indicates an inclusive range of 
numbers between the two specified numbers. 

• A list of numbers separated by commas specifies all of the numbers 
listed. 

• An asterisk specifies all legal values. 

In the command field (sixth field), a percent sign (%) is translated to a 
new-line character. Only the first line of a command field (character string up 
to the percent sign) is executed by the shell. Any other lines are made avail
able to the command as standard input. 

Figure B-17 shows a typical /usr/spool/cron/crontabs/logname file. The 
data shown are the root file. The file entries support the calendar reminder 
service and basic networking. Remember, you can use the cron function to 
decrease the number of data terminal, driven system administration tasks; 
include recurring and habitual tasks in your crontab file. 
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a 1 * * * /usrlbin/calendar -
41,11 * * * * /usr/lib/uucp/uudem::m.hour > /dev/null 
45 23 * * * ulirnit 5000; Ibin/su uucp -c "/usr/lib/uucp/uudem::m.cleanup" 

> /dev/null 2>&1 

1,30 * * * * lusr/lib/uucp/uudem::m.poll > /dev/null 

Figure B-17: Typical /usr/spool/cron/crontabs/root File 

[Refer to the crontab(l) manual page in the User's Reference Manual for addi
tional information.] 
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UNIX System Error Messages 

UNIX system error messages are divided into three severity classes: 
NOTICE, WARNING, and PANIC. When an error message is displayed, its 
severity class is displayed as the first part of the message. The following 
UNIX system error message tables are divided into severity classes. A descrip
tion of each severity class is given with each table. 
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UNIX System NOTICE Messages 

NOTICE error messages provide information on the system status. These 
messages can sometimes help you to anticipate problems before troubles 
occur. These error messages are defined alphabetically in the following table. 

Error Message 
(Prefaced b NOTICE) 

bad block on floppy drive, slice # 

bad block on integral hard disk 
drive #, partition # 

bad count on floppy drive, slice # 

bad count on integral hard disk 
drive #, partition # 

Bad free count on floppy drive, slice 
# 

Bad free count on integral hard disk 
drive #, partition # 

bn = # er = #, # 

Can't allocate message buffer 

Description/ Action 

An out-of-range block number was specified. Check 
the file system. (Procedure 5.3) 

An out-of-range block number was specified. Take the 
system to single-user mode (Procedure 3.3), and check 
the file system (Procedure 5.3). 

A bad count in the super block. Check the file system 
(Procedure 5.3). 

A bad count in the super block. Take the system to 
single-user mode (Procedure 3.3), and check the file 
system (Procedure 5.3). 

The free list count is inconsistent. Check the file sys
tem (Procedure 5.3). 

The free list count is inconsistent. Take the system to 
single-user mode (Procedure 3.3), and check the file 
system (Procedure 5.3). 

A device error occurred during a read/write operation. 
Log that the message occurred. No action is required 
unless the problem persists. 

System is out of message buffers. Either try again later, 
or send fewer interprocess communication messages. 
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Error Message 
(Prefaced b NOTICE) 

Configured value of NOFILES (#) is 
greater than max (#) 
NOFILES set to #. 

Configured value of NOFILES (#) is 
less than min (#) NOFILES set to #. 

/dev /swap doesn't match swap
dev; changing it on fs 

Device Error bn = # er = #, # 

File table overflow 

Floppy Access Error: Consult the 
System Administration Utilities 
Guide 

NOTICE Messages 

Description/ Action 

The value of NOFILES in the system file exceeds the 
allowed maximum. No immediate action required. 
Maximum value has been used. To avoid repetitions on 
future config boots, change the system file [see sys
tem( 4)] and run mkunix. 

The value of NOFILES in the system file is less than 
the allowed minimum. No immediate action required. 
Minimum value has been used. To avoid repetitions on 
future config boots, change the system file [see sys
tem(4)] and run mkunix. 

The system was booted from a new device for the very 
first time. This is an advisory message only. 

Device error occurred during a read/write. Log that the 
error message occurred. Call your service representa
tive if the problem persists. 

The system file access table has overflowed. Reconfig
ure the system with larger NFILE turnable parameter if 
this is a frequent problem. Call your service represen
tative if the problem continues. 

Make sure the diskette is in the drive and the door is 
closed. Remove write protect tab or mount file system 
with -r (read only) option. The diskette requires refor
matting, or its file system runs off the end of the disk. 
Reconfigure the diskette file system to be within the 
boundaries of the diskette. The diskette may be defec
tive. If reformatting fails, replace the diskette. 
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Error Message 
(Prefaced b NOTICE) 

!getcpages - waiting for # contigu
ous pages 

hard disk: Bad sanity word in 
VTOC on drive # 

hard disk: Bad sanity word on drive 
# 

hard disk: cannot access sector: #, 

track: #, cylinder: #, on drv # 

hard disk: Cannot read defect map 
on drive # 

hard disk: Cannot read sector 0 on 
drive # 

hard disk: Cannot read the VTOC 
on drive # 

hard disk: Can't recall drive # 

hard disk: Drive # is in the 1.0 lay
out. It cannot be used until the 
conversion is made to the current 
layout. 

hard disk: Drive # not equipped 

Description/ Action 

The volume table of contents (VTOC) is either bad or 
the wrong version. Restore the hard disk from the core 
diskettes. Select the full restore option. 

Hard disk defect table is bad. Call your service 
representative. 

Log that the error message occurred. No further action 
is required for this message. The hdelogger will iden
tify any problems. Other messages requiring action 
may be output if the hdelogger logs errors. Refer to 
Chapter 4, "Disk/Tape Management", for additional 
information. 

Log that the error message occurred. The hard disk 
defect map is bad. Call your service representative to 
resolve the problem. 

Log that the error message occurred. The hard disk 
defect table is bad. Call your service representative to 
resolve the problem. 

Restore the hard disk from the core diskettes. Select 
the full restore option. Call your service representative 
if you cannot resolve the problem. 

Log that the error message occurred. Hardware prob
lem is indicated. Call your service representative to 
resolve the problem. 

Restore the hard disk from the core diskettes. Select 
the upgrade option. 

Log that the error message occurred. Hardware prob
lem is indicated. Reboot the system. If after reboot the 
problem still exists, call your service representative. 
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Error Message 
(Prefaced b NOTICE) 

hard disk: drive # out of service 

hard disk: partition # on drive # is 
marked read-only 

hard disk: too little space allocated 
in driver for defect table on drive # 

iaddress > 2 24 

str - Insufficient memory to allocate 
# pages - system call failed 

no space on floppy drive, slice # 

no space on integral hard disk drive 
#, partition # 

Out of inodes on floppy drive, slice 
# 

Out of in odes on integral hard disk 
drive #, partition # 

page read error on floppy drive, 
slice # 

NOTICE Messages 

Description/ Action 

Log that the error message occurred. Hardware prob
lem is indicated. Reboot the system. If after reboot the 
problem still exists, call your service representative. 

Trying to write to a read only partition. Check your 
command/program or mount the partition as 
read/write. 

The current UNIX Operating System cannot work with 
the disk configuration. Call your service representative 
to resolve the problem. 

Block number in an i-node was found to be greater than 
permissible when updating the file control block. Take 
the system to single-user mode (Procedure 3.3), and 
check the file system (Procedure 5.3). Call your service 
representative if you cannot resolve the problem. 

str may be grow reg, exec, fork, or other kernel function 
name. Try again later. 

The disk has reached its capacity. 

Clean up file system indicated by the partition number. 
Repartition if necessary. 

Backup the file system (Procedure 5.4). Run Procedure 
5.1 increasing the number of inodes. (This destroys 
what is on the disk.) 

Backup the file system (Procedure 5.4). Run Procedure 
5.2 increasing the number of inodes. (This destroys 
what is on the disk) 

Probable bad diskette. Try a different diskette. If the 
problem persists, call your service representative. 
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Error Message 
(Prefaced b NOTICE) 

page read error on integral hard 
disk #, partition # 

Pdinfo doesn't match parameters 
for device # 

proc on q 

shmctl - couldn't lock # pages into 
memory 

Soft read error corrected by ECC 
alogrithm: unit #, sector # 

stray interrupt at # 

str - swpuse count overflow 

str on hard disk unit #, partition # 

str on disk unit #, partition # 

str on Ram Disk partition # 

swapdel - too few free pages 

Description/ Action 

An I/O error has occurred while trying to read. Prob
able fault in a page from a file. Take the system to 
single-user mode (Procedure 3.3) and run hdefix. 

(AT286/386 only) The number of heads or cylinders for 
a hard disk specified in the VTOC doesn't match the 
values obtained from CMOS memory. VTOC values 
are used. 

No action is necessary. The system tried to put a pro
cess on the run queue that was already on the queue. 
Call your service representative if the problem persists. 

Memory overcommitted. Try again later. 

The controller allowed a defective sector to be read Suc
cessfully. 

No action required. 

More than 256 processes are sharing the same page of 
swap. A copy has been made. No action required. 

An attempt to delete a swap file has failed because it 
would lesult in too little remaining space. No action 
required. 
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Error Message 
(Prefaced b NOTICE) 

swap space running out: needed # 

blocks 

tune.Lmaxfc reduced to # 

tune.Lmaxsc reduced to # 

useracc - couldn't lock page 

NOTICE Messages 

Description/ Action 

The system had to do more work than normal to swap 
out a process. If this occurs frequently, try to run fewer 
simultaneous processes. The computer may hang in 
these circumstances. 

The tunable parameter maxfe was found to be greater 
that the system-imposed limit. It has been automati
cally reduced to that limit. When convenient, correct 
kernel master file, reconfigure, and reboot. 

The tunable parameter maxse was found to be greater 
that the system-imposed limit. It has been automati
cally reduced to that limit. When convenient, correct 
kernel master file, reconfigure, and reboot. 

Insufficient main memory available to lock a user data 
page in memory to service a read or write system call to 
a raw device. Reduce system load, reduce size of raw 
I/0 buffer in user program, or add more memory. 
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WARNING error messages indicate that the UNIX system may stop func
tioning if corrective action is not taken. These error messages are defined 
alphabetically in the following table. 

Error Message 
(Prefaced b WARNING) 

Alternates table invalid on device # 

Cannot read alternates table on 
device # 

Cannot read pdinfo on device # 

Cannot read vtoc on device # 

CANNOT READ VOLUME LABEL 
ON DEVICE # 

ERROR SENDING DISK PARAME
TERS FOR DEVICE # 

ERROR SENDING NEW DISK 
PARAMETERS FOR DEVICE # 

floppy disk: Bad address returned 
from VTOP 

floppy disk timeout: work list 
flushed 

hard disk: Bad sanity word in 
VTOC on drive # 

Description/ Action 

(MBI only) Get error reading disk sector 0 on hard disk. 

(MBI only) Probable i214 controller problem 

(MBI only) Probable i214 controller problem 

Log that the error message occurred. A bad address 
was passed to the driver ioctl, or a Virtual TO Physical 
(VTOP) address conversion failed. 

Make sure diskette is in the drive and the door is 
closed. Contact your service representative if the prob
lem recurs. 

Restore the hard disk from backup using the full restore 
option. (Procedure 5.4) 
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Error Message 
(Prefaced b WARNING) 

hard disk: Bad sanity word on drive 
# 

hard disk: cannot access sector #, 
head #, cylinder # on drive # 

hard disk: Cannot read defect map 
on drive # 

hard disk: cannot read sector 0 on 
drive # 

hard disk: Cannot read the VTOC 
on drive # 

hard disk: cannot recal drive # 

hard disk: Drive # is in the 1.0 lay
out. It can not be used until 
conversion is made to the current 
layout. 

hard disk: Drive # not equipped 

hard disk: drive # out of service 

hard disk: partition # on drive # is 
marked read only 

WARNING Messages 

Description/ Action 

The defect table on the hard disk needs to be rebuilt. 
Contact your service representative for assistance. 

The hard disk error log should report that this disk 
block is logged. In single-user mode, use the hdefix 
command. 

The defect table on the hard disk needs to be rebuilt. 
Contact your service representative for assistance. 

The defect table on the hard disk needs to be rebuilt. 
Contact your service representative for assistance. 

Restore the hard disk from backup (Procedure 5.4). If 
the problem persists, it may be necessary to replace the 
drive. 

Probably a hardware problem with the disk drive. 

Restore the hard disk using the "upgrade" option of 
the restore floppy disks. The conversion can be made 
by running the fmthard(lM) command either from the 
floppy restore disk or from the first disk to the second 
disk of a two-disk configuration. Contact your service 
representative for assistance. 

Probably a hardware problem. The drive is either not 
present or has become disconnected. 

Probably a hardware problem. Check cabling. Reboot 
if necessary. 

If you wish to write to this disk partition, the permis
sions in the VTOC must be changed. Use 
fmthard(lM). 
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Error Message 
(Prefaced b WARNING) 

iget - inode table overflow 

Invalid pdinfo on device # 

INVALID VOLUME LABEL ON 
DEVICE # 

inode table overflow 

mfree map overflow #. Lost # 
items at # 

No kernel virtual space. size= #, 
mode= #, base=# 

No swap space for exec args 

out of swap space: needed # 
blocks 

Description/ Action 

Out of free slots in the inode table. Too many files open 
at once. Reduce number of simultaneous processes, or 
increase number of inode table entries. 

(MBI only) Bad magic number in Intel volume label on 
hard disk. 

if recurring problem, reconfigure the system with a 
bigger i-node table (NINODE). 

If recurring problem, reconfigure the system with a 
larger core map size (CMAPSIZ). 

If the problem persists, take dump and reboot. 

Run fewer simultaneous processes or repartition the 
disk with increased swap space. 

A process was left in memory because there was no 
room to swap it out. It will be swapped out if room 
becomes available. More room can be made by killing 
some processes. Run fewer simultaneous processes to 
avoid this problem. The computer may hang in these 
circumstances. 
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Error Message 
(Prefaced b WARNING) 

out of text 

PDINFO DOES NOT MATCH 
LABEL ON DEVICE # 

PORTS: EXPRESS QUEUE OVER
LOAD: One entry lost 

PORTS: FAULT - opcode=#, board 
#, subdev=#, bytecnt=#, buff 
address=# 

PORTS: QFAULT - opcode=#, 
board #, subdev=#, bytecnt=#, 
buff address=# 

PORTS: SYSGEN failure on board 
# 

PORTS: timeout on drain board (#), 
port (#) 

PORTS: unknown completion code: 
# 

PORTS: unknown pump command: 
# 

Region table overflow 

WARNING Messages 

Description/ Action 

If recurring problem, reconfigure the system with 
increased text table limits (NTEXT). 

(MBl, only) Inconsistent VTOC on hard disk. 

Log that the error message occurred. The PORTS board 
may be insane. Reboot the system. Contact your ser
vice representative if the problem recurs. 

An invalid PORTS opcode was encountered. "Pump" 
the associated PORTS board. If the problem still exists, 
reboot the system. 

The PORTS job queue is invalid. "Pump" the associ
ated PORTS board. If the problem still exists, reboot 
the system. 

Log that the error message occurred. Reboot the sys
tem. Contact your service representative if the problem 
recurs. 

Log that the error message occurred. Reboot the sys
tem. Contact your service representative if the problem 
recurs. 

Log that the error message occurred. Possible hardware 
problem. Reboot the system. Contact your service 
representative if the problem recurs. 

Log that the error message occurred. Reboot the sys
tem. Contact your service representative if the problem 
recurs. 

Each text, data, stack, and shmem process segment 
requires one entry in the region table. The system call 
that tried to allocate another region failed. Reduce the 
number of processes, or increase the number of region 
table overflows (NREGION). 
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WARNING Messages 

Error Message 
(Prefaced b WARNING) 

too few HDE equipped disk slots 

Unable to change hard disk sector 
size. 

unreadable CRC hard disk error: 
majjmin = #/# block = # 

Vtoc invalid on device # 

... on bad dev #(8) 

Description/ Action 

Log that the error message occurred. Reboot the sys
tem. Contact your service representative if the problem 
recurs. 

(A T386 only) 

Log that the error message occurred. Reboot the sys
tem. The hdelogger logged a disk access error. Refer 
to Chapter 4, "Disk/Tape Management" , for additional 
information. 

Log that the error message occurred. A file system 
problem is indicated. Reboot the system. Contact your 
service representative if the problem recurs. 

C-12 SYSTEM ADMINISTRATOR'S GUIDE 



UNIX System PANIC Messages 

PANIC error messages indicate a problem severe enough that the UNIX 
operating system must stop. The cause is usually a hardware problem or a 
minor problem in the kernel software. Some file systems may be corrupted, 
but the UNIX system checks for this when it is restarted. As with most 
sophisticated computer systems, PANICs will occasionally occur; they should 
not cause much concern. If a particular PANIC error message occurs repeat
edly (or predictably), you should contact your service representative. These 
error messages are defined alphabetically in the following table. 

After the panic completes, take a crash dump if desired (see Procedure 3.5 for 
information about how to do that). Reboot the UNIX system If panics occur 
frequently, contact your service representative. 
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PANIC Messages 

Error Message 
(Prefaced b PANIC) 

blkdev 

bumprcnt - region count list over
flow 

cannot expand TEXT with swap 

cannot mount root 

data size error in swapin 

devtab 

floppy disk: Bad address returned 
from VTOP 

getpages - pbremove 

hard disk: Bad address returned 
from VTOP 

HD controller: write fault 

HD controller: command aborted 

HD controller: stays busy 

iget - mounted on inode not in 
mount table. 

Description/ Action 

The system description file may be incorrect. 

Ran out of region count entries. 

A request for text growth was rejected since text cannot 
be expanded. 

The root file system was corrupted or nonexistent when 
trying to boot. Reboot the UNIX system. If reboot 
fails, then do a partial restore from the core diskettes. 

The size of the swapped-in process data section is not 
the same size that was swapped out. The system 
description file may be incorrect, or a modified driver 
may have caused the error. 

The list header for the chain of buffers attached to the 
block-type device cannot be found. 

A Virtual TO Physical (VTOP) address conversion 
failed. 

The kernel was attempting to remove a page from the 
page cache but could not find it in the cache. Probable 
software bug. 

A Virtual TO Physical (VTOP) address conversion 
failed. 

(AT386 only) Manual says panic-only way to clear 
write fault from drive is power cycle. 

(AT386 only) Controller problem 

(AT386 only) Can't get controller to accept command. 

Inode has mount flag set but not in mount table. Prob
able software bug. 
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Error Message 
(Prefaced b PANIC) 

if 0 error in swap 

illegal SIT counter selected 

iput - bad mount count 

iupdat - fifo iaddress > 2 24 

iupdat - iaddress > 2 24 

KERNEL BUS TIMEOUT 

KERNEL DATA ALIGNMENT 
ERROR 

KERNEL MMU FAULT ... 

KERNEL MMU FAULT # 

KERNEL MODE ... FAULT 

KERNEL MODE FAULT, FT=#, 
ISC=# 

PANIC Messages 

Description/ Action 

An access error occurred on the swap device. Check 
the hard disk error log. 

An illegal Sanity Interval Timer (SIT) counter was 
selected. 

The count of the number of in odes in use on a particu
lar file system is incorrect. Probable software bug. 

Block number in inode is too big. 

Block number in inode is too big. 

A bus request by the system was not fulfilled within the 
allotted time. 

The system software attempted to execute an instruc
tion using an odd number as a pointer to a 16-bit quan
tity or a number that is not a multiple of 4 as a pointer 
to a 32-bit quantity. 

The Memory Management Unit (MMU) acknowledged 
a fault during the execution of an instruction while in 
kernel mode. 

A bus request by the system was not fulfilled within the 
allotted time. 

The processor unexpectedly registered the error given 
by ... 

The processor unexpectedly registered an error, identi
fied by Fault Type (FT) and internal State Code (ISC). 
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PANIC Messages 

Error Message 
(Prefaced b PANIC) 

KERNEL MODE str FAULT 

kernel mode trap. Type # 

kernel process stack exception 

Krnlflt returned to Ltrap 

kseg - ptmemall failed 

loadstbl - bad section id 

loadstbl - segment table too short 

main - copyout of icode failed 

main - swapadd failed 

newproc - fork failed 

newproc - no procs 

no fs 

No hard disk drive 1 

no imt 

Description/ Action 

The processor unexpectedly registered the error given 
by str. These errors are detected by the module and are 
listed in fault type class 3. 

Processor trap detected. 

A stack reference caused a memory fault. 

Take a sysdump and reboot. 

No physical memory available for kernel or driver 
when needed. 

Invalid section number was passed to loadstbl. Prob
able kernel bug. 

Segment table too short to map entire region. Probable 
kernel bug. 

The kernel was not able to copy the assembly code 
which is used to start up the system. 

The kernel was not able to attach to the first swap area. 
Check to see if there is a swap area available on the 
boot disk. 

The kernel was not able to create one of the kernel 
processes while booting. Check tunables. 

The kernel ran out of process table slots while creating 
kernel processes at boot time. Check value of 
NPROCS. 

No file system or super block was found. 

(AT386 only) No hard disk found. 

No indirect mount point was found in the mount table. 

C-16 SYSTEM ADMINISTRATOR'S GUIDE 



Error Message 
(Prefaced b PANIC) 

no procs 

no swap for page table 

no swap for u-area 

not a valid root 

pinsert - pinsert dup 

procdupO problem 

process exception, user = Ox# 

process exception, proc = Ox#, 
pcbp = Ox# 

setrq - proc on q 

shmslp: swap n count n valid n 

srmount - cannot mount root 

PANIC Messages 

Description/ Action 

A process table entry was not found during a fork when 
an entry is available. 

Swap/paging device full in the middle of a swap opera
tion. 

Swap/paging device full in the middle of a swap opera
tion. 

The root file system magic number is incorrect or the 
root device is improperly specified. 

The kernel was attempting to add a page to the page 
cache but the page was found to be in the cache 
already. Probable kernel bug. 

An inconsistency has occurred between the parent pro
cess and the child process text size. 

Accessing a process control area caused a memory fault. 

The system took a process exception while in the kernel 
or an interrupt handler. "proc" is the pointer to the 
process table entry for the currently running process . 
.. pcbp" points to the current pcb. Dump and reboot. 
Suspect a hardware problem if the error persists. 

The kernel was attempting to add a process to the run 
queue but the process was found to be on the queue 
already. 

Log that message oscurred. 

The kernel was not able to mount the root file system 
when booting. Check the VTOC on the disk. 
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PANIC Messages 

Error Message 
(Prefaced b PANIC) 

srmount - not a valid root 

svirtophys - movtrw failed 

svirtophys - not present. 

swapin lost text 

swapseg - if 0 error in swap 

sys3b - DELMEM premove failed 

SYSTEM ALIGNMENT ERROR 
INTERRUPT 

SYSTEM BUS TIME OUT INTER
RUPT 

SYSTEM PARITY ERROR INTER
RUPT 

text size error in swapin 

Timeout table overflow 

Description/ Action 

When the root file system was being mounted during 
the kernel boot, it did not contain the correct "magic 
number". Check VTOe. Boot off another disk and run 
fsck on root. 

The "movtrw" instruction failed to convert a virtual to 
a physical address. Check to see if the address was 
within range. 

A system virtual address points to a non-resident page. 
Probably a bad pointer. 

The shared text table entry pointer is zero or an attempt 
was made to link to text owner process. 

An I/O error occurred during a transfer to or from the 
swap area. 

An attempt to remove memory from a system's avail
able memory failed. Kernel bug. Do not remove so 
much memory. 

The system software attempted to execute an instruc
tion using an odd number as a pointer to a 16-bit quan
tity or a number that is not a multiple of 4 as a pointer 
to a 32-bit quantity. 

A bus request by the system was not fulfilled within the 
allotted time. 

A memory parity error occurred. If this occurs repeat
edly, a hardware problem exists. 

The size of the swapped-in process text section is not 
the same size of the swapped-out text. 

The queue for timeout requests has overflowed while 
attempting to add another entry. 
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Error Message 
(Prefaced b PANIC) 

total size error in swapin 

trap recursion 

uballoc - ptmemall failed for u
block 

unexpected user stack fault, ISC=# 

unknown level in cmIL-err 
(level=#, msg = ... ) 

User mode trap. Type # 

usrxmemflt. impOSSible condition 

vfault - bad dbcLtype 

xalloc - bad magic 

xalloc lost text 

xsapO current process Ox# 

xswap error 

PANIC Messages 

Description/ Action 

The computed size of the entire process swapped-in is 
not the same as that swapped-out. 

A trap occurred from within the system trap handler. 

System failed to allocate page table for user area. 
Shouldn't happen, since space for user area page table 
is reserved in proc structure. 

User stack fault occurred which was neither a stack 
bound or page fault. Probably due to an interrupt vec
tor ID fetch fault. Check interrupt vector table (begin
ning at virtual location 140) and hardware configura
tion. 

The common error software was invoked to process an 
error, but given an invalid severity level. This problem 
is secondary; the original problem is given by the msg. 

Processor trap detected. 

An invalid page fault occurred. 

The page being faulted is not a recognized type (? 
demand fill, demand zero, in file or on swap). 

An invalid magic number was found in an a.out header 
during an exec system call. This should have been 
detected earlier by the kernel so this is a probable ker
nel bug. 

A pointer to the process text table points to a bad 
address. 

The swap-out process has been called with a process 
table address pointing to its own entry. 

An illegal operation was passed to the xswap function. 
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UNIX System Call Error Mes-sages 

A system call that is unsuccessful returns an impossible value to the cal
ling process. This impossible value is almost always a -1. When a system call 
is successful, a value of 0 is returned to the calling process. Any time a sys
tem call is unsuccessful, an external variable called errno is set to one of the 
numbers in the following table. 

When a -1 value is returned, the errno variable contains the number 
corresponding to the reason of the failure. The errno variable is only valid 
immediately after a system call failure. It is not cleared on successful system 
calls. These error numbers are defined in the JusrJincludeJsysJerrno.h 
header file. 

Error 

Number 
1 

2 

3 

4 

5 

Name 
EPERM 

ENOENT 

ESRCH 

EINTR 

EIO 

Description 

Not Owner Typically this error indicates an attempt to 
modify a file in some way forbidden except to its owner or 
super-user. It is also returned for attempts by ordinary 
users to do things allowed only to the super-user. 

No such file or directory This error occurs when a file 
name is specified and the file should exist but does not, or 
when one of the directories in a path name does not exist. 

No such process No process can be found corresponding to 
that specified by pid in kill or ptrace. 

Interrupted system call An asynchronous signal (such as 
interrupt or quit), which the user has elected to catch, 
occurred during a system call. If execution is resumed after 
processing the signal, it will appear as if the interrupted 
system call returned this error condition. 

I/O error Some physical I/0 error. This error may in 
some cases occur on a call following the one to which it 
actually applies. 
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Error 

Number Name 
6 ENXIO 

7 E2BIG 

8 ENOEXEC 

9 EBADF 

10 ECHILD 

11 EAGAIN 

12 ENOMEM 

System Call Errors 

Description 

No such device or address I/O on a special file refers to a 
subdevice which does not exist, or beyond the limits of the 
device. It may also occur when, for example, a tape drive is 
not on-line or no disk pack is loaded on a drive. 

Arg list too long An argument list longer than 5,120 bytes 
is presented to a member of the exec family. 

Exec format error A request is made to execute a file 
which, although it has the appropriate permissions, does 
not start with a valid magic number [see, a.out(4)]. 

Bad file number Either a file descriptor refers to no open 
file, or a read (respectively write) request is made to a file 
which is open only for writing (respectively reading). 

No child processes A wait, was executed by a process that 
had no existing or unwaited-for child processes. 

No more processes A fork, failed because the system's pro
cess table is full or the user is not allowed to create any 
more processes. 

Not enough space During an exec, brk, or sbrk, a program 
asks for more space than the system is able to supply. This 
is not a temporary condition; the maximum space size is a 
system parameter. The error may also occur if the arrange
ment of text, data, and stack segments requires too many 
segmentation registers, or if there is not enough swap space 
during a fork. 
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System Call Errors 

Error 

Number Name 
13 EACCES 

14 EFAULT 

15 ENOTBLK 

16 EBUSY 

17 EEXIST 

18 EXDEV 

19 ENODEV 

20 ENOTDIR 

Description 

Permission denied An attempt was made to access a file in 
a way forbidden by the protection system. 

Bad address The system encountered a hardware fault in 
attempting to use an argument of a system call. 

Block device required A non-block file was mentioned 
where a block device was required, e.g., in mount. 

Mount device busy An attempt to mount a device that was 
already mounted or an attempt was made to dismount a 
device on which there is an active file (open file, current 
directory, mounted-on file, active text segment). It will also 
occur if an attempt is made to enable accounting when it is 
already enabled. 

File exists An existing file was mentioned in an inappropri
ate context, e.g., link. 

Cross-device link A link to a file on another device was 
attempted. 

No such device An attempt was made to apply an inap
propriate system call to a device; e.g., read a write-only 
device. 

Not a directory A non-directory was specified where a 
directory is required, for example in a path prefix or as an 
argument to chdir(2). 

C-22 SYSTEM ADMINISTRATOR'S GUIDE 



Error 

Number Name 
21 EISDIR 

22 EINVAL 

23 ENFILE 

24 EMFILE 

25 ENOTTY 

26 ETXTBSY 

27 EFBIG 

28 ENOSPC 

29 ESPIPE 

30 EROFS 

System Call Errors 

Description 

Is a directory An attempt to write on a directory. 

Invalid argument Some invalid argument (e.g., dismount
ing a non-mounted device; mentioning an undefined signal 
in signal, or kill, reading or writing a file for which lseek 
has generated a negative pointer). Also set by the math 
functions described in the (3M) entries of this manual. 

File table overflow The system's table of open files is full, 
and temporarily no more opens can be accepted. 

Too many open files No process may have more than 20 
file descriptors open at a time. 

Not a typewriter 

Text file busy An attempt to execute a pure-procedure pro
gram which is currently open for writing (or reading). Also 
an attempt to open for writing a pure-procedure program 
that is being executed. 

File too large The size of a file exceeded the maximum file 
size (1,082,201,088 bytes) or ULIMIT; see ulimit(2). 

No space left on device During a write to an ordinary file, 
there is no free space left on the device. 

Illegal seek An lseek was issued to a pipe. 

Read-only file system An attempt to modify a file or direc
tory was made on a device mounted read-only. 
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System Call Errors 

Error 

Number Name 
31 EMLINK 

32 EPIPE 

33 EDaM 

34 ERANGE 

35 ENOMSG 

36 EIDRM 

45 EDEDLK 

Description 

Too many links An attempt to make more than the max
imum number of links (1000) to a file. 

Broken pipe A write on a pipe for which there is no pro
cess to read the data. This condition normally generates a 
signal; the error is returned if the signal is ignored. 

Math argument The argument of a function in the math 
library (3M) is out of the domain of the function. 

Result too large The value of a function in the math pack
age (3M) is not representable within machine precision. 

No message of desired type An attempt was made to 
receive a message of a type that does not exist on the speci
fied message queue; See msgop(2). 

Identifier removed This error is returned to processes that 
resume execution due to the removal of an identifier from 
the file system's name space [see msgct(2), semct(2), and 
shmct(2)]. 

Deadlock A deadlock situation was detected and avoided. 
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Pump Error Messages 

pump is a user-level command that downloads firmware to feature cards 
mounted in your computer backplane slots during the power-up sequence. 
pump error messages appear on the console terminal when a phase in the 
autopump sequence fails. Although these errors are not fatal to the entire sys
tem, the affected card is not operational. Therefore, normal services provided 
by the device are not accessible. 

Error Message 
(See Notes at End) 

Pump: / dev / devname returned a 
CIO FAULT during phase 

Pump: / dev / devname returned a 
CIO invalid Queue Entry during 
phase 

Pump: / dev / devname did not 
respond during phase 

Pump: A timeout has occurred on 
/ dev / devname during phase 

Pump: There was no return for 
/ dev / devname during phase 

Pump Error: 208-ioctl call 

Description/ Action 

Tum power off using power switch. After powerdown 
sequence has completed, tum power on again. If error 
occurs again, contact your service representative. The 
UNIX System may panic soon. 

Same action as above. 

Same action as above. 

Same action as above. 

Same action as above. 
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Pump Errors 

C-26 

The term jdevjdevname refers to jdev/ttyAB, jdev/NI, and so on, where: 

A = Feature Card slot on backplane 
B = Port on Expansion Port Feature Card 
NI = Network Interface Feature Card 

The term phase refers to one of the following phases: 

Reset = Reset of the Feature Card so that pumping can occur 
Download = Pumping to firmware of Feature Card 
Sysgen = Initialization of Feature Card to known state 
Force call to function = Calling the starting address of 
firmware that was downloaded. 
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LP Spooler Error Messages 

This section provides a description of the error messages that are associ
ated with LP commands. The following variables are used in the error mes
sages: 

file(s) 

dest 

printer-id 

printer-name 

program-name 

user 

Indicates the file or files that are to be printed. 

Indicates the name of the destination printer. 

Indicates the request identification number of the prin
tout. For example, dqpl0_2-46 is the printer name 
followed by the request identification number. 

Indicates the name of the printer. 

Indicates the program name that was executed. 

Indicates the user who requested the printout. 

Following each message is an explanation of the probable cause of the 
error and the corrective action to take. If you are not able to correct all the 
error conditions you encounter, call your service representative for assistance. 

Some lengthy error messages that appear all on one line on the display 
are too long to be shown as one line in the documentation. When more than 
one line is required in the documentation to show a one-line error message, a 
n\" is used to split the message. 

Error Messa e 
dest is an illegal destination name 

file is a directory 

xx is not a request id or a printer 

The dest you used is not a valid destination name. Use 
the lpstat -p command to list valid destination names. 

The file name you typed is a directory and cannot be 
printed. 

The argument you used with the cancel command is 
not a valid request identification number or a printer 
name. Use the lpstat -t command to give you all the 
printers and requests waiting to get printed. 
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LP Error Messages 

Error Messa e 
xx is not a request id 

xx not a request id or a destination 

dest not accepting requests since 
date 

Can't access FIFO 

LP Administrator not in password 
file 

acceptance status of destination 
"printer-name" unknown 

can't access file "xx" 

can't create class "xx"-it is an exist
ing printer name 

can't create new acceptance status 
file 

can't create new class file 

The request identification number you used with the 
lpmove command is not a valid request identification 
number. To find out what requests are valid, use the 
lpstat -u command. 

You used an invalid request identification number or 
destination with the lpstat command. To find out what 
is valid, use the lpstat -t command. 

Requests to the printer which you are trying to use 
have been stopped by the reject command. 

The named pipe file /usr/spool/lp/FIFO is incorrect. 
The mode should be 600. 

You must have an entry in the /etc/passwd file for 
"lp," and you must belong to the group "bin." 

Use the accept command to enable the printer so that it 
will accept requests. 

The mode could be wrong on your directory or the file 
that you are trying to access. 

The class name you are trying to use has already been 
given to a printer. You will have to use another name 
or remove the printer to use the class name. 

The mode may be wrong on the /usr/spool/lp direc
tory. It should be 755 with the owner "lp" and the 
group "bin." 

The mode may be wrong on the /usr/spool/lp direc
tory. It should be 755 with the owner "lp" and the 
group "bin." 
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Error Messa e 
can't create new interface program 

can't create new member file 

can't create new printer status file 

can't create new request directory 

can't create printer "printer-name" 
-- it is an existing class name 

can't create new output queue 

can't create new sequence number 
file 

LP Error Messages 

The mode may be wrong on the 
jusrjspooljlpjinterface directory. It should be 755 
with the owner "lp" and the group "bin." 

The mode may be wrong on the 
jusrjspoolJlpjmember directory. It should be 755 
with the owner "lp" and the group "bin." 

The mode may be wrong on the 
jusrjspooljlpjpstatus. It should be 644 with the 
owner "lp" and the group "bin." 

The mode may be wrong on the 
jusrjspooljlpjrequest directory. It should be 755 
with the owner "lp" and the group "bin." 

The printer-name you are trying to use has already 
been used as a class name. You will have to assign 
another name for the printer. 

The mode on the file jusrjspooljlpjseqfile is 
incorrect. It should be 644, and the mode on the direc
tory should be 755. The owner should be "lp," and 
the group should be "bin." This may be corrected by 
typing the command at a later time. 

The mode on the file jusrjspooljlpjseqfile is 
incorrect. The mode of the file should be 644, and the 
mode of the directory should be 755. The owner 
should be "lp," and the group should be "bin." This 
may be corrected by typing the command at a later 
time. 
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LP Error Messages 

Error Messa e 
can't create request file "xx" 

can't fork 

can't lock acceptance status 

can't lock output queue 

can't lock printer status 

can't lock sequence number file 

can't move request printer-id 

The mode on the file /usr/spool/lp/request/printer
name /r-id is incorrect. Printer-name is the name of the 
printer such as dqplO, and r-id is the request identifica
tion number. The mode of the file should be 444, and 
the mode of the directory should be 755. The owner 
should be "lp," and the group should be "bin." This 
may be corrected by typing the command at a later 
time. 

You either have several processes running and are not 
allowed to run anymore, or the system has all the 
processes running that it can handle. You will have to 
rerun this command later. 

This is a temporary file in /usr/spool/lp that prevents 
more than one "lp" request from being taken at any 
given instant. You will have to rerun this command 
later. 

The file /usr/spool/lp/QSTATLOCK prevents more 
than one "lp" request from being printed on a printer 
at a time. You will have to rerun this command later. 

The temporary file /usr/spool/lp/PSTATLOCK 
prevents more than one "lp" request from being 
printed on a printer at a time. You will have to rerun 
this command later. 

The file /usr/spool/lp/SEQLOCK prevents more than 
one "lp" request from getting the next printer-id 
(request identification) number at a time. You will have 
to rerun this command later. 

Printer-id is the request identification number that can
not be moved. You will probably have to change the 
modes on the files and directories in 
/usr/spool/lp/request. Also, you will have to manu
ally move the request from the disabled printer direc
tory to the new destination after you shut down the LP 
scheduler. 
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Error Messa e 
can't open class file 

can't open member file 

can't open xx file in MEMBER 
directory 

can't open xx file in class directory 

can't open xx 

can't open FIFO 

can't open MEMBER directory 

LP Error Messages 

The lp program is trying to access the list of classes for 
printers. One reason it may not be able to open the 
class file is that the system could have the maximum 
number of files open that are allowed at any time. This 
can be corrected by typing the command at a later time. 

The lp program is trying to access the list of members 
in the directory JusrJspoolJlpJmember. The system 
could have the maximum number of files open that are 
allowed at any time. This can be corrected by typing 
the command at a later time. 

There are a couple of reasons why file xx in the 
JusrJspoolJlpJmember directory cannot be opened. 
The mode on the file could be incorrect. It should be 
644. Another possibility is that the system could have 
the maximum number of files open that are allowed at 
any time. This can be corrected by typing the com
mand at a later time. 

One possibility why file xx cannot be opened is that the 
mode on the file or directory is incorrect. The file mode 
should be 644, and the directory mode should be 755. 
Another possibility is that the system has the maximum 
number of files open that are allowed at any time. The 
latter problem can be corrected by typing the command 
at a later time. 

You cannot print on printer xx because the mode is 
incorrect on JdevJtty. The mode should be 622. 

The mode on the named pipe file JusrJspoolflpJFIFO 
may be incorrect. It should be 600. Or, the system 
could have the maximum number of files open that are 
allowed at any time. The latter problem can be 
corrected by typing the command at a later time. 

The mode on the directory JusrJspoolJlpJmember 
could be incorrect. It should be 755. Another possibil
ity is that the system could have the maximum number 
of files open that are allowed at any time. If the max
imum number of files are open, try typing the com
mand at a later time. 
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LP Error Messages 

Error Messa e 
can't open acceptance status file 

can't open default destination file 

can't open file filename 

can't open output queue file 

can't open printer status file 

can't open request directory direc
tory name 

The mode on the file jusrjspoolflpjqstatus may not 
be correct. It should be 644. Another possibility is that 
the system could have the maximum number of files 
open that are allowed at any time. The latter problem 
can be corrected by typing the command at a later time. 

Check the mode on the file jusrjspoolflpjdefault. 
The mode should be 644. If the mode is okay, it could 
be that the system has the maximum number of files 
open that are allowed at anyone time. This can be 
corrected by trying the command at a later time. 

The filename was incorrectly typed or you don't have 
the correct modes set. The mode should be at least 400 
if you are the owner. 

Check the mode on the file jusrjspoolflpjoutputq. It 
should be 644. This error message could also be gen
erated if the system has the maximum number of files 
open that are allowed at anyone time. Try entering 
the command at a later time. 

The mode on the file jusrjspooljlpjpstatus is 
incorrect. The mode should be 644. It could also be 
that the system has the maximum number of files open 
that are allowed at anyone time. This can be corrected 
by trying the command at a later time. 

The mode on the directory jusrjspooljlpjrequest is 
incorrect. The mode should be 655. It could also be 
that the system has the maximum number of files open 
that are allowed at anyone time. This can be corrected 
by trying the command at a later time. 
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Error Messa e 
can't open request file xx 

can't open system default destina
tion file 

can't open temporary output queue 

can't proceed -- scheduler running 

can't read current directory 

can't remove class file 

LP Error Messages 

The mode on the file 
jusrjspooIjlpjmemberjrequestjxx is incorrect. The 
mode should be 644. It could also be that the system 
has the maximum number of files open that are allowed 
at anyone time. This can be corrected by trying the 
lpmove command at a later time. 

The mode on the file jusrjspooljIpjdefault is 
incorrect. The mode should be 644. It could also be 
that the system has the maximum number of files open 
that are allowed at anyone time. This can be corrected 
by trying the command again at a later time. 

The mode on the file jusrjspooIjIpjoutputq is 
incorrect. The mode should be 644. It could also be 
that the system has the maximum number of files open 
that are allowed at anyone time. This can be corrected 
by trying the command at a later time. 

Many of the Ipadmin command options cannot be exe
cuted while the scheduler is running. Stop the 
scheduler using the Ipshut command and then try 
invoking the command again. 

The Ip and Ipadmin commands cannot read the direc
tory containing the file to be printed. The directory 
name may be incorrect or you do not have read permis
sion on that directory. 

The mode may be wrong on the jusrjspooljIpjclass. 
It should be 755. The owner should be "lp," and the 
group should be "bin." Another possibility is the file 
in that directory may have the wrong mode. It should 
be 644. 
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LP Error Messages 

Error Messa e 
can't remove printer 

can't remove request directory 

can't set user id to LP 
Administrator's user id 

can't unlink old output queue 

can't write to xx 

cannot create temp file filename 

class "xx" has disappeared! 

class "xx" non-existent 

The mode may be wrong on the 
/usr/spool/lp/member directory. It should be 755, 
and the files in that directory should be 644. Both the 
directory and the files should be owned by "lp," and 
the group should be "bin." 

The mode may be wrong on the 
/usr/spool/lp/request directory. It should be 755 and 
should be owned by "lp," and the group should be 
"bin." The directory may still have pending requests 
to be printed which will have to be removed before the 
directory can be removed. 

The lpsched and Ipadmin commands can only be used 
when you are logged in as "lp" or "root." 

The lpsched program cannot remove the old output 
queue. You will hav~to remove it manually by using 
the command rm/usr /spool/lp / outputq. 

The Ipadmin command cannot write to device xx. The 
mode is probably wrong on the /dev /ttyxx file. It 
should be 622 and owned by "lp." 

The system may be out of free space on the /usr file 
system. Use the command df /usr to determine the 
number of free blocks. Several hundred blocks are 
required to insure that the system will perform 
correctly. 

Class xx was probably removed since the scheduler was 
started. The system may be out of free space on the 
/usr file system. Use the command df /usr to find out. 
Use the lpshut command to stop the scheduler and 
restore the class from a backup. 

The class xx may have been removed because the sys
tem is out of free space on the /usr file system. Use 
the command df /usr to find out how much free space 
is available. The class will probably have to be restored 
from a backup. 
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Error Messa e 
class directory has disappeared! 

corrupted member file 

default destination "dest" non
existent 

destination "dest" has disappeared! 

destination "printer-name" is no 
longer accepting requests 

destination dest non-existent 

destination "printer-name" was 
already accepting requests 

destination "printer-name" was 
already not accepting requests 

LP Error Messages 

The jusrjspooIjIpjclass directory has been removed. 
The system may be out of free space on jusr; use the 
df jusr command to find out. The class directory con
tains all the data for" each printer class. To restore this 
directory, get these files and directory from a backup. 

The jusrjspooIjIpjmember directory has a corrupted 
file in it. You should restore the directory from backup. 

Either the default destination is not assigned or the 
printer dest has been removed. Use the Ipadmin to set 
up a default destination or set LPDEST to the value of 
the destination. 

A destination printer, dest has been removed since 
Ipsched was started. Use the Ipadmin command to 
remove the printer. 

The printer has been disabled using the reject com
mand. The printer can be reenabled using the accept 
command. 

The destination printer you specified as an argument to 
the accept or Ipadmin command is not a valid destina
tion name, or it has been removed since the scheduler 
was started. 

The destination printer was previously "enabled." 
Once a printer is accepting requests, issuing any more 
accept commands to it are ignored. 

A reject command was already sent to the printer. Use 
the accept command to allow the printer to start accept
ing requests again. 
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LP Error Messages 

Error Messa e 
destination printer-name is not 
accepting requests move in progress 

destinations are identical 

disabled by scheduler: login termi
nal 

error in printer request printer-id 

illegal keyletter "xx II 

keyletters "-xx" and "_yy" are 
contradictory 

keyletter "xx" requires a value 

keyletters -e, -i, and -m are mutu
ally exclusive 

lp: xx 

The printer has been disabled by the reject command, 
and requests are being moved from the disabled printer 
to another printer. The printer can be enabled again by 
the accept command. 

When using the lpmove command, you need to specify 
a printer to move the print requests from and a dif
ferent printer to move the requests to. 

The login terminal has been disabled by the LP 
scheduler. The printer can be reenabled by using the 
enable command. 

Printer-id is the actual request identification number. 
The error was most likely due to an error in the printer. 
Check the printer and reset it if needed. 

An invalid option, xx, was used. See the manual page 
for the correct options. 

This combination of options to the Ipadmin program 
cannot be used together. 

The option xx requires an argument. For example, in 
the command line 

Ipadmin -m model 
the argument to the -m option is the name of a model 
interface program. 

These options to the Ipadmin command cannot be used 
together. Refer to the manual page for more informa
tion on usage. 

In this message the variable xx could be one of several 
arguments. Typically, it is a message telling you the 
default destination is not assigned. 

C-36 SYSTEM ADMINISTRATOR'S GUIDE 



Error Messa e 
member directory has disappeared! 

model "xx" non-existent 

new printers require -v and either 
-e, -i, or -m 

no destinations specified 

no printers specified 

non-existent printer xx in PST A TUS 

non-existent printer printer-name in 
class xx 

out of memory 

printer "printer-name" already in 
class "xxP" 

LP Error Messages 

The jusrjspooljlpjmember directory has been 
removed. The system is probably out of free disk space 
in the jusr file system. You need to clean up the jusr 
file system, and then install the LP commands or 
retrieve them from a backup. 

The name that you are using for a model interface pro
gram is not a valid one. A list of valid models is in the 
jusrjspooljIpjmodeI directory. 

A printer must have an interface program, and this is 
specified by -e, -i, or -m options. The -v option speci
fies the device file for the printer. For more information 
on these options, refer to the Ipadmin manual page. 

There are no destination printers specified. Use the 
Ipadmin command to set one up. 

There are no printers specified. Use the Ipadmin com
mand to set one up. 

A printer with the name xx is in the 
jusrjspooIjlpjpstatus file but no longer exists. The 
printer should be removed using the Ipadmin com
mand. 

The printer that you are trying to address in class xx 
has been removed from that class. 

Implies the system is in trouble. The message implies 
that there is not enough memory to contain the text to 
be printed. 

The printer you are trying to move to class xx is already 
in that class. You cannot move a printer to a class that 
it is already in. 
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LP Error Messages 

Error Messa e 
printer "printer-name" has disap
peared! or printer "printer-name" 
has disappeared 

printer "printer-name" non
existent 

printer status entry for "printer
name" has disappeared 

printer "printer-name" was not 
busy 

request "printer-id" non-existent 

request not accepted 

requests still queued for "printer
name" -- use lpmove 

scheduler is still running -- can't 
proceed 

spool directory non-existent 

The printer has been removed, and the enable com
mand cannot find it. The printer was most likely 
removed since the machine was rebooted or since the 
scheduler was started. 

Printer-name is the name of a printer that has been 
removed since the scheduler has been started. You must 
use the Ipadmin -xprinter-name. 

The /usr /spooi/ip Ipstatus file must have been cor
rupted. You will have to resubmit the printer request. 

The printer is not printing a request at this time. Either 
the request you wanted to cancel is finished printing or 
you have specified the wrong printer. 

You are attempting to cancel a request that does not 
exist. You may have given the wrong printer name or 
wrong request id number, or the request may have fin
ished printing. 

The request was not accepted by Ip. The scheduler 
may not be running. Use the Ipstat -t command to find 
out more information. 

Printer-name is the printer that still has requests waiting 
to get printed. You need to use the Ipmove command 
to get those requests moved to another printer. 

You cannot perform this command while the scheduler 
is running. You will have to use the lpshut command 
first. 

The directory lusr/spool has been removed. You will 
have to use the mkdir command to restore the direc
tory. This has probably removed some of the necessary 
LP files. You may have to reinstall the LP commands. 
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Error Messa e 
standard input is empty 

this command for use only by LP 
Administrators 

too many options for interface pro
gram 

unknown key letter "xx" or 
unknown keyletter "-xx" 

unknown option "xx" 

usage: disable [-c] [-r[reason]] 
printer 

usage: reject [-r[reason]] dest ... 

usage: accept dest 

LP Error Messages 

You specified an invalid file name either by incorrectly 
typing a name or by specifying a nonexistent file. 
Nothing will be printed on the printers from this 
request. 

This command is restricted to someone logged in as 
root or lp. 

The lp command called the appropriate interface pro
gram with too many arguments. For more information 
on the options and arguments that can be used with the 
lp command, refer to the lp manual page. 

An invalid option was supplied to the lp or Ipadmin 
commands. Refer to the manual pages in Appendix B 
for all the correct usages. 

This message is displayed in response to an invalid 
option supplied to the disable, lpstat, or reject com
mands. Refer to the manual pages in Appendix B for 
all the correct usages. 

The syntax for the disable command is not correct. 
The valid options are: -c to cancel the currently print
ing request, and -r followed by the reason that you are 
disabling the printer. 

The syntax for the reject command is not correct. The 
proper format is to specify the reason that the printer is 
not taking any more print requests and to identify the 
destination printer. 

The syntax for the accept command is to specify a des
tination printer. You are setting up a printer to accept 
requests, and you did not specify what printer should 
accept requests. 
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LP Error Messages 

Error Messa e 
usage: enable printer 

usage: cancel id.... printer ... 

usages: Ipadmin -pprinter 
[-vdevice] [-cclass] [-rclass] 
[-eprinter I -iinterface I -mmodel] 
[-h I -1] 
-or- Ipadmin -d[destination] 
-or- Ipadmin -xdestination 

your printer request printer-id was 
canceled by user 

The syntax for the enable program is to specify a desti
nation printer. 

The syntax for the cancel command is not correct. The 
proper format is to specify the request identification 
number or the printer name. 

The correct syntax for the Ipadmin command is to 
specify at least one of the options mentioned above. 

The printer request did not finish printing because 
another user cancelled it. Typically, you will get this 
message in your mail. One reason a person may cancel 
a request other than their own is because the request is 
not printing correctly. 
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Basic Networking Utilities Error Messages 

This section lists the error messages associated with Basic Networking 
Utilities. There are two types of error messages. ASSERT errors are recorded 
in the /usr/spool/uucp/.Admin/errors file. STATUS errors are recorded in 
individual machine files found in the /usr/spool/uucp/.Status directory . 

.. ;~ 
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BNU ASSERT Error Messages 

When a process is aborted, ASSERT error messages are recorded in 
/usr/spool/uucp/.Admin/errors. These messages include the file name, 
sccsid, line number, and the text listed below. In most cases, these errors are 
the result of file system problems. The "errno" (when present) should be 
used to investigate the problem. If" errno" is present in a message, it is 
shown as 0 in the following list. 

Error Messa e 
CAN'T OPEN 

CAN'T WRITE 

CAN'T READ 

CAN'T CREATE 

CAN'T ALLOCATE 

CAN'T LOCK 

CAN'T STAT 

CAN'TCHMOD 

CAN'T LINK 

CAN'T CHOIR 

CAN'T UNLINK 

WRONG ROLE 

Action 
An openO or fopenO failed. 

A writeO, fwriteO, fprintO, etc., failed. 

A readO, fgetsO, etc., failed. 

A createO call failed. 

A dynamic allocation failed. 

An attempt to make a LCK (lock) file failed. In some 
cases, this is a fatal error. 

A statO call failed. 

A chmodO call failed. 

A linkO call failed. 

A chdirO call failed. 

An unlinkO call failed. 

This is an internal logic problem. 
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Error Messa e 
CAN'T MOVE TO CORRUPTDIR 

CAN'T CLOSE 

FILE EXISTS 

No uucp server 

BAD UID 

BAD LOGIN_UID 

ULIMIT TOO SMALL 

BAD LINE 

FSTAT FAILED IN EWRDATA 

SYSLST OVERFLOW 

TOO MANY SAVED C FILES 

BNU ASSERT Error Messages 

An attempt to move some bad C. or X. files to the 
/usr/spool/uucp/.Corrupt directory failed. The direc
tory is probably missing or has wrong modes or owner. 

A closeO or fcloseO call failed. 

The creation of a C. or D. file is attempted, but the file 
exists. This occurs when there is a problem with the 
sequence file access. Usually indicates a software error. 

A tcp lip call is attempted, but there is no server for 
UUCP. 

The uid cannot be found in the /etc/passwd file. The 
file system is in trouble, or the /etc/passwd file is 
inconsistent. 

Same as previous. 

The ulimit for the current user process is too small. File 
transfers may fail, so transfer is not attempted. 

There is a bad line in the Devices file; there are not 
enough arguments on one or more lines. 

There is something wrong with the ethernet media. 

An internal table in gename.c overflowed. A 
big/strange request was attempted. Contact your AT&T 
Account Representative or Authorized Dealer. 

Same as previous. 
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BNU ASSERT Error Messages 

Error Messa e 
RETURN FROM fixline ioctl 

BAD SPEED 

PERMISSIONS file: BAD OPTION 

PKCGET READ 

PKXSTART 

SYSTAT OPEN FAIL 

TOO MANY LOCKS 

XMVERROR 

CAN'T FORK 

An ioctl, which should never fail, failed. There is a sys
tem driver problem. 

A bad line speed appears in the Devices jSystems files 
(Class field). 

There is a bad line or option in the Permissions file. 
Fix it immediately! 

The remote machine probably hung up. No action 
need be taken. 

The remote machine aborted in a non-recoverable way. 
This can generally be ignored. 

There is a problem with the modes of 
jusrjlibjuucpj.Status, or there is a file with bad 
modes in the directory. 

There i~ an internal problem! Contact your AT&T 
Account Representative or Authorized Dealer. 

There is a problem with some file or directory. It is 
likely the spool directory, since the modes of the desti
nations were to have been checked before this process 
was attempted. 

An attempt to fork and exec failed. The current job 
should not be lost, but will be attempted later (uuxqt). 
No action need be taken. 
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BNU STATUS Error Messages 

Status error messages are messages that are stored in the 
/usr/spool/uucp/.Status directory. This directory contains a separate file for 
each remote machine that your computer attempts to communicate with. 
These individual machine files contain status information on the attempted 
communication, whether it was successful or not. What follows is a list of the 
most common error messages that may appear in these files. 

Error Messa e 

OK 

NO DEVICES AVAILABLE 

WRONG TIME TO CALL 

TALKING 

LOGIN FAILED 

CONVERSATION FAILED 

DIAL FAILED 

Things are OK. 

There is currently no device available for the call. 
Check to see that there is a valid device in the Devices 
file for the particular system. Check the Systems file 
for the device to be used to call the system. 

A call was placed to the system at a time other than 
what is specified in the Systems file. 

Self-explanatory. 

The login for the given machine failed. It could be a 
wrong login/password, wrong number, a very slow 
machine, or failure in getting through the Dialer
Token-Pairs script. 

The conversation failed after successful startup. This 
usually means that one side went down, the program 
aborted, or the line (link) was dropped. 

The remote machine never answered. It could be a bad 
dialer or the wrong phone number. 
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BNU STATUS Error Messages 

Error Messa e 
BAD LOGIN/MACHINE COMBI
NATION 

DEVICE LOCKED 

ASSERT ERROR 

SYSTEM NOT IN Systems 

CAN'T ACCESS DEVICE 

DEVICE FAILED 

WRONG MACHINE NAME 

CALLBACK REQUIRED 

REMOTE HAS A LCK FILE FOR 
ME 

The machine called us with a login/machine name that 
does not agree with the Permissions file. This could be 
an attempt to masquerade! 

The calling device to be used is currently locked and in 
use by another process. 

An ASSERT error occurred. Check the 
/usr/spooljuucp/.Adminjerrors file for the error mes
sage and refer to the section ASSERT Error Messages. 

The system is not in the Systems file. 

The device tried does not exist or the modes are wrong. 
Check the appropriate entries in the Systems and Dev
ices files. 

The open of the device failed. 

The called machine is reporting a different name than 
expected. 

The called machine requires that it calls your computer. 

The remote site has a LCK file for your computer. 
They could be trying to call your machine. If they have 
an older version of Basic Networking, the process that 
was talking to your machine may have failed, leaving 
the LCK file. If they have the new version of Basic 
Networking, and they are not communicating with your 
computer, then the process that has a LCK file is hung. 
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Error Messa e 
REMOTE DOES NOT KNOW ME 

REMOTE REJECT AFTER LOGIN 

REMOTE REJECT, UNKNOWN 
MESSAGE 

STARTUP FAILED 

CALLER SCRIPT FAILED 

BNU STATUS Error Messages 

The remote machine does not have the node name of 
your computer in its Systems file. 

The login used by your computer to log in does not 
agree with what the remote machine was expecting. 

The remote machine rejected the communication with 
your computer for an unknown reason. The remote 
machine may not be running a standard version of 
Basic Networking. 

Login succeeded, but initial handshake failed. 

This is usually the same as "DIAL FAILED." How
ever, if it occurs often, suspect the caller script in the 
dialers file. Use uutry to check. 

ERROR MESSAGES C-47 





Glossary 

address 

advertise 

a.out 

archive 

automatic calling unit 

bad block 

block 

block device 

boot 

a number, label, or name that indicates the loca
tion of information in the computer's memory. 

a means of making resources available from a 
local host to other hosts in a Remote File Sharing 
environment. 

the default name of a freshly compiled object file, 
pronounced' A-dot-out'; historically a.out signi
fied assembler output. 

1. a collection of data gathered from several files 
into one file. 
2. especially, such a collection gathered by ar(l) 
for use as a library. 

a hardware device used to dial stored telephone 
numbers; allows the system to contact another 
system over phone lines without manual inter
vention. 

a section of a storage medium which cannot store 
data reliably. 

the basic unit of buffering in the kernel, 1024 
bytes; see indirect, logical, and physical blocks. 

a device upon which a file system [1] can be 
mounted, typically a permanent storage device 
such as a tape or disk drive, so called because 
data transfers to the device occur by blocks; d. 
character device. 

to start the operating system, so called because 
the kernel must bootstrap itself from secondary 
storage into an empty machine. No login [3] or 
process persists across a boot. boot block the first 
block of a file system [1], which is reserved for a 
booting program. 
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Glossary 

boot program 

buffer 

buffer pool 

cartridge tape 

character device 

child process 

client 

command 

command file 

configuration 

controller 

core file 

loads the operating system into core. 

1. a staging area for input output where 
arbitrary-length transactions are collected into 
convenient units for system operations; the file 
system [3] uses buffers, as does stdio. 2. to use 
buffers. 

a region of store available to the file system [3] for 
holding blocks; all but raw [2] input-output for 
block devices goes through the buffer pool so read 
and write operations may be independent of dev
ice blocks. 

a storage medium that consists of a magnetic tape 
wound on spools housed in a plastic container. 

a device upon which a file system [1] cannot be 
mounted such as a terminal or the null device. 

see fork. 

a host that has mounted an advertised resource 
from another host in a Remote File Sharing 
environment. 

1. an instruction to the shell, usually to run a 
program [1] as a child process. 2. by extension, 
any executable file, especially a utility program. 

same as shell script. 

the arrangement of the software or hardware of a 
system, peripheral, or network as defined by the 
nature, number, and chief characteristics of its 
functional units. 

a device that directs the transmission of data over 
the data links of a network. 

a core image of a terminated process saved for 
debugging; a core file is created under the name 
I core' in the current directory of the process. 
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core image 

crash 

cron 

cylinder 

daemon 

destination 

device 

diagnostic 

directory 

directory entry, entry 

Glossary 

a copy of all the segments of a running or ter
minated program; the copy may exist in main 
store, in the swap area, or in a core file. 

If a hardware or software error condition 
develops that the system can't handle, it takes 
itself out of service, or crashes. Such conditions 
occur when the system can't allocate resources, 
manage processes, respond to requests for system 
functions, or when the electrical power is 
unstable. 

a command which creates a daemon that invokes 
commands at specified dates and times. 

the set of all tracks on a disk which are the same 
distance from the axis about which the disk 
rotates. 

a background process, often perpetual, that per
forms a system-wide public function, e.g., calen
dar (1) and cron (8); the affected spelling is an 
ancient legacy. 

the remote system that will ultimately receive a 
file transferred over a network. 

1. a file [2] that is not a plain file or a directory, 
such as a tape drive, or the null device; a special 
file. 2. a physical input output unit. 

a message printed at your terminal that identifies 
and isolates program errors. 

a file that comprises a catalog of filenames [2]; the 
organizing principle of the file system [2], a direc
tory consists of entries which specify further files 
(sense 2, including directories), and constitutes a 
node of the directory tree. 

1. an association of a name with an inode number 
appearing as an element of a directory. 2. the 
name part of such an association. 
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Glossary 

directory hierarchy 

directory tree 

disk 

diskette 

domain 

domain name server 

drive 

dump 

environment 

error 

the tree of all directories, in which each is reach
able from the root via a chain of subdirectories. 

same as directory hierarchy. 

a platter coated with magnetic material on which 
data can be stored. 

a magnetic storage medium which is smaller and 
more flexible than a hard disk. 

a logical grouping of hosts in a Remote File Shar
ing environment. Each host in a domain relies on 
the same domain name server(s) for certain 
resource sharing and security services. Each 
domain has one primary and zero or more secon
dary domain name servers. 

a computer that creates and maintains the follow
ing information for hosts in a Remote File Sharing 
domain: advertised resources, host names and 
passwords, names and addresses for name 
servers of other domains (optional), host user and 
group information used for ID mapping (optional). 

the hardware device that holds magnetic disks, 
diskettes, and tapes while they are in use. 

a copy of the core image of the operating system. 

1. a set of strings, distinct from the arguments, 
made available to a process when it executes [2] a 
file; the environment is usually inherited across 
exec(2) operations. 2. a specific environment [2] 
maintained by the shell. 3. a nebulously identi
fied way of doing things, as in 'interactive 
environment': a deprecated usage, not always 
expunged from these manuals. 

occurs when a hardware or software condition 
prevents the successful execution of a system or a 
user process. 
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error message 

exec 

executable file 

execute 

FIFO 

file 

file descriptor 

filename 

file system 

filter 

Glossary 

a message sent from the system to the system con
sole when an error occurs. 

a system call which allows the user to request the 
execution of another program. 

1. an object file that is ready to be copied into the 
address space of a process to run as the code of 
that process. 2. a file that has execute permission, 
either an executable file [1] or a shell script. 

1. informally, to run a program. 2. to replace the 
text segment and data segments of a process with a 
given program [1]. 

a named permanent pipe which allows two unre
lated processes to exchange information using a 
pipe connection. 

1. in general, a potential source of input or desti
nation for output. 2. most specifically, an inode 
and/or associated contents, i.e., a plain file, a spe
cial file, or a directory. 3. a directory entry; several 
directory entries may name the same file [2]. 4. 
most loosely, a plain file. 

a conventional integer quantity that designates an 
open file. 

1. a pathname. 2. the last component name in a 
path name. 

1. a collection of files that can be mounted on a 
block special file; each file of a file system 
appears exactly once in the i-list of the file sys
tem and is accessible via some path from the root 
directory of the file system. 2. the collection of 
all files on a computer. 3. the part of the kernel 
that deals with file systems [1]. 

a program [1] that reads from the standard input 
and writes on the standard output, so called 
because it can be used as a data-transformer in a 
pipeline. 

GLOSSARY G-5 



Glossary 

floppy key 

flush 

fork 

formatting 

free list 

getty 

group 

groupid 

hole 

host 

ID mapping 

a copy of the default firmware password for your 
computer on a diskette. It may be used to reset 
the password to its original value. 

to empty a buffer, for example to throwaway 
unwanted input output upon interrupt or to 
release output from the clutches of stdio. 

to split one process into two, the parent process 
and child process, with separate, but initially 
identical, text, data, and stack segments. 

the process of imposing an addressing scheme on 
a disk. This includes the establishment of a 
VTOC, and the mapping of both sides of the disk 
into tracks and sectors. 

in a file system [1], the list of blocks that are not 
occupied by data. 

one of a series of processes which connect the 
user to the UNIX system. getty is invoked by 
init, and in turn invokes login. 

1. a set of permissions alternative to owner permis
sions for access to a file. 2. a set of userids that 
may assume the privileges of a group [1]. 3. the 
groupid of a file. 

an integer value, usually associated with one or 
more login names; as the userid of a process 
becomes the owner of files created by the process, 
so the groupid of a process becomes the group [3] 
of such files. 

a gap in a plain file caused by seeking while writ
ing; read(2) takes data in holes to be zero; a block 
in a hole occupies no space in its file system. 

a computer that is configured to share resources in 
a Remote File Sharing environment. 

a means of setting the permissions that each 
remote user and group will have for a host's 
advertised resources in a Remote File Sharing 
environment. 
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Glossary 

i-list the index to a file system [1] listing all the inodes 
of the file system; d. inode number. 

indirect blocks data blocks that are not directly referenced by a 
inode (because the file is larger than ten 1024-
byte blocks); the inode has 3 addresses that 
indirectly reference (by a cascade of pointers) 
some 2,114,114 data blocks (an extremely large 
potential file size). the inode has 1 address that 
points to 128 more data blocks; a second address 
that points to 128 blocks that each point to 128 
data blocks; and finally a third address that 
points to 128 blocks, each of which point to 
another 128 blocks, each of which point to 128 
data blocks! 

init a general process spawner which is invoked as the 
last step in the boot procedure; it regularly checks 
a table that defines what processes should run at 
what run level. 

inode an element of a file system [1]; an inode specifies 
all properties of a particular file [2] and locates 
the file's contents, if any. 

inode number, i-number the position of an inode in the i-list of a file sys
tem [1]. 

instruction see address. 

integrity in a file system, the quality of being without 
errors due to bad blocks. 

interface programs shell scripts furnished with the LP spooling 
software which interface between the user and 
the printer. 

interrupt 1. a signal that normally terminates a process, 
caused by a break or an interrupt character. 2. a 
signal generated by a hardware condition or a 
peripheral device. 3. loosely, any signal. 

IPC an acronym for interprocess communication. 
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Glossary 

kernel 

kernel address space 

line discipline 

link 

link count 

load device 

log files 

logical block 

login 

memory 

memory image 

the UNIX system proper; resident code that 
implements the system calls. 

a portion of memory used for data and code 
addressable only by the kernel. 

a module to handle protocol or data conversion 
for a stream [2]. A line discipline, unlike a filter, 
is part of the kernel. 

1. to add an entry for an existing file to a direc
tory; converse of unlink. 2. by extension, a direc
tory entry. 3. loosely, any but one putatively pri
mary directory entry for a given inode; either 
linked [1] or a symbolic link. 

the number of directory entries that pertain to an 
inode; a file ceases to exist when its link count 
becomes zero and it is not open. 

designates the physical device from which a pro
gram will be loaded into main memory. 

contain records of transactions that occur on the 
system; software that spools, for example, gen
erates various log files. 

a unit of data as it is handled by the software; the 
UNIX system handles data in 1024-byte logical 
blocks. 

1. the program that controls logging in. 2. the 
act of logging in. 3. by extension, the computing 
session that follows a login [2]. 

1. same as memory image. 2. physical memory 
represents the available space in main memory; 
programs are either swapped or paged into physi
cal memory for execution. 3. virtual memory 
management techniques permit programs to treat 
disk storage as an extension of main memory. 

same as core image. 
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mode, file mode 

mount 

namelist 

network 

networking 

node name 

null device 

object file 

operating system 

open file 

Glossary 

the permissions of a file; colloquially referred to 
by a 3-digit octal number, e.g., 'a 755 file'; see 
chmod(1). 

to extend the directory hierarchy by associating 
the root of a file system [1] with a directory entry 
in an already mounted file system; converse is 
unmount, spelled 'umount'. 

same as symbol table. 

the hardware and software that constitute the 
interconnections between computer systems, per
mitting electronic communication between the 
systems and associated peripherals. 

for computer systems, means sending data from 
one system to another over some communica
tions medium (coaxial cable, phone lines, etc.). 
Common networking services include file 
transfer, remote login, remote execution. 

an up-to-six character name for the system; used 
as the official name of the machine in a network. 
The node name resides in the NODE parameter. 

a device [1] that always yields end of file on read
ing and discards all data on writing. 

a file of machine language code and data; object 
files are produced from source programs by com
pilers and from other object files and libraries by 
the link editor; an object file that is ready to run 
is an executable file [1]. 

the program for managing the resources of the 
computer. It takes care of such things as 
input/output procedures, process scheduling, and 
the file system, removing this burden from user 
programs. 

1. the destination for input or output obtained by 
opening a file or creating a pipe; a file descriptor; 
open files are shared across forks and persist 
across executes [2]. 2. loosely, a file that has been 
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Glossary 

other 

owner 

page 

paging 

parent process 

partitions 

path, pathname 

permission 

physical block 

opened, however an open file [1] need not exist 
in a file system [1], and a file [2] may be the desti
nation of several open files simultaneously. 

1. a set of permissions regulating access to a file 
by processes with userid different from the owner 
and groupid different from the group of the file. 
2. the customary name of the default group [2] 
assigned upon login. 

the userid of the process that created a file; the 
owner has distinctive permissions for a file. 

a fixed length, 1024-byte block that has a virtual 
address, and that can be transferred between 
main and secondary storage. 

the process by which programs are truncated into 
pages and transferred between main and secon
dary storage by the virtual handler (or paging 
daemon). 

see fork. 

units of storage space on disk. 

a chain of names designating a file; a relative 
pathname leads from the current directory, for 
example, a path to directory A, thence to direc
tory B, thence to file C is denoted A/B/C; a full 
pathname begins at the root, indicated by an ini
tial '/', as in / A/B/C. 

a right to access a file in a particular way; read, 
write, execute (or look up in, if a directory); per
missions are granted separately to owner, group, 
and others. permission bit a permission, so 
called because each permission is encoded into 
one bit in an inode. 

a unit of data as it is actually stored and manipu
lated; the UNIX system handles data in 1024-
byte physical blocks. 
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physical 

pipe 

pipeline 

polling 

ports 

primary name server 

process 

process id 

process number 

profile 

program 

queue 

raw device 

Glossary 

see memory. 

a direct stream connection between processes, 
whereby data written on an open file in one pro
cess becomes available for reading in another. 

a sequence of programs [1] connected by pipes. 

the interrogation of devices by the operating sys
tem to avoid contention, determine operation 
status, or ascertain readiness to send or receive 
data. 

the point of physical connection between a peri
pheral device (such as a terminal or a printer) and 
the device controller (ports board), which is part 
of the computer hardware. 

the computer on which administration for a 
Remote File Sharing domain is performed. 

a connected sequence of computation; a process is 
characterized by a core image with instruction 
location counter, current directory, a set of open 
files, control terminal, userid, and groupid. 

an integer that identifies a process. 

same as process id. 

1. an optional shell script, '.profile', convention
ally used by the shell upon logging in to establish 
the environment [3] and other working conditions 
customary to a particular user. 2. to collect a his
togram of values of the instruction location 
counter of a process. 

1. an executable file. 2. a process. 3. all the 
usual meanings. 

a line or list formed by items in a system waiting 
for service. 

a block device, read and write operations to which 
are not buffered, and are synchronized to natural 
records of the physical device. 
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Glossary 

reboot 

region 

release 

Remote File Sharing 

resource 

re-tension 

root 

rotational gap 

run level 

schedule 

scheduler 

same as boot. 

a group of machine addresses that refer to a base 
address. 

a distribution of fixes or new functions for an 
existing software product. 

a software utilities package that enables comput
ers to share resources across a network. 

a directory that is advertised in a Remote File Shar
ing environment. When a resource is mounted on 
a client, the contents of the directory (files, dev
ices, and named pipes) and any of its subdirec
tories are potentially available to users on the 
client. 

the process of rewinding the tape in a cartridge 
tape device to make sure it is at the correct taut
ness for accurate recording of data. 

1. a distinguished directory that constitutes the 
origin of the directory hierarchy in a file system [1]. 
2. specifically, the origin for the file system [2], 
with the conventional pathname I/,. 3. the origin 
of the directory hierarchy in a file system [1]. 

the gap between the actual disk locations of 
blocks of data belonging to the same file; the 
rotational gap compensates for the continuous, 
high-speed rotation of the disk so that when the 
controller is ready to reference the next physical 
block, the read-write head is positioned correctly 
at the beginning of that block. 

a software configuration of the system which 
allows a particular group of processes to exist. 

to assign resources- main store and CPU 
time-to processes. 

a permal1ent process, with process number I, and 
associated kernel facilities that does scheduling. 
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search path 

secondary name server 

section, sector 

segment 

semaphore 

server 

set userid 

set userid bit 

Glossary 

in the shell, a list of pathnames of directories that 
determines the meaning of a command; the com
mand name is prefixed with members of the 
search path in tum until a path name of an exe
cutable file [2] results; the search path is given by 
the shell variable PATH. 

a host that is configured to take over domain name 
server responsibilities temporarily in case the pri
mary name server goes down. 

A 512-byte portion of a track which can be 
accessed by the magnetic disk heads in the 
course of a predetermined rotational displacement 
of the storage device. 

a contiguous range of the address space of a pro
cess with consistent store access capabilities; the 
four segments are (i) the text segment, occupied 
by executable code, (ii) the data segment, occu
pied by static data that is specifically initialized, 
(iii) the bss segment, occupied by static data that 
is initialed by default to zero values, and (iv) the 
stack segment, occupied by automatic data; see 
stack; sometimes (ii), (iii), and (iv) are collectively 
called data segments. 

an IPC facility which allows two or more 
processes to be synchronized. 

a host that is actively sharing one of its advertised 
resources with another host in a Remote File Shar
ing environment. 

a special permission for an executable file [1] that 
causes a process executing it to have the access 
rights of the owner of the file; the owner's userid 
becomes the effective userid of the process, dis
tinguished from the real userid under which the 
process began. 

the associated permission bit. 
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Glossary 

shared memory 

shell 

shell script 

signal 

single-user 

source file 

special file 

spool 

spool area 

spooler 

stack 

standard error 

standard input 

an IPC facility which allows two or more 
processes to share the same data space. 

1. the program sh(l), which causes other pro
grams to be executed on command; the shell is 
usually started on a user's behalf when the user 
logs in. 2. by analogy, any program started upon 
logging in. 

an executable file of commands taken as input to 
the shell. 

an exceptional occurrence that causes a process to 
terminate or divert from the normal flow of con
trol; see interrupt, trap. 

a state of the operating system in which only one 
user is supported. 

1. the uncompiled version of a program. 2. gen
erally, the unprocessed version of a file. 

an inode that designates a device, further categor
ized as either (i) a block special file describing a 
block device, or (ii) a character special file 
describing a character device. 

to collect and serialize output from multiple 
processes competing for a single output service. 

a directory in which a spooler collects work. 

a daemon that spools. 

a segment of the address space into which 
automatic data and subroutine linkage informa
tion is allocated in last-in-first-out fashion; the 
stack occupies the largest data addresses and 
grows downward towards static data. 

one of three files described below under standard 
output. 

the second of three files described below under 
standard output. 
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standard output 

startup 

sticky bit 

sticky file 

super block 

swap 

swap area 

symbolic link 

symbol table 

Glossary 

open files, customarily available when a process 
begins, with file descriptors 0, I, 2, and stdio 
names 'stdin', 'stdout', 'stderr'; where possible, 
utilities by default read from the standard input, 
write on the standard output, and place error 
comments on the standard error file. Initially, all 
three of these files default to your terminal. 

same as boot 

a permission flag that identifies a file as a sticky 
file. 

a special permission for a shared text file that 
causes a copy of the text segment to be retained in 
the swap area to improve system response. 

the second block in a file system [1], which 
describes the allocation of space in the file sys
tem; cf. boot block. 

userid 0, which can access any file regardless of 
permissions and can perform certain privileged 
system calls, e.g., setting the clock. 

to move the core image of an executing program 
between main and secondary storage to make 
room for other processes. 

the part of secondary store to which core images 
are swapped; the swap area is disjointed from the 
file system. 

an inode that contains the pathname of another. 
References to the symbolic link become refer
ences to the named inode. 

information in an object file about the names of 
data and functions in that file; the symbol table 
and address relocation information are used by 
the link editor to compile object files and by 
debuggers. 
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Glossary 

System Administration 

system calls 

system console 

system name 

table 

text file, 

track 

trap 

tunable parameters 

when capitalized, refers to the package of screens 
and interactive prompts, invoked through the 
sysadm(l) command, that helps you accomplish 
most system administration tasks. 

1. the set of system primitive functions through 
which all system operations are allocated, ini
tiated, monitored, manipulated, and terminated. 
2. the system primitives invoked by user 
processes for system-dependent functions, such as 
I/O, process creation, etc. 

the directly connected terminal used for commun
ication between the operator and the computer. 

an up-to-six character name for the system; 
resides in the SYS parameter. 

an array of data each item of which may be 
uniquely identified by means of one or more 
arguments. 

a file, the bytes of which are understood to be in 
ASCII code. 

an addressable ring of sections on a disk or 
diskette; each disk or diskette has a predefined 
number of concentric tracks, which allows the 
disk head to properly access sections of data. 

a method of detecting and interpreting certain 
hardware and software conditions via software; a 
trap is set to catch a signal (or interrupt), and 
determine what course of action to take. 

variables used to set the sizes and thresholds of 
the various control structures of the operating sys
tem. 

tuning 1. modifying the tunable parameters so as to 
improve system performance. 2. the reconfi
guration of the operating system to incorporate the 
modifications into executable version of the sys
tem. 

G-16 SYSTEM ADMINISTRATOR'S GUIDE 



userid 

utility, utility program 

version 

virtual memory 

VTOC 

Glossary 

an integer value, usually associated with a login 
name; the userid of a process becomes the owner 
of files created by the process and descendent 
(forked) processes. 

a standard, generally useful, permanently avail
able program. 

a separate program product, based on an existing 
one, but containing significant new code or new 
functions. 

see memory. 

Volume Table Of Contents is the section of a disk 
which shows how the partitions on the disk are 
allocated. 
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