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Preface

RUSSELL K. BROWN
1984 NCC Chairman

The purpose of the National Computer Conference is to provide an atmosphere in
which designers, suppliers, users, managers, educators, and representatives of gov-
ernment and society at large can meet and interact. Discussions of new technical
developments, as well as national and international issues and challenges facing the
information processing community, are encouraged.

This year’s discussions and developments are included, for the most part, in this
anniversary Volume 53 of the Proceedings of the National Computer Conference,
completing 12 years as the world’s premier computer exposition.

The decision to chair a second National Computer Conference may well be one
of the more major choices one makes in even a complicated lifetime. Certainly this
choice was compounded by the change in site from Houston to Las Vegas, made
only 15 months before the Conference date. Perhaps a few words on that move are
in order.

In Fall 1982 the NCC Committee and Board were again faced with a dilemma of
great magnitude. After the move of the 1982 NCC from New York to Houston—
because of space (3,200 booth units) and facility considerations—and the plan to use
Houston in 1984, the plan for 1984 was also scrapped because of the same consid-
erations. With a need to expand yet another 600 booth units, only Las Vegas and
Chicago could house the show. And since Chicago is the site of NCC ’85, the
decision seemed obvious.

Compounding the decision, however, was the fact all NCCs of the past were
presented in a major population center. Over the past four years, local and nearby
interest added as much as 50,000 to the total attendance. It was obvious that a total
nationalization of the NCC, with massive publicity, would be needed to turn out
crowds approaching those of recent years. This week, we hope, you will be able to
observe our success.

A major show in Las Vegas in July presents its own special challenges. Thirty
thousand hotel rooms guarantee close-in housing for those attending. And certainly
no one can fault Las Vegas’ ability to entertain its guests. In addition, you will see
no shortcuts or shortcomings in the presentation of this NCC.

What you will see is a display of 650 companies filling 3,800 booth units for a new
NCC record. You will be exposed to a high-quality program, high-quality Profes-
sional Development Seminars, a major keynote address, a special Pioneer Day
program, and numerous other attractions that we feel will make this a noteworthy
week. It is the intention of the CSC to give attending registrants all the positive
values of moving to a new city and to make any negatives as invisible as possible.
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An example of this is the largest busing expenditure in Las Vegas history for the
various round trips between hotels and the Conference during the warm summer
days.

If I may return to our program, I may be able to elicit in you a feeling of
satisfaction to match the pride I feel. The program is made permanent by the
archival record of the Proceedings. Here we capture for posterity the most current
reports on recent achievements and new applications, on advances at the frontiers
of computer science and technology.

Dr. Dennis Frailey of the Texas Instruments corporation was buffeted in mid-
preparation of this program and these Proceedings by the move. Through all the
personnel shuffling and turmoil, he managed to steer a straight course toward a
superior presentation.

Dennis recognized, early on, that the registrant has only three days, on the
average, to assimilate all aspects of an NCC. His first decision was to direct that—
with a superior Professional Development Program and 12 football fields of
exhibits—the program as defined in the past be intensely screened for short-
comings. His Committee introduced a much finer mesh in their screen than has ever
been used before. The number of papers and sessions are down slightly from what
you have seen in previous NCCs, but we are confident that their value to you will
be high.

Volunteers, for a conference of this magnitude, number in the hundreds. They
are members of the NCC Sponsoring Societies and the other AFIPS Constituent
Societies. To these groups and their participating members I would like to give my
heartiest thanks, particularly in view of the truncated schedules on which we were
all operating.

To the Las Vegas Convention Bureau, which greatly eased our move into a new
city, my thanks for the myriad arrangements and assistance you provided.

To the NCC Board and Committee, who well knew the danger to NCC °84 if plans
were not well organized, my thanks for your confidence and support.

To the AFIPS Headquarters Staff and all the members of our CSC, thank you for
your dedication, time, and effort you have contributed to an ongoing tradition of
excellence.

To my wife, who in 1981 asked, “Why?” in 1982 asked, “How can I help?”’ and
in 1983 said, “Let me be a part of this,” you know my thoughts.

And finally, to ten of the previous NCC Chairmen, thank you for your assistance,
guidance, and inventiveness. Much of what you created is embodied here.
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Introduction

DENNIS J. FRAILEY
1984 NCC Program Chairman

1984! Orwell’s year is here! Have events happened as Orwell predicted in 79847
Have computers become the tool of those who would suppress our individual
freedoms? These were the obvious questions when the program committee first sat
down in fall 1982 to develop a theme for the 1984 NCC. Each of us reread Orwell’s
classic. We discussed ideas for a conference theme that would truly represent the
current state of computing. And we were struck by a simple fact: computers are
being used today in many ways that were totally unexpected. The choreographer
whose computer provides a breakthrough in explaining his ideas to dancers; the
businessman whose spread sheet program turned his company around financially;
the physically handicapped whose voice-activated personal computers give them
control over their environment—these and others whose uses of computers were
only recently the stuff of science fiction serve to point out what is really important
and unique about computing today—creative use of computers by individuals.

The availability of computers to individuals has evolved from timeshared main-
frame systems to minicomputers to personal computers. Each step has provided a
significant increase in availability and power through dramatic cost reduction. Data
communication technology has kept pace in recent years, enabling a truly world-
wide system of information exchange to be developed. What is important about this
technology, and indeed what is anti-Orwellian about it, is that control is migrating
away from the center—toward the individual. This is what’s different about comput-
ers today. This is what promises to continue the computer revolution. And this
creative use by individuals—in the office, the factory, and the home—is the theme
that ties together the diverse topics addressed by the NCC program.

The program consists of over 90 sessions, presented over a four-day period. Ten
topic areas or tracks represent the committee’s way of dividing a broad set of
subjects into manageable components. In addition to a wide range of sessions on
such topics as hardware and architecture, software, management, automation of
office and factory, databases, data communications, personal computers and soci-
etal issues, we’ve augmented the program in the areas of artificial intelligence and
computer graphics and entertainment—areas where those attending recent NCCs
have shown particularly high interest. We’ve also oriented the focus toward the
questions we believe are uppermost in the minds of NCC attendees: “What’s new?”
and “How will it affect me?”

Although this Proceedings volume contains more than 80 papers, they represent
less than a third of the total NCC program. Panel discussions occupy more than half
of the program, and some of the sessions include presentations on topics too recent



to meet the publication deadline for the Proceedings, such as the very latest micro-
processors and networks. The Proceedings are organized by track, and each section
begins with an overview of the whole track—panel sessions as well as papers. For
those attending, this serves as a guide to the program as a whole. For those unable
to attend, it serves to give the flavor of the program and helps to put the papers into
perspective. Because of the frequent overlap of topics, readers are likely to find
sessions and papers of interest in several of the tracks.

The 1984 NCC program is the combined effort of almost 1,000 people, most of
whom are unpaid volunteers. This includes 12 program committee members; more
than 90 session organizers and chairs; almost 300 presenters, panelists, and authors
of technical papers; and nearly 500 referees who helped us select the technical
papers. (There were also several hundred people whose high-quality papers and
session proposals could not be accommodated.) In addition, recognition must go to
at least a dozen AFIPS staff members; the program committee staff, headed by jean
Presnell; and the spouses and employers of all of the above, whose forbearance and
assistance made their contributions possible. All of us sincerely hope that each
person attending NCC will find the program stimulating, helpful, and educational.
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The automated office
Michael Alsup, Track Chair

The Office Automation track at this year’s NCC includes
12 sessions rich with ideas and information. The contributions
that office systems can make to productivity and managerial
effectiveness are reviewed from functional, technical, stra-
tegic, and end-user perspectives; and the depth and breadth
of office automation is presented by a number of industry
experts.

The current state of the art in office automation is outlined
in the first session, entitled “Office Automation: State of the
Art.” Noted consultants summarize current trends in the mar-
ketplace and analyze vendor offerings.

The key to the implementation of successful office systems
is to identify user requirements and select equipment that
satisfies those requirements. Two sessions outline approaches
that have been successful in the definition of user require-
ments. In “Analyzing Managers’/Professionals’ needs for
OA,” a consultant will discuss how to evaluate user require-
ments for office systems, and representatives from two organi-
zations that have recently evaluated these requirements and
implemented advanced office systems will share their experi-
ences. In a second session, “Office Automation in Large
Organizations,” two organizations that have implemented
very large and integrated office systems summarize their ex-
periences and outline their successes and failures. Organiza-
tions that are considering their requirements for office auto-
mation have a valuable opportunity in these sessions to learn
from others who have pioneered in this area. _

As microcomputers and word processors have become
more powerful, additional attention is being focused on de-
sign and functionality in office systems. Vendors are integrat-
ing the delivery of a number of functions and application
systems into a single work station with powerful communica-
tions capabilities and a standard user interface to all applica-

tions. Four sessions explore the changing role of work stations
in the office. “Design and Functionality in Office Systems”
examines how the user aspects of office systems are evolving.
A consultant summarizes the trends and likely market direc-
tion and evaluates several well-known products. A second
session, ‘“Management Work Stations and Integrated Infor-
mation Systems,” examines three new work stations that in-
clude powerful capabilities for data, voice, and video; and it
evaluates the issues involved in the successful implementation
of these systems. “The Micro-Mainframe Connection” ex-
plores benefits and pitfalls in the connection of micro-
computers and mainframe computers from software, commu-
nications, and end-user points of view. Finally, the role and
potential of voice in office systems will be explored in “Voice
Technology in the Office.” These sessions are especially use-
ful to organizations considering the role and fast-evolving ca-
pabilities of work stations in their organizations.

The strategic and managerial implications of office auto-
mation are explored in two sessions. “Strategic Systems Plan-
ning: Art, Science, or Nonsense?”” explores whether it is pos-
sible to develop a strategic plan for office automation in the
face of rapid and profound technological change. “Office Au-
tomation Selection Criteria: A Q&A Session” explores and
defines appropriate selection criteria for office automation
systems from a management point of view. ;

Communications networks are becoming the nervous sys-
tems of large organizations. Three office automation sessions
examine the impact of developments in communication tech-
nology for the office environment. The advantages and disad-
vantages of three different approaches for integrating office
systems equipment are presented in “Integration Alternatives
and Strategies.” Representatives of a well-known mainframe
vendor, a PBX vendor, and a local area network vendor out-



line the short- and longer-term advantages of their systems
architectures in the office.

One of the principal advantages of a local area network is
the attachment of devices whose capabilities are shared
among the work stations on the network. These devices in-
clude intelligent copiers, electronic file cabinets, communica-
tions gateways, and mainframe computers. “Shared Network
Resources” summarizes the advantages and capabilities of

these resources, and two leading vendors summarize their
offerings.

Electronic mail is an important and practical way to im-
prove productivity and reduce costs. It can be broadly defined
as the transmission of messages by electronic means. “Elec-
tronic Mail: Current Developments” summarizes the alterna-
tives available in electronic mail, and three vendors with
leading-edge products summarize their offerings.



Implementing a large office automation system—how
to make it work

by JACK GOLDEN and STUART BELL

The MITRE Corporation
McLean, Virginia

ABSTRACT

This paper discusses the implementation of a large office automation system to be
used by nondata processing as well as data processing staff, i.e., the knowledge
worker. At its completion the system will encompass more than 1,000 terminals
(one terminal per office). The paper covers the nature of the basic system, IBM’s
Professional Office System (PROFS), what it does, how it functions, the extent of
use, and how to encourage potential users to use it. The paper reviews training
procedures from one-on-one to higher ratios and the reasoning behind them, and
goes over in detail the nature of the “innovation” curve. Also reviewed are the
computer performance and the Local Area Network (broadband with Sytek bus
interface units). We currently serve more than 500 users with around 300 terminals
already distributed.
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INTRODUCTION

We discuss here the implementation of a large office automa-
tion (OA) system and how we made it work. By and large,
we’re talking about one terminal per office, or a total of 1,000
terminals, covering nine buildings within a two-mile radius.

Our discussion will go over the nature of the corporation, a
nonprofit organization that does business primarily with the
federal government. We will review our office automation
architecture and design goals, our implementation strategy in
terms of our basic system, the pilot group used in developing
the system, and how we controlled additions to the group.

And most importantly, we’ll cover what actually hap-
pened in terms of acceptance of OA concepts by the pilot
group, communications problems, and wide-implementation
problems.

Corporation Background

The MITRE Corporation is a not-for-profit systems en-
gineering company chartered in the public interest. MITRE
was established in 1958 to assist the Air Force, but today
assists most federal civilian agencies, as well as other DoD
agencies in the areas of command and control systems, infor-
mation systems, as well as the energy/environmental area.
The major product of the corporation is information, utilizing
the media of reports, specifications, memos, briefings, etc.—
paper in general.

We cover here office automation activities supporting the
1,500 or so staff at the Washington center. We will allude to
other systems used throughout the rest of the corporation and
how we interface with them. Additionally, we wish to stress
. the implementation problems and solutions, not the specific
hardware or software components of the system.

OA at MITRE

MITRE entered the office automation area in 1972 when we
developed a centralized word processing support facility with
an administration support center. During this period we had
two shifts (eight operators each shift, working six days per
week at its high point). In 1976 we migrated to the decentra-
lized word processing concept (approximately 40 word pro-
cessing terminals off cluster controllers). From 1976 until
1980, word processing and computer useage was growing at a
rapid rate.

In 1981, the Corporate management decided it was time to
develop an integrated plan for the spread of information ser-
vices to our professionals, secretaries, and administrative

staff. An internal study group, consisting of four senior man-
agers, was chartered to review the computer and telecom-
munication support needs of the company. The committee’s
work was completed in the fall of 1981 with corporate man-
agement’s acceptance of a “target system,” a four-phase im-
plementation plan, and authorization and funding for the
plan’s first two phases.

The system was designed to account for the heterogeneous
user population in terms of data processing skills, typing
skills, the nature of work being performed, and the level of
each person in the company. The design encompassed hun-
dreds of terminals and tens of computers with multiple ven-
dors making up the system.

The target system networked computer resources, allowing
the users to share data, programs, and special-purpose periph-
erals. We also strongly wanted to have a local area network
that would support video in terms of both security (e.g., badge
readers from remote buildings) and instructional TV (e.g., the
lunch-time seminars).

Based on the 1981 recommendations of the committee, our
1983 architecture evolved to a fully connected system. We are
basically utilizing a Sytek LocalNet 20 bus interface unit in our
broadband data distribution system. We now have connec-
tivity and information transfer among all of our major seg-
ments, internally in the Washington Center and with the out-
side world.

Implementing a Large-Scale OA System

We would now like to discuss how our implementation
strategy obtained a workable office automation system.

There are four major components that make the system
work:

® the computer system
® the local area network
@ user acceptance

® applications software

Our implementation strategy was as follows. In late 1981 we
evaluated the available software options in the office auto-
mation area. Our primary concern, beyond the normal OA
functions, was that the software reside on our IBM main-
frame. The Professional Office System (PROFS) was chosen
because of cost, maturity of the product, breadth of applica-
tions, and relative ease of use. 1982 was spent debugging,
customizing, testing the product, and implementing a proto-
type system. By mid-1983 we were ready for corporate-wide
implementation.

PROFS is a menu-driven system; that is, the capabilities are
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accessed through menus (or lists). There are three main
menus and numerous submenus. The display terminal’s Pro-
gram Function Keys (PF Keys) are used to move between
menus and to invoke specific functions. The system was cus-
tomized over time to offer the various user segments different
levels of information. These included (what we deemed im-
portant) management needs, and staff needs.

As was stated, the PROFs architecture allows for the ready
access of information not provided by the basic software. The
basic software offers general OA tools such as electronic mail,
calendar functions, electronic filing/retrieving, reminder func-,
tions, and document preparation.

From March to August 1983 we undertook several studies.
These included a system evaluation, communication options
between buildings {statistical multiplexing, microwave option,
etc.), a definition of our FY84 configuration, a definition of an
adequate support structure, a finalized training mechanism,
and, of course, a study of the role of the personal computer
in our environment.

Starting in August 1983 and extending to August 1984, we
have been installing an additional 180 terminals (which trans-
lates to an additional 270 or so users to the system). This is
Phase 1 of across-the-company implementation. FY85 will be
an additional 180 terminals, and so on until there will be one
terminal per office.

The Local Area Network

For our local area network we used a broadband CATV
system utilizing Sytek LocalNet 20 system. LocalNet is a
packet-switched local area data communications network pro-
viding communication functions and standard broadband
CATYV coaxial cables. The properties of a broadband system
permit LocalNet to construct independent subnetworks—
terminal channels. Each of those subnetworks provides data
communications for hundreds of users. In the summer of
1982, we initiated a limited test of the system within one
building to ensure functional compatibility of all components.
In 1983 we extended the network to cover our five remote
buildings, all within a two-mile radius. Our problems arose
when we could not physically connect the buildings with a
cable. We experimented with a host of alternatives; these
included telephone lines at 9,600 bits per second, microwave
transmission at a very high effective data rate, laser transmis-
sion, and the use of statistical multiplexors. We are currently
utilizing all of these for one reason or another.

The LocalNet medium provides the high band with 300 to
400 MHZ proven reliability and multidrop capability required
for growing data communications requirements. Analog vid-
€0 or voice applications can share the same cable using dedi-
cated frequency channels. A single channel can accommodate
approximately 100 simultaneous virtual circuits.

Getting The System ‘“‘Used”

We would now like to discuss how one goes about genei-
ating productive use of the system. Nothing is more important
than having senior management commitment; however, 100%

commitment is really not needed to have successful imple-
mentation. Management should not be negative. Once this
commitment is in place, the road to success can then be fol-
lowed.

Aside from the typical notes and messages on any office
automation systern, it is important to have tools on the system
that would be helpful to the knowledge worker or the profes-
sional. We chose to have project financial information as the
first application on the system for management use. This fi-
nancial planning and analysis tool proved to be most useful
inasmuch as the system was used immediately (in other words,
users took the time to become familiar with the system be-
cause they were getting something useful out of it). People will
not take the time to learn a system that does not have useful
information: if all they have are the note and message func-
tions, its utility is small, (although these functions are impor-
tant and some OA systems are designed just around notes).

We suggest that the system population be enriched as soon
as possible. We added approximately 15 terminals per month
(25 users per month), but doubling this number would have
been more productive. Additionally, the service divisions or
entities of the corporation should be made part of the system
as soon as possible. This allows the support people to become
productive almost instantaneously. The message here is to not
be discouraged by the lack of enthusiasm among the users. At
the beginning, having a sparse population is like having a
telephone with no one to call.

In an early, sparse system, the financial systems and other
individual productivity aids predominate. As the system be-
comes richer and the conductivity fuller, mail and documents
become the most popular features.

We would now like to discuss the implications of having a
“rich” vs. “sparse” network in terms of individual use of the
system. From observation, the typical nondata processing
user can be thought of as going through five phases. We call
the first phase tinkering or learning. Depending on the num-
ber of people on the system, this can last anywhere from one
to six months, with the average around three months. During
this time the unsophisticated user (not data processing or-
iented) learns how to use the machine, not that it actually
takes three months to learn, but rather that the user is “too
busy” to read the manual or ask questions. After the initial
tinkering stage, there is a two- to three-month getting ac-
quainted period. The user starts to generate mail, type a few
documents, and use some of the applications on the system.
No (real) productivity is gained during this time, just an
awareness of what can be done. We call the next phase the
suggestions phase. During this phase the user realizes the
potential of the computer and becomes an instant expert on
how to do things better. Suggestions come pouring in on what
to put on the system and how to make it more productive.
Overlapping this suggestion phase is the commitment phase.
At this point in the user profile, he will not move to another
office when office moving time comes around uniess there is
a terminal in his office (similar to a telephone). The next
phase is the most important, the synergistic phase. It is at this
time that individual users help and compliment one another
on the system, and we finally see corporate productivity in-
creases rather than just individual productivity gains. From
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beginning to end this cycle can take anywhere from 6 to 18
months depending on the background of the individuals in-
volved. This is why we previously stated, “Don’t get discour-
aged during the early life of the system or when suggestions
come pouring in.”

Initially, we spent about three months (one person) in de-
veloping the training manual and procedures. For the first 50
users, we trained on a one-to-one basis; for the next 100 users,
we trained on a one-to-three ratio, with one-to-seven for the
remainder of the early population, (the first 250 users). Our
philosophy was that we should build a strong foundation dur-
ing the first 50 users, so that they could be called upon to
answer questions from their coworkers (the next generation of
users). This philosophy works out very well.

Concurrent with training, we established a user services
group (three staff); one telephone number was established by
which all questions could be handled. We also instituted
monthly user meetings where innovations and particular ques-
tions could be discussed and guest lecturers presented. We are
now starting to use computer-aided instruction.

Although we feel that our initial training mode worked out
well, we recommend a slightly different approach. More ef-
fort should be spent in the development of training material,
and several skill-level/position-level materials should defi-
nitely be prepared. A training ratio of one-to-five with a large-
screen terminal projection, followed by a 30-minute one-to-
one follow-up is recommended.

Once the network is enriched, users tend to help each
other; so, the task of training should actually decrease as users
are added to the system. Although there are more individuals
to train, there are more training aides around.

We keep an accurate record of all questions and comments
that come into our user services group as an example of the
problems and questions that arise. The format is as follows:

® General PROFS (five categories)

® General “other” software

® Hardware (when system is down)

® Administrative (training requests (other than PROFS);
documentation)

® software

® Word Processing (Wang or NBI questions)

o UNIX

® Cable Plant

® Personal Computer

® Miscellaneous

® Consulting (more than 15 minutes on the phone)

Once a significant number of users have been added to the
network, system reliability is a major issue. Therefore, it is
prudent to have accurate records of why the system, or any
component, is down and what the “fix” or resolution is. This
is important, since you will often hear, “the system is always
down,” when actually it may have been down for only five
minutes during a given week.

In regard to our local area network (LAN), we found that
there is plenty to choose from. But remember, a LAN may
not be for you. In our installation the cost for the backbone
cable ran from $5 to $10 per liner foot, depending on the

building layout size (e.g., needing amplifiers). This averages
$300 to $1,000 per drop or tap, depending on the building
configuration. For comparison, point-to-point averages $500
per terminal.

One important item is new skills; the type of person needed
to run this type of activity is usually not within the organiza-
tion. And, of course, the LAN facilitates office moves.

One is always asked, What are your productivity gains?
How many people have you let go?, etc. The answer to the
first is, ““don’t know and probably won’t,” and the answer to
the second is, “none. . .but you can be sure, things get done
faster, more efficient, and with better results.” We usually
don’t get rid of people, but redefine their roles.

We make ro attempt to get a productivity figure, but we do
make an attempt to evaluate the system. This is done in sev-
eral ways): first, we get user feedback on a daily basis; then
meetings and our PROFS Answer Line (PAL) provide addi-
tional feedback. We also investigate the usefulness of the
system by means of questionnaires, telephone interviews, and
usage data.

Most importantly, we get feedback on how the system has
changed the way we do business, both as individuals and as a
group. As individuals, we see uses other than OA functions
being used, e.g., spreadsheet. As a group, we see reports
going electronically to our sponsors, remote sites sending
their documents for review back to the main office, and more
dialog among and between groups. We see the service orga-
nizations modernizing in large ways.

Health Effects

When the potential health effects of using VDTs came up,
we performed a literature review in the area of terminal effect
on operator fatigue. The study covered optical, musculoskele-
tal, morale, and radiation issues. The medical literature re-
vealed little risk in all areas. We realize that the specific area
of radiation is not satisfactorily documented and is still an area
of volatile discussion. Additionally, VDT use and eye strain
are still being investigated.

The Computer

In this section, we describe the facilities we employ to deliv-
er the office automation service to our customers.

The overriding goal in an office automation environment is
excellent response. The most important aspect of excellent
response is choosing the correct definition of excellent. At the
MITRE Washington Computer Center (MWCC), we aim for
a general consensus that our response is excellent. Customers
are encouraged to send notes or mail to the computing center
management whenever they see a response problem. Regular
presentations are made to the community describing our re-
sponse measurement techniques, and as a consulting com-
pany, we have an internal interest in both the techniques and
the results.

Office automation makes everyone neighbors and removes
(at least in its initial phases) the traditional management lines
of filtering. Everyone becomes a performance expert, every-
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one wants a hand in running the computing center; and every-
one has instant access to everyone else. Thus, the systems
team must be selected and trained to be customer-oriented;
and although we have a user services section, each member of
the systems team and operations staff must always be aware,
and willing, to work with any user or customer who is having
a problem with the delivered system.

Our present configuration is an IBM 4341 with 16 million
characters of main storage. Please note that this is a historical
accident and not an endorsement of either IBM or the 4341
product line. While this device serves our needs very well,
MITRE is in no way suggesting this as a recommended device,
nor are we in the position to comment on the strength of this
compared with other, similar configurations proposed by
other vendors.

The local area network has substantial performance impact
since it presents each terminal image to the central computer
as though it were locally attached to the CPU, thus yielding
substantial (over one second) performance improvements.
The customer on the remote end of the local network sees
these performance improvements directly.

The path between the central computer and the remote
terminal is operated at 9,600 bits per second, roughly 1,000
characters per second. In a normal IBM remote terminal en-
vironment, the screen of a remote terminal remains blank
until the full image is transmitted (1,920 characters plus over-
head). Thus, in a normal multibuilding campus environment
such as MITRE, the fastest response that can be delivered is
a woeful two seconds per screen (assuming zero CPU).

Performance in a growth environment requires an under-
standing of both the growth effects and the prediction of
added load to be placed on the system. As we described
earlier, we have a clear understanding of our expected load
growth. We are adding 15 terminals per month for the next
three years (approximately). The main effect is in the increase
in logged-on-users. We are growing at the rate of approxi-
mately five users per month (about one peak logged-on user
per each three new terminals).

The number of active users is a better indication of the load
on the central facility. It is well known that a CPU will support
a large number of terminals if they are not used. In our office
automation environment, logged-on terminals tend to be ac-
tive because of a strange anomaly of our office automation
software: it keeps a clock on the screen up to date by refresh-
ing the screen once each minute. Thus, the active user count
is also growing by about one user for each three terminals
added to the network.

Capacity comes in chunks; a machine is typically either
upgraded or replaced whenever there is insufficient capacity
to support the required workload. Given this fact, we can
expect response to degrade slowly as the user load grows until
the response goals are no longer being met consistently. At
that point (or ideally, just before), a capacity upgrade is re-
quired. This, in turn, causes an improvement in response and
the cycle starts again.

There are many elaborate tools for capacity planning on the
market. Each aitempts to predict, based on pasi periorimance,
when the present hardware will become saturated and require
upgrade. If you are fortunate to locate a measure of perfor-

mance that correlates well with response, you may save a lot
of money and time. In our case, interactive response time is
reported by the system. The reported figure is the inboard
response and does not include communication software, line,
and terminal delay. The time the user sees is not as good as
this number, but it is a constant ratio.

We have determined from previous experiments that inter-
active response time below 200 milliseconds is excellent. We
are not claiming that the end user sees response .within 200
milliseconds of the pressing of a function key. While we be-
lieve it is close, we have not measured this number and can
make no such claims. We prefer, however, to state that the
response delivered is well correlated to the number presented,
and the majority of our users feel that response is excellent
when numbers below 200 milliseconds are reported by the
system reporting software.

During a typical day, six to seven seconds per minute are
devoted automatically by the computer scheduling software to
the interactive OA users. This low percentage of the CPU
resource (10%-12%) is sufficient to provide a repeatedly
measured response time of less than two-tenths of a second for
all interactive transactions of a short duration. Those inter-
active functions of a longer duration, such as database queries
and massive report generations, are detected by the computer
scheduler and scheduled over a one- or two-second period by
the remaining 80% to 90% of the CPU resource.

Modern disk subsystems provide a large amount of data per
disk. We have found that our disk access mechanism will serve
between 15 and 30 simultaneous office automation users, pro-
viding for their storage and systems support needs in an effi-
cient and timely manner. Currently disks yield about 10 mil-
lion characters of storage per user by just providing sufficient
disk drives to meet the needs of system responsiveness.

This leads to a very well balanced condition in a modern
operating system environment that permits the mixing of sys-
tem and user data. Each increment of user growth requires
more storage for private data and more access arms to ensure
excellent system response time. Both are delivered in a bal-
anced package with modern disk subsystems.

Real memory is the critical factor in delivering excellent
performance in a central support office automation configura-
tion. Each vendor’s scheme for mapping virtual storage into
real memory differs in its implementation detail; however, all
must be provided with sufficient real storage to ensure that
most of a user’s program is in real storage whenever required.

In our environment, we feel that a program portion, or
page, once referenced should remain in real memory for a
minimum of 10 seconds before being replaced by another
user’s pages. Our current 16 million bytes of real memory
constantly better this goal for a peak of 180 simultaneous
users.

Bottlenecks always exist in meeting the stated performance
goals for any computing center. In an office automation envi-
ronment, they extend beyond the traditional CPU and DISK
SPACE numbers normally considered in a batch environ-
ment. The nontraditional bottlenecks extend to printers, com-
munication ports, and terminais. Iligh-quality printers are a
must in an office automation environment. It is a myth that
electronic mail replaces paper. Try to read a 500-line message
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on a video terminal. A hundred or so lines into it, you auto-
matically reach for a magic marker and circle something to go
back to for further study. The result, in our case, is needing
a cloth and a spray bottle to clean the screen several times per
day.

Our customers depend on the timeliness of the printing
facility to meet their production schedules. Several very high
quality printers must be utilized to ensure sufficient capacity
and redundancy for any expected action. For example, this
briefing was prepared electronically on an IBM 6670 LASER
printer using software developed at the MWCC. The final
charts were previewed on the terminal and only a single,
camera-ready copy was produced on the printer.

You might think this would reduce the printing demands.
Actually, the opposite has proven to be true. Our customers
were expecting several-day turnaround for the production of
high-quality VUGRAPHs by the reprographics department.
We have shortened that time to 15 minutes. Unfortunately,
the customer has also shortened the time before the briefing
to work on the presentation by a like amount. Thus, the
computing center must be able to deliver very rapid turn-
around with extreme reliability whenever the VUGRAPH
software is invoked. )

CPU BUSY is the first number everyone wants to know
when looking at response. It is not an important number in an
OA environment since BUSY is normally a measure of batch
rather than interactive workload. A better number is the num-
ber of seconds per minute the CPU spends servicing the inter-
active workload.

A channel is a path from memory to a direct access device,
tape, or communications controller. In our environment, no
more than six disk drives share a single channel. You may be
able to support more or fewer disks per channel depending on
the speed of the pack and the size of the disks.

There is no single value that can be determined for all
hardware and software configurations; however, any one con-
figuration should work for a balanced configuration, acquiring
hardware and relocating data to meet this need.

In the environment shown, we began an aggressive bal-
ancing program in January and are now running a balanced
T/O configuration.

Real memory is the critical determination of response in
office automation or any other environment employing IBM
equipment. We suspect real memory is the critical response
factor in any environment. Real memory usage is a difficult
item to measure precisely. We have examined many different
reports to try and identify a single number of sets of numbers
that characterize the utilization of real storage in our environ-
ment.

In doing this, we examined the dynamics of paging in our
computing center. Our system operates in a demand paging
environment. This means that a user’s program does not re-
quire storage sufficient to hold the entire program before it
can begin operating. The result, in a memory-constrained
environment, is frequent suspension of the program while
additional portions of the code or data are brought into
memory from a backing storage device such as a disk.

When a user’s program finishes executing, the code and
data remain in storage for some time until that area of mem-

ory must be reused by other users for their code or data.
Ideally, an active user will always have all code and data in
storage for each execution of a program. Since OA customers
tend to perform the same functions over and over, there is
generally little or no paging or other I/O activity required;
thus, excellent response is possible without exotic system .
tuning.

In our environment there is a table, called the CORE-
TABLE (historical interest in core memory), that is scanned
to find free pages. The system reports the rate of scanning of
this table (SCAN RATE) in one of its regular performance
charts. The change in SCAN RATE took place when we
added an additional eight million characters of real memory to
our overloaded computer.

SCAN TIME, the reciprocal of the SCAN RATE, is a
derived number that IBM does not directly report in their
performance software. A portion of a user program will re-
main in real memory for 10 seconds if it is not utilized. For
example, if an OA customer uses a program section more
often than once per 10 seconds, no I/O will result when the
SCAN TIME is longer than 10 seconds.

There is a tendency to understate the costs of implementing
an OA program throughout the company. Management is
prone to forget the second-order costs and focus on the cost
of the terminal and the terminal support cable plant.

Often there is a CPU replacement or upgrade required.
There is always more printout, and printout of a more urgent
nature. In our environment, much of the new printout can be
of a sensitive nature (performance reviews, interview reports)
and must be specially handled and retained for the users in a
dispatch area.

The training demands jump. Prior to OA, our systems pro-
grammers conducted classes informally, as our user commu-
nity was small and stable. Now, we have a very large percent-
age of nondata processing users with urgent training demands.
Frequently, these training demands are placed on us by high
executives who are satisfied only with, ““Yes” or “Yes, sir,” as
answers to our schedule conflicts.

Documentation must often be written (or rewritten) to ad-
dress customers who have never used a central computer be-
fore. Have you ever pondered how many different ways to
spell ENTER as you survey the range of terminals that use*
RETURN or various graphic symbols rather than one consis-
tent symbol?

Everyone wants to manage the computing staff. Systems
team members suddenly get messages from vice presidents
and are expected to be at their beck and call. Substantial
interpersonnel training is required of the systems team. Mem-
bers who were accustomed to hiding are suddenly connected
electronically with everyone in the company.

Operations and system members must become diplomats!
We have replaced nearly our entire systems team since the
office automation project began. New systems programmers
are selected as much for tact as for technical skills—it is a
myth that systems people are hard to deal with and each
systems programmer tries to cultivate that myth. There is a
large group of professional systems programmers who under-
stand they are responsible for many millions of dollars and
long for the respect and responsibility that such investments
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demand. Our staff has an excellent attitude toward our cus-
tomers and recognizes that each of them directly contributes
to support our mortgage, hobbies, growth, and professional
aspirations. :

One of the good (and bad) side effects of a centralized
office automation configuration is that everyone in the com-
pany becomes a performance expert. Terms such as Q1TIME,
SRM, RMF, PAGE RATE, and such are not the measure of
excellence in performance. Use terms such as excellent, good,
fair, and poor; and encourage complaints when response is
other than excellent.

Measure everything easily available in your environment
and look for items that correlate well. Hunt for those numbers
that change sharply with a small change in response. Consider
yourself, or your performance expert, as a detective. Request
regular reports and expect presentations on trends and bottle-
necks on a frequent basis.

Excellent performance is mandatory for office automation.
Our software performance measurement tools report the
introduce response time, excluding network delays, as 200

milliseconds maximum. This number is not an absolute mea-
surement, but an indication of excellence. Users are consis-
tently satisfied when the number is two-tenths of a second or
below and begin to grumble when it rises above three-tenths
of a second.

You must rethink and understand your goals in a large OA
environment. Batch production must take second place on the
machine dedicated to supporting the office automation cus-
tomer.

The growth of the computing terminal network will be a
byproduct of OA. The decision to introduce OA carries the
decision to provide a very large number of terminals for use
by professionals and support staff. It is MITRE’s goal to
install a terminal in every office occupied by professional or
support staff. You cannot expect people to walk down the hali
to use the telephone or read their morning mail.

User support is absolutely required in an OA environment.
We select a portion of our user support team from the secre-
tarial staff to ensure a minimum of jargon and ensure a goor
relationship between the customers and the support peopl



Computer hardware and architectures

Fayé Briggs, Track Chair

Achieving high performance in computer systems depends not
only on using faster and more reliable hardware devices but
also on major improvements in computer architecture and
processing techniques. The Computer Hardware and Archi-
tecture track focuses on these issues. The track is composed
of nine sessions that address the new generation of high-
performance computers. The topics of these sessions are

Trends in Supercomputer Systems

The Fifth Generation

VLSI Design

32-Bit Microprocessors

Attached Numerical Processors

New Microprocessor-Based Computer Architectures
Multiprocessor Systems

Distributed Processors

System Reliability
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“Trends in Supercomputer Systems: Design and Use,” a
panel session, discusses five major issues: new system organi-
zations, design trends, application software, the implications
in operating systems and languages, and the Japanese effort in
these areas. Another panel, “The Fifth Generation Re-
visited,” follows the very successful panel on the same subject
last year. The objective of this year’s panel is to present an
updated report on the status of the various worldwide pro-
grams that are fifth-generation computer research and devel-
opment efforts.

“VLSI Systems” is a paper session investigating the impact
of VLSI designs and structures on computer architecture and
hardware. The session starts with a tutorial paper on the status
of VLSI. A design automation system and a sample design
and application of a VLSI co-processor will be presented.

The new generation of “32-Bit Microprocessors” and mi-
crocomputers is organized as a paper session. This session
looks at the organization of these new high-performance mi-
croprocessors and the new challenge for integrating them into
systems. They display advanced architectural features often
found in minicomputers and mainframes. Examples of fea-
tures presented are pipelining, prefetching schemes, larger
virtual and physical address spaces, and data buffering
schemes. “New Microprocessor-Based Computer Architec-
tures” takes a look at complete computer systems based on
these newer microprocessors.

The next paper session, “Attached Numerical Processors,”
looks at the software and hardware approaches to imple-
menting floating- and fixed-point arithmetics for use in the
new generation of powerful microprocessors. The goals and
design tradeoffs for one specific system are presented, and a
new approach to designing a fast numerical workbench is
also discussed. The latter scheme uses a set of replicated
functional processors for fine and coarse granules of numer-
ical processing.

Two sessions are devoted to multiprocessing systems. The
previously mentioned session, “New Microprocessor-Based
Computer Architectures,” focuses on how to exploit these
new microprocessors in multiprocessing and other distributed
applications. A paper session on multiprocessing investigates
general multiprocessing concepts. The first paper illustrates
the design of a high-performance multiprocessor using off-
the-shelf microprocessors. The other two papers discuss new
data-sharing techniques and models to estimate the through-
put of multiprocessor systems.

The . “Distributed Processors” session consists of papers
looking at new techniques for network control. The first paper
investigates a new bus arbitration scheme when VLSI func-



tional units are destributed on the network. An innovative
concurrency control mechanism and a practical implementa-
tion of a network operating system are also presented.
Finally, we have a paper session, “System Reliability.” This
session investigates innovative methods for diagnosing a mul-
tiprocessor system and methods for incorporating fault toler-

ance in system-level designs.

In summary, the Computer Architecture and Hardware
track presents exciting continuity in the quest for reliable
high-performance computing structures that are needed for
the exploding computing needs of the late eighties and
nineties.
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ABSTRACT

A VLSI-densed shared-bus distributed system is a computer system consisting of a
large number of VLSI processing units (VPUs) connected to one another by a
high-speed bus. Data traffic in such a system is characterized by three distinct
features: large population, bursty transmission, and task-dependent accesses with
priority. A bus arbitration scheme is required to resolve contentions when several
VPUs generate requests simultaneously. Conventional schemes such as daisy chain-
ing, polling, and independent requests are shown to be inadequate. In this paper,
a multiaccess code-deciphering (MACD) scheme is proposed. Two versions of the
scheme are studied. The first version is a load-dependent scheme that can resolve
contentions of N VPUs in an average time of O(logg, N) steps where K is equal to
the bus width. The second version estimates the number of contending VPUs and
resolves contention in a constant average time independent of load. The proposed
schemes can support task-dependent accesses with priority.
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INTRODUCTION

Recent advances in very large scale integrated logic (VLSI)
and communication technology, coupled with the explosion in
size and complexity of new applications, have led to the devel-
opment of distributed computing systems. These systems pos-
sess a large number of general- and special-purpose pro-
cessing units joined by an interconnection network. Notable
examples are the PUMPS architecture,’ the systolic-array ar-
chitecture,? the recently announced Cyberplus computer,’
and specialized systems, such as the processors at the joints of
robot arms. PUMPS is a pattern analysis and image database
machine that incorporates pools of special-purpose VLSI pro-
cessing units. In a systolic-array architecture, sets of VLSI
systolic processors, which perform functions such as matrix
inversion, fast Fourier transform, and sorting, are connected
to a host. The Cyberplus computer has a maximum config-
uration of 64 processors and a speed of 16 billion calculations
per second. We call this kind of system a VLSI-densed system,
and the processing unit, a VPU.

In a VLSI-densed system, one of the most important issues
is the connection of the VPUs. A shared bus is widely used
because of its simplicity in connection, flexibility in expan-
sion, and efficiency in communication. Figure 1 depicts a
typical configuration of such a system. Wah has shown that a
shared bus provides enough bandwidth for a large class of
VLSI-densed systems.* Large computer systems usually im-
plement a number of relatively independent shared buses.
The Cyberplus Computer has four independent “rings” that
can partition the processors for four different applications.

In this paper, we propose a bus arbitration scheme for
resolving contentions when several VPUs try to access the bus
simultaneously. Characteristics of data traffic in a VLSI-
densed system are discussed in the next section. Three con-
ventional bus arbitration schemes, namely daisy chaining, pol-
ling, and independent requests are compared.’” These
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yi A\
& —
N SHARED BUS
Bus Interfaces
VPU-1; VPU-2 VPU-n

Figure 1—Configuration of a VLSI-densed system

schemes are found to be inadequate for VLSI-densed systems.
A load-dependent Multiaccess Code-Deciphering (MACD)
bus arbitration scheme is proposed, and this scheme is ex-
tended so that an estimate of the number of contending VPUs
is taken into account. The enhanced scheme can resolve con-
tentions in a constant average time, independent of the num-
ber of contending stations.

CONVENTIONAL BUS ARBITRATION SCHEMES

The operations of a VPU alternate between computations and
data communications. We assume that when a VPU requests
bus access, it has a large volume of data to transmit and
requires a rapid response. That is, there is a large peak-to-
average ratio of bus use. This type of data traffic is called
bursty traffic.® Another characteristic of data traffic is that
messages may have different priorities. Priority, in turn, de-
pends on the urgency with which the bus is needed by a certain
VPU for executing a task. The bus should be granted to the
message with the highest priority.

On the other hand, a bus shared by autonomous VPUs
alternates between bus contentions and data transmissions
(Figure 2). A VPU with data ready to transmit is allowed to
contend for the bus during a contention period. In order to
resolve the contentions in the minimum amount of time, a
good bus arbitration scheme should be used. Three bus arbi-
tration schemes have been proposed for conventional com-
puter systems. They were identified by Thurber as daisy
chaining, polling, and independent requests.’

In daisy chaining, all input-output devices are connected
serially along a common control line. During the bus-granting
process, a bus grant signal propagates sequentially, device by
device, until a requesting device is encountered. This device
blocks further propagation of the signal and gains control of
the bus by setting the bus busy line. This scheme involves the

LBus utilization period

\

7

-Bus contention period

Figure 2—Operation mode of a shared bus
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use of at least three control lines: bus grant, bus request, and
bus busy.

In a bus system with polling, a set of poll count lines is
connected directly to all the devices on the bus. In response to
bus requests, a sequence of numbers, each of which corre-
sponds to the address of a device, is generaied on the poll
count lines. When a requesting device finds that its address
matches the number on the poll count lines, the bus is granted
to this device, and the bus busy line is set. This scheme re-
quires [log; M] poll count lines, where M is the number of
devices on the bus, and two additional control lines are for bus
request and bus busy.

In an independent-request scheme, each device has a sepa-
rate pair of bus request and bus grant control lines connected
to the arbitrator. When a device requests bus access, it sends
a request signal on its bus request line. Bus control will be
granted to one of the requesting devices based on prede-
termined priorities assigned to the devices. For M devices on
a system implementing this scheme, more than 2M control
lines are necessary. This scheme is the most costly as far as the
number of control lines is concerned.

As VLSI-densed systems bear distinctions in the operating
environment from that of conventional systems, the above bus
arbitration schemes are found to be inadequate. We examined
these schemes with respect to the control line complexity, the
time complexity and the capability of task-dependent priority
accesses.

1. Control-line complexity. The polling scheme is imprac-
tical when the number of VPUs is large because the
number of poll count lines must be large enough so that
each VPU can be identified by a unique address. A pair
of control lines is needed for each VPU in the inde-
pendent-request scheme. This is impractical even when
the number of devices is moderately large.

2. Time complexity. Daisy chaining and polling are basic-
ally sequential schemes. They are inadequate for han-
dling bursty traffic, which is characterized by a high ratio
of peak-to-average data transmission rate and the fact
that only a few VPUs are requesting bus access at any
time. Suppose there are N out of M independent re-
questing devices, the average time to identify a re-
questing device is M/N. When N is small and the data
transmission time is short, the overhead for bus arbi-
tration is large.

3. Capability of task-dependent priority accesses. Priority
of a device connected in a daisy chain is determined by
its physical position in the chain. In a polling scheme, it
is determined by the device’s order in the sequence of
polling counts. The priorities of the bus request lines in
an independent-request scheme are usually fixed at de-
sign time. Since the priority of devices cannot be
changed easily, the three existing schemes are incapable
of handling task-dependent priority accesses.

The above observations reveal that none of the three con-
wrneetbznemal laes wlibemnbtinm cnhomenc 10 cnffininant Ffae tha wande ~F
yoliuviiai Uub'al Ulill ativil DVIIVILIVD 1D auun.n.uu. lUl UiIv 1ueeud Ul

VLSI-densed systems. They call for a new arbitration scheme
that can handle bursty traffic and that will access with priority.

LOAD-DEPENDENT MULTIACCESS ARBITRATION
SCHEME FOR VLSI-DENSED SYSTEMS

In this section, a deterministic MACD scheme is presented.
The scheme is discussed with respect to access without and
with priority.

MACD Bus Arbitration for Access without Priority

We have previously studied a window search scheme to
resolve contentions in a local multiaccess network.”'® In that
scheme, a global window is maintained by all the stations, and
each contender generates a contending parameter. A con-
tender is eliminated from contention if its parameter is outside
the window. A distributed control rule is applied to expand or
to shrink the window in each contention step. As the con-
tending process proceeds, the window size becomes smaller
and smaller. Eventually, a unique contender is isolated in the
window.

We can adapt the above scheme for resolving bus con-
tentions. To support the scheme, two mechanisms are needed:
a collision detection mechanism and a window control mech-
anism. The collision detection mechanism can be imple-
mented by using the Wired-OR property of the bus. When
two or more VPUs write simultaneously on the bus, the result
is simply the bitwise logical OR of these numbers. By inter-
preting the result after a write, each VPU can determine
whether a collision has occurred. The window control scheme
described in References 9 and 10 is based on information of
previous contentions and an estimate of the channel load. It
is too complicated to be useful in the bus environment. The
MACD technique, however, is a fast and effective scheme
that combines window control and collision detection in a
simple manner.

To describe the scheme formally, let us assume that there
are N requesting VPUs, and each VPU writes a binary num-
ber X, (i=1,2,...,N) to the bus. The Xs are chosen from a
structured code space S with the following properties:

X;, X;€S, i#j, are related, i.e.,
Xi >Xi or Xi<Xj (1)
f(Xi X @ - BDXn) =
max{Xl,Xz,...,XN}XQGS,Nzl (2)

where @ is the bitwise logical OR operator. By reading data
on the bus and applying the code-deciphering function, f, a
VPU knows the maximum number written on the bus. This
information provides a basis for the window search mech-
anism to set the window. If the initial window is set so that the
maximum value is included in the window, then an optimal
detection procedure can be designed so that exactly one VPU
will be isolated finally.

In order for the MACD technjque to work properlv, we
need to piove i that a code space i that satisfies LL’]‘l.iatiOiiS 1and
2 does exist. The following theorem shows the existence of at
least one such code space.
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Theorem: There exists a code space S of n-bit binary num-
bers and a deciphering function f which satisfy the con-
straints in Equations 1 and 2.

Proof: LetS=1{0°10°|a+b=n—1, a=0, b=0}where
0* represents a consecutive sequence of k zeroes. Then for
any two different elements u and v in S, it is easy to verify
the relatedness property. For any n-bit binary number,
X = (x1Xz- - - Xo), We define a deciphering function f on X
such that:

(X)=0°10""", ifx,.,=1,x;=0forall 1<j=p.

We claim that S and f as defined above satisfy Equations 1
and 2. To verify this, we can define N codes such that:

6=010"20"1 i=1,...,N
By definition of S,

GeS,
and

max(cy, G, . . . ,Cn) = 0™ 10" ™!

where m = minfa(i)|i=1,2,...,N}. An overlapped vari-
able Y=(y1¥y2-"¥a) is defined to be the bitwise logical
OR of the ¢;s; that is,

Ny -y =c@c® - Dex

Y as defined retains the following properties:
Va1 =1,

and
vy =0 foralk=m.

By definition of the deciphering function f,
f(Y)=0m10"""

or

f(c;@ ;- - @en) = max(cy, . - . ,Cn)-

Using code deciphering, a bus arbitration protocol can be
designed. The network supporting the protocol should have
the following components: a synchronous parallel bus for
transmitting data and codes, a bus status control line for indi-
cating the busy status of the bus, and an intelligent VPU-bus
interface for each VPU that is capable of (1) sensing the
bus-status control line, (2) reading data from the bus, (3)
writing data to the bus, (4) generating random codes, and (5)
deciphering codes read from the bus. The time interval for
generating a random number, writing the number to the bus,
and deciphering the code read from the bus is called a slot.

Whenever a VPU has data ready to transmit, it checks the
bus status first. If the bus is in use, it waits until the bus
becomes idle. To contend for the bus, a VPU chooses a code
randomly from the code space S and writes it to the bus. The
resulting code written on the bus is the bitwise logical OR of
all the codes written by the contending VPUs. Each con-
tending VPU reads the resulting code written and computes
the deciphered code using the code-deciphering function. It
compares the deciphered code with the code generated lo-
cally. Three results are possible:

=

. the locally generated code is equal to the code read

2. the locally generated code is not equal to the code read
but is equal to the deciphered code

3. the locally generated code is equal to neither the code

read nor the deciphered code.

The last outcome implies that this VPU has not generated
the maximum code and has to wait until the next contention
period. The first and second outcomes imply that this VPU
has generated the maximum code and should be allowed to
transmit. However, there may be other VPUs that have gener-
ated the same code. If there are more than one VPU in this
set (hidden collision), the contention resolution process has to
be repeated. There are two ways to detect hidden collision.
First, each VPU in this set generates an n-bit random number
and writes it to the bus. To prevent the possibility of two VPUs
generating the same random number, each VPU can use a
distinct n-bit station identification code as the random num-
ber. If the number read from the bus matches the number
written, then hidden collision has been resolved. If collision is
detected, the MACD scheme is repeated. Second, we can
assume that hidden collision is not resolved, and the collision-
detection process is repeated. The process has to be repeated
a number of times until there is high confidence that exactly
one VPU is isolated.

When the probability is high that a large number of stations
have generated the maximum code, the second method of
resolving hidden collision is better because it is very likely that
the MACD process has to be repeated, and the time for
propagating the random number in the first method is lost. On
the other hand, if the probability is high that exactly one
station has generated the maximum code, the first method is
better because hidden collision can be detected efficiently. In
the second method, the code space S is much smaller (the size
is n for an n-bit number). As a result, a few additional steps
are necessary in order to achieve a high enough confidence
that there is no hidden collision. In this paper, we have used
the first method of resolving hidden collisions because the
number of contending VPUs is usually relatively small com-
pared to the bus width. Even when this is not true, we propose
in the next section a method of using a variable-sized code
space so that the number of VPUs contending in a slot is
small.

It is important to note that the code space discussed in
Theorem 1 (unary representation) is not unique. If binary
codes are used, Equation 1 is still satisfied. A new code-
deciphering function has to be designed so that Equation 2 is
satisfied. By detecting the most significant bit that is mis-
matched among the codes generated by the contending VPUs,
half of the stations, on the average, can be eliminated in each
contention. This is not as efficient as unary-code representa-
tions because 1/W stations remain (W is the bus width) after
each contention, if unary codes are used.

MACD Bus Arbitration for Priority Access

In a system with priority accesses, a VPU is assigned a
priority level by the task that invokes its execution. The set of
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VPUs with the same priority level constitutes a priority class.
The global priority class is the class of contending VPUs with
the highest priority level in the system. In a contention period,
bus control is granted to a VPU that belongs to the global
priority class.

To support accesses with priority, the system should be able
to identify the global priority. One way to do so is to add a set
of control lines to the system, each of which corresponds to a
priority level. A requesting VPU is responsible for setting the
corresponding priority line. The global priority level can then
be identified by finding the control line with the highest prior-
ity level that is being set. This scheme works well when there
are a limited number of priority levels.

On the other hand, the MACD scheme proposed earlier
can be adapted to priority accesses in two ways: First is
MACD by code space partitioning. The code space of the
original MACD scheme is partitioned into subspaces so that
each subspace corresponds to a priority level. The partition
should satisfy the following condition:

If XeS,;, YeS;andi>j, then X>Y

where S; and S; are subspaces corresponding to priority levels
i and j respectively. Using this partitioning, priority levels are
encoded into the contending codes, and the deciphering func-
tion proposed in Theorem 1 can identify the global priority
level and the largest code in this level.

The other method of adaptation is MACD by two-phase
identification. The partitioning of code space is practical when
the number of priority levels is relatively small as compared to
the size of the code space. When the number of priority levels
is large, a contention period can be divided into two phases:
a priority resolution phase followed by an intraclass conten-
tion phase. In the priority resolution phase, a strictly in-
creasing function, which maps a set of priority levels onto a
code space, is defined in each contention slot. The mapping is
done so that the minimum number of priority levels is
assigned to the same code. In a contention slot, every con-
tending VPU writes its code to the bus and deciphers the
number read from the bus. A set of VPUs with the highest
priority levels (corresponding to the deciphered code) is iden-
tified. The process is repeated until the set of VPUs with the
highest priority level is identified. When the bus width is
larger than or equal to the number of priority levels, this phase
can be completed in one contention slot.

Evaluation of Load-dependent MACD Bus Arbitration
Scheme

Bus arbitration schemes can be evaluated with respect to
the following attributes: complexity of implementation, com-
plexity of contention time, flexibility, reliability, and priority
access capability. The MACD scheme requires one control
line (bus busy). The control logic for the bus interface is
relatively simple. A VPU can be added to or removed from
the bus without disturbing other components of the system.
This system is, therefore, flexible for expansion and con-
venient for the removal of faulty units. The MACD scheme

can support accesses with priority. Moreover, the scheme is
efficient as far as contention time is concerned. The analysis
and simulation results are shown in the remaining part of this
section.

The time complexity of contention resolution can be mea-
sured by the mean number of contention slots in each con-
tention period. To analyze this complexity, let N be the num-
ber of contending VPUs at the beginning of a contention
period and K be the size of the code space equal to the bus
width W. Assuming that codes are chosen randomly, a VPU
generates a given code ¢ (i=1,2,...,N) with probability
1/W. Designate the maximum of N such ¢;s as ¢y, the m-th
code in the code space, i.e., ¢m = max{c;]i=1,2,...,N}. If
exactly one VPU generates code c,, and other VPUs generate
codes less than c,,, then the contention is resolved. The proba-
bility for this event to occur is:

@ o

Since m ranges from 1 to W and these W events are mutually
exclusive, the probability that contention is resolved in one
step is P¢ w ~ Where K=W is:

Pewn= % q(m|N,K=W)

u Q)

In Figure 3, Px w,n is plotted against N/W. It is observed that
the probability of success in one attempt is higher if the code
space (equal to bus width) is larger and the number of con-
tending VPUs is kept constant. It is observed that P, w,n is a
strictly decreasing function of N and decreases to zero when
N is large. This means that the MACD technique is unable to
resolve contention in one step when the load is extremely
heavy. However, most of the contending VPUs are eliminated
in one attempt. The number of survivors is reduced signifi-
cantly as contention proceeds, and the probability of success
is increased consequently. The following analysis demon-
strates this phenomenon.

Given that the maximum of codes generated by the con-
tending VPUs is ¢, the m-th code in the code space. Define
indicator variables X;,i=1,...,N,

with probability 1/m
with probability 1 — 1/m

The random variable Z indicates the number of VPUs that
generate c,, in the contention. These VPUs are allowed to
contend in the following steps. The expected value of Z given
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m, N, and W, E(Z | m, N, W), represents the average number
of surviving VPUs. It is easy to show that:

E(z|m,N,w=K)=§. ©)

Furthermore, the probability that the current maximum code
with N contending stations and a bus width of W is c,, can be
expressed as:

p(m|N,W=K) = (%)N— (%;—I)N (6)

The expected number of VPUs that would survive a con-
tention is:

E(ZIN,W=K)— EE(Z‘m N, W =K)

p(m’N,W=K)

N 1N-—1 2N—1
=W{ 7 T3t
(W-DN! +y~
w w
_ 1\N-1
Ny W=D N
wN w w
N_ (W' N
== +=
w w W
2N
E(Z‘N,W=K)
The ratio -y=—N——SWis a measure of the aver-

age fraction of contending VPUs that can survive a con-
tention. Let N(t=0,1,...) be the expected number of con-
tending VPUs in step t. By Equation 7, we have

Nt_(z)No t=0.

Therefore,
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N,—>1 as t->loge,No. ®

As shown in Figure 3, we can see that Py wn—>1as N<W,
and Pg w n—0 as N > W. This fact reveals that the con-
tention process of MACD can approximately be divided into
two phases. The effect of the first phase, thatis, when N, > W,
is in reducing the number of contending VPUs. When the
process enters the second phase, N, =< W, contention can be
resolved in about one step. The overall contention process will
stop within an average of logw, N steps. Figure 4 shows the
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simulation results that confirm our analysis. The number of
contention slots shown includes the additional slots required
for resolving hidden collisions. MACD performs better when
the bus width is large.

LOAD-INDEPENDENT MACD BUS ARBITRATION
SCHEME

As shown in Equation 8 and Figure 4, the scheme proposed in
the last section is load-dependent and performs well when the
bus width is large and the number of contending VPUs is
small. Since the number of contention slots grows logarith-
mically with the number of contending VPUs, the scheme is
inefficient when the number of contending VPUs is large or
the bus width is small.

The cause for the load dependency is the fixed code space.
In order to reduce the number of VPUs contending in a slot,
th code space can be designed so that it is a function of the
number of contending VPUs and the bus width. By choosing
the size of the code space so that the number of VPUs con-
tending in a slot is a relatively small constant as compared to
the bus width, contention can be resolved in a time that is
load-independent. We have studied a similar scheme for con-
tention resolution on carrier-sense-multiple-access bus net-
works.>

The solution depends on choosing the size of the code space
and estimating the number of contending VPUs. Suppose N
can be estimated accurately, and a code is chosen so that
K/N =r1. The probability that contention is resolved in one
step (refer to Equation 4) is: ’

K

Penw= 2

m=K-w+1

q(m ’ N=K/r,K,W)
KE uN—l (9)

where q(m 1 N =K/, K, W) is defined in Equation 3. The val-

ue of Px n,w is plotted in Figure 3. It is seen that the success
probability is higher a