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Preface

by PORTIA ISAACSON

Conference Chairman
The University of Texas at Dallas
Richardson, Texas

To chair the National Computer Conference is a rare opportunity to contribute
to one’s profession. I could never have passed it by. As is common with
opporiunities, however, this one has not been without its challenges. Those
challenges have been well met by the 1977 NCC Steering Committee. The
recruitment of that team of professionals has been by far my greatest contribu-
tion to the 1977 National Computer Conference. Their dedication and enthusi-
asm for the enormous task we faced surpassed even my expectations.

The National Computer Conference is unique in our industry—not just
because it is our largest conference—but because it does not restrict itself to a
narrow view of the industry; each year, it bends and reaches to point to new and
different directions. One of the most important challenges of each steering
committee, I believe, is to determine the directions of reach for the NCC in a
particular year, while retaining the broad base of the conference.

Thus each NCC is unique, bearing the imprint of the particular group of
people that brought it to fruition. The 1977 NCC is no exception. While
reinforcing the NCC tradition of providing a broad technical program, the 1977
NCC has added its own innovations. Among the unique features of this
conference are the program of Professional Seminars, the Programming Contest,
and the Personal Computing Fair and Exposition.

A National Computer Conference is an enormous project. Without the
hundreds of individual volunteers and many supporting companies, we could not
have such a conference. We must especially thank our Conference Steering
Committee, which is responsible for the design and much of the implementation
of the conference. AFIPS Headquarters’ staff has provided top-notch support,
with an obviously successful exhibit sales program, innovative communications
plan, and a multitnde of other tasks. The NCC Board and NCC Committee have
generously donated their time to provide the overall guidance necessary to make
the NCC happen.

It is an especially difficult task to assemble a program of technical sessions
with sufficient breadth of coverage to be worthy of a conference that calls itself
the National Computer Conference. However, as difficult as it is, Dr. Robert
Korfhage has been more than equal to the challenge as evidenced by these
proceedings.

The National Computer Conferences have established a strong tradition of
excellence. We are proud to have contributed to that tradition.
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Introduction

by ROBERT R. KORFHAGE

Program Chairman
Southern Methodist University
Dallas, Texas

If you are ever tempted to project ahead a quarter century
or so, you should first look back an equal span of time, and
observe the changes that have taken place, particularly
within the world of computing, in that time. Each National
Computer Conference stands at this juncture between an
existing past, and an even more exciting future. Thus the
Conference not only represents computing as it has come to
be, but also projects an image of where we are going.

Where are we going? For better or worse, computing is
now involved in every type of human activity. Thus we
take it as the mission of the 1977 NCC Program to reflect
this involvement and to point out promising directions.
Gone are the ‘‘good old days” of the esoteric, highly
technical major conference. In the first place, the field has
expanded far too much for anyone to have a sound and
deep technical knowledge of all aspects. In the second
place, many highly specialized conferences now exist at
which various subsets of computer practitioners can discuss
the intricacies of their particular area of interest. Thus we
see the National Computer Conference as presenting a
broader view of computing—in a sense a ‘*world’s fair’’ of
computing, with presentations ranging from tutorials and
seminars aimed at those who have just heard of a given
topic, to technical presentations that will hold the interest
of those more deeply involved. We hope that you will see
the conference in this way. Not everything will interest
you. Select whal you will=but read The papers, aiiend the
sessions, participate, and enjoy four days of the best in
computing!

Roughly half of the program this year is technical in
nature, with the major topics being computer architecture

and database management. This portion of the program is
well represented by papers in the Proceedings. The less
technical portion of the program is less heavily represented
within these pages. This is due to the fact that roughly one
third of this portion consists of ‘‘management briefings’’—
presentations without formal written papers, that are aimed
at present and aspiring managers in the computer field.
However, within this half of the program there are also
papers on management problems, on a variety of interesting
applications, and on the exploding field of personal com-
puting.

Putting together a program for this large a conference
involves more than a thousand people. Most evident of
course are the speakers and the session chairmen. But we
tend to forget the other authors—both the coauthors who
never appear ‘‘on stage,”’ and the authors whose work we
have not been able to use, despite the efforts that they have
put in. Hundreds of referees devoted many hours to reading
all of these papers. If, indeed, one benefits in proportion to
the effort put in, then the referees will gain much from the
Conference.

Finally, I would like very specially and personally to
acknowledge the work done by the small core of people
who have been involved in the entire program production—
the Program Committee, my staff in Dallas, and the AFIPS
staff in Montvale. When we started this effort I told the
Program Committee that they would get the credit and 1
would get the blame—and that’s the way it is. Because of
the enthusiasm and hard work of this small core, the whole
production has gone very smoothly. The few difficulties
that we have had are indeed traceable directly to my desk.
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Data base administration—Classical pattern,

some experiences and trends

by JEAN-PAUL DE BLASIS

Centre d’Enseignement Superieur des Affaires
Jouy-en-Josas, France

and
THOMAS H. JOHNSON
The Wharton School

University of Pennsylvania
Philadelphia, Pennsylvania

ABSTRACT

This three part paper covers the growth and classical
patterns of data base administration along with a survey of
some currently practicing data base administrators. As a
result, some trends and evolutions of the data base adminis-
trator position are presented.

After a brief historical introduction, the paper first sets
forth basic definitions and organizational considerations for
the DBA function. Interfaces, both internal and external are
defined and the associated problems are discussed. The
functions and responsibilities of the DBA are presented
along with the tools available for carrying them out as
recommended by various committees including CODA-
SYL, GUIDE/SHARE and other reports.

Then, a survey of organizations utilizing data base admin-
istrators is presented. The survey looks at organizations of
varying sizes and commitments to data base technology.
The results of the survey try to show how the previous
recommendations are reflected in reality. An attempt to
rationalize the plans and the actual status of the DBA in an
organization is carried out.

Finally, from the survey results and from projections
provided by the data base administrators themselves, some
trénds in the evolution of their functions are outlined. In
light of these projections an attempt is made to review some
of the recommendations currently put forward.

INTRODUCTION

Does the data base administrator portrayed in the current
literature exist in practice? What are the differences, and
what are the trends for the DBA function? This paper
attempts to answer these questions by briefly reviewing the
literature, discussing actual practice, and outlining the
trends in the data base administrator’s role.

We developed a central thesis from pre-screening inter-

views and literature search to focus our research on the
data base administrator. In testing this thesis, we uncov-
ered areas for future research and application emphasis.
After posing the central problem, we reviewed the defini-
tions and functions of the DBA as defined in current
literature to frame our discussion. Next, we focused on the
current state of the DBA, summarizing interviews of over
twenty practitioners. We present results in the form of
evolutionary trends occurring in this area and conclude
with opportunities for research suitable to the support of
practitioners.
The central thesis is:

The data base administrator now, and in the future, is an
individual who performs the function of planning, design-
ing, operating and controlling the data base of an organi-
zation at both the policy and operational level.

In order to frame the results from our study, we must
first establish the definition, function and organization
proposed for data base administrators. We have synthe-
sized proposals and reports from both committees studying
the area and authors publishing in the area. Committees
include GUIDE-SHARE,?'* CODASYL,%” and ANSI-
SPARC.! They are very active in the DBA area, especially
GUIDE-SHARE which has advocated recent expansions of
the DBA role to data administrator and put forward tech-
niques for focusing on data resource policy.

DEFINITIONS AND FUNCTIONS
Definitions of the data base administrator’s function

The individual introduced in both Codasyl and Share
Reports, called the data base administrator, is a person
meant to solve many of the problems in file integration and
in maintenance of any organizational data base. He is



2 National Computer Conference, 1977

supposed to be familiar with computerized systems, with
data management, and above all, with every aspect of the
corporate data base. The DBA function has been previously
defined as a human function, responsible for the coordina-
tion of all data related activities.*'" The following is an
extended definition specifying some of the generic areas of
the DBA’s functional responsibility. The data base adminis-
trator is the individual providing the coordination, perspec-
tive, and administration of the data base by exercising
specific responsibilities. His responsibilities should include
the definition, organization, protection, efficiency, and doc-
umentation of the data base. He should also be responsible
for defining the rules by which data is to be accessed and
stored.

To decide where to place the DBA involves trade-offs
almost always because of the distinct organizational charac-
teristics in which every systems environment operates. The
answer provided by the literature is generally that the DBA
should report to the highest full-time information systems
manager.'”?%-2! Practically, however, there are very few
DBA’s who are aligned this way, as shown by some field
studies.0-14-19

Interfaces

The data base administrator generally interfaces directly
with three groups within the organization. The systems
administration group is the first. This group is concerned
with the operation, maintenance and performance of the
information systems equipment. This includes the perform-
ance of data base management systems, as well as security,
recovery and re-start of these systems. They are also
concerned about the throughput of the system and the
running of production systems in the most effective man-
ner.

Another interface exists between the data base adminis-
trator and systems development. Systems development is
considered to include the planning, analysis, design, and
implementation of application processes. The data base
administration would participate in the design effort and
make determination of technical and economic feasibility in
seeking to satisfy the data requirements of the applications
processes. The data requirements of new systems may be
satisfied by using data already collected and stored or by
extending the definition of the data base to include new
data requirements.

In cooperation with users, the data base administrator is
supposed to seek to determine what data to collect and
store and the criteria to use in validating input data and
stored data. It has been suggested that the correctness of
data is the responsibility of the user, while the protection of
data is the responsibility of the data base administrator.’® A
Diebold Research Report!! notes a trend towards ‘‘placing
responsibility for data accuracy, validity, and so forth, in
the hands of the user who will be served by the data base.”
The report suggests the appointment of a **Prime Responsi-
ble Authority’” (PRA) for each data base from its primary
user division. The PRA interfaces with all users on one side

and with the data base administrator on the other. In other
words, the ‘‘prime responsible authority,”” working in a
user division rather than in the data base administrator’s
organization, would be responsible for content, integrity
and use of the data base with respect to all users within the
organization, both within and outside of his own using
organization.

An Auerbach document® lists ten areas of functional
responsibility for the data base administrator as it can be
seen in Table I. Rather than discussing those ten areas, we
shall focus on the unique functions of data base administra-
tion, which are: definition, storage and update of data;
making the data base available to the using environment;
informing and servicing users; maintaining data base integ-
rity; and operations and performance.

Definition, storage, and update of data

The process of data definition begins in response to
stated data requirements from the using environment. The
first step in definition process is to design the logical data
structure, incorporating as much as possible of the natural
structure inherent in the data. In a sense, a logical data
structure should model selected aspects of the operations
and entities as they really exist. This is pointing out that to
date very little work has been done on developing formal
methodologies to aid in the process of data base design
which is really needed though, with perhaps the exception
of some current efforts in that direction being in progress.
Once the logical data structure is developed, it is formalized
in the Data Definition Language (DDL) of the particular
data base management being used. Things that the data
describe in logical data structure will eventually be stored
physically in the computer system. Having defined some
data to the system, the next step is to set up the mecha-
nisms to acquire the new data and to bring it into the
system.

Finally, the last step in the process is to execute manage-
ment policies regarding update of data. Even if the value of
data diminishes over time, it is not desirable to aggregate
older data. An updating mechanism should be set up to
store the older in off-line archival files for example.

Establishing data availability

One of the functions of the data administrator is to assist
users in their search for data to satisfy their application

TABLE I—Areas of Data Base Administration Responsibility

. Data Definition

. Data Base Design and Implementation

. Data Base Access

. Data Base Standards Control

. Documentation

. Operations

. Monitoring

. Data Base Management Systems Enhancements

Tducatine
audaion

. Vendor Enhancements

OSDW\IO\MAWN"‘



requirements. He should maintain a Data Base Directory
(DBD), in which are recorded the record types, and set
types currently available to users. The DBD will then be
the initial source for information relative to data availabil-
ity. If it happens some data elements are not available
within the confines of the existing data base, the data
administrator will arrange the interface with the necessary
data sources to satisfy the demands of the users. Such
demands, of course, should remain within the cost con-
straints controlling the user and the data base administra-
tor.

Some additional factors to be included when considering
data availability are the following:

1. Present form and location of data.

2. Access techniques to be used.

3. Intended use of data in relation to its present accu-
racy, completeness and timeliness.

4. Need for modification of data.

. Present authorizing agent for use of data.

6. Cost of providing the data.

W

Maintain data base integrity

The protection of the data base is an essential responsi-
bility of the data base administrator. The data base repre-
sents a large dollar investment, and data contained in it is
vital to all who use it. Alteration, destruction or disclosure
of the data base may represent an enormous and irrevoca-
ble loss in time and money. Although complete integrity
protection is never possible, a high level of protection
should be kept as much as possible.

The general problem areas in data base protection are:

1. Data base access and manipulation;
2. Data base integrity;
3. Safe recovery/restart.

Data base documentation

In addition to being an organizer and an administrator of
the data in the data base, the DBA is the prime documen-
tarian and educator with regard to the Data Base Manage-
ment System (DBMS) at his installation, and he should
provide for the recording of procedures, standards, guide-
lines, and data base descriptions for proper use of the data
base.?

STUDY RESULTS

Over twenty Data Base Administrators’ groups have
been studied to date. Their companies ranged in size from
$3 billion to $20 million in revenues and data bases ranging
in size from 100 billion characters to a few hundred
thousand characters. Despite the range of application and
size of companies, we found remarkable similarities among

approaches, problems, and successes. The results are pre-
sented here in summary form to support the main thesis.
The detailed survey is being published in working paper
form.*

Recall the primary thesis we set out to prove:

The data base administrator now and in the future is an
individual who performs the functions of planning, de-
signing, operating, and controlling the data base at both
policy and operational levels.

Operations vs. policy

Critical in the thesis statement are the dual tasks of
operations and policy making. This conflict, we found, is
one area where the position statement breaks down. The
data base administrator is said to be responsible for the
definition, storage, and update of data; making the data
base available to the using environment; informing and
servicing users; maintaining data base integrity, operations
and performance. The data base administrator is also said
to be responsible for corporate data base policy; access
authorities; definition of data base content and organiza-
tion; selection of data to collect and store input; criteria to
use in validating input; and conflict mediation among users,
system designers, and computer operations.?

These latter functions required the DBA to be high
enough in the organization’s management, so that the
position has authority to set and enforce policy. The former
functions, more operational, required less top management
involvement and usually meant a lower position in the
organization. Furthermore, the operational dimension
caused the DBA to bias the broader policy issues affecting
many groups in favor of his own operations.

Evolution of the DBA

As the study began, we uncovered another framework
which shed- considerable tight on the DBA. A -defmite
maturing of the DBA function occurs within an organiza-
tion. The newer DBA’s were often focusing on problems
that the more established DBA’s had already resolved.
DBA'’s at different stages of development did not articulate
the stages that we observed. They related primarily to the
current problem and to a continuum they were currently
traversing.

Our formulation of these evolutionary steps made obser-
vation of DBA’s much simpler and more logical. First, it
helped separate the progress of a particular DBA group and
the progress of the field as a whole. By classifying each
DBA group according to their development stage, we could
study that group’s state relative to the stage and not to the
general population. For instance, the DBA just getting
started with a three person staff has significantly more
support than the DBA in the height of development with
three people. We then could ask if the problem definition



4 National Computer Conference, 1977

phase is receiving greater attention instead of observing the
gross state of the group.

We outlined five stages in the evolution of the data base
administrator function: Introduction, initiation, integration,
operation, and maturation.

Introduction generally took the form of either a study
group or a manager’s individual recommendation and deci-
sion to go with a data base management system. Although
we did not take much specific data on this phase, most
earlier introductions seemed to discover a need for a data
base administrator after using a DBMS, while more recent
introducticns also discovered a need for the DBA to
parallel or precede a DBMS.

Next, the initiation of a DBA consists of developing one
or two data base systems. As much as total system design
or top down approach may be touted, the corporate data
base was never built in this phase, it was always started as
one or two application data bases. Most often the DBA’s
speed of success rested on how well these applications
were performed (we say speed of success because despite
severe negative benefits in some systems, data bases are
becoming essential to most business organizations and the
question is generally how fast). It is in this stage lasting one
or two years that the DBA spends a considerable amount of
time and money to establish a base for future growth.
Correct choice of system, personnel, applications, etc. are
critical here.

Integration, the joining of several systems together into
the corporate data base, is a development phase of several
years duration. It really never stops, but we have estab-
lished an (arbitrary) turning point into maturity when the
DBA has control of data base’s definition, design, access,
and standards along with having a large majority of DP
application systems on the DBMS. This points out the two
maturation phases going on during integration phases. One
is the actual integration of data into the data base, the other
is the acceptance of the DBA as the group in control,
mainly operational control, of the data base.

Maturity sees the focus of effort move from development
to operations. It also means a focus of the DBA role as the
center of data base systems responsibility from design to
operation. Some organizations might believe they have
matured with only one or two subsystems operating, but
until the DBA is involved from the beginning in all data
base work and also has the final power to make the
operational decisions, the group has not matured.?? In fact,
during our survey we found very few mature groups.

General experiences

For the study, we outlined severa!l questions to help us
establish a more logical pattern to our research. Some
questions were posed directly to the subject; others were
broken down in more detail and synthesized here.

o Is there a measure of the size of the DBA’s organiza-
tion?

e What are the qualifications needed to fill the DBA
position?

Which of the ten functions does the DBA perform?
Where does the DBA report in the organization?
What is the cost of the DBA and where are the
economies?

What is the biggest problem faced by the DBA?

Size of DBA function

The size of the DBA group is proportional to the size of
the data base up to a point. With one exception, the DBA
group increased with the size of the data base. The increase
was not linear, because the high initial cost to support the
system causes a rapid growth initially followed by a more
gradual but noticeable increase. The largest group inter-
viewed had 14 people in the DBA group; the smallest had
one. Economies of specialization and scale took over as the
data base grew, and the staff became organized, usually
functionally, but sometimes in project teams. We learned
that the start-up effort can be substantial. The analyst/
programmer training consumed a large portion of the
DBA'’s time during the first two years of operation, but fell
drastically after user acceptance. In many cases, training
and marketing DBMS went together, so the work load
further increased start-up staff size.

Once application systems arrived at an operational level,
the group did not shrink because of required data base and
program updates and other support functions. Surprisingly,
all those interviewed who had been operational for some-
time, sighted more man-hours consumed on system prob-
lems than data structure updates. As major applications
became operational, the role of the DBA staff grew more
operational and tended to increase, usually in support
personnel.

There was one strategic milestone for staffing which
passed quickly in some cases and never in others, and that
is commitment to data base technology. With the commit-
ment given, staff size no longer was a problem. Without it,
the DBA found mustering resources, like staff, difficult. A
few groups were able to overcome this obstacle by per-
forming well despite resource constraints; one group dis-
banded, several more are not beyond this milestone.

Two final notes: first, staff size is not a measure of the
quality of a data base group, but it can be a measure of the
data base size. There may be a relationship between the
size/complexity of a data base and the size of the DBA
group.' Next, there appears to be little relationship be-
tween the type of DBMS and the size of the DBA group.
Though this finding came as a surprise since different
technologies would require different staffing, it now seems
logical because the technologies are not all that different
and the major problems requiring staff are fairly similar.
There may also be a measure of technology improvement
and staff size if these findings are verified.

What are the requirements for a DBA

It was felt by those interviewed that the primary require-
ments for a person to be a DBA or join the DBA group



were both technical skills and knowledge of the company,
administrative capability ranked a weak second.

Sixty percent of the current administrators had lengthy
experience within their companies’ DP department, not
necessarily with DBMS. The others were DBMS experts
brought in for the job. The overwhelming majority of the
administrator’s non-clerical staff were technically trained in
DBMS. The large majority of administrators suggested that
their replacement should have both technical training and a
minimum of two to five years with the company. Their staff
members were required to have a strong technology back-
ground before being considered for hiring or transfer from
an application area being implemented under the DBMS.

The technical skills requirement was even more pro-
nounced in the more mature groups. They were finding a
greater demand on the part of analysts and users for more
detailed systems assistance. In all of the mature groups,
the DBA group found themselves spending a large amount
of time in the system support function. Frequently, they
were supporting applications programmers as systems pro-
grammers because the applications people considered the
data base part of the operating system.

Administrative skills were secondary qualifications to
three-fourths of the DBA’s. A person with a Master’s in
computer sciences and with company acquired skills is
much preferred as a DBA over someone having a Master’s
in Business with technical skills. It was felt that administra-
tive skills could be learned on the job. This opinion held for
the very large DBA groups and the very small ones.

DBA JOB FUNCTION

The DBA function among organizations is remarkably
similar in the long run, but start-up situations were crucially

different. The actual job descriptions, the 30 percent we .

were able to see, came directly from the DBA literature.

We were very surprised that generalization about the
DBA function could be made between different-size compa-
nies using different DBMS products. Each company and
mackage -have- difficuities wnigne to- iteelf, - but - histories,
problems, and operational organizations were similar. The
literature explained the functional areas for setting up
operation, and the DBA’s generally read these major
sources for advice. The DBA groups we found were pri-
marily operational functions whose objectives were techni-
cal support for applications analysts. The organizations
tended to grow more support-oriented with time.

Of the ten tasks outlined earlier, implementation, access,
DBMS enhancements, education, and vendor " enhance-
ments were the five major areas of concentration found in
young groups, in the initiation phase. In this phase, data
definition and design were not relinquished by the applica-
tions analysts. Control, documentation and monitoring
were not institutionalized very well in the DBA functions.
Operations were almost always delegated to the company’s
operations department under advisory relationships with
the DBA. Often backup recovery was a major headache for

the newly initiated data base group until operations had
accepted responsibility for its execution.

These young DBA groups were brought in at the last
stages of applications development to ‘‘make this a data
base system.’’ The applications analyst would have done all
the work, built the system, and as a last touch, attached the
DBMS. Education, in the form of data base techniques and
data base design principles, became a major consumer of
the DBA group’s time. The education served three pur-
poses: sell DBMS as a concept, sell the need for involve-
ment of the DBA early in the application design, and teach
the analyst how to use the DBMS.

The evolution towards involvement of the DBA in appli-
cation design became evident in the large majority of
mature systems. The groups generally gained this involve-
ment via user acceptance, not by fiat. As the groups
matured, internal controls, documentation and monitoring
became a part of daily operation. Backup and security was
one area of responsibility serviced from the start. The
DBMS generally voided normal file backup operations, yet,
the operation was required. The DBA set up procedures for
the operations group to follow to back up the DBMS.

Vast differences did occur in initiating the DBA function
and bringing it to mature operation. These differences
appear in organizational consideration, top level commit-
ment to the DBA’s, and interfaces with operations, applica-
tions, development and users. There is genuine need for
further research in this area to support the start-up and
evolution of a DBMS and the DBA, especially relating to
these areas.

Where the DBA report in the organization

Data base administrators rarely report to the highest
systems’ administrator, but more frequently report to the
manager of systems analysts.

Current authors in an attempt to improve the DBA
position’s strength have an extensive list of policy roles for
the group to play. These roles do not yet occur in the
practical" wortd, Being the mediator and direct advisor to
the chief systems administrator on data policy has been
recently proposed.'*'*2* In practice, we have not seen this
occurring in the person of the data base administrator. The
DBA is most frequently a senior analyst or group leader in
applications or systems development organizations. In only
two cases did the data base administrator report to the top
level of systems management.

We recognize the need for better data base policy in
organizations. But from the history of current DBA’s, this
policy maker would probably be another individual with the
DBA serving as an important part of policy implementation.
In fact, historically, there generally was an individual or
group of individuals who took on this policy role. They
instituted or supported the policy to use a DBMS and to
initiate the DBA function. The creation of a position to plan
and control the use of data resources is one way to institute
data base policy. The formalization of a committee is
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another way to institute policy. Either way, it appears to be
a job separate from the DBA’s job.

Cost and economies of the DBA

Two facts stood out in our survey in this area. First, the
organizations had little idea what the direct cost of the
DBMS or the DBA were. Second, the organizations recog-
nized that they required a DBMS and the DBA to economi-
cally operate their data processing system.

It is astounding how poorly the cost and economies of
DBMS are measured, for that matter it is astounding how
poorly the computer resources are measured. In general, an
astute applications group within these companies should
immediately take advantage of the DBA and attempt to use
the data base because the charges for these resources were
not accounted for directly. In some cases operations cost,
computer run time, was charged back to the user, and
served as a deterent to using the data base. But generally
the DBA groups were an overhead item, a necessary
expense to keep the system operational.

The rush to be ‘‘on the data base’ did not occur.
However, the costs or economies were rarely the reason
given for not using the DBMS.

No good data about the economies of these data base
systems came out of the study. At most it can be said that
they are expensive to build and to run. A DBMS needs a
group of experts, the DBA, to run and maintain it in order
to keep the unaccounted for costs down to some unknown
amount. Organizations are willing to pay some proportion
of the budget to support the systems and the staff. And, the
organizations who had committed to the use of a DBMS felt
they were getting good results from the change.

The major problem stated by the DBA

Administrative problems, or organizational issues sur-
faced as the most important problems in the great majority
of groups studied. After insisting on technical people to
staff the group, the DBA manager cited his critical prob-
lems occurred in a variety of administrative areas. These
problems were often a function of the point of evolution of
the group.

The groups just starting up cited top management sup-
port, cooperation from user groups, and training or educa-
tion as their most frequent problems. The more mature
groups cited control and coordination problems along with
evolving technology difficulties. The younger groups gener-
ally felt satisfied with the technology, but felt constrained
by the environment, while the older groups although still
bothered by administrative problems had technical difficul-
ties as frequently mentioned as organizational ones.

For the DBA in the initiation phase the major problem
revolved around either introducing a new technology into
the organization or the creation of this cross organization
body that the DBA represented. We expected to find these
groups were highly critical of the technology or with an

extensive list of needed advances.*® Instead we found
general satisfaction with the DBMS product they used and
frustration with its users. Sometimes the problems ap-
peared to be the overanxiousness of the DBA who had been
mandated to put in an application and was trying to install
the total corporate system. More often the reasons were
problems with the education and training of others outside
the DBA on proper approach. Most typically the young
group was seeking the responsibility for design and devel-
opment instead of just the programming of the DDL or
DML. This interface with the users, the establishment of
educational programs, the convincing of top management
was the slowest and most painful effort, yet generally a
successful one.

The mature groups had achieved these responsibilities
and were established as a necessary component in any new
development. Here we did find complaints about technol-
ogy: a lack of a data dictionary, or better recovery control,
or a solution to the on-line update problem. We also found
more administrative control problems surfacing. Their con-
cerns about participating in system change decisions and
about data control problems were more pronounced. There
was a distinct interest in establishing responsibility for the
data but at the same time an unwillingness to take the
responsibility. They also expressed concern about control
over changes to the data base and its structure. Finally they
were searching for people with the qualifications and the
ability to work in the DBA group.

CONCLUSION

The DBA is a necessary part of any data base management
system effort. No corporation should attempt to form a
‘‘corporate data base’’ without this individual or group to
manage its internal operations. The DBA is not however
the policy maker that we see in the literature. Corporations
do not really view data as a resource nor do they view the
DBA as a manager of a valuable corporate resource.

The DBA’s we surveyed are highly qualified technical
teams or individuals that first bring a new technology to
bear on data processing problems and then make the
technology operate with the maximum effectiveness possi-
ble. They are in a unique position of bridging various
applications and have an extraordinarily difficult time
bringing the available capabilities to potential users, but
they seem to perform this job reasonably well. The DBA
group now and in the future needs well qualified technical
people who can interface with their users and colleagues.
At the same time they need to attract those individuals who
have a knowledge of the organization’s problems and who
can interface with the users from a different perspective.

The DBA is an entity with a future. We see it as a
training ground for managers who need a broad view of the
company’s information system problems, yet who need to
have the technical capabilities to manage some user groups.
The DBA seems to naturally focus more and more on the
technical issues which are within its control and which
grow as the position grows. The DBMS technology is being
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applied to more and more problems in more and more
organizations. As the organizations continue to utilize in-
formation systems the DBA will provide the data base
support necessary, probably on a more expanded technical
front.

As far as data base policy is concerned, we see a
different individual or group becoming concerned with this
problem. The DBA would be the most important implemen-
ter of the policy, but not the policy maker. The corporate
information managers will need staff or support people who
can advise them on policy matters without the vested
interest of the DBMS implementation. These policy makers
would be concerned with the data resource as one of the
corporate resources. They would draw on the DBA group
for talent and individuals to move into the advisory wing,
but this would probably not be the same group.

The DBA will be involved with technology growth prob-
lems as well as the growth of his data base. The systems
studied showed that most DBMS systems operate in batch
oriented systems. Of those that don’t, only a few allow
sophisticated on-line update and access to the data base.
Most of the systems were not using the operational data for
more expanded MIS purposes, either. We expect the de-
mand for on-line update, and the demand for more MIS
applications to grow along with the introduction of more
sophisticated data base techniques like distributed data
bases.® The DBA’s technology growth will also force the
group to become highly technical in nature and highly
specialized.

Further research and assistance is needed for the DBA
and the user, who will be interfacing more with the DBA in
the future. More automated design tools must be developed
for the user to be able to present his design to the DBA in a
clear manner both at initial development and at operation
time. Very few of the DBA’s had the time to monitor and
optimize the use of the data base. More research into
modeling and optimizing would aid in this area. The prob-
lem of an MIS still has not been solved in these systems.
The data bases become so complex that managers are more
lost than ever, and research on an effective way for true
management use of complex DBMS systems is needed.®
Research in the economics of DBMS and their stafTing is
clearly needed. Organizational issues and administrative
structuring seem to be a must for expanded research. For
those who claim that data is a resource the last two issues
are clearly a critical area to justify that position. Finally,
the impact of the new technologies on the DBA must be a
constant concern.
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ABSTRACT

This paper discusses the role of Data Dictionary software in
the computing function. It specifically discusses the evolu-
tionary process which brings about the need for a Data
Dictionary. It goes on to describe the major components
and requirements of Data Dictionary software along with its
interaction with data base and the data base administration
function.

The advantages, benefits, and potential drawbacks from
the misuse of this software are also examined.

INTRODUCTION

Since the initiation of computing, the data processing
industry has been preoccupied with hardware selection,
programming techniques, project management, and the like.
Computing, like other emerging disciplines, tended to orient
its management philosophies around the physical hardware
rather than the function the hardware performs. Recently,
this concept of computer management has taken on a new
meaning. The computing industry is no longer preoccupied
with computing; rather, it is concerned with the manage-
ment of a vital corporate resource—data. For that reason,
whenéver we speak about management in the context of
data processing or computing, it’s important that we realize
that data is the thing that we’re managing.

This paper will deal with the acceptance of a new tool
used to control that data—The Data Dictionary. At the
same time, it will try to address managerial techniques
whereby we can more effectively manage the data within
our own department.

Over the last four to five years the whole concept of data
base and data communication systems has emerged. This
particular philosophy has been adopted by a majority of the
data processing installations throughout the United States.
Because of the tremendous acceptance of data base and
data communication systems, the amount of processing
required of a computer has expanded geometrically. At the
same time, data, standards, procedures, programs, Sys-
tems, reports, and personnel within data processing opera-
tions have also expanded at a geometric rate. The manage-

ment of the computer operation itseif is an increasingiy
challenging job and one which calls for new and different
skills. A new position has been established to deal with the
management of data—that of the data base administrator. A
key tool of a data base administrator is the Data Dictionary.
It is the intent of this paper to try to deal with the role of
the Data Dictionary in the management of the computing
function. In order to achieve that, the following topics will
be covered:

1. The evolution of the need for Data Dictionary

2. Management needs to be addressed by the Data Dic-
tionary

3. The advantages and benefits of the Data Dictionary

THE EVOLUTION PROCESS

Computing and data processing is not unlike the growth
of other disciplines in business today. You might reflect
back on the emergence of such disciplines as production
control, manufacturing management, and the like. It was
only after the intensive studies of people like Frederick W.
Taylor and Henri Fayol that manufacturing management
gained wide acceptance throughout industry in the U.S. At
the same time, it was not until the introduction of doubie
entry accounting systems that consistent accounting con-
trols were established. Computing and data processing, like
other management disciplines, is now recognized as an
important part of the organization. This recognition has not
been sudden; rather, there have been various stages of
development. These stages have been described by Dr.
Richard Nolan of Harvard University. The question of
“‘when Data Dictionary” can be answered by determining
what stage of development a particular data processing
operation has achieved.

According to Dr. Nolan, there are four, possibly five,
development stages. The first stage of growth is the initia-
tion stage when we first acquired the computing power
within our organization. During this initial stage, the appli-
cations are primarily oriented towards accounting; the
personnel we hire are oriented towards the effective use of
a particular piece of hardware; and the management itself,
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typically, is management contained within the functional
area which approved that piece of computing power. Dur-
ing this initiation stage, the computer is an under-utilized
piece of capital equipment, probably only used 50 percent
of the time. This under-utilization provides the rationale for
entry into the second stage. During the second stage, we
begin to expand. Applications are proliferated in all areas;
the personnel within data processing become highly special-
ized in programming languages. With respect to manage-
ment, we are oriented towards selling computing services.
It is obvious at this stage that we are managing a piece of
hardware—the computer itself. There is also a dramatic rise
in the budget associated with data processing. This increas-
ing cost led us to the third stage.

The third stage is the stage of control. Typically, no new
applications are done; rather, existing applications are
rewritten in a native mode or to be more efficient. From a
personnel point of view, this is the age of the operating
systems. Emphasis is placed on systems programming and
the fine tuning of hardware/programs. From a managerial
point of view, there is tremendous upheaval, i.e., reorgani-
zations, centralization, de-centralization, etc. It is also
during the stage of control that people recognize the vital
importance of data processing within an organization. It is
at this point that users begin to ask data processing to
modify existing systems, to enhance systems, etc. Conver-
sion is fast becoming a way of life as users recognize the
importance of data. The integration of data, systems, and
programs brings about the fourth stage and the need for
new, sophisticated tools. It is at this point in time that some
new concepts are introduced, i.e., the concepts of data
base/data communications. Along with these concepts
comes a dramatic change in the role of computing within the
organization. Management of the computing function is
now a key job in the organization. This is certainly true
when you take a look at the effect that this particular
function can have on the overall profit and loss of a
corporation. Companies who are cognizant of this are well
into the fourth stage. The fourth stage is characterized by a
recognition that the responsibility of data processing man-
agers is the management of data, not management of the
computer. It is not unlike the basic recognition of the
production manager that his role is not the management of
machines; rather, it’s the overall management of produc-
tion.

THE NEED FOR A DATA DICTIONARY

The Data Dictionary is designed to manage the data
within the data processing department. Like the story of the
cobbier who made shoes for his family only after he had
satisfied the needs of the villagers, the Data Dictionary
provides to data processing the same needs that data
processing has historically provided to user departments,
i.e., the management of their data.

The onset of integrated data management brought with it
a more complex environment and an environment which
equired new and different tools. Data Base provides func-
tional integration while the Data Dictionary provides the

control of that Data Base. Data Dictionary like Data Base is
a prerequisite for evolution into the fourth stage. The Data
Dictionary should contain information about, and the rela-
tionships among the entities within the realm of data
processing. These include:

Data Files Reports Departments Personnel

Data Fields Systems Projects Standards
Programs Users  Transactions Source Documents
Data Bases Security Levels

The Data Dictionary should provide utilities to automati-
cally generate information about the above. Utilities which
scan existing programs or libraries could be used to gener-
ate a good deal of the required information. Other informa-
tion will need to be researched and/or established with
human intervention.

The Data Dictionary should also play an active role in the
day to day operations. For that reason, a Data Dictionary
should include the following features:

Automatic program set-up

A programmer should not be concerned with coding a
*data division’’ or “‘I/O” areas within a program. This
information should be stored within the Dictionary and
automatically copied or invoked at compile time. This
feature substantially reduces programming and maintenance
time while insuring security and control over the data
available to programs.

DBMS interface to the data definition language

Data Base Management Systems and Data Dictionaries
must fit hand in glove. For that reason, the Data Definition
required for each data record, data set, and data base
should be stored within the Data Dictionary and automati-
cally generated on request. Once again, this feature is a
necessity for effective data base administration.

On-line data dictionary access

The trend toward cardless systems requires that the
Dictionary provide on-line editing and update. Currently
on-line editing and validation is built into each on-line
program. Access to the Dictionary would all but eliminate
this redundant programming effort. The savings are ob-
vious. On-line updates of the Dictionary allow dynamic
changes to editing criteria, security levels, passwords, etc.
With the advent of tighter privacy legislation, this capability
will be required.

Automatic report generation

The Data Base Administrator will need various reports
about the Dictionary. Current information and relationships
about systems, applications, fields, records, files, pro-
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grams, users, terminals, etc., are required. The report
feature should be an embedded part of the Dictionary. In
addition to the standard reports, the Dictionary should be
constructed such that non-standard, ad hoc reporting is
possible.

Data base documentation support

This rather nebulous sounding characteristic may well be
the most important. In essence, it allows a DBA to enforce
data base usage and programming standards. This is accom-
plished through a comprehensive description of a com-
pany’s data base. It encompasses the following compo-
nents:

e Complete Attribute Description of All Entities.
As an example, the attribute description of a data field
should include its name, description, alias, programs
which manipulate or require the field, source docu-
ments and reports which contain the field, editing
criteria, field length, usage, decimal point placement,
occurs, password, security level, date of last update,
program which last updated, data set(s) which contain
that field, record type in which field is located, dis-
placement within the record, etc.

e Automatic Relationships Between Entities.
As an example, the Dictionary should automatically
link or relate a data field to programs, data sets,
reports, editing criteria, source documents, users,
alias.

e Data Base Status and Version Control.
For security reasons, the Data Dictionary should con-
trol the version or view that a program has of the data
base.

Security support

The Dictionary should provide for security in two areas.
Entity security applies to the protection of data files, fields,
programs, etc. Data Dictionary security applies to the
protection of the Data Dictionary. itself. At. a. minimum
level, entity security should provide for password security
by program, terminal location, and individual. Security
levels should also be assigned to certain entities; i.e., fields,
files, programs, reports. Security of the Data Dictionary is
more complex. The Data Dictionary files, the actual code,
the execution of Dictionary programs, Dictionary reports,
etc., all require a level of security.

Integrity support

Integrity support encompasses edit and validation func-
tions for both batch and on-line, the ability to generate test
data and test data bases, and the ability to support distrib-
uted data bases. The distributed data base concept is an
idea whose time has come. For that reason, support for
multiple dictionaries, traffic routing, multiple DBMS instal-
lations, and extensive directory features are needed.

DATA DICTIONARY—ADVANTAGES, BENEFITS,
POSSIBLE DRAWBACKS

Each of us in data processing has been faced with a user
requested change, i.e., the addition of a new field to an
existing record, the expansion of an existing field, a change
in a report format, etc. Timely response to such requests
are a measure of our managerial capability. Not only for
ourselves but also from a planning point of view, it is
important in the effective management of our data centers
that we be able to accurately determine and quantify the
impact of user-requested change. A Data Dictionary, as
previously defined, provides answers to these questions.
Interestingly enough, the ability to accurately assess the
impact of change is a key indication of the level of
development of any management discipline.

EDP audits are always in vogue. Consistent documenta-
tion and standards are an important aspect of such audits.
The Data Dictionary eliminates much of the manual labor
associated with documentation while substantially upgrad-
ing the quality of the documentation. The cataloging of
entity attributes provides programming standards, naming
standards, data base standards, security, and integrity. It
also provides a common repository of data about the data
base thus allowing tight control by a Data Base Administra-
tor.

Possibly, the one drawback of the Data Dictionary is in
the overhead associated with day-to-day operations. If all
access to data requires an additional access to the Diction-
ary, then the overhead could be substantial. Like many new
concepts, the Data Dictionary should be used with enthusi-
asm but with a measure of discretion. As new technologies
emerge, the overhead of accessing data will probably re-
duce to core-to-core transfers. At that point, the full
concept of data base—data dictionary—can and will be a
reality.

In conclusion, it is my opinion that data processing had
indeed emerged through four stages. In fact, Dr. Nolan has
now published a new article indicating the fifth stage of
development. The fourth and fifth stages are obviously
dependent - upon. the tools required. for effective manage- -
ment of those stages. Data base/data communications are
keys to the success and transition through stages four and
five. The Data Dictionary is a key ingredient to this
success. From all indications, the major corporations in the
U.S. will be adopting the concepts of Data Dictionary in the
next year. In our opinion, it is a key ingredient to manage-
rial success in the computing function.
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ABSTRACT

Fault Tree Analysis (FTA) is a well developed technique
for the reliability and safety analysis of complex systems
such as nuclear power plants and weapon systems. In this
paper, we apply FTA to analyze the reliability and the
performance of computer systems. An approach to detect
the sequence ‘dependent faults in computer systems is
proposed and exemplified. Based on the fault tree analysis,
guidelines for up-grading the system can be developed.

INTRODUCTION

Fault Tree Analysis (FTA) has been used extensively to
analyze the reliability and safety of complex systems such
as nuclear power plants and weapon systems.! It identifies
faults in a system design that may cause potential accidents
and helps to eliminate costly design changes and retrofits.
In this paper, we discuss the application of FTA to com-
puter systems. For completeness, a brief summary of fault
tree analysis techniques is given in the next section. In
order to suit-thereaders of this paper, Boolean Algebra is
used for explanation. In later sections, applications of FTA
to analyze the reliability of computer systems are dis-
cussed; both hardware and software issues are addressed;
and application of FTA to protection in computer systems
is discussed. The unique aspects of sequence dependent
faults are revealed and exemplified. Examples are used
extensively in the paper for illustrating the concepts.

INTRODUCTION TO FAULT TREE ANALYSIS

Fault Tree Analysis was first conceived in 1962 by H. A.
Watson of Bell Telephone Laboratories, for an Air Force
contract studying the Minuteman launch-control system.
Further development and refinement of the technique re-
sulted from the efforts of A. B. Mearns and the Bell study
team. They successfully solved the problem of determining
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the likelihood of the unintentional launching of a missile.
The Boeing Company analysts later modified the fault tree
technique so that simulation was possible using high speed
computers. D. F. Haasl, R. J. Schroder, W. R. Jackson and
others contributed to this important development.® In the
mid-1960’s, Fault Tree Analysis had been used extensively
in aerospace industries and weapon systems.

To begin the description of FTA, let us introduce the
terminology and symbolisms used. Component state or,
more generally, basic event is the failure situation which
results when the functions performed by the system ele-
ment deviate from its specified limits. The Top Event which
appears at the top of the Fault Tree is the undesired
(usually catastrophic) event under consideration. By con-
vention, basic events are represented by circles and the top
event by a rectangle. With a given Top Event, the fault tree
can be constructed by recursively decomposing the causes
of the faults. A simple example will illustrate the concept
clearly.

Suppose we have a system as shown in Figure la. The
system is considered functioning properly if there exists a
path from node s to node t that does not contain a bad
node. A Fauit Tree for the svstem with Top Event as
“‘Improper Operation’’ is shown in Figure 1b and Figure Ic.
If Triple Modular Redundancy, Figure 2, is implemented in
node a, the Fault Tree can then be extended to Figure 3 for
more detailed analysis. Extensive analysis techniques for

?
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System fails
(improper operation)

Figure 1b

FTA have been developed. Some important results relevant
to this paper are summarized below.

Minimum cut set

A cut set is a set of basic events whose occurrence
causes the top event to occur.? A cut is minimal if it cannot
be reduced and still insures the occurrence of the Top
Event. By enumerating all the min cut sets, the system
failure characteristics can be revealed. The weakest aspects
of the system can be identified and up-graded. In a complex
system, the Fault Tree will be very large and it is hard to
generate all min cuts by inspection. In this case, we first
formulate the Boolean representation of the occurrence of
the Top Event. By expanding the expression into disjunc-
tive normal form and deleting all replicated literals in a
product term, all min cuts sets (product terms in the

The system fails

AND

Node 1 Node 2 Node 4
fails fails fails
N

Figure Ic

Node a fails

Figure 2

expanded Boolean expression) can be generated. For exam-
ple, the Fault Tree of Figure 3 can be represented by
[m+(aa,+aas+azag)]+bec+d. After expansion, we have
m+a,a,+aaz+asaz+bc+d. The Fault Tree contains six min
cuts, namely m, a,a,, a,a3, a,33, bc and d. If there are no
event replication among min cut sets and basic events are
statistically independent, the probability of occurrence of
the top event can be computed by

P(Top Event)=1- [[ a- 11 @)
s=1 €K
where n=# cut sets
K =the s'® cut set
q;=probability of occurrence of basic event i
For the Fault Tree of Figure lc,
Prob(improper operation)
=1-(1-qu)(1-029a,)(1 92 g2 )(1 ~Gaga)

- (1=qpq.)(1—qq)

In complex systems, e.g., electronic computers, the correct
operations of the system require stringent synchronization
and co-operation of all the units in the system. The assump-
tions made above in computing Prob(Top Event) are not
likely to hold. In fact, if there are replicated terms in the

System fails
(improper operation)

Node a fails

Node d
fails

Figure 3
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min cut sets, it has been proven that the computation for
Prob(Top Event) is NP-complete.> Fortunately, fast algo-
rithms giving ciose bounds on the Prob(Top Event) using
the concepts of min cut sets and min path sets of the Dual
Fault Tree have been developed.! Using these algorithms,
the failure characteristics of the system can be predicted
and guidelines for up-grading the system can be formed.

ESTIMATION OF COMPUTER SYSTEM RELIABILITY

Fault tree representation can be considered as a system-
atic management tool. In comparison with tables and dic-
tionaries, the tree structure is more convenient and natural
to express a system hierarchically. We can delineate mixed
levels of detail easily and flexibly with a fault tree. If
necessary, a basic event can be extended as another fault
tree at a lower level as demonstrated in the previous
section. As an approach to safety and reliability analyses,
FTA is extremely powerful. Usually, a system is designed
to work. Using FTA, we view it from the other end: how it
may fail. From this angle, failure combinations which
otherwise might not have been recognized can be uncov-
ered.

The analysis of computer system reliability shares many
common problems with the analysis of the other systems’
reliability to which FTA has been applied successfully.
Naturally, we may ponder the applicability of FTA to
computer reliability.

Application of FTA to hardware faults in a self-repaired
computer has been studied by Jack Goldberg?® and several
problems have been identified for this application, namely
the difficulties to represent time dependent fault conditions
and to estimate the probability that a basic event occurs. In
this section, we shall discuss this approach further, espe-
cially on the application of FTA to analyze both hardware
and software reliability together.

Both the hardware and the software have to be consid-
ered in evaluating the reliability of a computer system.
People may think software does not fail. But, unfortu-
nately, up to now, there exists no verification or testing
method to prove the correctness of large software systems.
For instance, a considered-to-be-thoroughly-tested software
for the Apollo 14 turned up 18 discrepancies during the 10-
day flight, and every release of the IBM OS/360 contains
roughly 1,000 bugs.? To deal with these hardware, software
or both hardware and software reliability problems, we
definitely need a systematic management tool. FTA is a
well-suited method for analyzing both hardware and soft-
ware reliabilities involving high interdisciplinary principles.
However, we anticipate some problems in using FTA and
they will be discussed below.

One major problem is the difficulty to estimate the
probability of occurrence of the basic events, that is, to find
the failure rates or the error distribution functions of the
system units. The failure rate of the hardware is usually
obtained through statistical inference based on the circuitry
package, the fabricating technology, density, complexity,
working environment of the system, etc. Statistical infer-

ence is used because by the time sufficient data on a
product are collected, the product may have become obso-
lete. To quantify the reliability of a software program is by
no means an easier task than to quantify hardware reliabil-
ity. Although there exists no rigorous measure of the
reliability of a program, based on the length, graph struc-
ture, data structure, programming language used, and num-
ber of tests passed, we can assign a figure of merit to
approximate a program reliability. With a structured, high
level language we usually generate programs more reliable
than those written in an unstructured, machine level lan-
guage. Usually business programs with very simple data
structures are more reliable than real-time programs which
often have complicated data and control structures and
therefore are error-prone. With the estimated probability of
the basic events, the error behavior of the system can be
predicted. Although the analysis of a system using FTA is
incompiete, FTA can be very valuable in guiding engineer-
ing decisions, analyzing consequences and providing design
guidelines.

One major aspect of applying FTA to computer systems
is that there are cases in computer systems, in which the
consequences depend on the order of events. For example,
event A preceding event B may cause a different conse-
quence from the one caused by event B preceding event A,
although both events A and B occur. To analyze these
order-dependent event sequences, the construction of a
fault tree has to include all the scenarios in which the
precedence plays a role. The precedence relationships
among these events have to be represented in the fault tree.
These techniques are illustrated by an example in the next
section.

APPLICATION OF FTA TO PROTECTION IN
COMPUTER SYSTEMS

Frequently, a computer system is designed and imple-
mented to satisfy certain multiple requirements such as fast
throughput rate (good performance), high reliability, high
availability,.low. cast, good. protection, and. privacy.in. .a-
resource-sharing environment, etc. FTA can be used as a
top-down management tool to handle these problems. In
this section, we shall give a simplified, hypothetical exam-
ple of using a fault tree to analyze the protection mecha-
nism of a computer system. Subsequently, the application
of FTA to the performance issues will be investigated.
Finally, we shall outline, in general, how to apply fault tree
techniques to multiple requirements.

Let us consider a hypothetical protection example which
contains order-dependent events, as explained in the pre-
vious section.

In a resource-sharing environment, protection is needed
to preserve the privacy of every user, as well as to limit the
propagation of errors caused by faulty system hardware,
software, or users’ programs. In a protection system, the
information about the rights (called access capabilities) of
an active program to the resources which are not open to all
users are usually kept in an access matrix in Figure 4 a
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protected memory. The access capabilities here can be
classified as: READ (including COPY), WRITE, EXE-
CUTE, DELETE and APPEND. To reduce the overhead,
the set of programs having the same capabilities are
grouped as a subject in the access matrix. Resource can be
either virtual or physical: files, privileged instructions,
segments of memories or channels, and programs. Simi-
larly, a set of resources is grouped as an object if the set
can share the same identification as far as protection is
concerned.

The system works as follows. Suppose a program re-
quests to READ a certain privileged file. An internal
interrupt is generated. The system is switched to the system
mode and the system examines the access matrix to check
whether the program (subject) has the READ capability of
the file (object). If it has the capability, the process will be
continued, otherwise the request will be denied.

To handle a chain of requests correctly, we propose
tracing the first subject of the chain of requests. We will
assume that the capabilities of the first subject determine
whether requests of the (N+1)'* subject which is also the
N™ object, N=1, can be proceeded. As an example, if A
executes B and before the end of this execution, B requests
to WRITE on C, then this request should not be allowed.
This is because A is the first subject of the chain and it does
not have the implied capability.

Now, suppose the software system design has a loop
hole. Instead of tracing the first subject of a chain of
requests, it only checks the entry determined by the current
subject and the current object from the access matrix. We
further assume that the system has a watchdog timer for
limiting the total time spent by a chain of requests as a
check and error detectors for checking the privileged mem-
ory which stores the access matrix and logic units which
handle the requests. Then, the breaches of the protection
can be represented by the fault tree shown in Figure 5.
Note that a hardware or software failure may not lead to a
protection breach if the detectors can detect the breach.

Using Fault Tree Analysis for performance analysis is a
dramatic extension to the current applications of FTA,
since it is usually applied for safety and reliability prob-
lems. There are many real-time tasks which must fit a

A B C
A E,R,W ’ E —
B -— l E,R,W W

where E denotes EXECUTE,

R denotes READ

and W denotes WRITE.

Figure 4
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exceed before
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cution, B
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critical associated limit system
hardware detectors does not fails
fails do not exceed
catch it
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stringent performance requirement. Specifically, we may
consider the top event as a task which cannot be finished
within a prespecified turnaround time. To generate the fault
tree, two main factors which determine the turnaround time
will be considered: (1) current available resources, and (2)
characteristics of the task.

The available resources can be hardware buses, proces-
sors, memory, or data which can be the results of other
computations. In a multiprocessing environment, the situa-
tion is further complicated by the problems of resource
contention. For a preemptively scheduled system, the turn-
around time of a task also depends on the other tasks
which will have come before the completion of this task. In
short, this factor is determined by the other processes and
the host machine. But even with a system dedicated to this
task, the turnaround time is still not deterministic in many
cases; it may be input data dependent. For example, the
number of comparisons needed to sort n elements by
Quicksort ranges from 0(nlogn) to 0(n%), depending upon the
ordering of the input elements. As another example, as
mentioned previously, there exists a very fast algorithm to
calculate the probability of the top event for a fault tree
with no basic events replicated, but it can be proven that, in
general, there exists a worst case which is very time
consuming (i.e., it is NP-difficult).

To perform the overall performance analysis, the top-
down management tool (FTA) facilitates the representation
and thus the simulation and analysis of the real computer
system.

To apply FTA to a system designed to satisfy multiple
requirements, fault tree analysis is performed on each
requirement. These requirements are arranged in a priority
order according to their importance. For example, if a
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computer is used as a controller for an electric power
system, the priority may be in the order of safety of the
power system, reliability of the computer, and performance
of the computer. The priority list for a computer used in a
banking system may be protection of the customers’ pri-
vacy, reliability of the computer, and performance of the
banking system. A fault tree is constructed for each re-
quirement either during the design stage before it is com-
mitted to implementation or for updating an existing system
to satisfy a more stringent requirement due to a changing
environment. From the fault tree, we identify the critical
conditions and thus help to redesign the system to meet the
requirements.

The sequence of constructing these fault trees follows the
order in the priority list, i.e., the trees are constructed and
then reconstructed for the first priority, then the second,
and so on. If we cannot find a fault tree that satisfies the n'*
requirement, we shall backtrack to the (n— 1) requirement
and construct a new fault tree for it. This suggested process
is similar to the depth-first branch and bound method.?

CONCLUSIONS

Analysis of the overall behavior of a computer system is a
very complicated task. Fault Tree Analysis provides a top-
down hierarchical procedure to analyze the reliability of the
system at different levels. A basic event, if necessary, can
be extended further as the top event of another fault tree.
Well-developed algorithms for identifying the crucial condi-
tions (min cuts) of the tree and for calculating the prob(top
event) are available. Despite the existence of some difficul-
ties in applying FTA to computer systems, mentioned

earlier, we believe it is a good analysis tool to predict the
fault behavior of a system and is worthy of research. One
direction is the automatic construction of the fault tree of a
system. To facilitate the automatic construction, one ap-
proach is to represent the hardware system, software
system and controlled processes as a labeled graph.” The
concurrency and synchronization of the events can then be
indicated dynamically, and all the sequence-dependent be-
havior can be revealed. However, more work has to be
done before such an approach becomes practical.
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ABSTRACT

With the increasing use of compiting systems in such
crucial areas as medicine and space, there has come a great
need for computers that remain operational in spite of
hardware failures. This paper provides a brief overview of
several approaches to fault-tolerant computing. Five hard-
ware redundancy techniques are reviewed: static, dynamic,
hybrid, self-purging and the reconfiguration scheme. In
addition, the advantages and disadvantages of error cor-
recting codes and software fault-tolerant systems are out-
lined as well as bi-duplexed systems, alternating logic, fail-
soft and shared logic systems. It is suggested that perhaps
the best fault-tolerant system employ a combination of
hardware redundant techniques and software protection.

INTRODUCTION

Since the early 1940’s when the first relay computers were
developed, the question of how to insure reliable computer
operation has been an important one. Today, when com-
puters are used in critical space missions, millions of miles
from their human operators, and in biomedical systems
where a human life depends on their correct operation,
oven-a-smal comniting errear -eolid result-in-the loss-of A
life or millions of dollars of equipment and years of re-
search. Under such conditions, the design of computing
systems which can operate correctly in spite of hardware or
software failures is important. Such systems are called
fault-tolerant systems. Specifically, fault-tolerant comput-
ing has been defined as the ability to execute specified
algorithms correctly regardless of hardware and/or software
failures.!

The first step towards a fault-tolerant system is to build
as much fault-tolerance into the system as possible.? Fault-
intolerance is the procedure whereby the reliability of the
system is increased by avoiding the causes of system
failures. This is achieved before the final system is con-
structed, in the design phase. Only the most reliable com-
ponents are selected, software is completely tested before it
is released, and fault detection and ease of repair considera-
tions are introduced at the beginning of the design process

and considered at every succeeding step. Fault-intolerance,
however, can only postpone the occurrence of faults, it can
not eliminate them entirely. Hence, the second step to-
wards a fault-tolerant system requires protecting the system
from faults.

There are several approaches to fault protection including
hardware redundancy where extra components are intro-
duced into the system, error correcting codes such as parity
checkers, or software fault-tolerant systems where special
software procedures are used to recover from an error. In
this paper, all three approaches will be briefly reviewed and
their advantages and disadvantages outlined. Specifically,
sections of this paper will examine five redundancy tech-
niques: masking, standby, hybrid, self-purging, and reconfig-
uration; will review error correcting codes; software fault-
tolerant procedures will be outlined; a number of new
approaches to fault-tolerance will be reviewed; and will
draw some conclusions and offer some suggestions for
future research.

REDUNDANCY TECHNIQUES

The effects of hardware errors can be overcome through
the use of protective redundancy.® Hardware protective
redundancy is defined as the use of additional components
which allow The system {0 Coniinue (0 operate correcily in
the presence of hardware faults. The cost of the extra
components was, at one time, a strong argument against the
use of redundancy. However, since the advent of LSI and
MSI and the reducing cost of digital hardware, redundancy
has become an important means of implementing fault-
tolerant systems. There are three classifications for the
conventional redundancy techniques: static, dynamic, and
hybrid. In addition to these three, two other approaches are
discussed separately in this paper, self-purging redundancy
and reconfiguration scheme redundancy which will intro-
duce different ideas from the previous three.

Static redundancy

Static redundancy involves the use of extra components
such that *“the effect of a faulty circuit, component, subsys-



20 National Computer Conference, 1977

tem, signal, or program is masked instantaneously by
permanently connected and concurrently operating cir-
cuits.”’* It is also called masking or massive redundancy.

The simplest static redundancy technique is triple modu-
lar redundancy (TMR). This technique was first studied by
John von Neumann.® It is implemented using three identi-
cal modules operating in parallel as shown in Figure 1. The
output of each module passes through a majority voting
system whose output agrees with the majority of module
outputs. TMR could be expanded to include any odd
number of redundant modules to produce an NMR (N
Modular Redundancy) system, where N is an odd number.

An NMR can tolerate (N—1)/2 module failures. The three
major advantages of static redundancy are:

(1) The corrective action is immediate, the faulty module
never effects the circuit.

(2) There is no need for fault detection procedures.

(3) The conversion of a non-redundant system to a static
redundant one is easily undertaken. Simply construct
(for a TMR system) two new copies of each non-
redundant module.

It is important to remember the primary assumption
behind the use of static redundancy. That is, a failure in one
module is independent of the other modules. This assump-
tion is not valid within an LSI or MSI package and hence,
static redundancy is ineffective at the logic gate level within
LSI or MSI.

Dynamic redundancy

Dynamic redundancy involves only one unit operating at
a time with several spares waiting to replace the unit if a
fault is detected. Obviously, this system requires both a
method of switching the new module into the circuit to
replace the faulty unit and a method of detecting the fault in
the circuit. There are two possible switching procedures,
logic switching and power switching. In logic switching, all
the spares are powered up and operating, when a fault is
detected the output of the next spare in line is switched into
the circuit and the faulty modules output is switched out.
This is equivalent to enabling or disabling a gate between
the m