AHPS

CONFERENCE
PROCEEDINGS

VOLUME 42

1973

NATIONAL
COMPUTER
CONFERENCE
AND
EXPOSITION
~ AFIPS PRESS

MONTVALE, NEW JERSEY 07645 - New York, New York




The ideas and opinions expressed herein are solely those of the authors and are
not necessarily representative of or endorsed by the 1973 National Computer
Conference or the American Federation of Information Processing Societies.
Inc.

Library of Congress Catalog Card Number 55-44701
AFIPS PRESS
210 Summit Avenue
Montvale, New Jersey 07645

©1973 by the American Federation of Information Processing Societies, Inc.,
Montvale, New Jersey 07645. All rights reserved. This book, or parts thereof,
may not be reproduced in any form without permission of the publisher.

Printed in the United States of America



PART 1

SCIENCE AND TECHNOLOGY






CONTENTS

PART I—SCIENCE AND TECHNOLOGY PROGRAM

DELEGATE SOCIETY SESSION

The Association for Computational Linguistics

Linguistics and the future of computation...................... 1
An abstract—Speech understanding................... ... ..... 8
An abstract—Syntax and computation......................... 8
An abstract—Literary text processing..............ccooviennn... 8
Society for Information Display
The augmented knowledge workshop........... ... ... ... ... 9
Graphics, problem-solving and virtual systems.................. 23
Association for Computing Machinery
Performance determination—The selection of tools, if any ... ..... 31
An abstract—Computing societies—Resource or hobby?......... 38
Special Libraries Association
An abstract—Special libraries associationtoday ................. 39
An abstract—Copyright problems in information processing. .. ... 39
An abstract—Standards for library information processing. ...... 39
Association for Educational Data Systems
An abstract—A network for computerusers..................... 40
An abstract—Use of computers in large school systems........... 40
An abstract—Training of teachers in computer usage ............ 41
An abstract—How schools can use consultants.................. 41
Society for Industrial and Applied Mathematics
NAPSS-like systems—Problems and prospects.................. 43
An abstract—The correctness of programs for numerical com-
PULAtION . o oottt et e 48
The Society for Computer Simulation
An abstract—The changing role of simulation and simulation coun-
3 1 £ PP 49
An abstract—Methodology and measurement,................... 50
An abstract—Policy models—Concepts and rules-of-thumb....... 50
An abstract—On validation of simulation models................ 51
IEEE Computer Society
An abstract—In the beginning . ............. ... ... ...l 52
An abstract—Factors affecting commercial computers system
design intheseventies ........... ..ottt 52
An abstract—Factors impacting on the evolution of military com-
PUBETS - ot ittt it ittt e e e 52
Instrument Society of America
Mogdeling and simulation in the process industries .. . .. 53-56
Needs for industrial computer standards—As satlsﬁed by ISA’
programs in this area............ ... ... i it 57
PERFORMANCE EVALUATION
Quantitative evaluation of file management performance improve-
4013 oL = PPN 63

D. G. Hays

D.E. Walker
J.J. Robinson
S.Y. Sedelow

D. C. Engelbart
R.Dunn

T.E. Bell
A. R_al_s_‘_con

B.K. Alcorn
T. McConnell
D. Richardson
D.R. Thomas

J.R.Rice

T.E. Hull

J.McLeod
P.W. House
T. Naylor

G. S. Fishman

H. Campaigne
W.F. Simon

G. M. Sokol

T.F.McFadden
dJ. C. Strauss
LA

Diethelm



The memory bus monitor—A new device for developing real-time
SYSERIMS . ..ttt i e e i e
Design and evaluation system for computer architecture.........

An analysis of multiprogrammed time-sharing computer systems . .

Use of the SPASM software monitor to evaluate the performance of
the Burroughs B6700..........0uiiiiiiiiiiiiiiiiiii e

Evaluation of performance of parallel processors in a real-time envi-
05§ ¢ 1) ¢ L /R

A structural approach to computer performance analysis.........

NETWORK COMPUTERS—ECONOMIC CONSIDERATIONS—
PROBLEMS AND SOLUTIONS

Simulation—A tool for performance evaluation in network com-

ACCNET—A corporate computer network.....................
A system of APL functions to study computer networks ..........
A high level language for use with computer networks............
On the design of a resource sharing executive for the ARPANET . ..
Avoiding simulation in simulating computer communications net-
WOTKS L oot e

ASSOCIATIVE PROCESSORS

An implementation of a data base management system on an

ASSOCIALIVE PrOCESSOT vt vttt e et et ee e e ia e ennena
Aircraft conflict detection in an associative processor............
A data management system utilizing an associative memory ... ...

Associative processing applications to real-time data management .

AUTOMATED PROJECT MANAGEMENT SYSTEMS

A computer graphics assisted system for management............

TUTORIAL ON RESOURCE UTILIZATION IN THE
COMPUTING PROCESS

On the use of generalized executive system software..............
Language selection for applications................. ... ou.L.

INFORMATION NETWORKS—INTERNATIONAL COMMUNI-
CATION SYSTEMS

An abstract—A national science and technology information
system in Canada............c it
An abstract—Global networks for information, communications
and computers......... . ... ... ...

75
81

87

93

101

109

121

133
141
149
155

165

171
177
181

187

197

203
211

215

215

R.E. Fryer

K. Hakozaki
M. Yamamoto
T. Ono

N. Ohno

M. Umemura
M. A. Sencer

. Bowdon, Sr.
.Mamrak

. Salz

. Coleman

. Friedman

. Krilloff

. Thomas

. Van Slyke
how
rank

TEP mmAagEed
OZ mNUﬁFU:PW

rxj

R. Chauhan

W. Gorman
M. H. Halstead

J. E. Brown

K. Samuelson



INTELLIGENT TERMINALS

A position paper—Panel Session on Intelligent terminals—

Chairman’s Introduction..............cooiiiieniiiiianan..
A position paper—Electronic point-of-sale terminals.............
Design considerations for knowledge workshop terminals.........
Microprogrammed intelligent satellites for interactive graphics. ..

TRENDS IN DATA BASE MANAGEMENT

Fourth generation data management systems...................
Representation of sets on mass storage devices for information
retrieval SYSEEINS .. ..uuuutt it e

Design of tree networks for distributed data . ....................
Specifications for the development of a generalized data base
planning system . . . .. ... ... Lo

Database sharing—An efficient mechanism for supporting concur-
TENT PrOCESSES . vt vttt ettt ittt ettt tat et eennnsaaennannns

Optimal file allocation in multi-level storage systems.............
Interaction statistics from a database management system.......
CONVERSION PROBLEMS

An abstract—Utilization of large-scale systems..................

VIRTUAL MACHINES

The evolution of virtual machine architecture...................
An efficient virtual machine implementation...................
Architecture of virtual machines............ ... ... ... ... .....

COMPUTER-BASED INTEGRATED DESIGN SYSTEMS

The computer aided design environment project COMRADE—An
OVTVIBW . o ettt it ettt e ettt e e e ee e ia e ae et
Use of COMRADE in engineeringdesign.......................
The COMRADE executive system ..........coovviiieinnnnan..

The COMRADE data management system .....................

PLEX data structure for integrated ship design.................
COMRADE data management system storage and retrieval tech-
DNIQUES . o ottt et ittt e e et

The COMRADE design administrative system..................

ACADEMIC COMPUTING AT THE JUNIOR/COMMUNITY
COLLEGE—PROGRAMS AND PROBLEMS

A business data processing curriculum for community colleges . . ..
Computing at the Junior/Community College—Programs and
PTODl IS . . . e,
The two year and four year computer technology programs at
Purdue University . ...

217
219
221
229

251

259

271

277
283

290

291

301

309

319
325
331

339

365

367

371

W. Cotton
. Thornton

C. Engelbart
.van Dam

1.
Z
D.
A

G. Stabler

V. K. M. Whitney

S.T. Byrom
W.T. Hardgrave
R.G. Casey

J.F. Nunamaker, Jr.
D. E. Swenson
ABIWhirnston

P.F.King
A.J. Collmeyer
P.P.S. Chen
J.D. Krinos

W.E. Hanna, Jr.

Buzen
Gagliardi
Srodawa
Bates

. Goldberg

[l

P.
.0
J
LA
.P

o=

T. Rhodes

J. Brainin

R. Tinker

L. Avrunin
S. Willner

A. Bandurski
W. Gorman
M. Wallace
B. Thomson

A. Bandurski

M. Wallace
M. Chernick

D. A. Davidson
H.J. Highland

J. Maniotes



Computing studies at Farmingdale............................
Computer education at Orange Coast College—Problems and pro-

grams in the fourthphase.......... . ... ... .. ...
An abstract—Computing at Central Texas College...............

STORAGE SYSTEMS

The design of IBM OS/VS2release2..............iiiivaa.. ..
IBM 0OS/VS1—An evolutionary growth system.................
Verification of a virtual storage architecture on a microprogram-

med COMPULET . . ...ttt iiee ettt i e e
On a mathematical model of magnetic bubble logic..............
The realization of symmetric switching functions using magnetic

bubble technology.......... ... . i

The Control Data STAR-100 pagingstation.....................

NATURAL LANGUAGE PROCESSING

The linguistic string parser.............coeveiiiiiiiiiinnn.an.

A multiprocessing approach to natural language . ................
Progress in natural language understanding—An application to

lunar geology ... oo e e
An abstract—Experiments in sophisticated content analysis. .. ...
An abstract—Modelling English conversations..................

DISCRETE ALGORITHMS—APPLICATIONS AND
MEASUREMENT

An abstract—The efficiency of algorithms and machines—A survey
of the complexity theoretic approach.........................
An abstract—Hypergeometric group testing algorithms..........

An abstract—The file transmission problems...................
An abstract-—Analysis of sorting algorithms....................
An abstract—Min-max relations and combinatorial algorithms . . ..
An abstract—The search for fast algorithms....................

APPLICATIONS OF AUTOMATIC PATTERN RECOGNITION

Introduction to the theory of medical consulting and diagnosis. ...

Pattern recognition with interactive computing for a half dozen
clinical applications of health care delivery ...................
Interactive pattern recognition—A designer’s tool ...............
Auto-scan—Technique for scanning masses of data to determine
potential areas for detailed analysis..........................

INGREDIENTS OF PATTERN RECOGNITION
SPIDAC—Specimen input to digital automatic computer........

379

381
385

387
395

401
407

413

421

427

435
441

451
451

455

463
479

485

489

C. B. Thompson

R.G. Bise
A.W. Ashworth, Jr.

. Scherr
. Wheeler, Jr.

=

.A. Schwomeyer
. Yodokawa

mEOSE wmsE S
Q
=
2
=
aq

R. Grishman
N. Sager
C.Raze

B. Bookchin
R.Kaplan

W. A. Woods
G.R. Martin
R.F. Simmons

dJ. Savage

S.Lin

F.K. Hwang

P. Weiner
C.L.Liu

W.R. Pulleyblank
I. Munro

.A. Patrick
.Y.L. Shen
.P. Stelmack

=
=
E.

5

(o]

-~

R.S. Ledley
H. K. Huang
T.dJ. Golab
Y. Kulkarni
G. Pence
L.S. Rotolo



A method for the easy storage of discriminant polynomials........

A non-associative arithmetic for shapes of channel networks ... ...

The description of scenes over time and space ...................
ADVANCED HARDWARE

An abstract—Tuning the hardware via a high level language
(ALGOL) . . . . . . . e e
An abstract—10-?—10"" cent/bit storage media, what does it

THE GROWING POTENTIAL OF MINI/SMALL SYSTEMS

Computer architecture and instruction set design................

A new minicomputer/multiprocessor for the ARPA network ... ...

Data integrity in small real-time computer systems..............
The design and implementation of a small scale stack processor

Operating system design considerations for microprogrammed
mini-computer satellite systems............. ... oo

A GRADUATE PROGRAM IN COMPUTER SCIENCE

An abstract—Another attempt to define computer science. . ... ...
An abstract—The master’s degree program in computer science . . .

CRYPTOLOGY IN THE AGE OF AUTOMATION

A homophonic cipher for computational cryptography ...........
Cryptology, computers and common Sense . .....................
Information theory and privacy in data banks..................
Privacy transformations for data banks........... .. ... ... ...
Design considerations for cryptography ........................

DESIGN AND DEVELOPMENT OF APPLICATION PACKAGES
FOR USERS

More effective computer packages for applications..............

EASYSTAT—An easy-to-use statistics package.................
ACID—A user-oriented system of statistical programs...........

A DAY WITH GRAPHICS
Graphics Applications I
Graphics and Engineering—Computer generated color-sound

497
503
509

518

518
518

529

539

563
563

565
569
581
589
603

607

615
621

625

R. B. Banerji
M. F. Dacey
L.Uhr

R. Brody

dJ. Davis
G. Huckell

P. Anagnostopoulos
M. J. Michel
G. H. Sockut
G.M. Stabler
A.
F
S.

van Dam

M. Ornstein
W.R. Crowther
W. B. Barker
T. Harrison
T.dJ. Pierce

M. J. Lutz

J. E. Stockenberg
P. Anagnostopoulos
R. E. Johnson
R. G. Munck
G. M. Stabler
A.van Dam

2
o
o
o
=
S
=

W. B. Nelson
M. Phillips
L. Thumhart
A.B. Tucker
R. A. Baker
T.A. Jones

L. Baker



Graphics computer-aided design in aerospace...................
Graphics and digitizing—Automatic transduction of drawings into

data bases . ..... .ottt i e e
Graphics in medicine and biology ............. ... ... ...

Graphic Applications I1
Graphics and art—The topological design of sculptural and archi-
tectural SYStEINS . ...ttt e e
Graphics and education—An informal graphics system based on
the LOGO language . . ... ooviii i ciieeianas
Graphics and interactive systems—Design considerations of a
software SyStem .............iuuiiiiii e
Graphics and architecture—Recent developments in sketch
TECOZIILION . - - ittt ittt ettt et et
Graphics and electronic circuit analysis........................
Graphics in 3D—Sorting and the hidden surface problem........

SATELLITE PACKET COMMUNICATIONS

Packet switching with satellites................... ... .. .....
Packet switching in a slotted satellite channel ...................

Dynamic allocation of satellite capacity through packet reserva-

VIEWS OF THE FUTURE—I

Chairman’s introduction—Opposing views.....................
The future of computer and communications services............
Social impacts of the multinational computer...................

A new NSF thrust—Computer impact on society . ...............

VIEW OF THE FUTURE—II

The impact of technology on the future state of information
technology enterprise..........c.c.ooveeieeneniiiniinnnnennnns
The home reckoner---A scenario on the home use of computers . ...

What'’s in the cards for dataentry? ............ ... ... Lt

ENVIRONMENTAL QUALITY AND THE COMPUTER

Assessing the regional impact of pollution control—A simulation ap-
Proach ... ..o e
An automated system for the appraisal of hydrocarbon producing
03 0] 4153 4 8 =

WHAT’S DIFFERENT ABOUT TACTICAL MILITARY COM-

PUTER SYSTEMS

What is different about tactical military operational programs. ...
What is different about the hardware in tactical military systems . .

What is different about tactical military languages and compilers .
What is different about tactical executive systems ...............

629

635
639

643
651
657
663

677
685

695
703

711

717
723
735

747

751
759

765

773

781

787
797
807
811

R. Notestine

C.M. Williams
C. Newton

R. Resch
W. W. Newman
R.C. Gammill

N. Negroponte
J. Franklin
1. Sutherland

N. Abramson
L. Kleinrock
S.S.Lam

L. G. Roberts

M. Turoff

L. H. Day

B. Nanus

L. M. Wooten
H. Borko
P.G. Lykos

L. A.Friedman
C.A.R.Kagan
L. G. Schear

G. B

ernstein

J. R. Norsworthy

K.D. Leeper

W. C. Phillips



Linguistics and the future of computation

by DAVID G. HAYS

State University of New York
Buffalo, New York

My subject is the art of computation: computer archi-
tecture, computer programming, and computer applica-
tion. Linguistics provides the ideas, but the use I make of
them is net the linguist’s use, which would be an attempt
at understanding the nature of man and of human
communication, but the computer scientist’s use. In
ancient India, the study of language held the place in
science that mathematics has always held in the West.
Knowledge was organized according to the best known
linguistic principles. If we had taken that path, we would
have arrived today at a different science. Our scholarship
draws its principles from sources close to linguistics, to be
sure, but our science has rather limited itself to a basis in
Newtonian calculus. And so a chasm separates two cul-
tures.

The scientific reliance on calculus has been productive.
Often understood as a demand for precision and rigor, it
has simultaneously made theoreticians answerable to
experimental observation and facilitated the internal
organization of knowledge on a scale not imagined else-
where in human history. Very likely, a reliance on lin-
guistic laws for control of science during the same long
period would have been less successful, because the prin-
ciples of linguistic structure are more difficult to discover
and manipulate than the principles of mathematical
structure; or so it seems after two thousand years of
attention to one and neglect of the other. How it will seem
to our descendants a thousand years hence is uncertain;
they may deem the long era of Western study of mathe-
matical science somewhat pathological, and wonder why
the easy, natural organization of knowledge on linguistic
lines was rejected for so many centuries.

However that may be, the prospect for the near term is
that important opportunities will be missed if linguistic
principles continue to be neglected. Linguistics is enjoying
a period of rapid growth, so a plethora of ideas await new
uses; the computer makes it possible to manipulate even
difficult principles. Traditional mathematics seems not to
say how computers much beyond the actual state of the
art can be organized, nor how programs can be made
much more suitable to their applications and human
users, nor how many desirable fields of application can be
conquered. I think that linguistics has something to say.

THREE LINGUISTIC PRINCIPLES

Since I cannot treat the entire field of linguistics. I
have-chosen-to-sketch three prineciples that-seem -meost
basic and far-reaching. Two of them are known to every
linguist and applied automatically to every problem that
arises. The third is slightly less familiar; I have begun a
campaign to give it due recognition.

As everyone knows, the capacity for language is innate
in every human specimen, but the details of a language
are acquired by traditional transmission, from senior to
younger. As everyone knows, language is a symbolic sys-
tem, using arbitrary signs to refer to external things,
properties, and events. And, as everyone certainly knows
by now, language is productive or creative, capable of
describing new events by composition of sentences never
before uttered. Hockett® and Chomsky? explain these
things. But of course these are not principles; they are
problems for which explanatory principles are needed.

My first principle is stratification.’? This principle is
often called duality of patterning, although in recent
years the number of levels of patterning has grown. The
original observation is that language can be regarded as a
system of sounds or a system of meaningful units; both
points of view are essential. One complements the other
without supplanting it. Phonology studies language as
sound. It discovers that each of the world’s languages uses
a small alphabet of sounds, from a dozen to four times
that many, to construct all its utterances. The definition
of these unit sounds is not physical but functional. In one
language, two sounds with physically distinct manifesta-
tions are counted as functionally the same; speakers of
this language do not acquire the ability to distinguish
between the sounds, and can live out their lives without
knowing that the sounds are unlike. English has no use
for the difference between [p] and [p’], the latter having a
little puff of air at the end, yet both occur: [p] in spin, [p’
] in pin. Since other languages, notably Thai, use this
difference to distinguish utterances, it is humanly possi-
ble not only to make the two forms of /p/ but also to hear
it. Thus languages arbitrarily map out their alphabets of
sounds.®

Languages also differ in the sequences of sounds that
they permit. In Russian, the word vzbalmoshnyj ‘extrava-
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gant’ is reasonable, but the English speaker feels that the
initial sequence /vzb/ is extravagant, because initial /v/
in English is not followed by another consonant, and fur-
thermore initial /z/ is not. The Russian word violates
English rules, which is perfectly satisfactory to Russian
speakers, because they are unacquainted with English
restrictions. As Robert Southey put it, speaking of a Rus-
sian,

And last of all an Admiral came,

A terrible man with a terrible name,

A name which you all know by sight very well
But which no one can speak, and no one can spell.

(Robert Southey, ‘The March to Moscow.’) Phonology,
with its units and rules of combinations, is one level of
patterning in language.

That languages are patterned on a second level is so
well known as to require little discussion. English puts
its subject first, verb second, object last—in simple
sentences. Malagasy, a language of Madagascar, puts
the verb first, then the object, last the subject.! Other
orders are found elsewhere. English has no agreement
in gender between nouns and adjectives, but other lan-
guages such as French and Russian, Navaho and Swahili,
do; nor is gender controlled by semantics, since many
gender classes are without known semantic correlation.
Gender is as arbitrary as the English rejection of initial
/vzb/.

The units that enter into grammatical patterns are
morphemes; each language has its own stock, a vocabu-
lary that can be listed and found once more to be arbi-
trary. It seems true that some color names are universal
—needed in all languages to symbolize genetic capacities
—Dbut other color names are also coined, such as the Eng-
lish scarlet and crimson, on arbitrary lines."?

The existence of a third level of symbolic patterning is
best shown by psychological experiments. Memory for a
story is good, but not verbatim. Only the shortest
stretches of speech can be remembered word for word;
but the ideas in quite a long stretch can be recited after
only one hearing if the hearer is allowed to use his own
words and grammatical structures.® The comparison of
pictures with sentences has been investigated by several
investigators; they use models in which below is coded as
not above, forget is coded as not remember, and so on,
because they need such models to account for their sub-
jects’ latencies (times to respond measured in millisec-
onds). Using such models, they can account for the dif-
ferences between times of response to a single picture,
described with different sentences, to an impressive
degree of precision.*?

Each level of symbolic patterning should have both
units and rules of construction. On the phonological level
the units are functional sounds; the rules are rules of
sequence, for the most part. On the grammatical level the

units are morphemes and the rules are the familiar rules
of sequence, agreement, and so on. On the third level,
which can be called semological or cognitive, the units are
often called sememes; the morpheme ‘forget’ corresponds
to the sememes ‘not’ and ‘remember’. The rules of organi-
zation of this level have not been investigated adequately.
Many studies of paradigmatic organization have been
reported, sometimes presenting hierarchical classifica-
tions of items (a canary is a bird, a dog is a quadruped,
etc.), but this is only one of several kinds of organization
that must exist. Classification patterns are not sentences,
and there must be sentences of some kind on the semolog-
ical level. Chomsky’s deep structures might be suitable,
but Fillmore® and McCawley' have proposed different
views. What is needed is rapidly becoming clearer,
through both linguistic and psychological investigations.
The relations that help explain grammar, such as subject
and object, which control sequence and inflection, are not
the relations that would help most in explaining the inter-
pretation of pictures or memory for stories; for such
purposes, notions of agent, instrument, and inert material
are more suitable. But the organization of these and other
relations into a workable grammar of cognition is unfin-
ished.

Up to this point I have been arguing only that language
is stratified, requiring not one but several correlated
descriptions. Now I turn to my second principle, that
language is internalized. Internalization is a mode of stor-
age in the brain, intermediate between innateness and
learning. Concerning the neurology of these distinctions I
have nothing to say. Their functional significance is easy
enough to identify, however.

What is innate is universal in mankind, little subject to
cultural variation. Everyone sees colors in about the same
way. unless pathologically color blind. Evervone on earth
has three or more levels of linguistic patterning. The dis-
tinctions among things (nouns), properties (adjectives),
and events (verbs) are so nearly universal as to suggest
that this threefold organization of experience is innate. To
have grammar is universal, however much the grammars
of particular languages vary. The innate aspects of
thought are swift, sure, and strong.

What is internalized is not the same in every culture or
every person. But whatever a person internalizes is rea-
sonably swift, sure, and strong; less than what is innate,
more than what is learned. Besides the mechanisms of
linguistic processing, various persons internalize the skills
of their arts and crafts; some internalize the strategies of
games; and all internalize the content of at least some
social roles.

The contrast between learning and internalization is
apparent in knowledge of a foreign language. A person
who has learned something of a foreign language without
internalization can formulate sentences and manage to
express himself, and can understand what is said to him,
although slowly and with difficulty. A person who has
internalized a second language is able to speak and
understand with ease and fluency.
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Similarly in games, the difference between a master of
chess, bridge, or go is apparent. But something more of
the difference between learning and internalization is also
to be seen here. The novice has a more detailed awareness
of how he is playing; he examines the board or the cards
step by step, applying the methods he has learned, and
can report how he arrives at his decision. Awareness goes
with learned skills, not with internalized abilities.

Internalized abilities are the basis of more highly orga-
nized behavior. The high-school learner of French is not
able to think in French, nor is the novice in chess able to
construct a workable strategy for a long sequence of
moves. When a language has been internalized, it
becomes a tool of thought; when a chess player has inter-
nalized enough configurations of pieces and small
sequences of play, he can put them together into strate-
gies. The musician internalizes chords, melodies, and
ultimately passages and whole scores; he can then give his
attention to overall strategies, making his performance
lyrical, romantic, martial, or whatever.

What makes learning possible is the internalization of a
system for the storage and manipulation of symbolic
matter. If a person learns a story well enough to tell it, he
uses the facilities of symbolic organization—his linguistic
skills—to hold the substance of the story. Much of the
content of social roles is first learned in this way; the
conditions of behavior and the forms of behavior are
learned symbolically, then come to be, as social psycholo-
gists put it, part of the self—that is, internalized. In fact,
the conversion of symbolic learned material into internal-
ized capacities is a widespread and unique fact of human
life. It must be unique, since the symbol processing
capacity required is limited to man. This ability gives
man a great capacity for change, for adaptation to differ-
ent cultures, for science: by internalizing the methods of
science, he becomes a scientist.

The amount that a person internalizes in a lifetime is
easy to underestimate. A language has thousands of
morphemes and its users know them. Certainly their
semantic and grammatical organization requires tens—
more plausibly hundreds—of thousands of linkages. A
high skill such as chess takes internalize knowledge of the
same order of magnitude, according to Simon and Baren-
feld.”

I think that internalized units are more accurately
conceived as activities than as inert objects. All tissue is
metabolically active, including the tissue that supports
memory. Memory search implies an activity, searching,
in an inactive medium, perhaps a network of nodes and
arcs. More fruitfully we can imagine memory as a net-
work of active nodes with arcs that convey their activity
from one to another. A morpheme, then, is an activity
seeking at all times the conditions of its application.

My third principle in linguistics is the principle of
metalinguistic organization. Language is generally recog-
nized as able to refer to itself; one can mention a word in
order to define it, or quote a sentence in order to refute it.
A very common occurrence in grammar is the embedding

of one sentence within another. A sentence can modify a
word in another sentence, as a relative clause:

The boy who stole the pig ran away.

A sentence can serve as the object of a verb of perception,
thought, or communication:

I saw him leave. I know that he left.
You told me that she had left.

And two sentences can be embedded in temporal, spatial,
or causal relation:

He ran away because he stole the pig.
He stole the pig and then ran away.
He is hiding far from the spot where he stole the pig.

An embedded sentence is sometimes taken in the same
form as if it were independent, perhaps introduced by a
word like the English that, and sometimes greatly altered
in form as in his running away.

The definition of abstract terms can be understood by
metalingual linkages in cognitive networks. The definition
is a structure, similar to the representation of any sen-
tence or story in a cognitive network. The structure is
linked to the term it defines, and the use of the term
governed by the content of the structure. Science and
technology are replete with terms that cannot be defined
with any ease in observation sentences; they are defined,
I think, through metalingual linkages. What kind of pro-
gram is a compiler? What kind of device can correctly be
called heuristic? These questions can be answered, but
useful answers are complicated stories about the art of
programming, not simple statements of perceptual condi-
tions, and certainly not classificatory statements using
elementary features such as human, male, or concrete.

I can indicate how vast a difference there is between
metalingual operations and others by proposing that all
other operations in cognitive networks are performed by
path tracing using finite-state automata, whereas metalin-
gual operations are performed by pattern matching using
pushdown automata. These two systems differ in power; a
finite-state machine defines a regular language and a
pushdown automaton defines a context-free language.

A path in a cognitive network is defined as a sequence
of nodes and arcs; to specify a path requires only a list of
node and arc types, perhaps with mention that scme are
optional, some can be repeated. A more complex form of
path definition could be described, but I doubt that it
would enhance the effectiveness of path tracing proce-
dures. In Quillian’s work, for example, one needs only
simple path specifications to find the relation between
lawyer and client (a client employs a lawyer). To know
that a canary has wings requires a simple form of path
involving paradigmatic (a canary is a kind of bird) and
syntagmatic relations (a bird has wings). The limiting
factor is not the complexity of the path that can be
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defined from one node to ancther, but the very notion
that node-to-node paths are required.*!

Pattern matching means fitting a template. The pat-
terns I have in mind are abstract, as three examples will
show. The first, familiar to linguists, is the determination
of the applicability of a grammatical transformation. The
method, due to Chomsky, is to write a template called a
structure description. The grammatical structure of any
sentence is described by some tree; if the template fits the
tree of a certain sentence, then the transformation applies
to it, yielding a different tree. These templates contain
symbols that can apply to nodes in grammatical trees,
and relations that can connect the nodes. Chomsky was, 1
think, the first to recognize that some rules of grammar
can be applied only where structure is known; many
phenomena in language are now seen to be of this kind.
Thus linguists today ask for tree-processing languages
and cannot do with string processors.

My second example is the testing of a proof for the
applicability of a rule of inference. A proof has a tree
structure like the structure of a sentence; whether a rule
of inference can be applied has to be tested by reference
to the structure. ‘If p and q then p’ is a valid inference,
provided that in its application p is one of the arguments
of the conjunction; one cannot assert that p is true just
because p, g, and a conjunction symbol all occur in the
same string.

Finally, I come to metalingual definition. The defini-
tion is itself a template. The term it defines is correctly
used in contexts where the template fits. As in the first
two examples, the template is abstract. A structure
description defines a class of trees; the transformation it
goes with applies to any tree in the class. A rule of infer-
ence defines a class of proofs; it applies to each of them.
And a metalingual definition defines a class of contexts,
in each of which the corresponding term is usable. Char-
ity has many guises; the story-template that defines char-
ity must specify all of the relevant features of charitable
activity, leaving the rest to vary freely.

When the difference in power between finite-state and
context-free systems was discovered, it seemed that this
difference was a fundamental reason for preferring con-
text-free grammars in the study of natural language.
Later it became evident that the need to associate a struc-
tural description with each string was more important,
since context-free grammars could do so in a natural way
and finite-state automata could not. Today linguists and
programmers generally prefer the form of context-free
rules even for languages known to be finite state, just
because their need for structure is so urgent. It may prove
the same with pattern matching. In proofs, in transforma-
tions, and in definitions it is necessary to mark certain
elements: the conclusions of inferences, the elements
moved or deleted by transformation, and the key partici-
pating elements in definition. (The benefactor is charita-
ble, not the recipient.) Until I see evidence to the contra-
ry, however, I will hold the view that pattern matching is
more powerful than path tracing.

Pattern matching is, surely, a reflective activity in
comparison with path tracing. To trace a path through a
maze, one can move between the hedges, possibly mark-
ing the paths already tried with Ariadne’s thread. To see
the pattern requires rising above the hedges, looking down
on the whole from a point of view not customarily
adopted by the designers of cognitive networks. That is,
they often take such a point of view themselves, but they
do not include in their systems a component capable of
taking such a view.

COMPUTER ARCHITECTURE

I turn now to the art of computation, and ask what
kind of computer might be constructed which followed
the principles of stratification, internalization, and
metalingual operation.

Such a computer will, T freely admit, appear to be a
special-purpose device in comparison with the general-
purpose machines we know today. The human brain, on
close inspection, also begins to look like a special-purpose
machine. Its creativity is of a limited kind, yet interesting
nevertheless. The prejudice in favor of mathematics and
against linguistics prefers the present structure of the
computer; but a special-purpose machine built to linguis-
tic principles might prove useful for many problems that
have heretofore been recalcitrant.

Stratification is not unknown in computation, but it
deserves further attention. The difficulties of code trans-
lation and data-structure conversion that apparently still
exist in networks of different kinds of computers and in
large software systems that should be written in a combi-
nation of programming languages are hard to take. The
level of morphemics in language is relatively independent
of both cognition and phonology. In computer architec-
ture, it should be possible to work with notational
schemes independent of both the problem and the input-
output system. Whether this level of encoding both data
and their organization should be the medium of transmis-
sion, or specific to the processor, I do not know. But it is
clear that translators should be standard hardware items,
their existence unknown in high-level languages. Sophisti-
cation in design may be needed, but the problems seem
not insurmountable, at least for numerical, alphabetic,
and pictorial data. The design of translators for data
structures is trickier, and may even prove not to be possi-
ble on the highest level.

The lesson to be learned from the separation of gram-
mar and cognition is more profound. Language provides a
medium of exchange among persons with different inter-
ests and different backgrounds; how they will understand
the same sentence depends on their purposes as well as
their knowledge. Much difficulty in computer program-
ming apparently can be traced to the impossibility of
separating these two levels in programming languages.
Programs do not mean different things in different con-
texts; they mean the same thing always. They are there-
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fore called unambiguous, but a jaundiced eye might see a
loss of flexibility along with the elimination of doubt.
Many simple problems of this class have been solved; in
high-level languages, addition is generally not conditioned
by data types, even if the compiler has to bring the data
into a common type before adding. More difficult prob-
lems remain. At Buffalo, Teiji Furugori is working on a
system to expand driving instructions in the context of
the road and traffic. He uses principles of safe driving to
find tests and precautions that may be needed, arriving at
a program for carrying out the instruction safely. Current
computer architecture is resistant to this kind of work; it
is not easy to think of a program on two levels, one of
them providing a facility for expanding the other during
execution. An interpreter can do something of the sort;
but interpretive execution is a high price to pay. If com-
puter hardware provided for two simultaneous monitors
of the data stréam, one execufing a compiled program
while the other watched for situations in which the com-
piled version would be inadequate, the separation of
morphemics and cognition might better be realized.

In teaching internalization to students who are mainly
interested in linguistics, I use microprogramming as an
analogy. What can be seen in the opposite direction is the
fantastic extent to which microprogramming might be
carried with corresponding improvement in performance.
If the meaning of every word in a language (or a large
fraction of the words) is internalized by its users, then one
may hope that microprogramming of a similar repertory
of commands would carry possibilities for the computer
somewhat resembling what the speaker gains, to wit,
speed.

A computer could easily be built with a repertory of
10,000 commands. Its manual would be the size of a desk
dictionary; the programmer would often find that his
program consisted of one word, naming an operation, fol-
lowed by the necessary description of a data structure.
Execution would be faster because of the intrinsically
higher speed of the circuitry used in microprogramming.
Even if some microprograms were mainly executive,
making numerous calls to other microprograms, overall
speed should be increased. At one time it would have
been argued that the art could not supply 10,000 widely
used commands, but I think that time is past. If someone
were inclined, I think he could study the literature in the
field and arrive at a list of thousands of frequently used
operations.

Parallel processing adds further hope. If a computer
contains thousands of subcomputers, many of them
should be operating at each moment. Even the little we
know about the organization of linguistic and cognitive
processing in the brain suggests how parallel processing
might be used with profit in systems for new applications.

A morphemic unit is the brain seems to be an activity,
which when successful links a phonological string with
one or more points in a cognitive network. If these units
had to be tested sequentially, or even by binary search,
the time to process a sentence would be great. Instead all

of them seem to be available at all times, watching the
input and switching from latency to arousal when the
appropriate phonological string appears. If each were a
microprogram, each could have access to all input. Con-
flicts inevitably arise, with several units aroused at the
same time. Grammar serves to limit these conflicts; a
grammatical unit is one with a combination of inputs
from morphemic units. When a morphemic unit is
aroused, it signals its activation to one or several gram-
matical units. When a proper combination of morphemic
units is aroused, the grammatical unit is in turn aroused
and returns feedback to maintain the arousal of the
morphemic unit which is thereupon enabled to transmit
also to the cognitive level. Thus the condition for linkage
between phonology and cognition is a combination of
grammatical elements that amounts to the representation
of a sentence structure. This is Lamb’s model of stratal
organization, and shows how grammar reduces Texical
ambiguity. The problem it poses for computer architec-
ture is that of interconnection; unless the morphemic
units (like words) and the grammatical units (like phrase-
structure rules) are interconnected according to the
grammar of a language, nothing works. The computer
designer would prefer to make his interconnections on the
basis of more general principles; but English is used so
widely that a special-purpose computer built on the lines
of its grammar would be acceptable to a majority of the
educated persons in the world—at least, if no other were
on the market.

A similar architecture could be used for other purposes,
following the linguistic principle but not the grammar of a
natural language. Ware'® mentions picture processing and
other multidimensional systems as most urgently needing
increased computing speed. Models of physiology, of
social and political systems, and of the atmosphere and
hydrosphere are among these. Now, it is in the nature of
the world as science knows it that local and remote inter-
actions in these systems are on different time scales. A
quantum of water near the surface of a sea is influenced
by the temperature and motion of other quanta of water
and air in its vicinity; ultimately, but in a series of steps,
it can be influenced by changes at remote places. Each
individual in a society is influenced by the persons and
institutions close to him in the social structure. Each
element of a picture represents a portion of a physical
object, and must be of a kind to suit its neighbors.

To be sure, certain factors change simultaneously on a
wide scale. If a person in a picture is wearing a striped or
polka-dotted garment, the recognition of the pattern can
be applied to the improvement of the elements through-
out the area of the garment in the picture. A new law or
change in the economy can influence every person simul-
taneously. Endocrine hormones sweep through tissue
rapidly, influencing every point almost simultaneously.
When a cloud evaporates, a vast area is suddenly exposed
to a higher level of radiation from the sun.

These situations are of the kind to make stratification a
helpful mode of architecture. Each point in the grid of
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picture, physiological organism, society, or planet is con-
nected with its neighbors on its own stratum and with
units of wide influence on other strata; it need not be
connected with remote points in the same stratum.

Depending on the system, different patterns of interac-
tion have to be admitted. Clouds are formed, transported,
and evaporated. Endocrine glands, although they vary in
their activity, are permanent, as are governments. Both
glands and governments do suffer revolutionary changes
within the time spans of useful simulations. In a motion
picture, objects enter and depart.

How the elements of the first stratum are to be con-
nected with those of the next is a difficult problem. It is
known that the cat’s brain recognizes lines by parallel
processing; each possible line is represented by a cell or
cells with fixed connections to certain retinal cells. But
this does not say how the cat recognizes an object com-
posed of several lines that can be seen from varying orien-
tations. Switching seems unavoidable in any presently
conceivable system to connect the level of picture ele-
ments with the level of objects, to connect the level of
persons with the level of institutions, to connect the ele-
ments of oceans with the level of clouds, or to connect the
elements of the morphemic stratum with the level of cog-
nition in linguistic processing.

In computation, it seems that path tracing should be
implicit, pattern matching explicit. The transmission of
activity from a unit to its neighbors, leading to feedback
that maintains or terminates the activity of the original
unit, can be understood as the formation of paths. Some-
thing else, I think, happens when patterns are matched.

A typical application of a linguistically powerful com-
puter would be the discovery of patterns in the user’s
situation. The user might be a person in need of psychiat-
ric or medical help; an experimenter needing theoretical
help to analyze his results and formulate further experi-
ments; a lawyer seeking precedents to aid his clients; or a
policy officer trying to understand the activities of an
adversary. In such cases the user submits a description of
his situation and the computer applies a battery of pat-
terns to it. The battery would surely have to be composed
of thousands of possibilities to be of use; with a smaller
battery, the user or a professional would be more helpful
than the computer.

If the input is in natural language, I assume that it is
converted into a morphemic notation, in which grammati-
cal relations are made explicit, as a first step.

On the next level are thousands of patterns, each linked
metalingually to a term; the computer has symbolic pat-
terns definitive of charity, ego strength, heuristics, hostili-
ty, and so on. Each such pattern has manifold repre-
sentations on the morphemic stratum; these representa-
tions may differ in their morphemes and in the gram-
madical linkages among them. Some of these patterns, in
fact, cannot be connected to the morphemic stratum di-
rectly with any profit whatsoever, but must instead be
linked to other metalingual patterns and thence ul-
timately to morphemic representations. In this way the

cognitive patterns resemble objects in perception that
must be recognized in different perspectives.

Grammatical theory suggests an architecture for the
connection of the strata that may be applicable to other
multistratal systems. The two strata are related through a
bus; the object on the lower stratum is a tree which reads
onto the bus in one of the natural linearizations. All of the
elements of all of the patterns on the upper stratum are
connected simultaneously to the bus and go from latent to
aroused when an element of their class appears; these
elements include both node and arc labels. When the last
item has passed, each pattern checks itself for complete-
ness; all patterns above a threshold transmit their arousal
over their metalingual links to the terms they define.
Second-order patterns may come to arousal in this way,
and so on.

If this model has any validity for human processing, it
brings us close to the stage at which awareness takes over.
In awareness, conflicts are dealt with that cannot be
reduced by internalized mechanisms. The chess player
goes through a few sequences of moves to see what he can
accomplish on each of them; the listener checks out those
occasional ambiguities that he notices, and considers the
speaker’s purposes, the relevance of what he has heard to
himself, and so on. The scientist compares his overall
theoretical views with the interpretations of his data as
they come to mind and tries a few analytic tricks. In
short, this is the level at which even a powerful computer
might open a dialogue with the user.

Would a sensible person build a computer with archi-
tecture oriented to a class of problems? I think so, in a
few situations. Ware listed some problems for which the
payoff function varies over a multibillion-dollar range:
foreign policy and arms control, weather and the environ-
ment, social policy, and medicine. With such payoffs, an
investment of even a large amount in a more powerful
computer might be shown to carry a sufficient likelihood
of profit to warrant a gamble. In the case of language-
oriented architecture, it is not hard to develop a compos-
ite market in which the users control billions of dollars
and millions of lives with only their own brains as tools to
link conceptualization with data. A president arrives at
the moment of decision, after all the computer simula-
tions and briefings, with a yellow pad and a pencil; to give
him a computer which could help his brain through mul-
tistratal and metalingual linkages of data and theories
would be worth a substantial investment.

Can these applications be achieved at optimal levels
without specialized architecture? I doubt it. Parallel
processing with general-purpose computers linked
through generalized busses will surely bring an improve-
ment over serial processing, but raises problems of delay
while results are switched from one computer to another
and does nothing to solve software problems. Specialized
architecture is a lesson to be learned from linguistics with
consequences for ease of programming, time spent in
compilation or interpretation, and efficiency of parallel
processing.
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COMPUTATIONAL LINGUISTICS

I have delayed until the end a definition of my own
field, which I have presented before.” It should be more
significant against the background of the foregoing discus-
sion.

The definition is built upon a twofold distinction. One
is the distinction, familiar enough, between the infinitesi-
mal calculus and linguistics. The calculus occupies a
major place in science, giving a means of deduction in
systems of continuous change. It has developed in two
ways: Mathematical analysis, which gives a time-inde-
pendent characterization of systems including those in
which time itself is a variable—time does not appear in
the metasystem of description. And numerical analysis,
in which time is a variable of the metasystem; numerical
analysis deals in algorithms.

Linguistics, also, has developed in two ways. The time-
independent characterizations that Chomsky speaks of as
statements of competence are the subject of what is called
linguistics, with no modifier. This field corresponds to the
calculus, or to its applications to physical systems. Time-
dependent characterizations of linguistic processes are the
subject matter of computational linguistics, which also
has two parts. Its abstract branch is purely formal, deal-
ing with linguistic systems whether realized, or realizable,
in nature; its applied branch deals with algorithms for the
processing of naturally occurring languages.

I have undertaken to show that the concepts of abstract
computational linguistics provide a foundation for nonnu-
merical computation comparable to that provided by the
calculus for numerical computation. The work is still in
progress, and many who are doing it would not be com-
fortable to think of themselves as computational linguists.
I hope that the stature of the field is growing so that more
pride can attach to the label now and hereafter than in
earlier days.
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Speech understanding

by DONALD E. WALKER

Stanford Research Institute
Menlo Park, California

ABSTRACT

Research on speech understanding is adding new
dimensions to the analysis of speech and to the under-
standing of language. The accoustic, phonetic, and phon-
ological processing of speech recognition efforts are being
blended with the syntax, semantics, and pragmatics of
question-answering systems. The goal is the development
of capabilities that will allow a person to have a conversa-
tion with a computer in the performance of a shared task.
Achievement of this goal will both require and contribute
to a more comprehensive and powerful model of language
—with significant consequences for linguistics, for com-
puter science, and especially for computational linguis-
tics.

Syntax and computation

by JANE J. ROBINSON

The University of Michigan
Ann Arbor, Michigan

ABSTRACT

Algorithms have been developed for generating and
parsing with context-sensitive grammars. In principle, the
contexts to which a grammar is sensitive can be syntactic,
semantic, pragmatic, or phonetic. This development
points up the need to develop a new kind of lexicon,
whose entries contain large amounts of several kinds of
contextual information about each word or morpheme,
provided in computable form. Ways in which both the
form and content of the entries differ from those of tradi-
tional dictionaries are indicated.

Literary text processing

by SALLY YEATES SEDELOW

University of Kansas
Lawrence, Kansas

ABSTRACT

To date, computer-based literary text processing bears
much greater similarity to techniques used for informa-
tion retrieval and, to some degree, for question-answering,
than it does to techniques used in, for example, machine
translation of ‘classical’ artificial intelligence. A literary
text is treated not as ‘output’ in a process to be emulated
nor as a string to be transformed into an equivalent ver-
bal representation, but, rather, as an artifact to be ana-
lyzed and described.

The absence of process as an integrating concept in
computer-based literary text processing leads to very
different definitions of linguistic domains (such as seman-
tics and syntactics) than is the case with, for example,
artificial intelligence. This presentation explores some of
these distinctions, as well as some of the implications of
more process-oriented techniques for literary text proc-
essing.
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by DOUGLAS C. ENGELBART, RICHARD W. WATSON, and JAMES C. NORTON

Stanford Research Institute
Menlo Park, California

CONCEPT OF THE KNOWLEDGE WORKSHOP

This paper discusses the theme of augmenting a knowl-
edge workshop. The first part-of the-paper-describes the
concept and framework of the knowledge workshop. The
second part describes aspects of a prototype knowledge
workshop being developed within this framework.

The importance and implications of the idea of knowl-
edge work have been described by Drucker.®* Considering
knowledge to be the systematic organization of informa-
tion and concepts, he defines the knowledge worker as the
person who creates and applies knowledge to productive
ends, in contrast to an ‘“intellectual” for whom informa-
tion and concepts may only have importance because
they interest him, or to the manual worker who applies
manual skills or brawn. In those two books Drucker
brings out many significant facts and considerations
highly relevant to the theme here, one among them
(paraphrased below) being the accelerating rate at which
knowledge and knowledge work are coming to dominate
the working activity of our society:

In 1900 the majority and largest single group of
Americans obtained their livelihood from the farm.
By 1940 the largest single group was industrial work-
ers, especially semiskilled machine operators. By
1960, the largest single group was professional,
managerial, and technical—that is, knowledge work-
ers. By 1975-80 this group will embrace the majority
of Americans. The productivity of knowledge has
already become the key to national productivity,
competitive strength, and economic achievement,
according to Drucker. It is knowledge, not land, raw
materials, or capital, that has become the central
factor in production.

In his provocative discussions, Drucker makes exten-
sive use of such terms as ‘“‘knowledge organizations,”
“knowledge technologies,” and “knowledge societies.” It
seemed a highly appropriate extension for us to coin
“knowledge workshop’ for re-naming the area of our
special interest: the place in which knowiedge workers do
their work. Knowledge workshops have existed for centu-
ries, but our special concern is their systematic improve-
ment, toward increased effectiveness of this new breed of
craftsmen.

Workshop improvement involves systematic change not
only in the tools that help handle and transform the
materials, but in the customs, conventions, skills, proce-
dures; werking-metheods; organizational reles,training,-
etc., by which the workers and their organizations harness
their tools, their skills, and their knowledge.

Over the past ten years, the explicit focus in the Aug-
mentation Research Center (ARC) has been upon the
effects and possibilities of new knowledge workshop tools
based on the technology of computer timesharing and
modern communications.'®*" Since we consider automat-
ing many human operations, what we are after could
perhaps be termed “workshop automation.” But the very
great importance of aspects other than the new tools (i.e.,
conventions, methods, roles) makes us prefer the “aug-
mentation” term that hopefully can remain ‘“whole-
scope.” We want to keep tools in proper perspective
within the total system that augments native human
capacities toward effective action.'--1.16.18-2¢

Development of more effective knowledge workshop
technology will require talents and experience from many
backgrounds: computer hardware and software, psycholo-
gy, management science, information science, and opera-
tions research, to name a few. These must come together
within the framework of a new discipline, focused on the
systematic study of knowledge work and its workshop
environments.

TWO WAYS IN WHICH AUGMENTED
KNOWLEDGE WORKSHOPS ARE EVOLVING

Introduction

First, one can see a definite evolution of new workshop
architecture in the trends of computer application sys-
tems. An “augmented workshop domain” will probably
emerge because many special-purpose application sys-
tems are evolving by adding useful features outside their
immediate special application area. As a result, many will
tend to overlap in their general knowledge work support-
ing features.

Second, research and development is being directed
toward augmenting a ‘“Core” Knowledge Workshop
domain. This application system development is aimed
expressly at supporting basic functions of knowledge
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work. An important characteristic of such systems is to
interface usefully with specialized systems. This paper is
oriented toward this second approach.

NATURAL EVOLUTION BY SCATTERED
NUCLEI EXPANDING TOWARD A COMMON
“KNOWLEDGE WORKSHOP” DOMAIN

Anderson and Coover® point out that a decade or more
of application-system evolution is bringing about the
beginning of relatively rational user-oriented languages
for the control interfaces of advanced applications soft-
ware systems. What is interesting to note is that the func-
tions provided by the “interface control” for the more
advanced systems are coming to include editors and gen-
eralized file-management facilities, to make easier the
preparation, execution, and management of the special-
purpose tools of such systems.

It seems probable that special application-oriented
systems (languages) will evolve steadily toward helping
the user with such associated work as formulating models,
documenting them, specifying the different trial runs,
keeping track of intermediate results, annotating them
and linking them back to the users’ model(s), etc. When
the results are produced by what were initially the core
application programs (e.g., the statistical programs), he
will want ways to integrate them into his working notes,
illustrating, labeling, captioning, explaining and inter-
preting them. Eventually these notes will be shaped into
memoranda and formal publications, to undergo dialogue
and detailed study with and by others.”

Once a significant user-oriented system becomes estab-
lished, with a steady growth of user clientele, there will be
natural forces steadily increasing the effectiveness of the
system services and steadily decreasing the cost per unit
of service. And it will also be natural that the functional
domain of an application system will steadily grow out-
ward: “as long as the information must be in computer
form anyway for an adjacent, computerized process, let’s
consider applying computer aid to Activity X also.”

Because the boundary of the Application System has
grown out to be “‘next to” Activity X, it has become
relatively easy to consider extending the computer-
ized-information domain a bit so that a new applica-
tion process can support Activity X. After all, the
equipment is already there, the users who perform
Activity X are already oriented to use integrated
computer aid, and generally the computer facilitation
of Activity X will prove to have a beneficial effect on
the productivity of the rest of the applications sys-
tem.

This domain-spreading characteristic is less dependent
upon the substantive work area a particular application
system supports than it is upon the health and vitality of
its development and application (the authors of Reference
15 have important things to say on these issues): however,
it appears that continuing growth is bound to occur in

many special application domains, inevitably bringing
about overlap in common application ‘‘sub-domains” (as
seen from the center of any of these nuclei). These special
subdomains include formulating, studying, keeping track
of ideas, carrying on dialogue, publishing, negotiating,
planning, coordinating, learning, coaching, looking up in
the yellow pages to find someone who can do a special
service, etc.

CONSIDERING THE CORE KNOWLEDGE
WORKSHOP AS A SYSTEM DOMAIN IN ITS
OWN RIGHT

A second approach to the evolution of a knowledge
workshop is to recognize from the beginning the amount
and importance of human activity constantly involved in
the “core” domain of knowledge work—activity within
which more specialized functions are embedded.

If you asked a particular knowledge worker (e.g., scien-
tist, engineer, manager, or marketing specialist) what
were the foundations of his livelihood, he would probably
point to particular skills such as those involved in design-
ing an electric circuit, forecasting a market based on var-
ious data, or managing work flow in a project. If you
asked him what tools he needed to improve his effective-
ness he would point to requirements for aids in designing
circuits, analyzing his data, or scheduling the flow of
work.

But, a record of how this person used his time, even if
his work was highly specialized, would show that
specialized work such as mentioned above, while vital
to his effectiveness, probably occupied a small frac-
tion of his time and effort.

The bulk of his time, for example, would probably
be occupied by more general knowledge work: writing
and planning or design document; carrying on dia-
logue with others in writing, in person, or on the tele-
phone; studying documents; filing ideas or other
material; formulating problem-solving approaches;
coordinating work with others; and reporting results.

There would seem to be a promise of considerable
payoff in establishing a healthy, applications oriented
systems development activity within this common, “core”
domain, meeting the special-application systems “coming
the other way” and providing them with well-designed
services at a natural system-to-system interface.

It will be much more efficient to develop this domain
explicitly, by people oriented toward it, and hopefully
with resources shared in a coordinated fashion. The alter-
native of semi-random growth promises problems such as:

(1) Repetitive solutions for the same functional prob-
lems, each within the skewed perspective of a par-
ticular special-applications area for which these
problems are peripheral issues,

(2) Tncompatibility between diferent application soft-
ware systems in terms of their inputs and outputs,
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(3) Languages and other control conventions inconsist-
ent or based on different principles from one sys-
tem to another, creating unnecessary learning bar-
riers or other discouragements to cross usage.

In summary, the two trends in the evolution of knowl-
edge workshops described above are each valuable and
are complementary. Experience and specific tools and
techniques can and will be transferred between them.

There is a very extensive range of ‘“‘core” workshop
functions, common to a wide variety of knowledge work,
and they factor into many levels and dimensions. In the
sections to follow, we describe our developments, activi-
ties, and commitments from the expectation that there
soon will be increased activity in this core knowledge
workshop domain, and that it will be evolving “outward”
to meet the other application systems “heading inward.”

BASIC ASSUMPTIONS ABOUT AUGMENTED
KNOWLEDGE WORKSHOPS EMBEDDED IN A
COMPUTER NETWORK

The computer-based “tools” of a knowledge workshop
will be provided in the environment of a computer net-
work such as the ARPANET."** For instance, the core
functions will consist of a network of cooperating proces-
sors performing special functions such as editing, publish-
ing, communication of documents and messages, data
management, and so forth. Less commonly used but
important functions might exist on a single machine. The
total computer assisted workshop will be based on many
geographically separate systems.

Once there is a “digital-packet transportation system,”
it becomes possible for the individual user to reach out
through his interfacing processor(s) to access other people
and other services scattered throughout a “community,”
and the “labor marketplace” where he transacts his
knowledge work literally will not have to be affected by
geographical location.”

Specialty application systems will exist in the way that
specialty shops and services now do—and for the same
reasons. When it is easy to transport the material and
negotiate the service transactions, one group of people will
find that specilization can improve their cost/effective-
ness, and that there is a large enough market within reach
to support them. And in the network-coupled computer-
resource marketplace, the specialty shops will grow—e.g.,
application systems specially tailored for particular types
of analyses, or for checking through text for spelling
errors, or for doing the text-graphic document typography
in a special area of technical portrayal, and so on. There
will be brokers, wholesalers, middle men, and retailers.

Coordinated set of user interface principles

There will be a common set of principies, over the
many application areas, shaping user interface features

such as the language, control conventions, and methods
for obtaining help and computer-aided training.

This characteristic has two main implications. One, it
means that while each demain within the core workshop
area or within a specialized application system may have
a vocabulary unique to its area, this vocabulary will be
used within language and control structures common
throughout the workshop system. A user will learn to use
additional functions by increasing vocabulary, not by
having to learn separate “foreign” languages. Two, when
in trouble, he will invoke help or tutorial functions in a
standard way.

Grades of user proficiency

Even a once-in-a-while user with a minimum of learn-
ing will want to be able to get at least a few straightfor-
ward things done. In fact, even an expert -user-im-one
domain will be a novice in others that he uses infre-
quently. Attention to novice-oriented features is required.

But users also want and deserve the reward of
increased proficiency and capability from improvements
in their skills and knowledge, and in their conceptual
orientation to the problem domain and to their work-
shop’s system of tools, methods, conventions, etc. “Ad-
vanced vocabularies” in every special domain will be
important and unavoidable.

A corollary feature is that workers in the rapidly evolv-
ing augmented workshops should continuously be
involved with testing and training in order that their skills
and knowledge may harness available tools and method-
ology most effectively.

Ease of communication between, and addition of,
workshop domains

One cannot predict ahead of time which domains or
application systems within the workshop will want to
communicate in various sequences with which others, or
what operations will be needed in the future. Thus,
results must be easily communicated from one set of
operations to another, and it should be easy to add or
interface new domains to the workshop.

User programming capability

There will never be enough professional programmers
and system developers to develop or interface all the tools
that users may need for their work. Therefore, it must be
possible, with various levels of ease, for users to add or
interface new tools, and extend the language to meet their
needs. They should be able to do this in a variety of pro-
gramming languages with which they may have training,
or in the basic user-level language of the workshop itself.

Availability of people support services

An augmented workshop will have more support serv-
ices available than those provided by computer tools.
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There will be many people support services as well:
besides clerical support, there will be extensive and
highly specialized professional services, e.g., document
design and typography, data base design and administra-
tion, training, cataloging, retrieval formulation, etc. In
fact, the marketplace for human services will become
much more diverse and active.”

Cost decreasing, capabilities increasing

The power and range of available capabilities will
increase and costs will decrease. Modular software
designs, where only the software tools needed at any given
moment are linked into a person’s run-time computer
space, will cut system overhead for parts of the system
not in use. Modularity in hardware will provide local
configurations of terminals and miniprocessors tailored
for economically fitting needs. It is obvious that cost of
raw hardware components is plummeting; and the
assumed large market for knowledge workshop support
systems implies further help in bringing prices down.

The argument given earlier for the steady expansion of
vital application systems to other domains remains valid
for explaining why the capabilities of the workshop will
increase. Further, increasing experience with the work-
shop will lead to improvements, as will the general trend
in technology evolution.

Range of workstations and symbol representations

The range of workstations available to the user will
increase in scope and capability. These workstations will
support text with large, open-ended character sets, pic-
tures, voice, mathematical notation, tables, numbers and
other forms of knowledge representation. Even small
portable hand-held consoles will be available.™

Careful development of methodology

As much care and attention will be given to the devel-
opment, analysis, and evaluation of procedures and
methodology for use of computer and people support serv-
ices as to the development of the technological support
services.

Changed roles and organizational structure

The widespread availability of workshop services will
create the need for new organizational structures and
roles.

SELECTED DESCRIPTION OF AUGMENTED
WORKSHOP CAPABILITIES

Introduction

Within the framework described above, ARC is devel-
oping a prototype workshop svstem. Our system does not

meet all the requirements outlined previously, but it does
have a powerful set of core capabilities and experience
that leads us to believe that such goals can be achieved.

Within ARC we do as much work as possible using the
range of online capabilities offered. We serve not only as
researchers, but also as the subjects for the analysis and
evaluation of the augmentation system that we have been
developing.

Consequently, an important aspect of the augmentation
work done within ARC is that the techniques being
explored are implemented, studied, and evaluated with
the advantage of intensive everyday usage. We call this
research and development strategy “bootstrapping.”

In our experience, complex man-machine systems can
evolve only in a pragmatic mode, within real-work envi-
ronments where there is an appropriate commitment to
conscious, controlled, exploratory evolution within the
general framework outlined earlier. The plans and com-
mitments described later are a consistent extension of this
pragmatic bootstrapping strategy.

To give the reader more of a flavor of some of the many
dimensions and levels of the ARC workshop, four exam-
ple areas are discussed below in more detail, following a
quick description of our physical environment.

The first area consists of mechanisms for studying and
browsing through NLS files as an example of one func-
tional dimension that has been explored in some depth.

The second area consists of mechanisms for collabora-
tion support—a subsystem domain important to many
application areas.

The third and fourth areas, support for software engi-
neers and the ARPANET Network Information Center
(NIC), show example application domains based on func-
tions in our workshop.

General physical environment

Our computer-based tools run on a Digital Equipment
Corporation PDP-10 computer, operating with the Bolt,
Beranek, and Newman TENEX timesharing system.? The
computer is connected via an Interface Message Proces-
sor (IMP) to the ARPANET.”® There is a good deal of
interaction with Network researchers, and with Network
technology, since we operate the ARPA Network Infor-
mation Center (see below).*

There is a range of terminals: twelve old, but servicea-
ble, display consoles of our own design,”* an IMLAC dis-
play, a dozen or so 30 ch/sec portable upper/lower case
typewriter terminals, five magnetic tape-cassette storage
units that can be used either online or offline, and a 96-
character line printer. There are 125 million characters of
online disk storage.

The display consoles are equipped with a typewriter-
like keyboard, a five-finger keyset for one-handed
character input, and a “mouse”—a device for con-
trolling the position of a cursor (or pointer) on the
display screen and for input of certain control
commands. Test results on the mouse as a screen-



The Augmented Knowledge Workshop 13

selection device have been reported in Reference 25,
and good photographs and descriptions of the physi-
cal systems have appeared in References 20 and 21.

The core workshop software system and language,
called NLS, provides many basic tools, of which a num-
ber will be mentioned below. It is our ‘“core-workshop
application system.”

During the initial years of workshop development,
application and analysis, the basic knowledge-work func-
tions have centered around the composition, modification,
and study of structured textual material.*®* Some of the
capabilities in this area are described in detail in Refer-
ence 26, and are graphically shown in a movie available
on loan!'—

The structured-text manipulation has been developed
extensively because of its high payoff in the area of
applications-system development to which we have
applied our augmented workshop. We have delayed
addition of graphic-manipulation capabilities
because there were important areas associated with
the text domain needing exploration and because of
limitations in the display system and hardcopy print-
out.

To build the picture of what our Core Knowledge
Workshop is like, we first give several in-depth examples,
and then list in the section on workshop utility service
some ‘“‘workshop subsystems” that we consider to be of
considerable importance to general knowledge work.

STUDYING ONLINE DOCUMENTS

Introduction

The functions to be described form a set of controls for
easily moving one around in an information space and
allowing one to adjust the scope, format, and content of
the information seen.?-!

Given the addition of graphical, numerical, and vocal
information, which are planned for addition to the work-
shop, one can visualize many additions to the concepts
below. Even for strictly textual material there are yet
many useful ideas to be explored.

View specifications

One may want an overview of a document in a table-of-
contents like form on the screen. To facilitate this and
other needs, NLS text files are hierarchically structured
in a tree form with subordinate material at lower levels in
the hierarchy.®*

The basic conceptual unit in NLS, at each node of
the hierarchical file, is called a “statement” and is
usually a paragraph, sentence, equation, or other unit
that one wants to manipulate as a whole.

A statement can contain many characters—present-
ly, up to 2000. Therefore, a statement can contain
many lines of text. Two of the “view-specification”
parameters—depth in the hierarchy, and lines per
statement—can be controlled during study of a
document to give various overviews of it. View speci-
fications are given with highly abbreviated control
codes, because they are used very frequently and
their quick specification and execution make a great
deal of difference in the facility with which one stud-
ies the material and keeps track of where he is.

Examples of other view specifications are those that
control spacing between statements, and indentation for
levels in the hierarchy, and determine whether the identi-
fications associated with statements are to be displayed,
special filters are to be invoked to show only statements
meeting specified content requirements or whether state-
ments are to be transformed according to special rules
programmed by the user.

Moving in information space

A related viewing problem is designating the particular
location (node in a file hierarchy) to be at the top of the
screen. The computer then creates a display of the infor-
mation from that point according to the view specifica-
tions currently in effect.

The system contains a variety of appropriate com-
mands to do this; they are called jump commands
because they have the effect of “jumping’” or moving one
from place to place in the network of files available as a
user’s information space.?-%-%

One can point at a particular statement on the screen
and command the system to move on to various posi-
tions relative to the selected one, such as up or down
in the hierarchical structure, to the next or preceding
statement at the same hierarchical level, to the first
or last statement at a given level, etc.

One can tell the system to move to a specifically
named point or go to the next occurrence of a state-
ment with a specific content.

Each time a jump or move is made, the option is
offered of inciuding any of the abbreviated view spec-
ifications—a very general, single operation is “jump
to that location and display with this view.”

As one moves about in a file one may want to quickly
and easily return to a previous view of the path as one
traverses through the file and the specific view at each
point, and then aiilowing return movement to the most
recent points saved.

Another important feature in studying or browsing in a
document is being able to quickly move to other docu-
ments cited.
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There is a convention (called a “link”) for citing
documents that allows the user to specify a particular
file, statement within the file and view specification
for initial display when arriving in the cited file.

A single, quickly executed command (Jump to Link)
allows one to point at such a citation, or anywhere in
the statement preceding the citation, and the system
will go to the specific file and statement cited and
show the associated material with the specified view
parameters. This allows systems of interlinked
documents and highly specific citations to be created.

A piece of the path through the chain of documents is
saved so that one can return easily a limited distance
back along his “trail,” to previously referenced docu-
ments. Such a concept was originally suggested by Bush®
in a fertile paper that has influenced our thinking in
many ways.

Multiple windows

Another very useful feature is the ability to “split” the
viewing screen horizontally and/or vertically in up to
eight rectangular display windows of arbitrary size. Gen-
erally two to four windows are all that are used. Each
window can contain a different view of the same or differ-
ent locations, within the same or different files.*

COLLABORATIVE DIALOGUE AND
TELECONFERENCING

Introduction

The approach to collaboration support taken at ARC to
date has two main thrusts:

(1) Support for real-time dialogue (teleconferencing)
for two or more people at two terminals who want
to see and work on a common set of material. The
collaborating parties may be further augmented
with a voice telephone connection as well.

(2) Support for written, recorded dialogue, distributed
over time.

These two thrusts give a range of capabilities for sup-
port of dialogue distributed over time and space.

Teleconferencing support

Consider two people or groups of people who are geo-
graphically separated and who want to collaborate on a
document, study a computer program, learn to use a new
aspect of a system, or perform planning tasks, etc.

The workshop supports this type of collaboration by
allowing them to link their terminals so that each sees the
same information and either can control the system. This

function is available for both display and typewriter
terminal users over the ARPANET.

The technique is particularly effective between dis-
plays because of the high speed of information output and
the flexibility of being able to split the screen into several
windows, allowing more than one document or view of a
document to be displayed for discussion.

When a telephone link is also established for voice
communication between the participants, the technique
comes as close as any we know to eliminating the need for
collaborating persons or small groups to be physically
together for sophisticated interaction.

A number of other healthy approaches to teleconferenc-
ing are being explored elsewhere.!*'%% Tt would be
interesting to interface to such systems to gain experience
in their use within workshops such as described here.

RECORDED DIALOGUE SUPPORT

Introduction

As ARC has become more and more involved in the
augmentation of teams, serious consideration has been
given to improving intra- and inter-team communication
with whatever mixture of tools, conventions, and proce-
dures will help.?-%%

If a team is solving a problem that extends over a con-
siderable time, the members will begin to need help in
remembering some of the important communications—
i.e., some recording and recalling processes must be
invoked, and these processes become candidates for
augmentation.

If the complexity of the team’s problem relative to
human working capacity requires partitioning of the
problem into many parts—where each part is independ-
ently attacked, but where there is considerable interde-
pendence among the parts—the communication between
various people may well be too complex for their own
accurate recall and coordination without special aids.

Collaborating teams at ARC have been augmented by
development of a “Dialogue Support System (DSS),”
containing current and thoroughly used working records
of the group’s plans, designs, notes, etc. The central fea-
ture of this system is the ARC Journal, a specially man-
aged and serviced repository for files and messages.

The DSS involves a number of techniques for use by
distributed parties to collaborate effectively both using
general functions in the workshop and special functions
briefly described below and more fully in Reference 39.
Further aspects are described in the section on Workshop
Utility Service.

Document or message submission

The user can submit an NLS file, a part of a file, a file
prepared on another system in the ARPANET
(document). or text typed at submission time (message)
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to the Journal system. When submitted, a copy of the
document or message is transferred to a read-only file
whose permanent safekeeping is guaranteed by the Jour-
nal system. It is assigned a unique catalog number, and
automatically cataloged. Later, catalog indices based on
number, author, and “titleword out of context” are cre-
ated by another computer process.

Nonrecorded dialogue for quick messages or material
not likely to be referenced in the future is also permitted.

One can obtain catalog numbers ahead of time to inter-
link document citations for related documents that are
being prepared simultaneously. Issuing and controlling of
catalog numbers is performed by a Number System (an
automatic, crash-protected computer process).

At the time of submission, the user can contribute such
information as: title, distribution list, comments, key-
words, catalog-mumbers of -documents this mew one
supersedes (updates), and other information.

The distribution is specified as a list of unique identifi-
cation terms (abbreviated) for individuals or groups. The
latter option allows users to establish dialogue groups.
The system automatically “expands” the group identifi-
cation to generate the distribution list of the individuals
and groups that are its members. Special indices of items
belonging to subcollections (dialogue groups) can be pre-
pared to aid their members in keeping track of their dia-
logue. An extension of the mechanisms available for
group distribution could give a capability similar to one
described by Turoff.”

Entry of identification information initially into the
system, group expansion, querying to find a person’s or
group’s identification, and other functions are performed
by an Identification System.

Document distribution

Documents are distributed to a person in one, two, or
all of three of the following ways depending on informa-
tion kept by the Identification System.

(1) In hardcopy through the U.S. or corporation mail
to those not having online access or to those desir-
ing this mode,

(2) Online as citations (for documents) or actual text
(for messages) in a special file assigned to each
user.

(3} Through the ARPANET for printing or online
delivery at remote sites. This delivery is performed
using a standard Network wide protocol.

Document distribution is automated, with online deliv-
ery performed by a background computer process that
runs automatically at specified times. Printing and mail-
ing are performed by operator and clerical support. With
each such printed document, an address cover sheet is
automatically printed, so that the associated printout
pages only need to be folded in half, stapled, and stamped

before being dropped in the mail.

Document access

An effort has been made to make convenient both
online and offline access to Journal documents. The
master catalog number is the key to accessing documents.
Several strategically placed hardcopy master and access
collections (libraries) are maintained, containing all
Journal documents.

Automatic catalog-generation processes generate
author, number, and titleword indices, both online and in
hardcopy.®® The online versions of the indices can be
searched conveniently with standard NLS retrieval capa-
bilities.*"-*-4!

Online access to the full text of a document is accom-
plished by using the catalog number as a file name and
loading the file or moving to it by pointing at a citation
and asking the system to “jump”’ there as described ear-
lier.

SOFTWARE ENGINEERING AUGMENTATION

SYSTEM

Introduction

One of the important application areas in ARC’s work
is software engineering. The economics of large computer
systems, such as NLS, indicate that software develop-
ment and maintenance costs exceed hardware costs, and
that software costs are rising while hardware costs are
rapidly decreasing. The expected lifetime of most large
software systems exceeds that of any piece of computer
hardware. Large software systems are becoming increas-
ingly complex, difficult to continue evolving and main-
tain. Costs of additional enhancements made after initial
implementation generally exceed the initial cost over the
lifetime of the system. It is for these reasons that it is
important to develop a powerful application area to aid
software engineering. Areas of software engineering in
which the ARC workshop offers aids are described below.

Design and review collaboration

During design and review, the document creation, edit-
ing, and studying capabilities are used as well as the col-
laboration, described above.

Use of higher level system programming languages

Programming of NLS is performed in a higher level
ALGOL-like system programming language called L-10
developed at ARC. The L-10 language compiler takes its
input directly from standard NLS structured files. The
PDP-10 assembler also can obtain input from NLS files.

It is planned to extend this capability to other lan-
guages, for example, by providing an interface to the
BASIC system available in our machine for knowledge
workers wishing to perform more complex numerical
tasks.
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We are involved with developing a modular runtime-
linkable programming system (MPS), and with planning
a redesign of NLS to utilize MPS capabilities, both in
cooperation with the Xerox Palo Alto Research Center.
MPS will:

(1) Allow a workshop system organization that will
make it easier for many people to work on and
develop parts of the same complex system semi-
independently.

(2) Make it easier to allow pieces of the system to exist
on several processors.

(3) Allow individual users or groups of users to tailor
versions of the system to their special needs.

(4) Make it easier to move NLS to other computers
since MPS is written in itself.

(5) Speed system development because of MPS’s
improved system building language facilities, inte-
grated source-level debugging, measurement facili-
ties, the ability to construct new modules by com-
bining old ones, and to easily modify the system by
changing module interconnection.

System documentation and source-code creation

Source-code creation uses the standard NLS hierarchi-
cal file structures and allows documentation and other
programming conventions to be established that simplify
studying of source-code files.

Debugging

A form of source-level debugging is allowed through
development of several tools, of which the following are
key examples:

(1) A user program compilation and link loading facil-
ity that allows new or replacement programs to be
linked into the running system to create revised
versions for testing or other purposes.

(2) NLS-DDT, a DDT like debugging facility with a
command language more consistent with the rest of
NLS, and simplifies display of system variables
and data structures, and allows replacement of
system procedures by user supplied procedures.

(3) Use of several display windows so as to allow source
code in some windows and control of DDT in oth-
ers for the setting of breakpoints and display of
variables and data structures.

Measurement and analysis

A range of measurement tools has been developed for
analyzing system operation. These include the following:

(1) Capabilities for gathering and reporting statistics
on many operaling sysiem parameters such as utili-

zation of system components in various modes,
queue lengths, memory utilization, etc.

(2) The ability to sample the program counter for
intervals of a selectable area of the operating sys-
tem or any particular user subsystem to measure
time spent in the sampled areas;

(3) Trace and timing facilities to follow all procedure
calls during execution of a specified function.

(4) The ability to study page-faulting characteristics of
a subsystem to check on its memory use character-
istics.

(5) The ability to gather NLS command usage and
timing information.

(6) The ability to study user interaction on a task basis
from the point of view of the operating-system
scheduler.

(7) The ability to collect sample user sessions for later
playback to the system for simulated load, or for
analysis.

Maintenance

Maintenance programmers use the various functions
mentioned above. The Journal is used for reporting bugs;
NLS structured source code files simplify the study of
problem areas and the debugging tools permit easy modi-
fication and testing of the modifications.

THE ARPA NETWORK INFORMATION CENTER
(NIC)

Introduction

The NIC is presently a project embedded within
ARC.* Workshop support for the NIC is based on the
capabilities within the total ARC workshop system.

As useful as is the bootstrapping strategy mentioned
earlier, there are limits to the type of feedback it can
yield with only ARC as the user population. The NIC is
the first of what we expect will be many activities set up
to offer services to outside users. The goal is to provide a
useful service and to obtain feedback on the needs of a
wider class of knowledge workers. Exercised within the
NIC are also prototypes of information services expected
to be normal parts of the workshop.

The NIC is more than a classical information center, as
that term has come to be used, in that it provides a wider
range of services than just bibliographic and “library”
type services.

The NIC is an experiment in setting up and running a
general purpose information service for the ARPANET
community with both online and offline services. The
services offered and under development by the NIC have
as their initial basic objectives:

(1) To help people with problems find the resources
(people, systems, and information) available within
the network community that meet their needs



The Augmented Knowledge Workshop 17

(2) To help members of geographically distributed
groups collaborate with each other.

Following are the NIC services now provided to meet
the above goals in serving the present clientele:

Current online services

(1) Access to the typewriter version (TNLS) and dis-
play version (DNLS) of the Augmentation
Research Center’s Online System (NLS) for
communique creation, access, and linking between
users, and for experimental use for any other infor-
mation storage and manipulation purpose suitable
for NLS and useful to Network participants.

(2) Access to Journal, Number, and Identification
Systems. to allow. messages and documents to. be
transmitted between network participants.

(3) Access to a number of online information bases
through a special Locator file using NLS link
mechanisms and through a novice-oriented query
system.

Current offline services

(1) A Network Information Center Station set up at
each network site.

(2) Techniques for gathering, producing and maintain-
ing data bases such as bibliographic catalogs, direc-
tories of network participants, resource informa-
tion, and user guides.

(3) Support of Network dialogue existing in hardcopy
through duplication, distribution, and cataloging.

(4) General Network referral and handling of docu-
ment requests.

(5) Building of a collection of documents potentially
valuable to the Network Community. Initial con-
centration has been on obtaining documents of
possible value to the Network builders.

(6) As yet primitive selective document distribution to
Station Collections.

(7) Training in use of NIC services and facilities.

Conclusion

The Network Information Center is an example proto-
type of a new type of information service that has signifi-
cant future potential. Even though it is presently in an
experimental and developmental phase, it is providing
useful online and offline services to the ARPANET
community.

PLANS FOR A WORKSHOP UTILITY SERVICE
Motivation

It is now time for a next stage of application to be
established. We want to involve a wider group of people

so that we can begin to transfer the fruits of our past work
to them and with their assistance, to others, and so that
we can obtain feedback needed for further evolution from
wider application than is possible in our project alone.”
We want to find and support selected groups who are will-
ing to take extra trouble to be exploratory, but who:

(1) Are not necessarily oriented to being core-workshop
developers (they have their own work to do).

(2) Can see enough benefit from the system to be tried
and from the experience of trying it so that they
can justify the extra risk and expense of being
“early birds.”

(3) Can accept assurance that system reliability and
stability, and technical/application help will be
available to meet their conditions for risk and cost.

ARC is establishing a Workshop Utility Service, and
promoting the type of workshop service described above
as part of its long-term commitment to pursue the contin-
ued development of augmented knowledge workshops in a
pragmatic, evolutionary manner.

It is important to note that the last few years of work
have concentrated on the means for delivering support to
a distributed community, for providing teleconferencing
and other basic processes of collaborative dialogue, etc.
ARC has aimed consciously toward developing experience
and capabilities especially applicable to support remote
and distributed groups of exploratory users for this next
stage of wider-application bootstrapping.

One aspect of the service is that it will be an experi-
ment in harnessing the new environment of a modern
computer network to increase the feasibility of a wider
community of participants cooperating in the evolution of
an application system.

Characteristics of the planned service
The planned service offered will include:

(1) Availability of Workshop Utility computer service
to the user community from a PDP-10 TENEX
system operated by a commercial supplier.

(2) Providing training as appropriate in the use of
Display NLS (DNLS), Typewriter NLS (TNLS),
and Deferred Execution (DEX) software subsys-
tems.

(3) Providing technical assistance to a user organiza-
tion “workshop architect”” in the formulation,
development, and implementation of augmented
knowledge work procedures within selected offices
at the user organization.®

This assistance will include help in the develop-
ment of NLS use strategies suitable to the user
environments, procedures within the user organi-
zation for implementing these strategies, and
possible special-application NLS extensions (or



18 National Computer Conference, 1973

simplifications) to handle the mechanics of par-
ticular user needs and methodologies.

(4) Providing “workshop architect” assistance to help
set up and assist selected geographically distrib-
uted user groups who share a special discipline or
mission orientation to utilize the workshop utility
services and to develop procedures, documentation,
and methodology for their purposes.

GENERAL DESCRIPTION OF SOME WORKSHOP
UTILITY SUBSYSTEMS

Introduction

Within a particular professional task area (mission- or
discipline-oriented) there are often groups who could be
benefited by using special workshop subsystems. These
subsystems may be specialized for their specific applica-
tion or research domain or for support of their more gen-
eral knowledge work. Our goal is to offer a workshop util-
ity service that contains a range of subsystems and asso-
ciated methodology particularly aimed at aiding general
knowledge work, and that also supports in a coordinated
way special application subsystems either by interfacing
to subsystems already existing, or by developing new
subsystems in selected areas.

In the descriptions to follow are a number of workshop
subsystem domains that are fundamental to a wide range
of knowledge work in which ARC already has extensive
developments or is committed to work. For each subsys-
tem we include some general comments as well as a brief
statement of current ARC capabilities in the area.

Document development, production, and control

Here a system is considered involving authors, editors,
supervisors, typists, distribution-control personnel, and
technical specialists. Their job is to develop documents,
through successive drafts, reviews, and revisions. Control
is needed along the way of bibliography, who has checked
what point, etc. Final drafts need checkoff, then produc-
tion. Finally distribution needs some sort of control. If it
is what we call a “functional document” such as a user
guide, then it needs to be kept up to date.®® There is a
further responsibility to keep track of who needs the
documents, who has what version, etc.

Within the ARC workshop, documents ranging from
initial drafts to final high-quality printed publications
can be quickly produced with a rich set of creation and
editing functions. All of ARC’s proposals, reports, designs,
letters, thinkpieces, user documentation, and other such
information are composed and produced using the work-
shop.

Documents in a proof or finished form can be produced
with a limited character set and control on a line printer
or typewriter, or publication-quality documents can be
produced on a photocomposer microfilm unit.

Presently there are on the order of two hundred spe-
cial directives that can be inserted in text to control
printing. These directives control such features as
typefont, pagination, margins, headers, footers, state-
ment spacing, typefont size and spacing, indenting,
numbering of various hierarchical levels, and many
other parameters useful for publication quality work.
Methodology to perform the creation, production,
and controlling functions described above has been
developed, although much work at this level is still
needed.

In terms of future goals, one would like to have display
terminals with a capability for the range of fonts availa-
ble on the photocomposer so that one could study page
layout and design interactively, showing the font to be
used, margins, justification, columnization, etc. on the
screen rather than having to rely on hardcopy proof-
sheets.

To prepare for such a capability, plans are being
made to move toward an integrated portrayal mecha-
nism for both online and hardcopy viewing.

Collaborative dialogue and teleconferencing

Effective capabilities have already been developed and
are in application, as discussed above. There is much yet
to do. The Dialogue Support System will grow to provide
the following additional general online aids:

Link-setup automation; back-link annunciators and
jumping; aids for the formation, manipulation, and study
of sets of arbitrary passages from among the dialogue
entries; and integration of cross-reference information
into hardcopy printouts. Interfaces will probably be made
to other teleconferencing capabilities that come into exist-
ence on the ARPANET.

It also will include people-system developments: con-
ventions and working procedures for using these aids
effectively in conducting collaborative dialogue among
various kinds of people, at various kinds of terminals, and
under various conditions; working methodology for teams
doing planning, design, implementation coordination; and
S0 on.

Meetings and conferences

Assemblies of people are not likely for a long time, if
ever, to be supplanted in total by technological aids.
Online conferences are held at ARC for local group meet-
ings and for meetings where some of the participants are
located across the country.

Use is made of a large-screen projection TV system to
provide a display image that many people in a conference
room can easily see. This is controlled locally or remotely
by participants in the meeting, giving access to the entire
recorded dialogue data base as needed during the meeting
and also providing the capability of recording real-time
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meeting notes and other data. The technique also allows
mixing of other video signals.

Management and organization

The capabilities offered in the workshop described in
this paper are used in project management and adminis-
tration.®® Numerical calculations can also be performed
for budget and other purposes, obtaining operands and
returning results to NLS files for further manipulation.

Where an organization has conventional project man-
agement operations, their workshop can include computer
aids for techniques such as PERT and CPM. We want to
support the interfacing that our Core Workshop can pro-
vide to special application systems for management proc-
esses.

" 'We 4are eéspecially initerested at this stage; inmanage-
ment of project teams—particularly, of application-sys-
tems development teams.

Handbook development

Capabilities described above are being extended toward
the coordinated handling of a very large and complex
body of documentation and its associated external refer-
ences. The goal is that a project or discipline of ever-
increasing size and complexity can be provided with a
service that enables the users to keep a single, coordi-
nated “superdocument” in their computer; that keeps up
to date and records the state of their affairs; and provides
a description of the state of the art in their special area.

Example contents would be glossaries, basic concept
structure, special analytic techniques, design principles,
actual design, and implementation records of all develop-
ments.

Research intelligence

The provisions within the Dialogue Support System for
cataloging and indexing internally generated items also
support the management for externally generated items,
bibliographies, contact reports, clippings, notes, etc. Here
the goal is to give a human organization (distributed or
local) an ever greater capability for integrating the many
input data concerning its external environment; process-
ing (filtering, transforming, integrating, etc.) the data so
that it can be handled on a par with internally generated
information in the organization’s establishing of plans
and goals; and adapting to external opportunities or
dangers.*®

Computer-based instruction

This is an important area to facilitate increasing the
skills of knowledge workers. ARC has as yet performed
little direct work in this area. We hope in the future to
work closely with those in the computer-based instruction

area to apply their techniques and systems in the work-
shop domain.

In training new and developing users in the use of the
system, we have begun using the system itself as a teach-
ing environment. This is done locally and with remote
users over the ARPANET.

Software engineering augmentation

A major special application area described above, that
has had considerable effort devoted to it, is support of
software engineers. The software-based tools of the work-
shop are designed and built using the tools previously
constructed. It has long been felt?*? that the greatest
“bootstrapping’’ leverage would be obtained by inten-
sively developing the augmented workshop for software
engineers; - and-we -hope—to-stimulate and suppert-mere—
activity in this area.

Knouwledge workshop analysis

Systematic analysis has begun of the workshop envi-
ronment at internal system levels, at user usage levels,
and at information-handling procedure and methodology
levels. The development of new analytic methodology and
tools is a part of this process. The analysis of application
systems, and especially of core-workshop systems, is a
very important capability to be developed. To provide a
special workshop subsystem that augments this sort of
analytic work is a natural strategic goal.

CONCLUSION—THE NEED FOR LONG-TERM
COMMITMENT

As work progresses day-to-day toward the long-term
goal of helping to make the truly augmented knowledge
workshop, and as communities of workshop users become
a reality, we at ARC frequently reflect on the magnitude
of the endeavor and its long-term nature.?

Progress is made in steps, with hundreds of short-
term tasks directed to strategically selected subgoals,
together forming a vector toward our higher-level
goals.

To continue on the vector has required a strong com-
mitment to the longer-range goals by the staff of ARC.

In addition, we see that many of the people and organi-
zations we hope to enlist in cooperative efforts will need a
similar commitment if they are to effectively aid the
process.

One of ARC’s tasks is to make the long-term objec-
tives of the workshop’s evolutionary deveiopment, the
potential value of such a system, and the strategy for
realizing that value clear enough to the collaborators
we seek, so that they will have a strong commitment
to invest resources with understanding and patience.



20 National Computer Conference, 1973

One key for meeting this need will be to involve them
in serious use of the workshop as it develops. The
plans for the Workshop Utility are partly motivated
by this objective.

Although the present ARC workshop is far from
complete, it does have core capabilities that we feel
will greatly aid the next communities of users in their
perception of the value of the improved workshops of

the future.
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Graphics, problem solving and virtual systems

by R. M. DUNN

U.S. Army Electronics Command
Fort Monmouth, New Jersey

INTRODUCTION

Man naturally uses many languages when he thinks crea-
tively. Interactive computing mechanisms intended to
augment man’s higher faculties must provide for appro-
priate man-machine dialogues. The mechanisms must not
constrain man’s linguistic expressiveness for communica-
tion in the dialogues. To do so is to limit or retard the
creative activity.

This paper explores some basic concepts for problem
solving through interactive computing. Characteristics of
the interactive access process and over-all system con-
cepts are discussed. The evolution of a recognition autom-
aton is proposed based on current work toward a multi-
console, interactive graphics Design Terminal.

BASIC CONCEPTS

Certain notions about problem solving, virtual systems,
use-directed specification and interactive graphics are
central to the concluding proposal of this discussion.
These notions do not all reflect the current state-of-the-
art or even that of the very near future. However, they do
characterize the objectives and capabilities that should be
the goals of interactive computing mechanism research
development and use.

Problem solving

“Problem solving” is considered to be a process that
involves creative thinking and discovery. Problem solving
in a computer-based system is considered to be the activ-
ity of a human exploring a concept or system for which a
computer-based description has been or is being devised.
The human tries to perceive, alter and/or assess the
description, behavior, performance or other quality of the
concept or system. Very often the system or concept has
time-dependent characteristics which add to its complex-
ity.

The essence of the problem solving process is variation
and observation of the system under study. Alexander!
pointed out that human cognition functions to discover
and identify the “misfit variable” that is the cause of the
problem. To do so, the human needs to “toy” with the
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system so that he has a “feel” for its characteristics in
terms of personal judgments that may be quite subjec-
tive.

Intefactive coinputihg mecharisms in problem solving
situations should extend and amplify man’s basic abilities
for creative thinking and discovery. These mechanisms
should improve his ability to perceive previously unrecog-
nized characteristics. They should permit and support
man’s definition of new and meaningful symbols by
which he designates his perceptions. They should aid in
making any specification of values he chooses to assign to
his symbolized perceptions. And, interactive computing
mechanisms should aid in specifying and retaining any
combination of evaluated, symbolized perceptions. Of
particular interest are the combinations that man’s crea-
tive faculty perceives as being related so as to form a
higher order entity.

Virtual systems

A virtual system is considered to be an organized,
temporary collection of resources that is created for a
specific transient purpose.

Computer-based virtual systems combine processes,
processors, data storage mechanisms. Interactive, com-
puter-based virtual systems are considered to include
people as another type of resource. The specific purposes
that generate virtual systems are considered to be func-
tionally classifiable. As a result, one can associate a spe-
cific purpose with a type of virtual system in terms of the
function of the virtual system, or the process that carried
out its formation, or the structure of its physical or func-
tional organization or any combination of these attributes.

The resources that are available for use in a computer-
based virtual system may be centralized or widely dis-
tributed. Today’s trend points to the general case for the
future as being distributed resources interconnected by
communications networks. Network-oriented, computer-
based virtual systems are extensible by the simple expe-
dient of interconnecting more and/or different resources.
The problems associated with the design and control of
extensible distributed computing systems were investi-
gated as early as 1965 by Cave and Dunn,? and since then
by many others.3-45-6.7:8.9.10
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For problem solving processes that incorporate interac-
tive computing mechanisms, a particular type of com-
puter-based, network-oriented virtual system is of spe-
cific interest. This system type exhibits two hierarchical
characteristics. First, it allows and supports a hierarchy
of functional uses to which it may be put. And second, it
also embodies the capacity to interconnect and support
access to resources on a hierarchical basis.

Use-directed specification

Use-directed specification is considered to be a process
within a time-ordered activity. The subjects and history
of activity determine the semantics and pragmatics of the
specification.!! In this context, semantics is taken to be
the process of identifying relations between elements of a
specification and the intents that are to be signified by
those elements. Pragmatics is taken to be the process of
identifying the extent and manner by which the signified
intents can be of value to the time-ordered activity. For
activities that are not deterministic, the semantic and
pragmatic processes establish the operational context and
effect of use-directed specifications on a probablistic
basis.

Use-directed specification presumes an identified sys-
tem of pragmatic values based upon the goals of the activ-
ity. For many time-ordered activities, the goals are
unclear. Therefore, the associated system of pragmatic
values are poorly defined or may not exist at all at the
start of the activity. Such activities require rules of
thumb, strategies, methods or tricks that are used as
guides until the goals and pragmatic value system are
established. This heuristic'? approach requires a feedback
mechanism as part of the means by which the activity is
conducted. Feedback is used to provide information
which may lead to adjustments in the heuristics and clar-
ification of the activity’s goals and pragmatic value sys-
tem.

Adaptive, use-directed specification will be used to
characterize activities that operate in the manner just
described. Adaptive, use-directed specifications are of
particular interest for problem solving activities that
incorporate interactive mechanisms in the environment of
network-oriented, computer-based virtual systems with
hierarchical characteristics.

Interactive graphics

Interactive graphics is considered to be a computer-
based process with the human “in-the-loop.” “Interac-
tive” describes the relation between the human and the
computer-based process. The interactive relation is char-
acterized by a rate of response to human sertice requests
that is both useful and satisfying to the human. If the rate
is too fast, the substance of the response may not be use-
ful to the human. If the rate is too slow, the human may
not he satisfied. Dunn. ® Boehm,. et al..* and manv

others have explored detailed characteristics of interac-
tion in a graphics environment.

Interactive graphics is considered to have three princi-
pal purposes.” One purpose is to improve the quality and
rate of the input/output relation between people and
machines. Another purpose is to provide assistance to
people during detailed specification of some particular
abstract representation. The remaining purpose is to
provide assistance to people in visualizing and evaluating
some attribute, behavior or performance of a specified
abstract representation.

All three purposes, but especially the latter two, are of
particular interest for problem solving activities that
incorporate interactive computing mechanisms.

VIRTUAL SYSTEM ACCESS AND INTERACTIVE
GRAPHICS

Most interactive computing systems contain an inher-
ent assumption about certain knowledge required of the
users. In some systems, the assumption is open and
stated. In others, a less obvious, more troublesome situa-
tion may exist. Users of interactive computing systems
rarely can consider the system as a ‘“‘black box’ into
which parameter identification and values are entered
and from which problem solving results are received.
Most often the user is minimally required to explicitly
know: the “black box” function to be used; the identifica-
tion of the shared main computer that supports the
“black box” function; the way in which the function must
be requested; the way in which service on the supporting
computer must be requested; and the type of information
that must be provided to the function and the supporting
computer. Some interactive systems require even more of
the user.

The user of most of today’s interactive systems can
reasonably be required to have knowledge of the kind
referred to above. However, when one considers the types
of interactive systems that are likely to exist tomorrow,
these requirements are not merely unreasonable, they
may be impossible to be satisfied by typical users.

Consider the use of interactive computing mechanisms
by problem solving activities via an extensible, network-
oriented, distributed resource computing system. Over
time, such a system will undergo significant changes in the
number, type and pattern of dispersion of resources that
are inter-connected. For an individual user, as his efforts
progress or change, the combinations of resources appro-
priate to his purposes will also change. Any economic
implementation of such a system will not be free of peri-
ods or instances when “busy signals” are encountered in
response to requests for service. Therefore, it is likely that
most resources will have some level of redundancy in the
system.

The following conclusion must be drawn. If the human
user of interactive computing systems must continue to
satisfv today’s requirements in the environment of tomor-
row’s svstems, then the enormonus potential of these svs-
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tems will be lost to the user. It appears that this conclu-
sion can be obviated. If one analyzes interactive access
characteristics along with system functions and relations
in a certain way, it appears feasible t¢ reduce the burden
of system knowledge upon the user to a manageable level
in the environment of sophisticated interactive networks
of the future.

Interactive access performance characteristics

The basic motivation for interactive access is to allow
people to function as on-line controllers and participants
in the computing process. Consequently, we must con-
sider characteristics of interactive access mechanisms
from the view of both human and system performance.
Further, if we consider performance characteristics in the
context of a complex process such as “problem solving”
then, in a very loose sense, we have taken a “worst case”
approach.

The first thing to consider is that interaction is carried
on by means of a dialogue. This implies the existence of a
language known to both parties. The question is—what
should be the scope of reference of this language? Should
it be the mechanisms of computing? Or the functioning of
the interactive device? Or the topics which give rise to the
body of information pertinent to the problem to be solved?

Ideally, one should not need to be concerned with
computing mechanisms or interactive devices, but only
with information relevant to the problem. Practically, one
may want or need at least initial and, perhaps, refresher
information on mechanisms and devices. One can then
conclude that the principal concern of the language
should be the topics which relate to the problem. The
discourse should permit tutorial modes or inquiry dia-
logues on other issues only at the specific request of the
user. Raphael’s’® work and that of others have estab-
lished a solid foundation for the inquiry capability.

But, what of the problem solving topics? Should a sepa-
rate language exist for each one? Could that be feasible as
the domain of interactive problem solving expands?
Clearly, it is not even feasible with today’s primitive use.
Tomorrow’s uses will make this matter worse. It may be
equally unreasonable to expect that machine systems can
be provided with a human’s linguistic faculty for some
time. However, there are at least two feasible approxima-
tions.

The first is exemplified by MATHLAB." In this ef-
fort, the machine is being programmed with the rules of
analytical mathematics. Then the user interactively
writes a mathematical equation on a machine sensible
surface, the equation is solved analytically by the ma-
chine and the graph of the solution is displayed on an in-
teractive graphics device. The process also requires
that the machine is programmed to recognize hand-
written entries. It does this task imperfectly and has to
be corrected through re-entry of the symbols. The sensi-
ble input surface and the visible output surface to-
gether form the interactive mechanism of feedback until
man and machine have reached agreement. A related

example is the “turtle” language of Papert’s® Math-
land.

This first type of approximation provides a linguistic
mechanism for a bread topic of discourse and in addition,
provides an interactive feedback mechanism that allows
man and machine to work out misunderstandings in the
dialogue.

The second approximation is exemplified by the work
of Pendergraft.'t''* In this effort, the main concern
became the evolution of computer-based, linguistic sys-
tems of a certain kind—a semiotic system. These systems
are based on semiotics, the science of linguistic and other
signs and how they are used (first identified by Charles
Sanders Pierce and later elaborated upon by Morris ).

“A semoitic system can be precisely specified as a sys-
tem of acts rather than of things. Such a specification
describes what the system does, not what it is in a physi-
cal sense. The specification of acts consists of two basic
parts:

“(a) Potential acts. Individually, these may be thought
of as mechanical analogues of habits. Collectively, they
constitute a body of knowledge delimiting what the sys-
tem can do, what is within its competence.

“(b) Actual acts. These are individually the analogues
of behaviors realizing the potential acts or habits. They
relate to one another within a single taxonomic structure
that centers on a history of the success or failure of ele-
mentary senso-motor behaviors, or inferred projections of
that history. Together and in their relations, these actual
acts constitute a pattern of experience delimiting what the
system observes in the present, remembers of the past, or
anticipates for the future.

“Among the potential acts, there must be certain acts
which determine how the current pattern of experience is
to be “deduced” from the current body of knowledge. The
very realization of habits as behaviors depends upon this
logical part of the specification. Deductive behaviors real-
izing these logical habits themselves, may appear in the
experimental pattern being constructed; usually the sys-
tem will not be aware of its logical behaviors."?

An automatic classification system was defined and
constructed'' that provided the mechanism for the unify-
ing taxonomic structure. It was demonstrated to be capa-
ble of assessing probability of class membership for an
occurrence. It also was demonstrated to be capable of
detecting the need and carrying out effort to reclassify the
data base upon the occurrence of a “misfit.”

This second type of approximation provides a mecha-
nism for man and machine to interactively teach each
other what is relevant in their dialogue. It also provides a
capability for both partners to learn useful lessons for the
problem solving activity based on their actual history of
success and failure. This 