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Harry H. Goode
July 1, 1909—October 30, 1960

Harry H. Goode, Professor of Electrical Engineering at the Uni-
- versity of Michigan and a prominent leader in the activities of the
National Joint Computer Committee and several societies active in the
computer field, died in an automobile accident on the morning of Octo-
ber 30, 1960. His loss will be deeply felt by all who knew him through
his teaching, his frequent lecture appearances, his many publications,

~ his work in professional societies, his consulting activities, his stimulat-
ing participation in conferences, or directly through his warm friendship.
Professor Goode was born in New York City on July 1, 1909. He

; received the B.S. degree in history from New York University in 1931,
and later earned the Bachelor of Chemical Engineering degree from Cooper Union in 1940
and the M.A. in Mathematics from Columbia University in 1945. His early professional work
was in statistics, and in 1941 he became Statistician-in-Charge for the New Yotk City Depart-
ment of Health. During the war years he was a research associate at Tufts College and worked
on applications of probability to war problems and also on the acoustic torpedo problem. From
1946 through 1949 he was on the staff of the Office of Naval Research at the Special Devices
Center, Sands Point, Long Island. Here he progressed through successive responsibilities to be

head of the Special Projects Branch. His work during this period was on flight control simula-
tion and training, aircraft instrumentation, anti-submarine warfare, weapon system design, and
computer research. Through his O.N.R. work he was actively associated with such pioneering
computer projects as the Whirlwind computer at M.I.T., the Cyclone computer built by Reeves
Instrument Company in New York, and the Typhoon computer built by R.C.A. Laboratories
for the Navy.

In 1950 he joined the Willow Run Research Center of the University of Michigan, serving
first as head of the Systems Analysis and Simulation Group, next as Chief Project Engineer,
and then as Director of the Center. Under his direction the Research Center carried forward
a broad program of research, including system design, computers, radar, infra-red, and acoustics,
and in the process doubled its size to 600 people. He guided the efforts of the Center through
problems in air defense and battle area surveillance, and was instrumental in establishing the
basis for the ground system for the Bomarc missile.

In 1954 he was appointed Professor of Electrical Engineering at the University of Michigan,
and in 1956 his wide range of interests brought a dual appointment as Professor of Electrical
Engineering and as Professor of Industrial Engineering. In 1958 he served for a year as Tech-
nical Director of the Systems Division of the Bendix Corporation, maintaining a fractional
appointment in the University so that he could continue to teach his newly introduced course
on System Design. A little over a year ago he returned to full-time teaching and research
activities in the Department of Electrical Engineering.
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In addition to his wide range of services to the University of Michigan, Professor Goode
served as a consultant to industry and government, and was active in professional society affairs.
He brought to problems a keen insight and a rare ability for stripping away the non-essentials.
His advice was highly valued and widely sought. Among the firms for which he consulted
were the United Aircraft Corporation, the Bendix Corporation, the Auerbach Electronics Cor-
poration, the DuPont Corporation, the Ford Motor Company, the Burroughs Corporation, the
Texas Company, and the Franklin Institute. He served the government on projects of the
National Bureau of Standards, the Post Office Department, the Air Force, and the House of
Representatives Appropriations Committee. For the Air Force, he was chairman of the W-117L
Committee on Advanced Reconnaisance; and for the House Committee, he served as a member
of the Study Group on Missile Reliability.

He served his profession as a member of the Administrative Committee of the LR.E. Pro-
fessional Group on Electronic Computers from 1953 to 1956, as a member of the Computer
Advisory Committee of the Society of Automotive Engineers, and as a member of a subcom-
mittee of the A.LE.E. Committee on Feedback Controls. His most important service in this
area was as chairman of the National Joint Computer Committee of LR.E., ALEE., and
A.CM. In this latter role, he played an important part in the formation and formulation of
the charter of the International Federation of Information Processing Societies.

Professor Goode was a member of many societies— The Association for Computing
Machinery, the American Mathematical Society, the Mathematical Association of America,
and the Institute for Mathematical Statistics. He was a Fellow of the American Association
for the Advancement of Science and a senior member of the Institute of Radio Engineers. He
was also a member of Sigma Xi, Eta Kappa Nu, and Mu Alpha Omicron.

His many published papers touched upon statistics, simulation and modeling, vehicular
traffic control, and system design. His major published work is the book “System Engineering,”
of which he was senior author with R. E. Machol. The book was an outgrowth of the very
successful and valuable course which he introduced at the University of Michigan under the
title, “Large Scale System Design.”

Professor Goode’s broad experience with computers and his participation in national com-
puter functions led to his participation as one of the group of eight Americans who visited
Soviet computer establishments in 1959.

Our profession has lost one of its most outstanding members—a man of rare versatility,
talent, vigor, and vision.
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FOREWORD

This volume contains the papers presented
at the 1960 Eastern Joint Computer Conference
(the eighteenth Joint Computer Conference). In
order to make the Proceedings available at the
conference these pageswere reproduced directly
from the authors' manuscripts by photo offset.

The papers which are presented here were
selected from among 130 that were submitted.
On the basis of 1,000-word summaries Elmer
Kubie and his Program Committee selected
those which seemed of exceptional significance,
originality, timeliness and interest.

A study of the records indicates that when
judged by the box office, the programs of the
EJCC seem to fill a need. The following graph
shows the attendance at recent meetings and
predicts the 1960 attendance from the known
growth in Boston, assuming that the growth in
New York would be at the same rate. The graph
also shows analternate interpretation of the data
according towhich there isno geographical effect
and really the situation is deteriorating. If the
first interpretation is correct, there is no hotel
in New York that can hold the EJCC. This is the
reason for the choice of the combination of the
Hotel New Yorker and the Manhattan Center
Auditorium. However, there is hope for a better
future since the projected Americana West Hotel
will be large enough.

When the Joint Computer Conferences are
judged by the critics' notices rather than by the

box office a different picture emerges. Many of
these critics think that the primary benefit of
such a conference isthe opportunity to meet ones
friends (or competitors) in the halls and lobbies
to exchange views and to pass on the latest in-
side information. At this conference we heeded
their advice and made aneffort to assist this kind
of communication,

After each session there was a discussion
period of a new kind. There was some space
available at the rear of the auditorium, and in
this space each speaker was stationedata parti-
cular spot sothat people could askhim questions.
These spots were to serve also as focal points
for the gathering of groups of people whose
interests were aroused by the papers. Not only
could they talk to each other and to the speaker
but also they had the opportunity to form lunch-
eon and dinner groups of people with congenial
interests.

For nearly a year the committee members
have worked with me on preparations for the
conference. I take this opportunity to thank them
for the many hours of hard work and the large
contribution they have made.

Nathaniel Rochester
General Chairman
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A LOGICAL MACHINE FCR MEASURING
PROBLEM SOLVING ABILITY

Charles R. Langmuir
The Psychological Corporation

Summary

The megnitude of costs incurred by assign-
ing unsuccessful or even marginal personnel to
tagks involving EDP systems design and program-
ming Justifies a much greater effort in the se-
lection of personnel than the use of convention-
al aptitude tests implies. A small desk-top
machine named the Logical Analysis Device is de-
scribed, its logical organization is explained,
and its operation as a method of observing and
testing an individual's problem solving abili-
ties is illustrated. Some comment describing
the wide variation of performance among several
hundred college graduates employed in various
professions is included but the principal em-
phasis is given to data pertaining to the per-
formance characteristics of persons in computer
and data processing activities. The application
of the device is clearly indicated at the point
of evaluating final candidates for assignment to
tasks requiring a high order of logical and ana-
lytical talent.

* X X X ¥

The talents, interests and aptitudes of in~
dividuals who become effective computer program-
mers are probably besically similar in all the
meny varieties of EDP installations. In making
this statement, I do not mean to suggest that
all persons who are happy, successful, contrib-
uting workers in the computer profession are all
alike. Any such notion is patently absurd. I
do mean to indicate that there are certain es-
sential characteristics which are common among
persons who are able to live peacefully, in com~
fort, and perbaps in joy, with modern computing
maghinery and the extraordinary variety of prob-
lems in which the machinery becomes involved. A
principal purpose of this paper will be the am-
plification of the idea in the opening sentence
including a statement of what the fundamental
characteristics of successful computer program-
ming personnel are, and a description of a
method of observing, indeed, even measuring, an
individual's status with respect to these char-
acteristic abilities.

When a computer installation is established
in a university environment, individuals who
like this kind of thing seem to gather arcund it.
They simply gravitate to their center of attrac-
tion. After & time, and often quite a long time,
they elther weed themselves out or they get into
a suitable orbit. To a less obvious degree, the
same kind of self-selection of computer person-

nel takes place in a scientific computing center,
including perhaps computer installations in in-
dustrial organizations which are primarily con-
cerned with computing and data processing in the
so-called scientific categories.

In the business-type organization where the
computer installation is primarily concerned
with the processing of commercial paper work and
reports, the development of the personnel situa-
tion is somewhat different. There may be an in-
itial surge of enthusiastic interest when the de-
cision to install a computer is first announced,
but this is only superficially comparable with
the gravitation of personnel characteristic of
scientific institutions.

The difference between the university or
scientific-type installation and the commercial
or business-type installation becomes apparent
in examining the effects of the weeding-out pro-
cess. In the business data processing operation,
weeding out of ineffective personnel is accompa-
nied by much difficulty and all the pain that ab-
normsl personnel readjustments call forth in busi-
ness organizations. In addition to the orgeniza-
tional disruptions that occur, there are very
large dollar costs involved. These costs quickly
become great enough to justify the attention I
will suggest should be given to the initial se-
lection of personnel.

When the personnel department calls you,
the supervisor, to announce that another candi-
date has appeared for the opening in the pro-
gramming department, an important and costly de-
cision is implied. When you hire your man for
training in this activity, you commit the organ-
ization to an investment not less than $5,000,
more likely $20,000 and perhaps a good deal more.
If, at the end of six, nine or twelve months,
you find your candidate is not going to make it,
the investment is a loss. If the man is mar-
ginal, a yet larger investment is required before
you will find out what the return may be.

Obviously then, if it is possible to iden-
tify the characteristics that are required for
successful accomplishment of the tasks involved
in utilizing a computer, it is economically im-
portant to employing organizations to know what
procedures can be effectively used. I shall fo-
cus my attention upon the characteristics I be-
lieve to be essential and shall present these
generally with an emphasis upon data processing
rether than scientific computing. The abilities
I shall discuss are not those that involve spe-
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cialized educational background and knowledge of
particular subjects such as college mathematics
or physical sciences. The academic background I
postulate as necessary is only that which we ac-
cept as the common heritage of the educated per-
son in the modern world. On the basis of experi-
mentally observed facts, we may have to recon-
sider the question whether certain intellectual
elements of importance in computer work are as
much a part of the common heritage as we would
like to believe.

What are these characteristics? First,
there is certainly some minimum ability to read.
Or to be more abstract, the ability to cope with
verbal notation. A second requisite is ability
to deal effectively with quantitative concepts
and numerical notation. It is certainly no det-
riment to & person to be able to handle literal
notation, but facility with algebraic manipula-
tion 1s not included as essential. There is,
third, the ability to see relations, to see or-
der in sequences, and perhaps the ability to en-
rich the understanding of details by seeing an-
alogies and abstract classifications involving
order, symmetry and the permeation of common
characteristics in a background of seemingly in-
dependent elements.

During the last thirty or forty years, psy-
chologists have developed efficient ways of test-
ing individuaels for their ability in these dimen-
sions, particularly the first two, the ability
to read and the ability to handle numerical prob-
lems. It is, therefore, no problem to evaluate
applicants for computer programming opportunities
with respect to these abilities. We can cer-
tainly find out whether they can read well enough
to handle the language in a machine manual, and
we can find out if they are able to handle num-~
bers in simple arithmetic problems. The third
element, namely, the ability to see abstract re-
lations, is not so well understood, but there
are tests available. The tests I speak of are
conventional paper and pencil instruments quite
widely available on the professional market and
well known in schools, colleges and employment
offices. One such test has been specifically
prepared by a computer manufacturer for use in
testing spplicants for training as progremmers.

Such tests have proved adequate for the in-
itial elimination of candidates. They can be
economically used for screening among many appli-
cants to eliminate those who are inadequate in
verbal or numerical reasoning sbilities, and
probably to identify individuals whose verbal
ability reaches & high level but who have diffi-
culty dealing with the abstract kind of content
or representations of a non-verbal character.
There is, however, abundant evidence that such
screening tests are not sufficient. Many indi-
viduals score above whatever cutting point we
may choose but still lack some crucial abilities
required for successful work in programming.
What are these crucial elements?

Certainly one is an acceptance of the idea

that systematic, logical, analytical processes
can converge on & solution to problems involving
complex logical relations especially in those
problems containing elements of dependent serial
order. A second crucial characteristic goes be-
yond the simple acceptance of analytical process-
es as a mode of problem solving but involves some
minimum power in utilizing analytical procedures.
Sufficient power 1s necessary to cope with a
multiplicity of elements and an ability not only
to analyze a problem into its elementary compo-
nents but to synthesize the bits of information;
an ability to put the bits and pieces together
into a whole and to do so not by accident and not
by chance but with full understanding of the ul-
timately closed system.

There are, of course, other desirable abili-
ties and traits of personality -~ some that we
notice after the fact and that we have no success
whatever in forecasting. There are the individ-
uals who simply get ideas. Things occur to them.
We do not see the mental machinery in operation
and we cannot find out much about it afterwards.
We call it intuitive creativity, and we are very
grateful for it when it occurs. But this rare
characteristic is out of reach, and I do not in-
clude it now within the domain of practical hu-
man engineering and certainly not in the inces-
sant and mundane activity of routine personnel
selection.

It is possible, however, to obtain a quite
objective, very reliable estimate of a person's
ability to use logical methods in solving logi-
cal problems. The procedure involved presents
an individual with a logical problem, fully de-
fined with respect to the rules of its logic;
one which is simple enough to comprehend in a
brief time interval, yet is complex enough to
represent a real challenge, and presented in a
form which makes observation of the performance
not only objective, but detailed in its step by
step development. By the simple device of pre-
senting an individual with a sequence of several
problems graded in a series of increasing com-
plexity, we are able to observe both his char-
acteristic preferences as shown by his choice of
problem solving procedures and his power in syn-
thesizing final solutions to problems.

The LAD Method

The Logical Analysis Device is a simple log-
ical machine which can be used to observe objec-
tively the performance of a person in ‘menipulat-
ing logical concepts and solving logical prob-
lems. The portion of the equipment of interest
is the operators display panel shown in Figure 1.
The operator is the person whose problem solv-
ing prowess is being tested. The examiner, who
must be a person qualified by experience and
training, presents an opening explanation with
demonstration. The full explanation requires
ten to fifteen minutes and incorporates a care-
fully organized demonstration with & practice ex-
ercise as part of the familiarization program.



The dynamic elements of a demenstration with
working equipment in real time cannot be simu-
lated in any written material, but the follow-
ing description does define the logical nature
of the problems and suggests, at least by impli-
cation, some of the dynamic elements that are re-
vealed in individual performance records.

In the upper left corner of the display
panel, there! is an indicator light labeled TIME.
It is a cloc’:‘k which showe the passage of time in
alternating intervals like day and night. The
light is on for three seconds and off for, three
seconds and then on again and so on continuously.
There are nine numbered lights arranged in a cir-
cle and one light in the center,

Next to each light in the circle, there is
a push button switch. These switches are manusl
inputs. Each switch has the effect of turning
on its associated light subject to an important
restriction. Bach light is either a day worker
or & night worker; it can be turned on at any
time during one or the other, but not both time
phases. When it is turned on, it will stay on
until the end of its active time phase. At the
end of its active phase, it will extinguish and
remain extinguished until it receives another

input signal.

The target light in the center has no asso~
clated manual input switch. It can be turned on
only as the consequence of some configuration of
the signal lights in the circle being on. Cer-
tain crucial information sbout the possibilities
is supplied by an information diasgram. The ar-
rows on the diagram link pairs of lights. The
existence of an arrow, as the ome from light 3
to X, the target light, is information that
light 3 has some effect on X. The relation is
not reversible,.l.e., in the example illustrated
the arrow from 1 to é states that 1 has an ef-
fect on 8 but 8 has no effect upon 1.

Any effect will occur at the end of the ac-
tive time interval of the activated light and
will continue to hold through the following time
interval. For example, if the logical relation
is simple cause-effect, then turning on number 1
in its active period will cause number 8 to come
on in the following time interval. It is log-
ically necessary that the lights at opposite
ends of any arrow be active in opposite time in-
tervals.

There are three different logical relations
that may exist. The first is mentioned above--
simple cause-effect - namely, turn this light on
and after a while the other light will come on,
and this one will go off. Obviously, any arrow
can be tested by experiment to find out if it
represents this effector relation.

A second relation is the combinor. If two
arrows converge on one light as 9 and 2 converge
on 1, nelther one may be sufficient to turn on
1 but in combination they may. The existence of
this combining relation can be tested experi-

3
1.1

mentally, but the experimentation requires a lit-
tle more planning and a little more logical so-
phistication to be analytically complete than
does the simple try it and see experiment to
prove the simplest effector relation.

The third and last relation is the preven-
tor. A light which has & preventor relation to
another negates the effects of any effector or
combinor relations upon the same light. The
fact that an arrow represents the preventor re-
lation can be experimentally demonstrated but
planning and correctly executing the experiment
requires a greater logical precision than the
tests for the other relations. In the example
illustrated in Figure 1, lights 3 and 8 combine
to turn on the target but 3 and 8 and 7 do not
turn on the target. By such & sequence of
trials, we ascertain that 7 is a preventor and
the complete configuration necessary for turn-
ing on the target is 3 and 8 and not 7.

All the arrow relations can be investigated
and their specific nature, i.e., which one of
three, can be determined by experimental obser-
vation. In many cases the facts about a rela-
tion can be determined by logicael deduction.
Hypotheses may be formulated on the basis of
partial information and tested.

Additional rules of the system are clari~
fled, e.g., the existence of every relation in
& problem is represented by an arrow in its dia-
gram; an arrow represents one and only one rela-
tion; when a light goes out the machine reverts
to 1ts prior state and remembers nothing; and,
all problems are soluble. Thus, the logical
system is closed and completely defined. The
only facts the operator does not have expli-
citly defined in advance are the specific rela-
tions represented by the arrows.

After the system has been fully defined and
demonstrated, the’ problem solving task is speci-
fied in three steps. First, find out what com-
bination of lights turns on the target, i.e.,
investigate the arrows to the center. Second,
investigate the other arrows and thus determine
what relation each represents. Third, using the
information derived by logical deduction and ex~
periment, synthesize a way of turning on the cen~
ter light by some operations limited to the three
red buttons, numbered L, 5, and 6 at the bottom
segment of the circle. Success on this last
step is the solution of the problem. The oper-
ator, however, has complete freedom to choose
his method of procedure. He may skip over the
first steps as outlined if he wishes.

The operator works on the task in isolation
but he has immediate access to the examiner for
consultation; paper and pencil are supplied for
notetaking; and he has a written summary of the
rules of the system for reference.

When the solution has been attained or af-
ter a sultable time 1f the problem is not
solved, the examiner interrupts the work and by
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questioning ascertains the individual's compre-
hension of the logical structure of the problem.
In this quizzing process, the problem is re-
viewed in detaill, and the effectiveness of the

back solution as & general method is demon-
strated again.

If the problem was solved with explicit
clarity of understanding of the logical rela-
tions, the examiner presents a new problem of
greater complexity. If the problem was not
solved or was solved without evidence that the
logical structure was understood, a new problem
at the same level of complexity is presented.

This elaborate procedure is carried through
consistently and in as standardized a manner as
possible. The function of the examiner is, in
fact, that of a non-directive instructor or dem-
onstrator. The purpose of the careful and re-
-petitive instruction is to minimize and, if pos-
sible, eliminate any bias in the evaluation of
the ultimate performance that might be caused by
accidental "sets" or rigidity in persisting with
an inappropriate initial choice of method. For
example, an individual who is interested in prob-
ability concepts may decide that an effective ap-
proach could ignore any analysis of the informa-
tion diagram as suggested by the examiner. The
solution involves only three switches, and he may
conclude that the possibilities are exhsustively
covered by a small number of experimental trials.
In such an instance, it is the task of the ex-
aminer to provide the operator with an easy op-
portunity to adopt a new approach. If an indi-
vidual persists in using ineffective methods, we
are at least able to say that his rigidity is
notr a consequence of lack of exposure to more ef-
fective procedures.

The whole process is demonstrated with the
problem represented in Figure 2. By experimen-

tal trial, the operator can discover that 9 andnot

3 gives X, Light 3 is a preventor. In any order
that he chooses the operator can ascertain that

1 gives 3

2 gives 3 and 9

3 prevents X

4 gives 8

5 gilves 3 and 9

6 gives 7

T gives null result

8 gives null result

T and 8 combine to give 9

9 gives X
Note the expression "can ascertain." The oper-
ator has been shown effective methods, but this
fact does not mean that he will choose to use
them,

With this information which represents the
total logical structure of the problem, it is
easy to determine that the combination 4 and 6
will initiate a sequence of events that will
turn on the target light. Any attempt to use
light number 5 to activate 9 directly will set
up the preventor. Note also that the arrows from
lights 1 and 2 represent irrelevant elements in

the logical structure. They are analogous to
noise in a circuit. They are indeed logical re-
lations, they obey all the rules, but they are
irrelevant because they have no inputs other
than the manual switches. Thus, if an operator
makes a careful study of the information given
and applies the rules of the system, he will be
able to deduce that these three arrows can be
ignored.

Now look at Figure 3.

Figure 3

The arrow diagram in this illustration is
the same as the one illustrated on the Display
Panel in Figure 1. The arrows in this diagram
are coded so that a single solld line repre-
sents an effector, paired lines represent a com-
binor and crossed lines represent a preventor.
(This information is not supplied to the opera-
tor in actual practice. It represents the in-



formation he would be able to get by experiment
or deduction, or both.) The condition for the
target is clearly 8 and 3 and not 7. By examin-
ing the other information, it is readily seen
that light number 6 camnot be a part of the fi-
nal solution. It provides a way of turning on
3 but it also turns on the preventor 7. Light
number 4 turns on 3 directly. We now have half
the solution, we need only to find out how to
turn on light number 8. By tracing the arrows
back, 8 to 1, and from 1 to the combinors 2 and
9, and from these lights back to light 5, we
see that the solution will involve the opera-
tion: +turn on 5, wait, and turn on 4 at the
time 1 comes on.

In actual experience with this problem, the
most usual first attempt at a solution involves
pressing buttons 4 and 5 simultaneously. The
result is not successful. The operator has to
become aware of the problem of phasing his op-
erations on the lights. In the more complex
problems in the series, the operator has to get
similar, but more sophisticated insights. The
rules of the system are invariant, but the com-
plexity of specific problems varies widely.

There are five levels of complexity in the
complete series of problems: the two demonstra-
ted above which are used as learning exercises
and three levels beyond these.

It is an interesting demonstrable fact that
with such a simple logical structure it is pos-
sible to develop complexities sufficient to dif-
ferentiate among college educated adults on an
ordered scale of 15 categories. The most diffi-
cult problem contains sufficient complexity to
provide ample opportunity to observe the methods
of work and the effective power of persons as
skilled in logical performance as top-notch pro-
grammers, logical designers, and systems an-
alysts.

Almost every operator takes notes of some
kind. It is conceivable that some effects as-
sociated with the kind of notation system adopted
might introduce chance variation in the perform-
ance. The procedure-minimizes evaluation er-
rors from this source by presenting a very power=-
ful notation system to the operator after he has
had the experience of working the first two prob-
lems. The standardized system is shown as in
Figure 4. When inatially written out, the ar-
rows are undifferentiated. As information is
verified by experiment or deduction, the arrows
are coded. By logical analysis applied to this
convenient reorganization of the information dia-
gram, it is possible to derive optimum sequences
of experiments that will converge on a solution.

Much repeated experience with the presenta-
tion of the notation system reveals a significant
finding. A large proportion of operators do not
make effective use of the recommended or any
other notation. Examiners get a strong impres-
sion that taking notes is some form of academic
"doodling," a kind of behavior that is approved
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Figure 4
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in the circumstances, whether effectively func-
tional or not.

Evaluation of Performance

The LAD procedure incorporates a number of
elements of interest in psychometric technique.
The presentation is uniform, almost rigorously
standardized without being formally "canned."
The system strives to minimize the variability
of performance attributable to the examiner's
presentation. The individual's step by step per-
formance is recorded by a remote printer. As a
consequence of this technique, the operator works
in isolation without any anxiety-inducing inter-
actions resulting from the presence of an ob-
server. The problems are real, logical struc-
tures and do not contain the tricky elements
characteristic of puzzles. The increasing com-~
plexity of the series of problems is achieved
without any change in the initially established
logical rules of the system. Parallel forms of
the problems at each level of complexity are
available. It is an interesting and important
fact that individual operators do not recognize
parallel form problems as logically identical,
even when they work them in succession. The
problems are specific configurations of a com-
pletely defined logical system. Successful so-
lution of the problems is not dependent in any
way on substantive knowledge not within the ex-
perience of every educated adult.

The scoring of a completed problem-solving
session on LAD leads to & rating assigned on &
15 point scale from A+, A, A-, etc., down to E+,
E, and E~. This scale covers a range of perform-
ance from extremely powerful and efficient solu-
tions to performances so ineffective that we are
unable to conceive of a performance that could be
demonstrably worse. The E rating indicates that
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the operator was not able to achieve any success
with the least complex problem after 90 minutes
of repeated instruction and experience with paral-
lel forms. The E- rating is reserved for opera-
tors who never catech on to the idea that one
light may be related to another. Such a record
occurs less than once in a thousand trials. The
entire E category, including E and E+ ratings,
represents very poor performence. About 4% of
our sample of employed adults fall in this cate-

gory.

The first phase of the scoring procedure is
largely clerical. A count is made of the total
numbeft of operations performed on each problem.
The total time worked on each problem is com-
puted from the calibrated printed record. The
individuel elements of the performance are seri-
ally numbered in the order in which they ap-
peared in time. This standardized information ab-
stracted from the original serial record is tabu-
lated in an organized form that enables the ex-
aminer to see at a glance the basic elements of
the operator's record on each problem.

These clerical procedures reduce consider-
ably the amount of informetion a rater must con-
sider, but the amount retained has proved to be
too formidable for any mathematical or mechanical
computation of a final score. 'The rater still
must consider the abstracted record and decide
on the basis of all the factors present which
point on the rating scale best describes the to-
tal performence. In addition to the highest
level of complexity successfully handled, and
the speed and the economy of effort in terms of
numbers of operations, the rater will consider
the approach to a major area. He will consider
whether the operator's aspproach is logically
sound. He will seek evidence that the operator
grasped the import of the results of his opera-
tions. Were all the major problem areas ex-
plored? Was the order in which they were ex-
plored logical? Were many repetitions required
before the operator planned his next experiment?
The possibility of answering such questions
about a person's problem solving efforts is a
unique aspect of the LAD performance record.

The ability of the rater is central to the
success of the system. The rater must be trained,
must be fairly logical himself, and must have had
enough experience with LAD procedure to apply the
generalizations about problem solving which are
contained in the ratings. It is an importent,
experimentally observed, fact that the subjective
elements of the evaluation procedure are easily
maintained in statistical control. Different
examiners working independently in evaluating a
single series of performance records will, of
course, report different scores at least occa-
sionally. The magnitude and varisbility of their
differences describes the reliability of the scor-
ing process. In many hundreds of records, accumu-
lated over a period of three years, the differ-
ences between raters exhibit a mean of zero and
a small variance. The correlation between pairs
of raters evaluating the same records will be .95

or better. The same statistical results describe
the comparison of ratings arrived at independ-
ently over an interval of a year or more. These
findings are important in considering the valid-
ity of the LAD procedure as a method of describ-
ing individuals. The examiners are able to reach
a scale of some kind of absolute Judgment which
does not include individual bias and does not
drift with temporal effects over long or short
intervals. This happy result is not the normal
expectation in tasks that involve elements of
subjJective judgment.

Experimental Results

Table 1 shows the results of scoring the per-
formance records of 1109 adults employed in a
variety of occupations and 175 college students.
For simplicity, the subdivisions of the literal
categories have been grouped.

Table 1
Distribution of LAD Ratings
N=1284
X £ %

A 211 16
B 285 22
C 518 4o
D 220 17
E 50 N

The typical or median value in the sample
is 8, equivalent to the letter category, C. The
variation within and between the sub groups that
comprise the total is large. The highest scor-
ing group, a programming staff in an industrial
sclentific computer depertment, obtained a median
score of 2, equivalent to an A rating. The low-
est scoring groups obtain median scores of 11,
equivalent to a D rating.

These data provide background informetion
and nothing more. They describe the variastion
we can expect to observe when we test people
with problems of this kind. They do not con-
tain any evidence that performance in the minis-
cule problem solving situation is related to any
characteristics of people working in real life
situations. The possibility that importent cor-
relates may exist between behavior observed in
the test situation and behavior in the real
world is strongly suggested by the apparent sim-
ilarities between reactions to difficulties in
LAD problems and behavior in the more complex
problems met in such real tasks as control en-
gineering, designing logical circuitry, labora-
tory trouble shooting and computer programming.

In the LAD problems we-frequently observe
individuals who get "stuck in a rut." They ex~
hibit a lack of flexibility that mekes it very
difficult for them to abandon an ineffective ap-
proach. Other very typical difficulties include
overlooking side effects, misinterpreting data,
abandoning systematic procedure under stress of
frustration, ignoring the outcome of experiments



which yield null results, Jumping to conclusions
and assuming hypotheses are true, disregarding
alternate possibilities, forgetting or distorting
objectives, adopting & superficially logical but
actually absurd approach, unnecessary or point-
less repetition and preoccupation with redundant
or even random busy work. We have all observed
some of these characteristic barriers to optimum
performance in ourselves occasionally and quite
frequently in others. These and other elements
in problem solving behavior frequently observed
in LAD testing are obvious analogies to actual
vocational tasks. Their existence provides a
rational basis for the hypothesis that behavior
exhibited by an operator's work with LAD exer-
cises is an expression of stable, individusl,
personal characteristics and that these charact-
eristics which can be observed systematically in
the LAD procedure will also be characteristic
elements in the individual's working environment.
If the hypothesis is true, it should be possible
to find differences in LAD performance for groups
of people employed in real work which requires
dramatically different abilities even though it
is impossible to obtain reliable observation of
the important component elements in the individ-
ual's performance in the Job.

Experimental data which meet the requirements
of dramatic difference in required abilities are
presented in Table 2.

Table 2
Comparison of Programmers
and Tnsurance Salesmen

X Salesmen Programmers
A 0 51
B 4 56
c 19 51
D 22 29
E 12 -3
N 57 130

Both groups are of comparable age. The
median programmer scores well up in the upper
half of the LAD scale (Mdn=B). The typical man
in the sales group scores in the lower hsalf
(Mdn=D+). Some individuals in each group have
certainly made & mistake in their commitment to
thelir vocational choice. If we were sble to
identify them with assurance, the difference be=-
tween the groups would be larger.

The difference between the groups is not a
gimple difference in problem solving power. A
detailed review of the records shows a striking
qualitative distinction in the procedures used
by most members of the sales group. There is a
popular conception that workers in tasks that
depend heavily upon inter-personal relations
utilize some special kind of logic--a people~
oriented as contrasted with & problem-oriented
thinking process~--sometimes thought of as intui-
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tive and divergent as contrasted with objective,
logical and convergent. On LAD this different
mode of planning or decision-making procedure is
observed with great frequency among people-
oriented people as exemplified by sales repre-~
sentatives, including engineering sales, coun-
seling psychologists and administrators in per-
sonnel management.

The typicel performance of individuals in
this group is broadly described as non-analytic.
Almost everyone begins work on & LAD problem by
seeking, more or less systematically, the con-
figuration of circle lights that activate the
target. We interpret the sequence of operations
involved in this phase of the task as an analyti-
cal information-seeking mode of attack. After
this basic elementary step has been accomplished,
the order of operations may or may not be clearly
seen to be an orderly systematic extraction of
informetion which progressively reduces the num~
ber of unknown elements in the problem structure.
When this kind of logical sequence is observed,
we s8y the operator persisted in the amnalytic
mode. However, such an obvious pattern may not
appear. In this case, we cannot classify the
mode of attack simply from knowledge of the seq-
uential order of the experimental operations per-
formed. The decision whether the mode is ana-
lytical or non-analytical depends upon the sub~
sequent utilization of whatever information is
retrieved, and the operator's understanding of
the loglcal structure of the exercise at the end
of the working time. Non-analytical methods of
working LAD problems are accompanied by lack of
precision in identifying the structural elements
in the simpler problems and failure to achieve
solution at the more complex levels.

If the analogues between elements of LAD
performance and characteristic attributes seen
in programming skill are closely similer to ap=-
titudes that are critical for computer work,
there should be an cobservable relation between
ratings of LAD performance and supervisor's rat-
ings of the merit of individuals who have pro-
gramming responsibility. The direct experimental
verification of the fact of such a relation is
not as simple & matter as it would seem &t first
glance. Computer installations are young in=-
stitutions. They differ widely in function,
type of data processed, administrative organiza-
tion, equipment, and experience with personnel.
There are no standards for evaluation of merit
on the job that are comparable from group to
group, and the typical group is too small to pro-
vide within itself evidence that is reliable in
the statistical sampling sense. Nevertheless,
it has proved possible to cobtaln some correla-
tions between LAD ratings and supervisor's rank-
ings of individusls.

In five groups numbering 15 to 25 individ-
uals in each, the correlation between the LAD
examiner's ranking and the supervisor's ranking
varied from .45 to .81. In two of these groups
the individuals were ranked a second time after
an interval of two years on the job. In one of
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these organizations, the correlation between the
supervisor's original ranking and his ranks as-
signed two years later was Rho=.50. The orig-
inal and the follow-up correlations with LAD
ranks were .70 and .74. In the other group, the
original rankings supplied by a manufacturer's
instructor at the end of an extended training
program correlated .81 with LAD. The on-the-
job ranking two years later correlated .80.

In four groups of smaller size varying from
6 to 8 members, similar correlations appear.
The typical values vary around Rho=.7. Higher
values may be expected in groups that range
widely from excellent to inferior. Lower values
are expected in homogeneous groups where the sub-
marginal workmen have been eliminated. It has
also been found that correlations are higher in
groups where the ranking has been supplied by
supervisors who are themselves experienced work-
ing programmers.

The fact that the rank order evaluations of
performance on the job are not comparable across
groups makes any attempt to use the correlation
statistics 1in a practical regression equation
rather hazardous. On the other hand, correla-
tion findings strongly support the view that the
LAD procedure could be used effectively in the
practical business of selecting the most promis-
ing among applicants and also for ascertalning
what proportion of an applicant group is likely
to meet some minimum standards of Jjob performance
after training.

The first step in accomplishing this objec~
tive has been taken by establishing quite arbi-
trary, subjectively arrived at, specifications
of minimum acceptable ILAD performance. After
analysis of the LAD record with special atten-
tion to the analytical elements characteristic
of the performance, we classify the individual
into one of four categories: 1. Highly recom-
mended; 2. Recommended; 3. Marginal; and k4.
Not recommended. Stated in more elaborate lan~
guage, the category Highly Recommended means
"This man will learn the computer rapidly. He
will not have difficulty or be confused by the
rigorous logical elements Iin understanding and
utilizing machine language and machine commands.
After formal instruction he will continue to
learn on the Job from his senior colleagues and
from the day to day experience in office routine.
He will advance rapidly to assume independent re-~
sponsibility for substantial programming tasks.
Most of the individuals who ultimately become
fcreative programmers' will develop from this
category." The Recommended category means about
the same but with less rapid development, less
efficient de-bugging, less assurance of attaining
status of independent responsibility and less
likelihood of becoming an outstanding contribu-
tor to the organization.

Statements in this non-quantitative Job-
oriented language are, of course, ambiguous to
some extent, but they seem to be meaningful to
supervisors responsible for computer operation.
However, it is extremely important to keep in

mind that such statements are forecasts of things
to come if appropriate training and opportunities
are made available. Since they are predictions,
they may be in error. Before the classification
of applicants can be acted upon automatically,

it is necessary to determine the truth value of
the statements.

It would be idesl to identify 1,000 persons
in edch category, provide the programming oppor-
tunities, and then two or three years later count
heads and evaluate the work of the supervisors.
Real life circumstances do not make this experi-
ment possible and the best approximation we have
been able to achieve so far are less than defini-
tive.

SUMMARY OF FOLLOW-UP RESULTS

Installation A

N LAD Supervisor's Report
6 R 1 disappointment, 5 achieved
independent responsibility
10 R All good but surely not so good
as HR's
9 NR Do not get the idea
Installation B
5 HR 1) slow but capable; 2) very
effective; 3) high powered;
} top men in charge; 5) can't
get to know him
2 R 1) effective programmer, chief
debugger; 2) effective, flexible
1 M Effective within limits and
under supervision
6 NR All comments negative or evasive
Installation C
8 R All satisfactory. We decided
to take no chances.
Installation D
6 I All very effective
3 R All good but not as good as
the HR's
1 M Not much imagination and slow
t0 learn new developments
Installation E
6§ R Estimates correct
3 M 1) marginal; 2) outstandingly
effective
1 R Estimate correct
Installation F
5 HR 3 outstanding, creative;
2 very good
11 R 2 outstanding, excellent; T
good but not the best; 1 ade-
quate; 1 mediocre
3 M 2 solidly good; 1 mediocre
5 NR 2 mediocre; 3 poor programmer



The informality and non-comparability of
these supervisor's evaluations precludes the pos-
sibility of combining the results in a single
table of probabilities. The data do, neverthe-
less, suggest the magnitude of errors of two
kinds. Errors of the first kind occur when a
person who is predicted as Highly Recommended
proves to be a disappointment. This kind of
error for the Highly Recommended and Recommended

groups has occurred with small relative frequency.

Errors of the second kind, nsmely, discovering
excellent performance on the part of marginal
and not recommended candidates are less well
defined in the data possibly because there is
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greater ambiguity and greater difference of
opinion and much reluctance connected with de-
claring disparaging evaluations.

Errors of the second kind, which reject a
candidate erroneously, are of much less economic
consequence to the employing organization,
whereas errors of the first kind involve losses
of important magnitude.

The writer concludes from the evidence so
far accumulated that the effort involved in us-
ing the LAD procedure results in a significant
economic pay-off.

Fig. 1. The Logical Analysis Device Operator’s Display Panel






A METHOD OF VOICE COMMUNICATION WITH A DIGITAL COMPUTER

S. R. Petrick and H. M. Willett

Air Force Cambridge Research Laboratories, AFRD
Bedford, Massachusetts

Summary

A pattern recognition procedure for achieving
automatic identification of spoken words has been
developed and instrumented using an eighteen
channel vocoder and a general purpose medium
scale computer, the AFCRL Cambridge Computer.

The process depends upon the representation of a
spoken word by & sequence of octal digits which
describe the amount of instantaneous power in
each of eighteen frequensoy bands at time intervals
of 1/50 second. Essentially, recognition is
achieved by matching such a digital representation
of & spoken word against a set of stored word
"masks", one for each word to be recognized.

To develop such & set of masks (giving the
computer & particular vocabulary) the speaker
repeats & word several times. A mask is then
computed whioh eptimizes a certain recognition
parameter. The speaker must then type into the
computer the printed word he wishes associated
with his spoken word. This process can then be
repeated to add other desired arbitrary words to
the computer's vocabulary. At present, using the
Cambridge Computer which has only 1600 magnetic
drum storege registers, this vocabulary is limited
for most purposes to 83 spoken words and requires
about one and one half seconds per vocabulary
word for recognition.

If the speaker's own voice is used to
prepare masks of the words he wishes to be
recognized, correct identifications are made
with almost 100 percent accuracy. In other
cases the degree of success is highly dependent
upon the particular individuals involved.

Other programs and procedures which have
been tested, all dependent upon the basic word
recognition facility, include:

1. The voicing of & word in one
language followed by its typewriter association
in a second language, resulting in a crude word
for word machine translator.

2. A routine which enables a speaker
to say & sequence of words (from the set zero,
one,..., nine, plus, minus, times, bracket,
equals) which are followed by a print out of
the words spoken and the value of the expression
defined.

3. A speaker recognition program
which identifies the talker with appropriate

comments as well as the word he spoke.

4. An adaptive program which enables
the computer to automatically reorient itself to
a new speaker's voice.

Introduction

The recognition of digitalized speech
signals has receiyved gons derable attention in
recent years 1,2,5,4,9,6,7,8,9 £or two good
reasons. First, many data processing problems
would be most conveniently supplied with input
of & vocal nature. Examples are plentiful if
the vocel input-is sufficiently accurate,
economical, and general in application,ie., free
from limitations such as individual speaker
differences or inability to accept continuous,
unsegmented speech. Application is, of course,
limited, if the vocal input does not meet the
previously specified qualifications, but is not
necessarily precluded. This paper will present
the ocapabilities and limitations of one possible
procedure for vocal communiocation with a general
purposs digital computer, and it will be left for
the reader to supply the applications, if any, of
interest to him which seem feasible.

A second explanation of the recent interest
in speech pattern recognition is that the
current vogue for research in the pattern
recognition area of artificial intelligence
requires research vehicles. The ability to sort
unknown events or objects, each described by a
set of numbers, into classes or categories defined
only by samples of their known members is basic
to machine learning. Spoken word recognitien is
& particulerly good research vehicle in this field
because it can provide & wealth of useful data
for analysis and testing, because equipment exists
for producing digitalized speech, and because
there is a large relevant fund of knowledge in
the speech field which is of value.

Description of Equipment Used

On the Choice of Input Data

Recognition of any pattern by means of a
digital computer, whether arising from & speech
source, a printed page, or elsewhere, depends
upon finding & digital representation of each
event which is to be considered. The digital
representation may contain enough information
to synthesize an approximation of the original
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event or object, or it may merely consist of
enough information to insure separation from
other members of the population with which we
are dealing. If we are interested in doing the
best possible job in a particular pattern
recognition application, the latter case is to
be preferred. Indeed, if we know or can
determine which characteristics to measure as
basic input data, the subsequent pattern
recognition procedure can be made extremely
simple. In this case & short truth table is all
that is necessary. This approach has been
applied, apparently very successfully, to
printed character reoognitionlo, and it is also
being considered by several groups for
application to speech recognition. The truth
table approach, however, requires that the
pattern recognition be essentially done by
measuring equipment, carefully constructed to
solve a particular problem by ingenious human
designers. This approach is, therefore, not of
primary interest to researchers in pattern
recognition. However, for meny practical
applications the best available measurements of
an object we wish to recognize will still
require truth tables of prohibitive size and
thus depend upon application of more sophisticated
pattern recognition procedures. Speech
recognition seems to be one of these problems.

The data used in this study were of the
previously mentioned, highly redundant variety.
This is known because the digit stream of
numbers supplied to the computer have been
reassembled by a speech synthesizer into
intelligible speech. In fact, this equipment
about to be described was constructed as &
means of reduced bandwidth voice communication
with & human listener. The primary reason
these data were chosen is that they were
readily available, The degree of success of
the rather simple pattern recognition method
of this paper on such redundant data would seem
to indicate & great promise fer rapid advance-
ment in orel communication with a digital
computer in the near future.

Speech Digitalizing Equipment

The first vocoder was develeoped about
twenty years ago at Bell Telephone lLaboratories
to investigate improved methods of speech
transmission. In recent years, the military
services have sponsored considerable reasearch
in speech bandwidth compression in order te
squeeze more channels into the radiywspectrum.

e vocoder is basically a device which
converts spoken utterances to time - frequency
patterns of gpectral energy. The particular
vocoder used in this study decomposes sound
energy into eighteen segments of the audio
spectrum usi{g & like number of bandpass
filters. 11, The output from each of these
filters passes to a corresponding spectrum
analyzer which measures the power density of
the sound in its assigned frequency range.

The output from each spectirum analyzer is then

fed to an electronic time multiplexer which
samples the analyzer outputs at the rate of fifty
times per second. HBach of these magnitudes is
then converted into & three bit binary number,
It is thus seen that speech is converted to a
sequence of eighteen digit octal numbers at the
rate of fifty such numbers or speech "patterns®
per second. Figure 1 shows & block diagram of
this digitalizing equipment and Figure 2 shows
a typical analog speech spectrograph and the
corresponding.digitalized speech patterns.

Digital Computer Usage

The patterns from the vocoder are read
directly into the AFCRL Cambridge Computer
through a real time data register. Each fifty-
four bit patterh is decomposed into six nine
bit units which sequentially enter this ten bit
real time input register. The Cambridge
Computer is a 1600 word magnetic drum machine,

& prototype of the Univac Solid State Computer,
and its serial nature barely allows it to store
the input data as they arrive with no time
remaining for any simultaneous computation. It
is only possible to discard initial null patterns
and to count the number of patterns to be accepted.
The limited storage of the Cambridge Computer
permits taking about fourteen seconds of speech
if storage is to be completely filled with data
or a lesser amount if data is to be processed
immediately.

In real time word recognition the speech
input has been necessarily limited to two seconds
of speech during which an isolated word is to be
spoken., Upon storage of this data the computer
uses a set of empirical rules to determine the
boundaries of the digitalized spoken word,
eliminating extraneous background noise and
allowing for possibie periods of silence within
a word, The data are next time normalized so
that each spoken word is represented by a fixed
number of equally spaced patterns, and the octal
digits of these patterns are unpacked and
converted to BCD digits. At this point the
computer is ready to use this digitalized version
of a spoken word for either learning or
recognition.

Operating Characteristics Of The System

The word recognition procedure of this
paper consists of two modes, learning and
recognition. In the learning mode the speaker
pushes a button, initiating speech intake by the
computer, and speaks a word into the microphone.
After this procedure is repeated a predetermined
number of times, usually only once more, the
computer requests a type-in of the word which
has just been spoken. Following this labelling,
a mask or template is computed which characterizes
this typed word. When this mask is stored in the
computer memory, the word it denotes is added to
the vocabulary of words which can be recognlzed.
After each mask is computed, the system is ready
for the next new word to be spoken.



When operating in the recognition mode with
a vocabulary comprised of previously computed
word masks, the talker again pushes a button
and speaks his word. The computer identifies
and types this word, and the system is ready
to accept another spoken word. This recognition
is accomplished by selecting (using the list of
stored masks) that word whose mask most closely
resembles the unknown word for which identification
is desired.

Word Recognition Method Employed

The previous section used several phrases
including "which characterizes this typed word"
and "most closely resembles" which must be
precisely explained. A number of choices could
be made as to how masks should be determined and
how they should be matched, and one cannot know
& priori which choices are best for the
application in question, digitalized word
recognition. The particular method used by the
authors which will be detailed below is only one
of many plausible alternatives. It would
admittedly not suffice for many pattern
recognition applications, but it has proved
useful in dealing with speech.

If we denote by Xij the 1 th spectral
component of the j th repetition of some word.
and if we denote by Y; the i b spectral
component of & stored word mask, the criterion
chosen for measuring the agreement between

Xij and Yy is glvan by

-(Z X, Y )/Z(x
i=1
If we sum over the various repetitions of that

word which are available for mask determining
purposes, and if we ask tha%wfhe function

Yy x“)/z Ly, - X502

1j=1 i=15=1

be maximized, we can find those mask components
Y; which do this. The details of this
maximization will not be exhibited here, but
the desired components are given by

Y2 - (Z X, )Z(Z Z
SRR
1—1 = i.i
This mask is the desired opgimal template in
the previously defined sense for use with

criterion C in effecting a decision procedurs.

2
xij )/

There are several reasonable decision
procedures which could be used. In dealing
with & fixed vocabulary one could compute C
for each mask using an unknown word and then
choose the mask which produced the largest C.

Alternatively, one could employ individual
thresholds for each mask, or a single
threshold for all masks, or perhaps a
combination of the above procedures. All of
these have been investigated, and some suffice
in one application but have disadvantages in
others. The procedure used in each application
will be included in the discussion of that
application.

Word Recognition Conclusions

Results. Having specified the recognition
procedure to be used, the next question is, how
woll does it work? More specifically, how well
does it work as a function of those parameters
at our disposal? These results were presented
orallyl® g4 the Qotober meeting of the Acoustical
Society of America and they are currently being
assembled for written publication, so merely the
highlights will be given here. Figure 3 shows
the effect of varying the time normalization to
18, 9, 5, and 3 patterns per word. The restricted
vocabulary here consists of the -decimal digits
zero through ten, four samples were used in
computing each mask, the same speaker's voice
was used for both learning and recognition but
no utterance was so used for both, nine male
speakers are represented, all eighteen frequency
channels were retained, and the decision procedure
was merely to select the decimal digit whose mask
produced the largest value of the previously
defined criterion (€. The ratio of selection
indicated in figure 3 is the average ratio of the
values of C for the best and next best words.

Figure 4 shows the effect of channel merging
on word recognition. Adjacent channels were
averaged to give nine, six, and three frequency
channels for each of the time normalizations of
nine, five, and three patterns per word. The
other specifications as to vocabulary, etc. are
the same as already given for figure 3.

Figure 5 shows four typical confusion matrices
illustrating recognition of phonetically similar
words. The number n in a particular row and
column implies that the word in that column was
spoken and identified as the word in that row
n times. One speaker was used throughout and
otherwise the specifications of the previous two
figures apply. Similar matrices exist for &
number of other frequency-time normalization
combinations and their principal results are
displayed in figure 6.

Summarizing briefly, very few recognition
errors are made if enough bits are retained and
if & single speaker is used both for mask making
and for subsequent recognition. If, however,
different individuals are used for learning and
recognition, the results are highly dependent
upon the individuals in question. Performance
varies from nearly perfect to consistently in
error for certain people and words. One solution
to this difficulty is to make up composite mwasks
from several good speakers. This has been found
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to increase performance bit is not easily
mechanically accomplished since a speaker may say
certain words fine for the purpose of universal
recognition but say others quite ambiguously for
this purpose. Another solution is the adaptive
program to be described in the next section. It
will be seen, however, that this procedure has
certain limitations, and in these cases the
fastest way to insure good performance for a
particular speaker's voice is to make masks from
his voice. Fortunately, this is easily accomplished
for an arbitrary vocabulary by speaking directly
those words whose recognition is wanted,

Limitations. In addition to the previously
enumerated accuracy limitations there are other
restrictions of the method of this paper which
should be carefully stated. One of these
concerns storage requirements, Using five
patterns per word and nine frequency channels,
six Cambridge Computer words of storage were
reserved for every desired vocabulary word.
Because of the Computer's limited storage, only
500 storage registers are available for mask
storage, limiting the computer vocabulary to 83
such vocabulary entries. The remaining Cambridge
Computer storage is used as follows: 200 registers
for the recognition program, 200 words of
temporary storage for the unknown input word and
100 registers for its time and frequency normaliza-
tion, 200 storage registers for the real time data
input program, 200 registers for decoding the
scrambled input bits and converting them to BCD
characters, 100 registers for elimination of
coughs and background noise, and 100 registers
for storage of alphabetic responses.

0f course, if more storage were available,
input durations of more than two seconds would be
feasible, assuming real time recognition were not
possible on a word at a time basis, Words must
still, however, be spoken in isolation or else
continuous speech must be segmented into words.
Work on the segmentation problem is presently
under consideration by various groups.

A final limitation that will be mentioned is
computation time required. This depends, of
course, upon the number of masks in storage.
Using the rather slow drum computer of this study
about one and one half seconds per stored
vocabulary word (5 patterns - 9 channels) are
required. This figure would be cut by a factor
of about 100 if a computer of IBM 704 speed were
used. If we are satisfied with successive words
occurring no faster than every n seconds, we
could then achieve real time recognition on a
word at & time continuous basis for & vocabulary
of about 66n words.

Demonstration Programs

Basic Word Recognition Program. It has been
seen that the basic recognition computer program
previously described allows one or more speakers
to build up & working arbitrary vocabulary with
a minimum of time and effort merely by speaking
sach word into a microphone several times.

Initially, the computer requests the user to
type the number of patterns per word he wants
for time normalizetion and to also type the
number of word repetitions to be used for the
computation of each mask. When this information
has been supplied, the first word may be spoken.
Processing of each repetition of a word takes
about three seconds. Following the computer's
request for alphabetic labelling of a spoken
word, the mask and corresponding alphabetics

are punched out on paper tape. The system is
then ready for the next word to be spoken. When
masks have been made for all desired vocabulary
words, recognition can proceed for those words.
The limited storage of the Cambridge Computer
necessitated separate programs for mask making
and subsequent recognition. Accordingly, to
proceed, the recognition program and desired
vocabulary must be read into the computer.
Channel merging, if desired, can be accomplished
while the date are being entered into storages.

The decision procedure used for this
demonstration program selects & word immediately
provided the value of C itsmasks produces is
higher than a given absolute threshold. If no
decision is made in this manner, the word whose
ma.sk produced the highest C 1is selected
providing this value is greater than a lower
threshold. If the best choice is below this
minimal threshold, the computer requests that
the word be repeated again. The thresholds
were empirically selected, and values were found
which produced very few requests for word
repetitions and virtually no false identifications.

Language Translation Program. In order to
effect a crude word for word translator from some
spoken language to & different written language
it is obviously only necessary to change the
alphabetics used for displaying words recognized.
This was done as a demonstration for the authors'
Laboratory Chief using the German decimal digits
null through zehn &s spoken input and English
numerals for printed response. Sufficient
similarity was found between the German
pronunciation of the demonstratee and demonstrator,
whose voice was used to produce the masks, to
permit translation for both without error. This
exercise was, of course, limited to & relatively
small sample size, and while it may not prove
much about the effectiveness of the word
recognition procedure of this paper, it would
seem at least to indicate that the author in
question's German pronunciation couldn't be too
bad.

Speaker Recognition Program. It was observed
that the indices C obtained were considerably
higher when the same individual was used for both
mask computation and subsequent recognizing. This
was exploited to effect speaker recognition of
individuals speaking from & restricted vocabulary.
In one exercise nine male and seven female voices
were used to produce masks for the words "one",
"two", and "three”. Nine frequency channels,
five time samples per word, and four word
repetitions were used for each of the forty-eight




masks. Different word repetitions were utilized
for the recognition phase. fach of the sixteen
speakers spoke."one", "two", and "three" several
times, and the choice of speaker and digit spoken
was mede solely by selecting the largest value of
the index C. Figure 7 shows the results of this
study. The numbers in each box indicate the
sample size and percent of successful
identification,

Encouraged by these results, a speaker
recognition program was written for demonstration
purposes, using the previous forty-eight word
masks. With this program an unknown speaker says
his word into the computer and obtains one of the
following types of responses: "That was John
Jones speaking the digit three; I don't know who
you are, stranger, but you spoke the digit two;

I don't have the slightest idea who you are or
what you said; speak more distinctly and repeat
your word again, please." The remaining
possibility, "I don't know what you said, John

J nes, but I recognize you", is not currently
allowable but is under active consideration, and
it appears to be feasible with at least a fair
degree of success.

The decision procedure used for the above
program is the following. Each of the
categories involving both & specific speaker
and spoken word are selected only if their
associated value of the criterion ¢ exceeds a
threshold of the form A+ BQ where A and B are
constants and Q is & number associated with sach
mask and computed &t the same time as the mask.
This is actually the same maximal Q which was
previously defined. It can be shown that the
maximal value of Q is given by

Q=1 2(KNM -1)
M

where K2 - xizj/ () % ) 2

i=lj=1 i=1 j=1
and this expression is the one which was used to
compute Q. The primary reason for using Q is
empirical, but it was suggested by the following
qualitative thinking: Q is of the form
(nl+n2+...+nM)/(d‘+dZ+...+dM)
and if each of the M word repetitions in the
sample are sufficiently similar, each nj and
dj will not differ excessively from

K:( n )/M
=1 J
M
and d = (Z dj)/M .
j=1
Under these assumptions we can approximate Q
by ® M/dM or m/d,

If we now compute a value of the criterion C
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= n/d from the mask which maximizes Q, we
should find that C approximates Q because
n/d =7/ d - if n and d are close
in value to ™ and d . This reasoning prompts
us to consider BQ, 0< B K1 as &
threshold against which C may be compared. The
other constant A was added to BQ strictly for
empirical reasons.

If index C does not exceed any threshold
A + BQ, the best choice of one, two, or three
is made for each speaker, and if at least p of
the speakers agree on the same choice, this digit
is selected and the speaker is assumed to be
someone not represented by & stored mask. If
less than p speakers agree upon the digit
spoken it is assumed that a word other than one,
iwo, or three was spoken, Finally, word repetition
is requested only when some probable source of
trouble is detected in the input program such as
improbable length of the spoken word.

Scope Display Program. One of the
distinctive output features of the Cambridge
Computer is a large 19 inch threé¢ color (red,
blue, green, and combinations thereof) scope
display unit. This was used to allow easy visual
scanning of spectral word representations. The
horizontal axis is the time axis and the vertical
axis is used for frequency. At any intersection
the color of the point denotes magnitude of
spectral energy with several color coding cholces
available. Input may be either from punched
paper tape or real time from the microphone. This
program was found to be of value not only for
quickly insuring that all equipment involved is
working all right initially, but also for
disgnosing excessive noise and obtaining useful
information about the structure of certain digital
word representations. For example, in examining
the similar words bit and beat for one speaker it
was discovered that he inserted a prominant period
of silence before the final stop consonant in the
word beat but did not do so for the word bit. This
indicates mechine separation of those two words
for that speaker was based on more than the phonetic
vowel difference between < and I

Arithmetic Expression Evaluation Program.

This program utilizes a vocabulary
consisting of the decimal digits zero through
nine and the operation symbols plus, minus,
times, bracket,and equals. The decision
procedure used is the same as that for the
previously described basic word recognition
demonstration program,

In using this program the speaker makes up
a meaningful arithmetic expression from the
allowable input words. Hach word is sequentially
recognized and symbolically stored until the word
"equals” is encountered. At this point the
expression is evaluated, multiplication first
and then addition and subtraction in cases not
specified with brackets. The entire expression
understood by the computer is then typed followed
by its computed value. Examples run on the



computer include:
242 = 4

[13-51*6 = 48
123+456%3-2%[ 26-23]435%[165-166]-4 =
1446

314%[1327-64%21 ] %[ 129*h462%72%2-89%43 ]
+[43*2196]- 1;9[28 24%34HU 1 *#[7-9] =

Adaptive Reorientation Program. While the
method of this paper was found to be very
successful when the same speaker's voice was
used for both mask computation and word
recognition, results are less consistently
successful when different voices are involved.
To eliminate this difficulty, two adaptive
programs were written, both designed to convert
& set of masks made from one spesaker's voice to
& sel corresponding more closely to & new speaker.
One of these programs requires the use of an
operator to make certain decisions and the other
progrem operates independently of any human
intervention. 1In both cases the masks of words
taken from one or a group of speakers constitute
the computer's vocabulary. An unknown speaker
then says a word which may or may not be
represented in the vocabulary.

In the first case, the ratio of the highest
velue of the agreement index € for this word to
the next highest C 1is taken, and this value,

R, 1is compared against a set of thresholds. If
R exceeds the highest threshold. the computer
prints the recognized word and awaits the next
word. If R fails the highest but exceeds the
next lower threshold, the computer prints its
choice and asks the operator to indicate if this
choice is right or wrong. If the correct choice
is made, a fraction f; of the word is averaged
into the mask for that word. If, however, the
wrong choice is made, the operator types the
actual word spoken into the machine. The
computer then scans its vocabulary to see if that
word is represented. If the word is already on
the vocabulary list, a larger fraction fy , 1s
averaged into the mask. 1If, howsver, the word is
not found. it is added to the end of the
vocabulary, thus becoming the mask representation
of that word.

If neither threshold is exceeded, the
computer asks the operator to identify the word.
Again the vocabulary list is scanned and the
proper mask, ¥ found, is adjusted by a still
larger fraction fz . Also, if the word is not
found, it is added to the vocabulary.

If the mwask has been adjusted (i.e.,in any
case except the first where the highest threshold
has been exceeded), the computer asks that the

word be repeated. If a word is missed more than
once, the fraction of the word which is averaged
into the mask is increased. After n misses,
the computer either stops or, at the option of
the user, discards its earlier attempts and
replaces the mask by the last repetition of that
word.

The second learning program, as mentioned,
operates without human intervention. Again the
ratio R is computed from the two highest values
of the agreement index C. Similarly, if R
exceeds this program's highest threshold, no
adjustment is made. However ,if R fails to
exceed the lower threshold, the word is rejected
and no adjustment is made. In any other case,
the fraction of the word to be averaged into the
masks is determined from the value of R obtained.
This fraction is taken to be 3/4 when R equals
the lower threshold and decreases linearly as a
function of R to zero when R equals the
higher threshold.

The results obtained from running both
adaptive programs seem to indicate that the
programs are of practical value as a means of
obtaining new masks only when the initial
agreement is substantial., With operator
intervention, of course, successful conversion
is always achieved. but if a minimum of human
participation is required, the making of new
masks from scratch is to be preferred. The
other adaptive program may or may not converge
successfully to the new speaker's voice. One
approach which might improve the performance of
both programs involves the previously mentioned
use of composite masks made from several good
speakers.

As an example of & typical attempt to
convert from one speaker's (WD) voice to
another's (AP) and back without operator
assistance the following run is presented. A
mask for the single word "one", "two", and
“three" spoken by WD. The procedure here being
followed using taped input words is to repeat
the identical utterance if R 1lies between the
two thresholds. The two values chosen as
thresholds here were two and ten.

Step Speaker Utterance R
1 AP 5 1.63
2 AP 6 1.84
3 AP 7 2.31
4 AP 7 >10
5 AP 8 3.21
6 AP 8 >10
7 WD 6 1.8
8 wD 7 1.65
9 WD 8 1.5
10 WD 9 1.99
11 wD 10 1.54
12 AP 5 6.0
13 AP 5 >10
14 AP 6 5.72
15 AP 6 >10
16 AP 7 >10
17 AP 8 >10



In steps 1 and 2 AP's utterances did not
produce enough agreement with WD's "onse" to
exceed the threshold two. Accordingly no action
was taken. The next utterance (utterance seven
in step three), however, gave = 2.31 causing
the first mask modification to be effected.
Repeating this same utterance now gave a value
of R 1in excess of the upper threshold (step 4).
Step 5 again modifies the mask. In steps 7
through 11 WD is speaking "one"™, but recognition
is too poor to cause any mask modification in his
favor. 1In steps 12 through 17 AP's utterances
are again repeated until no more modification is
made.

Conclusions

The method of this paper seems feasible
for those applications where words are spoken
in isolation by a speaker whose voice was used
10 prepare masks. These masks may be made
rather easily and retained for each talker who
wishes to be able to communicate orally with
the computer. The limited storage capacity of
the Cambridge Computer restricted the size of
the vocabulary possible at any one time.
However, the observed discrimination between
phonetically similar words seems to indicate
that words could be recognized from a& larger
vocabulary. Use of a large scale computer and
& 500 word vocabulary is presently under
consideration,
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CONVERSION OF VOICE SPECTRUM PATTERNS TO DIGITAL WORDS

VOICE
INPUT
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ANALYZER (0O -25CPS)
L SYNC
OUTPUT 1S A SERIAL DIGITAL
REPRESENTATION OF THE
VOICE SPECTRUM PATTERNS
NORMALIZED IN AMPLITUDE.
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Fig. 1.
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WORD RECOGNITION OF
DECIMAL DIGITS

EFFECT OF TIME NORMALIZATION

NUMBER OF
PATTERNS

SAMPLE

%

RATIO

8 | 218 | 995 | 6.4
9 | 97 | 100 | 69
5 | 104 | 992 103
3 | 43 | 95 | 45

Fig. 3.




WORD RECOGNITION OF DECIMAL DIGITS
EFFECT OF CHANNEL MERGING
ON WORD RECOGNITION

"oirriuns | "EGRCY | PUUILT | audkess | seidomon
EE
9 9 77 98.7 | 10.14
9 6 77 96 7.6
9 3 76 96.| 5.1
5 9 77 | 100 1.1
5 6 77 948 | 9.1
5 3 75 93.5 5.4
3 9 77 947 | 10.0
3 6 77 93.5 6.8
3 3 78 86 00

Fig. 4.
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CONFUSION MATRICES
ILLUSTRATING RECOGNITION
OF PHONETICALLY SIMILAR WORDS

(44
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18 FR CY CHANNEL 8 FREQUENCY CHANNELS
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W= wr—l-g's,_ =wlel :»-5.-._
FHEEEEEEREE SRR ERHEEER
BAT 4 BAT 4
BATE 4 BATE 4
BEAT 4 BEAT 4
BET 4 BET 4
BIT 4 BIT 4
BITE 4 BITE 3
BOAT 4 BOAT 41
800T 4 BOOT 3
BOUGHT| 4 BOUGHT 4
souT 4 BOUT 4
BUT 4 BUT i 4
SUCCESS RATE 100% SUCCESS RATE 95.45 %
SPOKEN SPOKEN
3 TIME SAMPLES 3 TIME SAMPLES
6 FREQUENCY CHANNELS 3 FREQUENCY CHANNELS
|t ] ; 1]
P ERMEERRERE HEHMEEHEEER
@ oo oo oo @l Oimneg oooa §mm
BAT [a 1 BAT |2
BATE ] i BATE ||
BEAT 3|4 BEAT
BET 3/ BET 3 |21 2
BIT 2 BIT 13 1
BITE 1 BITE |! i ]
BOAT 4|3 BOAT i 1t
BOOT \ BOOT 4
BOUGHT] 3 IBOUGHT [ f 3 3[04t
BOUT 1|4 BOUT i 1
BUT 3 3 BUT IHE
SUCCESS RATE 68.18 % SUCCESS RATE 27.27 %

Fig. 5



RECOGNITION OF PHONETICALLY SIMILAR WORDS AS A
FUNCTION OF THE NUMBER OF FREQUENCY CHANNELS
AND TIME SAMPLES.

NUMBER OF NUMBER OF TIME TOTAL NUMBER SUCCESS
FREQ. CHANNELS | SAMPLES PER WORD OF DIGITS %
|18 3 54 958.5
9 3 27 86.7
6 k) 18 68.3
3 3 9 27.3
18 S 90 100
9 5 45 86.5
6 S 30 77.8
3 S 15 54.6
|18 9 162 100
9 9 8i 100
6 9 54 95.5
3 9 27 80
18 18 324 100
9 I8 162 100
6 18 108 93.2
3 18 54 78

Fig. 6



TOTAL

9 MALE SPEAKERS

SPEAKER IDENTIFICATION

WOMEN

BOTH

54 39 93
94 % 100 % 97 %
54 39 93
96 % 100 % 98 %
54 43 97
89 % 100 % 94 %
162 121 283
93% 100 % 96%

7 FEMALE SPEAKERS

Fig. 7




FILTER - A TOPOLOGICAL PATTERN SEPARATION COMPUTER PROGRAM

Daphne J. Innes
Lawrence Radiation Laboratory
Berkeley, California

Summary. The advent of high energy particle
accelerators and liquid bubble chamber detectors
has added the demands of high speed data reduc~
tion to the many problems of modern nuclear
physics research., For example, one six-month
experiment on the University of California 72~
inch Hydrogen Bubble Chamber yields photographic
records of millions of nuclear events, This
paper discusses one of the new measuring and
topological identification devices which has been
developed to analyze these great volumes of
research data.

Dr. Bruce McCormick has proposed a scanning
technique which allows rapid recognition, separa-
tion and measurement of the photographic records
of star type nuclear events., A device known as
the Spiral Reader measures background and star
type event features impartially, discriminating
against non-radial patterns by the geometry of
its rotating scanning element. The event measure-
ments are separated from the background measure-
ments by an IBM 704 computer under the direction
of a program called FILTER. The separated
nuclear event measurements are subsequently re-
constructed in space for physics analysis.

FILTER exploits the observation that if a
segment of a circular arc is rotated about a
point on that arc, intercepts occur at regular
intervals along a radius to the point at constant
angular intervals of the rotation azimuth. The
Spiral Reader, by placing the burden of event
discrimination on a high speed digital computer,
minimizes the need for either special analysis
equipment or for a human operator to make the
topological separation, Simulation, calibration
and cathode ray tube display routines have been
included in the filter system,

This paper describes the computer program
FILTER which separates the topological star-type
event configurations from undesired background
features,

Many médern high energy nuclear physics
experiments are performed by observing the inter-
actions of elementary particles in a liquid
Bubble Chamber. Tracks of tiny bubbles in the
liquid define the paths of ionized particles,
much as do the fog droplets in the familiar
Wilson Cloud Chamber, Stereo photographs of the
chamber preserve these tracks so that the nuclear
interactions may be analyzed. A typical 72-inch
Hydrogen Bubble Chamber experiment at the
Lawrence Radiation Laboratory produces six stereo
triad photographs every minute., As almost every
triad includes a nuclear interaction, several
million events are available for analysis each
Yyear,

A stereo triad of the 72-inch chamber

comprises three views, each 33mm by 125 mm. An
average bubble image diameter is LO microns on
the film. The track images are opaque against
a clear background, the film being a negative of
the dark field illuminated chamber, Figure 1 is
a typical photograph of the chamber.

Human operators search the films for inter-
esting nuclear interactions, designating those
track combinations which are to be measured.
Rectangular coordinate point measurements along
the participating event tracks define the track
locations with respect to reference marks in the
chamber, The measuring technician must select
the event tracks from the numerous background
features as he directs the operation of the
curren{ly used semi-automatic measuring pro-
jector®. An IBM 704 computer program, PANG,
makes a spatial geometrical reconstruction of
the Svgnt from the measured two-dimensional
data®?~*

The topologically reconstructed event is
kinematically fitted to physics.hypotheses by
a second computer program, KICK”. The physicist
makes experimental conclusions and evaluations
from these analyses,

One of the most numerous topological event
types is the single vertex interaction. Figure
2. The currently available measuring tech-
niques, being completely saturated by processing
the rarer interactions, must neglect the impor-
tant research information of these events.,

Dr. Bruce McCormick has proposed a scanning
method especially suited for measuring such
star-type events. Amagnified image of the
event is projected on a rotating disk. The
event vertex image and the center of the rota-
ting disk are superimposed. This disk is opaque
except for one segmented radial slit. The slit
is about one-third as wide as is the image of
a typical track projected upon it. Each of the
radial segments scans an annular path of ten
average track widths long. Figure 3 indicates
the annular areas scanned around a vertex. This
scanning technique discriminates geometrically
against tracks which do not emanate from the
event vertex., A photomultiplier collects light
passing through the scanning slit. As the disk
rotates over the image, the electrical signal
from this photomultiplier displays the film
density variations., Radial tracks appear as
pulses. A rotary analog-to-digital shaft
encoder attached to the scamning disk permits
azimuthal measurement to be made of the track
or feature pulses.

Track pulses which exceed a preset ampli-
tude are squared by a discriminator. The angles
at which the leading and trailing edges of these
squared pulses occur are the azimuthal pulse-
pair measurements of the tracks. A magnetic
core buffer memory temporarily stores these
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azimuths along with the relative pulse amplitude
number and the slit radius. These measurements,
a rectangular coordinate vertex location and
event descriptive information, are recorded on
IBM compatable magnetic tape.” This tape is the
input data for the event separation program,
FILTER.

Bubble chamber photographs are cluttered by
non-interacting beam tracks, frost on the optical
surfaces, gas bubbles, electron spirals and other
irrelevant features. The Spiral Reader makes
only a partial attempt to discriminate against
these noise features by favoring radially disw-
posed tracks. The burden of separating the event
measurements from the background information is
placed upon a digital computer program rather
than upon human judgement or special complicated
equipment,

An effective event separation program must
detect all valid tracks in each view, It is
permissable for an occasional extraneous track
to be mistaken as valid in one of the three
views. An erroneous labeling of a background
feature can be corrected by comparison with the
other two views,

In addition to removing noise measurements
from the data, the eveht separation program must
solve several topoligical conditions:

1. Tracks passing through obscuring fea-
tures are not to be lost,

2. Tracks which branch into two or more
tracks are to be separated and identified.

3. Tracks which cross over one another are
to be individually defined,

li. Missing data from an occasional gap in
the track image is not to stop track separation,

5. The program is to tolerate data distor-
tions from small misalignments of the scaming
disk center and the event image .vertex.

The radial scanning technique affords advan-
tages other than the obvious discrimination
against non-radial tracks. As the rotating
scanning disk is centered over the event vertex,
all tracks in the event are in principle scanned
by the first three imner slits, Actually many
event tracks appear in only two of the first
three slits because of centering errors and
track gaps. The tracks near the vertex appear
as straight lines., Therefore all tracking of
event tracks may be initiated by finding all
pulse combinations in the first three slits which
form radial lines. As the area scanned by the
first three slits is small, only a few track
pulses must be considered for the track initia-
tion part of the program, Typically, ten to
twenty pulses are found in the third slit data.
Very little time is spent by the computer while
making an exhaustive search of the data to form
straight line groups. Some of these initial
straight line combinations do not represent
tracks but are formed by dirt and isolated bubble
images. Subsequent program operations remove
these anomalies,

No feature which obscures less than one-
fifth of the area of a scamning slit is measured,
This discrimination often avoids recognizing
small particles of dirt and individual bubbles.

Tracks which cross a scanning slit at an angle
greater than thirty degrees are usually not
measured. Unfortunately, short radius tracks
are lost by the outer disk slits.

The FILTER program flow diagram is shown
in Figure L. The polar coordinate measurements
made by the Spiral Reader are read from magnetic
tape into the computer memory. The Gray coded
azimuth numbers are converted into binary numbers.
Pogsible malfunctions of the Spiral Reader
azimuth digitizing system are detected by veri-
fying that the successive angle measurements
from each slit are in ascending order. The
measurements must be arranged in sequence from
the innermost to the outermost slit.

The azimuth data from each slit are
separated into leading and trailing edge pulse-
pair combinations, these pulses being stored in
memory sections called slit banks. The relative
pulse height designating numbers are also stored
in the slit banks to be used in a subsequent
track ambiguity resolving operation. The pulse~
pair words in the slit banks can be regarded as
forming a digital pulse train in which each word
defines one pulse.

After data storage and verification, the
program searches slits 1, 2, and 3 for pulses
which form straight radial lines. The straight
line fit used to initiate event tracks is not
sufficiently good for track interpolation beyond
the third slit. We have found that, for the most
curved tracks which can be seen by the Spiral
Scanning Disk, a lineaar spiral approximates the
actual curve with sufficient accuracy to make
prediction of a track pulse azimuth as far as
two slits beyond the last established pulse on
the track to within 50 microns of its true
position,.

Tracks are reconstructed from the measured
data slit-by-slit from the vertex outward., An
azimuth is predicted for the next outward slit
track pulse by extrapolating a least-squares
fit of the already established track pulses. A
search zone 100 microns wide is established
about the predicted azimuth. The slit bank is
entered and a search made for track pulses
lying completely or partly within the search
zone, The search is effected by comparing the
predicted azimuth range with the smallest angle
pulse-pair in the bank. If these azimuth
ranges do not overlap and the predicted azimuth
is greater than this smallest angle pulse, a
comparison of the predicted azimuth with the
largest pulse-pair angle is made., If again
the azimuth zones do not overlap, but the pre-
dicted angle lies within the range of the
smallest and largest angle pulse-pairs, the
predicted azimuth is compared to the azimuth
of a pulse-pair at the middle of the list of
pulse-pairs for that slit. If again there is
no coincidence of azimuths, the number of pulse-
pairs to be searched has been reduced to one-
half because the predicted azimuth is either
greater than or less than that of the middle
pulse-pair. This comparison and subsequent
halving of the azimuth ranges is continued until
either a pulse-pair is found containing the




predicted azimuth zone or the search is aban-
doned, The maximum number of searches made in
one slit bank is equal to the logarithm to the
base 2 of the number of pulse-pairs in the bank,
Even a slit bank containing 100 pulse-pairs,
such as has been found on the 15th slit of the
Spiral Reader while measuring noisy film, needs
only 7 or 8 searches to define a track,

Since tracks may branch or cross over one
another, it is probable that more than one track
pulse will be discovered within a search zone.
The pulse-pair with the lowest azimuth is ten-
tatively selected as the valid track pulse, the
higher azimuth pulses being stored for later
investigation,

Figure 5 is a schematic of the pulse trains
of the innermost 5 slits in the neighborhood of
the branching track shown in Figure 2. Only
one pulse appears in each of the search zones
for slits 1 and 2, but there are two pulses, A
and B, within the slit 3 search zone. The
search zone for the slit I pulses is predicted
by extrapolating the pulses on slits 1 and 2
and 3A. Pulse C is found in the slit L search
zone, ——

The search zone for slit 5 is now predicted
by fitting the pulses 1-2-3A-LC to a linear
spiral. A pulse is discovered within the slit 5
search zone and the tracking is continued to the
outermost slits.

When the track of this example terminates,
the program returns to slit 3 to test the alter-
native track established by the presence of
pulse-pair 3B, A new search zone is predicted in
slit L by the linear spiral fit to the points
1-2-3B. In this way, the program finds the two
prongs of a branching track, This method of
tracking in addition to detecting branching
tracks can also generate false tracks-pseudo-
prongs,

It is interesting to consider the effects
of increasing the search zone from 2 track
widths to L track widths., See Figure 6, As
before, pulse A and B are found in slit 3 but
when 1-2-3A is extrapolated, the new search
zone on slit L includes C and D. Similiarly
the search zone predicted by fitting 1-2-3B
also includes C and D, We find that the search
zones in slit 5 are predicted by L pseudo-prongs:
1-2-3A-4C; 1-2-34-LD; 1-2-3B-4C; 1~-2-3B-LD.
Clearly, if the size of the search zone is not
limited, the number of speudo~-prongs generated
will rapidly become excessive, The zones must
be sufficiently wide to avoid losing true tracks.
A search zone 100 microns wide appears to be a
good compromise for the T72-inch chamber film,

Figure 7 is employed to describe the effect
of dirt or an isolated bubble feature near a
true track image. The figure represents the
pulse trains on the inner 5 slits of track 3 in
the event shown in Figure 2. With a search zone
of 100 microns, pulse 3A is separated from pulse
3B and the predicted slit L search zone includes
no pulse, Neither will any pulses be found in
the slit 5 search zone predicted from 1-2-3A;
hence the search is abandoned. A noise pulse
LC is so close to LD that the search zone pre-

- dicted from 1-2-3B-4C in slit 5 includes a pulse
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which actually belongs to the track 1-2-3B-LD.

The two track candidates generated by the pre-

sence of the noise pulse LC ard the real pulse

LD are stored in track banks for ultimate sepa-
ration by the program,

The FILTER program is capable of following
tracks through large obscuring noise features.
Figure 2 shows a thermocouple partially obs=
curing a track. The thermocouple measurements
appear as very wide pulses -- these the program
neglects. The extrapolation is continued
through the noise, for as many slits as is neces-
sary. During the extrapolation through gaps or
noise, a constant angular sector search zone is
searched from slit to slit; the search zone is
therefore widened as the radius increases,

Often track candidates share pulses with
other track candidates. Whether this sharing
is an indication that real tracks are branching
or crossing or whether the tracks have been
created by noise must be determined. Any
track containing four or more pulses is tenta-
tively assumed valid. A chi-square test is
computed on the geometric fit of the pulse=-pairs
to a linear spiral for each track candidate, An
ionization consistency rating is based upon the
fact that the product of the pulse amplitude
and pulse width should remain constant along
the length of the track., A guality criterion
of the track, the weighted sum of these two
designators, is stored in the track bank with
the pulse measurements.

It is convenient to group the track candi-
dates into sub-sets. A sub-set contains track
candidates which intersect any other track
candidates in that sub-set., No track candidate
in one sub-set intersects any track candidate in
another sub-set., The track candidate with the
lowest-best quality criterion in each sub-set
is selected as a real track. Each other track
candidate in the sub-set, in order of increasing
quality function, is then compared to the real
track, The assumption is made that if any track
candidate has two or more consecutive pulses
independent from those of any real track and
if it has a guality criterion better than a pre-
determined limit, it too is a real track. Once
a track candidate is classified as real, sub-
sequent prong comparisons are made to it as well
as to the original track.

This operation has proved adequate to
insure that all real tracks are discovered.
Noise features close to real pulses on two or
more consecutive slits create pseudo-prongs
which are difficult to distinguish from close
crossing tracks., More stringent criteria would
cause the loss of real tracks, After the
searching and testing on an individual view
basis, a stereo reconstruction of the event is
attempted. Since the three stereo views are
available for comparison, it has been usually
possible to resolve these ambiguities by elimi-
nating tracks which do not appear in at least
two of the three views,

For each track, measurements from two views
are selected which give the best stereo recon-
struction, These measurements constitute the
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input data for the subgequent geometric recon-
struction program PANG“., One view of a single
vertex event is typically separated from the
background in 3 to 5 seconds of IBM 704 opera-
tion.

The ability of the program to separate an
event from the irrelevant features on the film
is demonstrated by a comparison of the plot of
input data to a plot of the reconstructed event
data, Figures 8 and 9 are on-line plots of the
data made by an IBM 709 from the event shown in
Figure 2. These on-line plots are made by the
IBM cathode-ray oscilloscope as the input data
is processed. This part of the FILTER program,
while most useful for the equipment and program
development, will not necessarily be used for
the production program.

Now that the engineering parameters have
been defined by a prototype Spiral Reader and
the effectiveness of the FILTER program proved,
the Lawrence Radiation Laboratory is construc-
ting a fast scanning and measuring Spiral Reader,
This measuring system is expected to process
200,000 single vertex events each yeart#, It is
believed that the tracking techniques developed
for FILTER can be employed in the realization
of a fully automatic bubble chamber data pro=-
cessing system,

Work on this project has been performed
in the Lawrence Radiation Laboratory Hydrogen
Bubble Chamber Physics Group under the direction
of Dr, Luis W, Alvarez, The Spiral Reader pro-
ject was originated by Dr. Bruce McCormick, now
at the University of Illinois,

This work has been supported by the United
States Atomic Energy Commission,
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Fig. 1. A typical 72-inch Hydrogen Bubble Chamber stereo triad
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Fig. 3. Annuli seen by Spiral Reader scanning disc.
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Cathode-ray-tube display of reconstructed event of Fig. 2.







REDUNDANCY EXPLOITATION IN THE COMPUTER SOLUTION OF

DOUBLE~CROSTICS

Edwin S. Spiegelthal, Consultant
Flushing, New York

Double-Crostics, as I suspect many of you
know, constitute a species of habit-forming
puzzles. There are two varieties of these brain-
teasers -- those that appear weekly in the
Saturday Review and every two weeks in the Maga-
zine Section of the New York Sunday Times, and a
somewhat watered-down version which I have been
pitting against an I.B.M. 704 computer. I shall
describe both the wild and the domesticated
variants in just a moment. First, though, I
should like to exercise the air of frivolity
which might seem to inhere in my topic. There is,
of course, a long and respectable history of
fruitful alliances between idle pastimes, on the
one hand, and mathematical achievements, on the
other. To mention just a few, there are Euler
and the Konigsberg bridges, Pascal and his
gambler  friends, Von Neumann and his poker and,
today, Dr. Samuel and his checkers. Still, such
is the force of the suspicion that whatever is
fun just can't be work, each tentative of this
nature must be justified anew on its own merits.

There are at least two good reasons for
using a game or a puzzle as an intermediate prob-
lem area before one tackles the more mundane
problem which one really desires to solve.
First, the puzzle or game exhibits the salient
features of the honest-to-goodness problem with-
out being encumbered by the inconsistencies and
extraneous factors which invariably clutter up
the real problem. Second, the puzzle or game has
clear-cut rules and, in particular, an unequivo-
cal indication that the puzzle has been solved,
or that the game has been won. One question
which I shall eventually have to answer in con-
nection with other work I'm doing is: has the
machine produced a good translation of this
foreign-language text? The mildest thing that
can be said about such a question in general is
that it does not admit of an unequivocal answer.
I do think that the results of my efforts to
solve Double-Crostics will aid in producing good
machine translations. I don't know if I could
have obtained any results had I (and the com-
puter) not been able to say, "this puzzle has
indeed been solved."

A third reason for using a well-known game
or puzzle rather than a completely neutral mathe-
matical model is that familierity, contempt-
breeder though it may be, does provide the in-
vestigator with a corpus of tested problem-
solving techniques. These techniques may exist
on an intuitive level of cognition only, they
may be crudely formulated, they may even be
highly inefficient. They do, however, provide
a welcome point of departure.

So much for general considerations. It re-
mains to justify the specific choice of Double-
Crostics. The relevant factor here is that this
type of puzzle does exhibit the salient features
of the problem to which I have been addressing
myself. This, briefly stated, is the problem of
exploiting, by non-algorithmic means, the redun-
dency inherent in structured-data problems,
particularly those problems in which the source
data is some natural language or another. Each
individual solves this problem for himself more
or less instinctively. Computers, unfortunately,
do not appear to have this instinct. In certain
applications, to be sure, no such instinct is
necessary. In a peayroll program, for example,
the machine knows in advance the kind of informa-
tion it will receive and the explicit form that
this information will take. In machine transla-
tion, on the other hand, the machine must extract
information of unknown character from running
text in which this information is, in general,
contained only implicitly. Moreover, to borrow
an analogy from electrical engineering, this
information usually comes, not in the form of
lumped parameters, but as a distributed quantity.
The elementary information-bearing particles --
words, in this example -~ are generally ambigu-
ous when considered individually, and this
anbiguity can be removed, if at all, only by con-
sidering the particles "in context.” Here again,
we all "know" what context exploitation means.
In fact, we know it so well, and learmed it so
young, that we are almost incapsble of dredging
it up to the conscious level where it must be
analyzed before being restated in machine terms,
i.e., a program. ILet us see now what Double-
Crostics are, and how they may help in this
dredging operation.

The first slide (Figure 1) is a pretty poor
excuse for a Double-Crostic, but it will serve
as an illustration. As in crossword puzzles,
there is a list of definitions which are supposed
to provide adequate clues to the words which are
to be filled in. Unlike crossword puzzles, these
words are not filled in directly in the nice geo-
metrical pattern off to the right. Instead, they
are first filled in next to the verbal definitioms
and then, character by character, are filled in
the so-called Text portion in accordance with
the ordinal numbers underneath each character in
the Definition portion. The Text portion is so
called because, when properly and completely
filled in, it spells out a portion of normal
English text. The next slide (Figure 2) shows
the final state of the Double-~Crostic just dis-
played. The text portion is a fragment from
Whittier's poem “Barbara Freitchie". 1In the



stendard variety of Double-Crostic, the first
letters of the Definitions, when read from top
to bottom, would spell out the author's name
end the work quoted, rather than the highly im-
probeble "M. Grisly" which you see.

Let me introduce just a little nomencla-
ture at this point. A verbal definition, "in
style" for example, is called a definiens; any
of the six-letter words matched with that
definiens is called a definiendum, and the
plursl of definiendum is definienda. We're going
to need that plural because, in general, there
are several definienda, perhaps many, which a
priori match up with a given definiens. Some-
times, however, the puzzle-solver can think of
no definiendum for a given definiens. To solve
a Double~Crostic, one is always constrained to
guess, and to eschew pencils without erasers.
The same might be said of crossword puzzles, but
the opportunities for sophisticated guessing in
Double-Crostics far exceed those in crossword
puzzles, where the only correlation between the
words filled in is an occasional common character
at a point of intersection. In Double-Crostics,
let us remember, the Text portion is indeed in
English, with all the syntactical and semantic
correlations of a natural lenguage fragment.
This means that guessing can be applied, not
only to the definienda, but to the Text words as
well. For example, if the fourth word of the
example on the slide had had three of its letters
filled in, giving the pattern M _ S T, and the
preceding word Y O U had already been filled in,
the puzzle-solver would probably feel compeiled
to guess M U S T, rather than the otvher conten-
der, M 0 S T. Frequently, the compulsions are
not as strong as this. Still, the fact that a
meaningful fregment is to be unearthed, rather
than an inchoate collection of unrelated words,
does impose a valuable bias on the guesses made.
If we turn back to our guess of the letter U to
£i1l out the word M U S T, we note that this
guess is not a dead end, but rather the beginning
of a chain of decisions. Being a verb form, the
word MU S T, if correct, imposes a whole host of
constraints, syntactic and semantic, on the re-
mainder of the text fragment. In addition, the
letter U is filled in twice, once in the word
MU ST, once in the associsted definiendum,
since it is the third character in the
definiendum associated with definiens G, "heppy
time.” This single letter may allow the puzzle-
solver to choose a unique definiendum from among
the possible definienda. If not, it will at
least, in general, shorten the list of possible
contenders.

There is another side to the coin of
sive guessability, if you will permit the neolo-
gism. Due to the inherent redundancy of the data,
bad guesses, or bad choices which were not felt
to be guesses, will manifest themselves sooner or
later. Either a concatenation of implausible or

inadmissible characters will appear in a Text
word, or a word which is valid in itself turns
out to be syntactically or semantiecally jerring,
if not downright wrong. An important point here
is that relatively few error indications say
categorically that something is definitely in-
correct; the typical error is found because it
has given rise to a number of sore polints, each
innocuous in itself but, in their totality,
leading one to feel that something is amiss.
Another, and operationally more useful, way of
stating this is that a correct decision will be
maxinelly consistent with all the other correct
decisions to which it relates. Thus, a decision
which, while creating no real friction, generates
an insufficient quantity of warmth, is thereby
suspect.

Although I am speaking about Double-
Crostic solution, I believe that much of what I
have said applies unaltered to the processes we
actually use in understanding natural langusge
texts. I believe that we mske the same sort of
informed guesses, that we skip back and forth be-
tween semantics and syntactics in the same goal-
seeking way, that we, consciously or otherwise,
apply the same sort of maximal consistency criter-
ion. Thus, I feel that an efficient heuristic
technique for solving Double-Crostics will find
immediate application to the problems of auto-
mating natural text processing, be the process
one of translation, indexing or ebstracting. Let
me then describe the program which does, in fact,
sometimes solve Double-Crostics.

Before describing the program, I should say
a few words ebout the kind of Double-Crostic
which is presented to the program for solution.
It seemed viciously circular to ask the program
to "understand" the verbal definiens, since such
an epistemological feat would be a pleasant by-
product of my endeavors to solve Double-Crostics,
but could hardly be a necessary prerequisite for
such solution processes. I therefore adopted the
alternative of supplying a list of definienda for
each definiens of a target Double Crostic as part
of the input to the program. Each such list may
be vacuous, and the program does not assume that
the correct definiendum is necessarily contained
on a non-vacuous defienda list. To put it
anthropomorphically, the program merely hopes
that it will be supplied with enough good informa-
tion to permit it to achieve the correct solution.
Thus, for each Double-Crostic to be solved, the
program receives, as input, a description of the
physical appearance of the puzzle, i.e., number
of text words, number of characters in each word,
the correlations of text characters with defini-
enda characters, etc. It also receives the
definienda list for each definiens. A few other
input parameters are used to limit the time and
the storage space used by the solution process.



The program itself consists of two physi-
cally, logically, and functionally disparate por-
tions. The first of these remained more-or-less
constant during the year or so I devoted to this
work. This portion combined the functions of
dictionary, grammar book, recording secretary,
pencil and eraser, file clerk -- in short, it
was the executive orgen, the enforcer, of the
program. The second portion was the policy-
meking organ, the brains of the mob, to continue
the metaphor. And, like its underworld counter-
part, it could easily be replaced if a more
likely cendidate showed up. Indeed, the present
occupant of this spot in the program is the
seventh in a series. It is also sufficiently
successful for me to consider it as definitive,
allowing me to move on to less recondite
research tasks.

What resources were available to this policy-
meking organ? To answer this, we have to take a
closer look at the permanent portion of the pro-
gram. Since it was hoped that the program would
be a successful puzzle-solver even though supplied
with inadequate and sometimes incorrect informa-
tion, no attempt was made to provide it with any-
thing like the lexical, grammatical and semantic
sophistication of even the dullest humen being.
Specifically, the text dictionary of the program
contains 8551 words, none longer than eight
letters. This is supplemented to a certain extent
by a subroutine which can decide that a word like
"untidily", for example, is probebly a valid
word, although not in the dictionary, since it
consists of a standard prefix "un", a standard
suffix "ily" and s dictionary entry "tidy" as a
properly modified root. This is the only
grammatical "knowledge" in the program's arsensl.
Four tebles constitute the remainder of the pro-
grams familiarity with the English language.

The first of these is a list of the hundred most
frequently used English words, in the order of
their relative frequency. The second is a list
of the letters of the alphebet, again in the
order of their relative frequency of use. A
third table contains the most frequent two-letter
combinations into which a letter enters, again
ordered by frequency. The fourth table is not an
ordered one, but simply consists of a not quite
exhaustive listing of the permissible three-
letter combinations of English text. What is not
explicit in the tabular data, although the pro-
gram assumes it, is that the dictionary is vir-
tually exhaustive for words not longer than three
characters.

In addition to this limited information con-
tent, the program possesses the rudimentary
pattern recognition facility of perceiving that,
as in our earlier example, both MU S T and
M O S T provide partial matches with the pattern
M _ S T. It might be suspected that, with this
restricted intellectual equipment, the program
would have only a tiny repertoire of actions
open to it. This suspicion is eminently well-

founded. Basically, there are only three cate-
gories of acts which the program can perform in
f£illing characters in a target Double-Crostic.
The next slide (Figure 3) summarizes the situa-
tion. There are three essential parameters:
whether the word in question is a Text word or a
definiendum; whether the word is blank, partislly
filled or completely filled; whether the word's
possibility list is vacuous, contains one entry
or contains more than one entry. One possibility
list is made up for each word. Initially, the
possibility lists for the definiens consist of
the definienda lists included in the input, while
the 1ists for the Text words are all vacuous.
After a sufficient number of characters have
been filled in a Text word, due to actions on the
Definition side of the puzzle, its possibility
list is filled with all those dictionary entries
which give partial matches to the character
pattern in the word. As subseguent characters
are filled in the same Text word, those possi-
bilities which no longer give partial matches

are expunged from the list. Conversely, if any
characters are erased from a Text word, its
possibility list is augmented by any new partial
matches which might thereby be revesled. On the
Definition side, the possibility lists can only
be decreased, never augmented.

With the foregoing in mind, let us look at
the slide. We see that no action can be taken
when a word 1s completely filled, which seems
only reasonasble, or when the possibility list
for the word is vacuous which, I must admit, also
seems reasonable. Further, since blank Text
words are not permitted to have non-vacuous possi-
bility lists, nothing can be done with them. As
for the remaining cases, it does not seem un-
towerd, when there is a single possibility for a
given word, two kinds of action are open to the
program. It cen fill in those characters, if
any, which are common to all the possibilities.
Thus, for example, there are two five-letter
words which begin with W E and which have C for
their fourth letter, namely, WE N C H and
WELC H. Both these words have the letter H
for their fifth character. Filling in of such
common characters is on a par with filling in a
full word which is a unique possibility list
entry. Sooner or later, however, the supply of
such seemingly warranted actions dries up, and
the program must begin to guess. The program
makes its guesses on the basis of two assumptions:
both the Text words and the definienda are good
English words, and the Text portion of the puzzle
is a reasonable English sentence. The program
will thus tend to guess a high-frequency word, on
the Text side of the puzzle or, failing that, the
possibility on a given list which has, in some
sense, the most frequent letters. Specifically,
the letters of the alphsbet are ranked, with E,
the most frequent, being scored 26 and Z, the
least frequent, being scored 1. The scores for
each possibility are added, character by charac-
ter, and the highest scorer 1s guessed.



So ends the catalog of positive actions open
to the program. On the negative side, when the
eraser must be wielded, two kinds of criteria
are first brought to bear. The first kind is
close to what we mean when we speak of error de-
tection, since it is applied to manifeststions
that are patently, or probably, wrong. Using
this criterion, the program can decide to erase
a definiendum because it gave rise, on the Text
side of the puzzle, to too many unacceptable
three-letter combinations and/or too many invalid
words of three characters or less. As to what
constitutes "too many", this is an empirically
determined parameter whose variation, during the
testing of the program, provided interesting but,
unfortunately, inconclusive results. Let me
therefore move rapidly to the second species of
criterion. Here we have to do with the concept
of maximal consistency which I mentioned earlier.
This criterion comes into play when the solution
process is ready to call a halt, either because
all the characters have been filled in, so that
the puzzle is apparently solved, or when no
further positive actions are open to the program
even though some characters remain blank., In
both cases, though with perhaps greater urgency
in the second case, the program asks itself if
each word it had filled in were sufficiently
productive, in terms of good two-and three-
letter combinations and valid full words on the
other side of the puzzle. -If any words are
found which did not give at least some minimum
of consistency with the remainder of the puzzle,
the least "fruitful" of these is erased. Here
again, the relevant threshold values are para-
meters at the researcher's disposal.

In the previous section, dealing with nega-
tive actions, and when and why they are taken, I
moved from the discussion of the permanent pro-
gram into the realm of the policy-meking program,
which alone decides what and when. Since the
efficiency, if not the efficacy itself, of a
heuristic process depends heavily on both the
decisions teken and their timing, I have called
these policy-making programs "Decision Sequencers:
It is the seventh, and last, of these Decision
Sequencers which I am discussing now.

After the input describing the next target
Double-Crostic has been read into the computer
and ingested by the program, Decision Sequencer
T begins operation. It first takes all the
obvious actions, l.e., it scans each definienda
list in turn. If there is but one definiendum
on a given list, it is filled in. If there are
any common characters on a multi-possibility
list, they are filled in. After this first pass,
the Decision Sequencer enters a decision-making
loop around which it continues to iterate until
it claims to have found a solution or until it
admits defeat. As noted earlier, the entire
solution process can be also cut off sbruptly
if time and/or space run out, but such & halt is,
at least logically, independent of the decision-

making scheme.

The decision-making loop has such a simple
structure that I don't think I'll frighten any-
one if I show its flow chart (Figure U). There
are many more lines and boxes I could have
included, but I have learned that cute program-
ming is not really a fit subject for public
exultation. There is another sense, however,
in which I could have included many more lines
and boxes without any reference to the underly-
ing programming. I could, that is, have chosen
a far more complex logical structure for the
Decision-Sequencer. For example, I might have
followed the break-through-exploitation philoso-
phy. This would have entailed a tree-like struc-
ture wherein each successful, or apparently
successful, move would suggest one or more fur-
ther moves, each of which might in turn suggest
a family of moves, etc. Here, the program would
have to swoop up and down the tree until all the
branches had been exhausted, or until the
sppearance of a masjor error would cause the
program to retravel some, or all, of the tree in
the reverse sense. This mey indeed be a better
processing scheme. There may be many schemes as
good as, or better than, the one I chose.
Nonetheless, I had to choose some scheme, I
chose a simple one, and it is seemingly a good
one. Let me then discuss it.

The simplifying idea underlying the scheme
is due to Richard Bellman's book, "Dynamic
Programming." The idea, as I have used it, may
be stated as follows: the best way to imple-
ment a multi-stage decision-making process is,
at each stage, to make the decision which is
optimal for that stage. In terms of the flow
chart, a new stage in the solution process is
reached after the previous fill or erase decision
has been implemented. At this new stage, only
certain positive actions are possible. Each of
these possible actions is scored, and the high-
est-scoring action is fetched so that the attempt
to execute it may be made. To clear up confusion,
let me hasten to remark that a possible action
may not be implementeble. For example, if a
given definiens has several definienda on its
possibility list and no prior attempt to fill in
common characters has been made, the present
attempt to fill in common characters is a possi-
ble action. If there are in fact no common
characters, then this possible action cannot be
implemented. If an implementsble action is
eventually found, I consider it to be the opti-
mal action at the present stage.

Once the optimal action is implemented, the
new status of the puzzle is verified. Wwhat this
rather poorly chosen word connotes is a check of
each word in the puzzle, wherein poor three-
letter combinations end invalid short words are
noted disapprovingly, and good two-and three-
letter combinations and full words receive due
reward, "gold stars" being marked down for thew



in a special record. I will have more to say
about these gold stars when I discuss the key
process of action scoring. After the gold stars
have been handed out. the program glances over
the puzzle to see if, perchance, all the charac~-
ters have been filled in. If they have not, the
next stage of the decision process is initiated
by the re-entry of the program to the uppermost
box on the flow chart. The little boxes lying
off the path I have just beaten were discussed
earlier when I spoke of the negative actions open
to the program.

It is almost time to discuss the heart of
the Decision-Sequencer, namely, the scoring
process and its associated verification process.
First, though, I should like to answer an objec-
tion which might be raised at sbout this point.

I am presumebly claiming that my consistency
criterion allows me to rank finished Double-
Crostics as to their acceptebility. This is
certainly implied by my use of a numerical score
which I compare with a threshold to getermine

if a finished puzzle is acceptable. Why then, it
might be asked, do I not simply try all the com-
binations of the given definienda, and accept the
best scoring configuration as the solution, thus
rendering all this scoring and verification
folderol nugatory? In fact, the objector might
add, if you would only guarantee that the correct
definiendum is included in every definienda list
then you could also dq away with all your guess-
work. Dropping now my role of Devil's Advocate,
let me answer the second point by noting that,

in the bread and butter type problems which I'm
working towards, the analog of the correct
definiendum is not, and cannot, always be in-
cluded in the relevant list. As to the exhsus-
tive approach suggested in the first part of the
objection, I have the law of exponential growth
on my side. For example, I shall presently show
you the solution process for a Double-Crostic
somevhat more challenging than the example I first
showed. There are only 18 definiens for this
puzzle, one of which had three definienda on its
list, the other 17 having only two definienda
each. This is a total of only 37 definienda,

but the number of combinations which I would have
to try in accordance with my critic’'s suggestion
is something over 393,000. In the particular
solution process I shall sketch later, 33 positive
actions were taken, four of which were incorrect
and were subsequently cancelled by four negative
actions. The total machine time for this solu-
tion process, including a detailed tape printout
at each stage, was gbout 30 seconds. There seems
then to be some point in employing to folderol
which we are about to discuss.

In the scoring process, an essentially quali-
tative value judgment is given quantitative
form. This is by no means equivalent to & trans-
ition from subjectivity to objectivity. The best
one can do is tominimize the area in which sub-
Jectivity operates and to limit the scope of its

activities in that area. In the concrete case
of Double-Crostic solution, subjectivity impinges
in two ways on the scoring process: 1t affects
the choice of the factors deemed to be relevant,
and it enters into the assignment of relative
weights to those factors. In setting up the
earlier Decision-Sequencers, I allowed my intui-
tion free play in both these directions. I
"felt" that the relevant factors, in scoring some
action for a given word, were the total length
of that word, the number of characters already
filled in that word and the number of gold stars
alresdy accumilated by that word. I then mul-
tiplied these numbers by seemingly "reasonsble"
coefficients, as a function of the particular
type of action being scored, and then added a
fudging factor, again as a function of the type
of action. 04dly enough, I still managed to
solve some Double-Crostics this way. However,
having no ccherent rationale for this scoring
scheme, I certainly had no clues as to how it
might be generalized so that I might apply it to
the problems in which I was really interested.
Furthermore, while I could applaud my intuition
when the program solved a Double-Crostic, I could
not explain the cases where the program failed.
I could, of course, blame my intuition, dbut
this would hardly have been constructive criti-
cism, In the seventh, definitive, Decision-
Sequencer, the choice of relevant factors is
dictated by & coherent underlying philosophy,
and the assignment of weighting coefficients,
while still arbitrary to a certain extent, is
nonetheless constrained by considerations stem-
ming from this same philosophy. I use the term
"philosophy" because the concepts are general
ones, and must be properly specialized so as to
apply to the given concrete case. I cannot pre-
tend to you that the genersal philosophy has

been worked out fully. I shall therefore
restrict myself here to its specific application
to Double-~Crostic Solution.

Viewed cold-bloodedly, a Double-Crostic is
seen to consist of two sets of hypothesis sets,
each Text word and each definiendum being con-
sidered a hypothesis. Initially, some of these
hypothesis sets may be vacuous, and the non-
vacuous ones need not contain the correct entry.
It is sssumed, rather Vaguely, that an "adequate"
number of hypothesis sets do contain the proper
entry. An acceptable final state will be one
where exactly one hypothesis will have been
chosen for each hypothesis set, where some rea-
sonable proportion of the final hypotneses will
have occurred as initial hypotheses in their
respective hypothesis sets, and where each final
hypothesis will be a good English word. The
first requirement, of course, simply restates the
obvious fact that no puzzle is complete that
does not have all its characters filled in. The
second requirement imposes the need for one of
the threshold values which I have previously
discussed. The third requirement can be phrased
somewhat more discursively as follows: only
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some tiny percentage of Text words less than four
characters in length mey not match up with dic-
tionary entries; no definiendum may give rise to
too few good two-letter or toc many poor three-
letter combinations on the Text side of the
puzzle, while a similar constraint is imposed on
the Text words concerning their effect on .the
Definition side of the puzzle. A humen puzzle-
solver certainly imposes more constraints on

the final solution than those I have enumerated.
For instance, he would presumsbly reject a four-
letter combination such as D E X C since no
English word contains this particular sequence
of letters. The Decision-Sequencer, however,
does not check for four-letter combinations, and
would find the two triples DE X and E X C to be
perfectly legitimate. Similerly, the machine
would not take exception to the phrase Y O U

I S, although most Double-Crosticians might.

The point here is that what is redundancy for
the goose can be startling news to the gender.

It is in the verification portion of the Decision
Sequencer that redundency factors are checked.

It is in the scoring portion that the decisions
are made whicéh will tend to give the greatest-
field of action to the verification process at
each step. That is, all other things being equal,
the scoring process will, or et any rate should,
present the verification process with the most new
two-and three-letter combinations, short words
and full words as possible. Sheer numbers alone
cannot be used. Two pairs of letters, for
instence, are not nearly as potent as two
triples. On the other hand, two triples are not
fifty times as potent as two pairs. Thus, while
the relative weights of these two factors can

be chosen somewhat arbitrarily, the range of
veriation is not particularly great.

It should be clear that any scoring process
will automatically tend to fulfill the first
two requirements on the solution, since the
actions which are scored are all positive actions,
entailing the filling in of more characters, and
are all based on the use of hypotheses which
lie in the original hypothesis sets. The bur-
den of meeting the third requirement, the one
specifying that the final result will be "good"
English, falls on the verification process
primarily. Apart from the final glanee at the
puzzle in which the program reassures itself that
the chosen hypotheses have been sufficiently
"fruitful”, it is the verification section which
does the lion's share of "error" detecting. Thus,
if efficiency were not an operational require-
ment, the entire scoring process could be
replaced by a random number generator for the
selection of the next action to be implemented.
Efficiency, however, is a major requirement,
perhaps the major requirement. How, then, do we
construct an efficient scoring procedure? TFirst,
as noted, earlier, we try to present the verifi-
cation process with that action which, when
implemented, will provide the greatest sum of
weighted redundency factors, everything else

being equal. Second, we analyze these other
things which may or may not be equal. One of
these things is the gold star count already
compiled by the relevant hypotheses. For
example, if several common characters of a given
definienda set had already been filled in,
leading to all sorts of nice two-and three-
letter combinations on the Text gide of the
puzzle, it would presumebly be safer to guess one
of the definiendum of this set than to guess a
definiendum of another set which had thus far
been unproductive. Another cogent factor is the
length of the possibility list of each of the
contending hypothesis sets. The contention here
is that, all other things again being equal,

the shorter possibility list should be attacked
first. The reasoning here, as you will see, is
somewhat tenuous. Given two hypothesis sets,
one with two entries on its possibility list,
the other with three entries, we might argue as
follows. We do not know whether either list
contains the correct entry. Therefore, we might
Just as well assume, for the sake of argument,
that the correct entry is contained on each list.
If we are fortunate enough to choose the correct
entry from the list we select, then it will have
made no difference which list we chose. If our
choice of entry is not correct, however, we can
hope that the verification process will cause
its erasure sooner or later. If we erase one
possibility from the two-entry list, we are
presumably left with the unique correct entry.
If, on the other hand, we erase one possibility
from the three-entry list, we still have %o

make & choice between the remaining entries.

To this argument we must add the consideration
that each positive action on one side of the
puzzle will entail a corresponding reduction in
the possibilities open to the hypothesis sets on
the other side, since the numbers of partial
matches will, in general, be decreased. Thus,
the sooner a correct choice is made on the
Definition side, the sooner will correct choices
be possible on the Text side, leading to more
correct choices on the Definition side, etc.

One final factor must be taken into account
in the scoring process. It is natural, and
probably correct, to assume that some kinds of
actions are inherently preferable to others.
Specifically, choosing a unigue possibility, or
filling in common characters, would be preferred
to guessing a definiendum, no matter how many
high-frequency characters it contained. Since
the correct definiendum is not necessarily
included in The original definienda list and
since, on the other side of the fence, the Text
dictionary is not complete, the first category of
actions can certainly not be considered as sure
things. This same uncertainty, of course, attaches
to the hypothesis set from which any guessed entry
is selected. It still seems reasonable, there-
fore, to give higher score to the relatively more
warranted actions.



The scoring process for a given action and
a given hypothesis set can now be summarized.
The puzzle is scanned to see what new redundancy
factors would be engendered by the action, and
each such factor is properly weighted. The sum
of all these weighted redundancy factors is then
suitably modified by the number of gold stars
already accumulated by the given hypothesis set,
the length of the set's possibility list, and a
warranty factor, which is a function of the type
of action being scored. In the case of the
action to seek common characters one slight addi-
tional modification is necessary. If an action
to guess a word of n unfilled characters is
made, then all n of these characters will be
filled in by the action. On the other hand, an
action to seek common characters in a word with
n wnfilled characters will lead to at most n-1
characters being filled in, and may result in no
characters at all being added. It is therefore
necessary to multiply the raw score for a common
character action by the expected proportion of
characters that will result. This proportion
can be determined empirically if intuition fails.

If I were to apply the philosophy underlying
Decision Sequencer 7 to some other problem area,
I would proceed sbout as follows. I would first
determine the hypothesis sets relevant to the
problem, together with the available means for
changing these hypothesis sets during the solu-
tion process. I would next decide on the actions
that could be taken in selecting one hypothesis
from a given set, and on the criteria for determ-
ining the a priori impossibility of a given
action at a given stage of the solution process.
Third, I would determine what redundancy factors
relating the hypotheses I would or could use,
and what relative importance I should attach
to each such factor. Finally, I would have to
decide on the stop rules, i.e., I would have
to specify when the solution process was to be
considered either successfully completed or
impossible to complete. I cannot, at tHis date,
report on whether this prescription has cured,
or killed, eny patients, I hope to report the
former at some later date.

As a sort of appendix, I should like to
present a few selected moments from three actual
solution processes. The first could not be
completed by the program. The second and
third could, which is the reason why I conclude
the paper with them. The next slide (Figure 5)
shows the puzzle status at a point when any
red-blooded American could finish it with his
left hand tied behind his back. Prior to this
point, the program had made four different bad
guesses which it was subsequently able to catch
and erase due to the exorbitant number of poor
three-letter combinations that had ensued. At
the point which now concerne us, the program
suffered from the paucity of lexical information
with which I provided it. The program was aware
of only one six-letter word which matched with

T R H and was just unaware that the sixth
letter could have been, let alone should have
been, the letter S. It therefore completed
this word with its unique possibility,
TROPHY. The program was unable to rectify
this particular error so that, after some thrash-
ing about in which some earlier correct choices
were despairingly erased, the program ground

to a halt with the solution carried to the point
shown on the next slide (Figure 6). The Text
does have a certain piquancy, but it is undeni-
ably incorrect. Two points are to be noted in
connection with this failure. This first is
that it could have been avoided had I taken
slightly greater pains in providing the program
with its basic lexical and grammatical lore.

The second point is that the solution process,
before being stalled, had proceeded extremely
rapidly. The definienda lists provided for

this solution process eontained over 145,000
combirations. The correct status shown on the
previocus slide had been arrived at after
seventeen positive decisions had been made,
including the four erroneous ones which had been
corrected prior to the point in question. I am
therefore not too discouraged by this particular
failure.

Still, I find success particularly encour-
aging. The next slide (Figure 7) shows the
status of the target Double-Crostic just before
erasure of the fourth, and final, error made by
the program. As in the previous case, the
dictionary was inadequate, allowing the incorrect
unique partial match C O N S UME R to be filled
in, rather than the correct word
CONSIDERwhich was not included in the
dictionary. Fortunately, CON S UME R gave
enough poor three-letter combinations on the
Definition side of the puzzle to warrant its
erasure. Since the erasure of any character
automatically leads to the erasure of all
characters to whose filling in the erroneous
character made some contribution, the erasure
of CONS UMER led to the significantly
stripped-down status shown in the next slide
(Figure 8). It was clear sailing from this
point on, however, so that fifteen decisions
later the final, and correct, puzzle status was
reached, as shown on the next slide (Figure 9).
Although the program remains oblivious to the
extra redundancy involved, the first letters of
the correct definienda here do spell out the
name of the author of the Text fragment and the
title of the source, to wit, the Memoirs of
Harry Trumen (Volume I, page 189 to be exact).
If I may be forgiven for repeating myself, this
puzzle was solved by means of 29 correct decisions
and 4 incorrect ones which were subsequently
rectified.

In this particular solution process, the
verification section was particularly stern, in
that a definiendum would be erased if it
engendered only two poor three-letter combina-



tions or just one inadmissible short text word.
Out of curiosity to see what would happen if I
went to the other extreme, I disebled this
portion of the verification section completely,
thus allowing all triples and short words to be
considered admissible. This left the program,
as its sole error-detecting capability, its
facility for rejecting final configurations which
were not minimally consistent. The next slide
(Figure 10) shows the final configurations which
were presented for inspection when the previous
Double-Crostic was used as a target. The fifth
time around the correct configuraetion was
presented and was accepted. As in the previocus
case, four incorrect decisions had been made
here, but only 20 correct decisions had to be
made. I would not like to generalize on the
relative merits of the two forms of error-
detection on the basis of such a minuscule
sample. I think it fair though to conclude, on
the basis of all the testing I have performed,
that the combination of redundancy factor
checking and consis tency inspection, teken in
conjunction with scoring by weighted sums of
redundancy factors, as modified by list length,
gold star count, warranty factor and expec-
tancy factor, will provide effective decision
sequencers in more urgent, if less entertaining,
problem areas than Double~Crostics. Time will

tell.

NOTE: Permission to refer to Double-Crostics
granted by Saturday Review; permission to quote
from the Memoirs of Harry Truman granted by
Time, Incorporsted




FIGURE 1 -- Double-Crostic 1 (Original Status)

Definitions

A'

B.

C.

In style

Common ailment

Concerning

Personal

Weakling

Asian spot

Happy time

Text

11 "9 21 6 1 2%
2 "k 10 I5

23 27

IT 29

8B 3 7 1k '8
20 2 28713 2%
25 19 12 5 16

6 TE BE 94 10B 11A 126 13F 1LE

15B 16G 17D 18E

26K 27C 2BF 29

190G 20F 21A 20B 23C 2LF 225G

47
1.4



FIGURE 2 -- Double-Crostic 1 (Final Status)
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FIGURE 3 -- Possible Positive Actions as a Function

of Word Parameters

Status of Word Blank Partially Filled Completely Filled
Number of Entries | Text | Def. Text Def. Text Def.
on Possibility
List
Zero X X X X X X
One X Fill Fill Fill X X
Unique | Unique Unique
Entry Entry Entry
More Than One X Seek Seek Seek X X
Common | Common Common
Char- Char- Char-
acters;| acters; acters;
Guess Guess (h-f | Guess
Word or
h-f char-
acters).



FIGURE 4 -- Decision Sequencer 7, Simplified Flow Chart
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FIGURE 5 =~ Double Crostic 2, Intermediate Status
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FIGURE 6 -- Double Crostic 2, Final Status

Definitions

A. SOONT _
B. COWBELL
C. HALVES
D. FODDER
E. THIRD

F. TEETHE

G HELMET

‘He TRUANT

I. EAYE

J. SD_UP

Text

WE HOLD THESE TROPHY TO B E SELF

EVIDENT THAT OLD MEN ARE CR TED

USUAL



FIGURE 7 -~ Double Crostic 3, First intermediate Status

Definitions

A. HEGEMONY Jo ANATHEMA

B. ABACUS K. _ _E _

C. RETCH L. __MDI_ _

D. RABID M ETHICS

E. _ _ _ __ N. MO __

F. TONIC o. _____

G R_SIN P. INITIATE

H UTMOST Q¢ REVISIT

I. MNEMONIC R. _U_E

Text

I CONSUMER THE METHODS us _ _ B _ THE
___SE _OM_I _TE_ ON _N_MERICAN
AC_IVITIE_ _O B T E M T UNAM_RICA _

TH_NG I_ AMERICA IN ITS DAY.



FIGURE 8 -- Double Crostic 3, Second Intermediate

Status
Definitions
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M T UNAM_ RIC NG I
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I
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FIGURE 9 -~ Double Crostic 3, Final Status

J.
K.
L.
M.
N.
0.
P.
Q.

R.

THE  METHODS  USED

ANATHEMA
NEED
MIDDIES
ETHICS
MOUTH
OCEAN
INITIATE
REVISIT

SITE

BY THE HOUSE COMMITTEE ON

UNAMERICAN ACTIVITIES TO BE THE MOST UNAMERICAN THING IN

AMERICA IN

ITS DAY.

(Memoirs of Harry S. Truman, Volume I, page 189.)
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FIGURE 10 -~ Double Crostic 3. Four Final Configurations Successively Rejected

1.

by the Consistency - Checking Section

I CONSIDIS TDE METHIDS USED EY THE HOISE CONMRITEE
ON UNAMORISAN ACTIVITIES CO RE TEE MOST EOAMERICAN

THINM IN TVERICA IN ITR NEN.

I CONSIDES THE METHODS USED EY THE HOISE COMMRTTEE
ON UNAMERISAN ACTIVITIES CO RE TEE MOST ENAMERICAN

THING IN TVERICA IN ITR NEY.

I CONSIDES THE METHODS USED EY THE HOISE COMMRTTEE
ON UNAMERICAN ACTIVITIES CO BE TEE MOST UNAMERICAN

THING IN TVERICA IN ITS NAY.

I CONSIDES THE METHODS USED EY THE HOUSE COMMRTITEE
ON UNAMERICAN ACTIVITIES TO BE THE MOST UNAMERICAN

THING IN TMERICA IN ITS NAY.
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Summary

A need for improved reporting of weather
data has been brought about by the requirements
of modern, high-performance aircraft, together
with the advent of high-speed computers for use
in weather forecasting. Manual methods of
recording meteorological observations introduce
an undesirable time delay, increase the chance
of error, and limit the frequency of observa-
tions. A solution to this problem lies in the
use of automatic data processing equipment for
the recording, pre-processing, and transmission
of the information. Under the sponsorship of
the U. S. Weather Bureau, the National Bureau of
Standards has developed a specialized computer for
use as a research tool in exploring this concept.

Introduction

The National Bureau of Standards in cooper-
ation with the U. S. Weather Bureau has developed
a specialized digital computer for use by the
Weather Bureau as a prototype in the development
of automatic weather stations. This computer
receives data from weather-sensing instruments
and processes these data through such functions
as sampling, comparing, selecting a maximum, and
arithmetic operations. The results operate local
and remote displays, and are transmitted via
teletypewriter to a central forecasting station
and to other airport weather stations. Values
of two quantities recently developed as aids to
air safety--runway visual range and approach
light contact height--are given by the machine
through automatic table look=-up.

Increased use of weather reports by the
general public and the aviation industry, and
others, has placed a demand on the Government
to provide more frequent and more accurate
weather data from active airports and remote
locations. It has been obvious that this demand
could best be met by the development of automatic
meteorological equipment rather than by increasing
the number of observers. One can readily appre-
ciate the advantages of having automatic weather
stations capable of operating unattended for long
periods. Such stations could be established in
regions not normally habitable, but which might
nevertheless be important from a meteorological
standpoint. Even at manned stations, the use of
automatic equipment offers many advantages.
Station personnel are freed from routine obser-
vations, yet readings can be taken more fre-
quently, with less chance for error, and
transmitted with less delay. A single eight-hour
shift might suffice for the persomnel, at locations
now requiring continuous attendance. The United
States Weather Bureau has, therefore, supported
the development of automatic weather stations
since the end of World War II.

The first of these stations to be developed
and operated in service was used in the British
West Indies and transmitted a limited amount of
meteorological information to Miami, Florida, by
radio, during the hurricane season. As tele-
metering techniques were developed, it was
possible to increase the amount of data trans-
mitted. Further development has provided
stations now in use, which transmit weather
observations on demand into the National Weather
Network.

These stations demonstrated the practica-
bility of automation in collecting meteorological
data, but provided no computing capability and
insufficient versatility to meet changing
requirements of the meteorologist. In order to
provide a complete report automatically, certain
computing and decision-making capabilities are
required. These requirements, and those from
other Government Agencies, have led to a joint
project between the United States Weather Bureau
and the Data Processing Systems Division of the
National Bureau of Standards, in which meteoro-
logists and engineers have worked together to
develop an Automatic Meteorological Observing
System with both operational and research
capabilities. The present equipment, designated
AMOS IV, is built around a small, specially
designed general-purpose computer, to which have
been added the required input-output facilities.

Requirements of the Automatic Station

Consider the tasks which must be performed
by an automatic weather station. The station is
equipped with a number of weather-sensing instru-
ments which furnish weather data, in a variety of
forms, Data from the instruments must be suitably
processed to obtain the desired information, and
this must be made available in the correct form
for display and transmission. It is necessary to
assemble the information, together with any
additional material, such as the station code
and remarks, in the correct format for several
different output messages. These messages, are
to be available for the teletypewriter trans-
mission upon receipt of command signals.

In a few cases, instrument readings could be
sampled directly, converted to teletypewriter code,
and transmitted., However, in many cases, the
desired quantities are not suitably represented
by the instantaneous instrument readings. Hence,
varying amounts of processing are required. In
previous AMOS prototypes, the required intermediate
processing has been achieved through the use of a
variety of separate devices. In some cases,
requirements have developed to the point where
computer-type equipment is required, although
individually the various instruments do not fully
utilize the circuit capabilities.
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It became apparent that the overall hardware
could be reduced through the use of a central data
processor which could be time-shared by the various
instruments. The use of an internally-programmed
machine for this purpose greatly increases the
versatility of the automatic station, permitting
more sophisticated processing of data from all
instruments. The meteorologist is afforded the
opportunity to arrive at optimum data-processing
routines, comparing different procedures simul~
taneously, if desired. Changing requirements may
be met simply by preparing new programs; thus,
there is an inherent guard against obsolescence.

For illustrative purposes, a number of quanti-
ties of interest and the associated instruments
will be described, together with the form of out-
put obtained and the processing required.

Transmissivity

Transmissivity of the atmosphere is measured
by a transmissometer. A horizontal beam of light
of known intensity is directed at a detector
several hundred feet away. The amount of light
recelved controls the pulse rate of an oscillator.
The pulse rate varies from nearly zero, for heavy
obscuration, to about 4000 pulses per minute with
a very clear atmosphere. A small background count
may be obtained with no light at all; by periodi-
cally turning off the source this background count
may be obtained and subtracted as a correction
factor. The transmissivity data is used in two
forms. For some uses it is expressed as a per-
centage of the maximum obtainable value. Thus, a
pulse rate of 3000 ppm would indicate a trans~
missivity of 3/4, or 75%. On the other hand, the
corresponding visibility in miles is not a linear
function and is different in the daytime than at
night. A pulse rate of 3000, for example, repre-
sents a visibility of 1.5 miles in the daytime
and 2.4 miles at night.

Wind Speed

Wind speed data is received from an
anemometer in the form of a pulse rate. The
anemometer produces 5 pulses per second for
each knot of wind speed. There are three quan-
tities which we wish to derive from the pulse
rate; these are:

(1) the peak one-second gust occurring
over the past ten minutes,

(2) the one-minute average wind speed,

(3) the ten-minute average wind speed,

These quantities are to be updated each
minute.

Temperature

Temperature is measured by a bridge circuit
which is kept in balance by means of a servo-
operated slide wire. The servomechanism also
operates contacts, to furnish a read-out of three
decimal digits and sign. Each digit is repre-
sented by a contact closure on one of ten wires.
Temperature data is transmitted as read, and in
addition is used as a correction factor for certain
other data.

Pressure
resjure

Pressure is sensed by a mercurial barometer
which has a small magnetic float riding on the
top of the mercury column. A servomechanism
maintains the position of a sensing coil with
respect to the float, and operates contacts
similar to those of the thermometer. A read-
out of four decimal digits is obtained. Several
quantities are of interest in addition to the
current pressure. For aviation use an altimeter
setting must be obtained. This can be obtained
electrically, by means of additional contacts,
but can also be handled by the computer via table
look-up or calculation. The pressure must be
converted to an equivalent sea-level value, and
this requires a temperature correction using two
temperature values spaced 12 hours apart.

Pressure tendency is another calculation and
consists of examining three values taken at hourly
intervals. From these a coded value for the trend
is obtained.

Cloud Height

Cloud height data is obtained from a ceilo-
meter. A beam of light from a rotating search-
light is projected on the clouds and the amount
reflected is measured by a photocell. Cloud
height is obtained by triangulation, using the
distance between the searchlight and the detector,
together with the angle of the searchlight when a
cloud signal is received. In order to obtain
cloud height automatically, it is necessary to use
two circuits, one which watches for peaks in the
photocell signal, while the other keeps track of
the searchlight angle. Whenever a cloud signal is
indicated by the photocell, the corresponding
angle is stored in a buffer register. Height can
be obtained from the angle by table look-up or
calculation. It is desirable to store a number
of cloud observations and scan the stored data to
answer such questions as the following:

(1) At what height was the predominant
cloud activity observed over the
past ten minutes? (This interval
should be programmable.)

(2) What were the lowest and highest
levels at which a significant number
of cloud occurrences were observed?
(The number should be programmable.)

(3) How many cloud observations occurred
below a specified critical height?
(This height should be programmable.)



Additional Instruments

Other instruments which may be included are
the following:

(1) Sky cover detector, for the fraction
of sky obscured by clouds;

(2) Photoswitch, for indicating back-
ground light level;

(3) Weather vane, for wind direction;

(4) Weather element detectors, for snow,
rain, hail, etc.

In addition, some quantities are set in as
manually operated switches, such as obscuration
type, whether snow or homogeneous fog; and, in
the case of airports, runway and approach light
settings.

ALCH and RVR

Two quantities which have not been covered in
the discussion of individual imstruments are
Approach Light Contact Height (ALCH) and Runway
Visual Range (RVR). These quantities are of
importance in landing aircraft under conditions
of reduced visibility, either because of ceiling
conditions, or ground obscuration, ALCH is the
height at which the approach lights will be
visible to the pilot. Actually, a high and low
value are displayed for ALCH, since there is a
statistical uncertainty to this kind of data.

The higher value is the height at which there is
a 20% probability of seeing the lights; the lower
value corresponds to a 90% probability. Since
the lights may be obscured either by clouds or by
the presence of fog or snow, a variety of inputs
"are required for the ALCH determination. The
inputs are:

(1) cloud height data from the ceilometer,

(2) transmissivity, as indicated by the
transmissometer,

(3) snow or homogeneous fog, as indicated
by an observer,

(4) background illumination (day or night
conditions) from the photoswitch,

(53) approach light intensity from the
approach light switch setting.

If either the transmissometer or the ceilo-
meter indicate that limiting conditions may be
present, a determination of ALCH is made. If both
conditions are present, the results are compared
and the lowest value is displayed. The actual
determination can be made either by table look-up

or by calculation. The equation, however, is based

on Allard's Law, which takes into account the
complex manner in which the human eye responds to
different light levels.
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This is a transcendental equation, and a
very fast computing speed is required because of
the iterative nature of the solution. The ALCH
value should be updated once per minute. The
use of table look-up requires about 18 tables,
each having about 90 three-digit numbers. The
tables are determined more or less empirically,
and vary from one location to another. It was
concluded in the present case that table look-up
would be preferable, using magnetic drum storage
for these and other look-up tables. The RVR
determination is similar to that for ALCH, but
not quite so complex, in that only ground
conditions need be considered, and only a single
number need be prepared, rather than the two
probability levels required for ALCH. The RWR
determination uses the following inputs:

(1) transmissivity,

(2) background illumination (day or
night conditionms),

(3) runway light setting.

The expression for RVR, in terms of Allard's
Law is given below, for purposes of illustration:

VR
C = R Log TR - Log Vk
C is a constant based upon prevailing
conditions,
Vk is the desired RVR valye, and ranges

from 1000 feet to 6500 feet or greater,
TR is the transmissometer reading,

R is the transmissometer baseline
(generally 500 feet),

It can be seen that the above equation
cannot be solved explicitly for Vp; hence, a
lengthy calculating procedure would be required.
For this reason, table look-up was chosen. About
9 tables are required for the RVR determination.

From a consideration of the various imput
devices, it is possible to compile a list of
capabilities which are desirable in the input
portion of the automatic station. These would
include the following:

(1) sampling,

(2) counting,

(3) averaging,

(4) timing,

(5) comparing,

(6) analog-digital conversion,
(7) peak-value detection,

(8) contact sensing,

(9) code conversion.
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Many of these operations could be done either
by the input circuitry or by the data processor.
The choice is determined by the relative conven-
ience, and the time available. It is desirable,
wherever possible, to receive data from the
instruments in the simplest possible form. This
simplifies the instrument and leaves the data
processing to be performed within the computer,
capitalizing on the advantages of digital operation.
It has been demonstrated repeatedly that the central
data processor portion of a computer complex is
much more reliable than the associated peripheral
equipment. Furthermore, the computer can be moni-
tored, and repairs facilitated, through the use of
test and diagnostic routines, whereas the instyxu-
ments are often difficult to check and to repair.

Description of the AMOS IV System

It can be seen that the machine needed for
the automatic weather station is highly special-
ized, with a number of unusual characteristics.
The salient features are listed below:

(1) The machine must accommodate a number
of input devices, all furnishing data
continuously.

(2) Extensive stored tables are needed for
empirically determined data which
varies from station to station.

(3) A short word length is sufficient,
sinee the data comes primarily from
physical instruments; three digits and
sign appear sufficient, relying on
double-precision methods for those few
cases where needed.

(4) A comparatively slow circuit speed is
acceptable, working in conjunction with
the magnetic drum, which rotates at a
moderate speed for long life and
reduced cost.

(5) The machine needs only a limited
arithmetic capability, in view of the
extensive stored tables; it can perform
addition and subtraction, with other
operations available through programming.

(6) The machine must transmit teletypewriter
messages at high and low speeds, inde-~
pendently of each other and of the data
processor.

(7) Provision must be included for operating
local and remote displays.

(8) The machine must concurrently process
input data, transmit teletypewriter
messages, and perform data processing.

For purposes of discussion the machine may be
analyzed in two sections: The input-output portion,
and the central processor. The input-output cir-
cuitry is concer