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FOR WAR D 

This publication, prepared by Adaptive Data Systems, Inc. (ADSI), 
is the second issue of the ~ GUIDEBOOK. The purpose of the 
document is twofold. First, it provides a status report on the 
industry effort to standardize the Small Computer System Inter­
face (SCSI) via the American National Standards Institute (ANSI). 
Second, it provides both users and suppliers of SCSI devices a 
reference pOint to ensure compatibility among products during the 
early stages of development and integration. As appropriate, the 
~ GUIDEBOOK will be reissued as the state-of-the-art in SCSI 
continues to progress. 

The handbook is written in "top-down" fashion and provides detail 
at all levels for a wide range of readership. Individuals who 
wish only a high level overview of SCSI should read sections 1.0 
through 2.4.2. Sectlon 2.4.3 provides two detailed examples of 
SCSI per~ormance which illustrate the operation of SCSI devices 
in a high performance I/O system. 

Sections 3.0 and 4.0 deal with specific SCSI peripherals and 
performance features. These two sections can be utilized as a 
starting reference for comparison and evaluation of SCSI devices. 
As with other portions of the handbook, readers can use Sections 
3.0 and 4.0 to the level of detail they require. 

Appendices A, S, and C provide the most detail, with text taken 
directly from ANSI documents. 
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INTRODUCTION 

.Wt INTRODUCTION 

The revolution in computer systems I/O continues at an 
accelerating pace. Performance standards for peripheral devices 
get rewritten regularly, as newer units press the boundaries of 
capacity, data rate, and access time. Further, the definition of 
I/O itself gets hazier as communication networks infiltrate 
computer systems and alternative computer architecturesdistri­
bute the fundamental processing tasks over mul tifJle processors, 
via I/O channels. This book documents a major effort by the 
computer industry to structure the I/O channel to better harness 
the power of new I/O devices. That effort is an emerging ANSI 
standard - the Small Computer System Interface (SCSI). 

1.1 ISSUE NUMBER 2 OF THE SCSI GUIDEBOOK 

Issue number 1 of this book, released in November, 1982, 
documented Revision 4 of the SCSI specification proposed as a 
standard by the X3T9.2 commi ttee of the American National Stan­
dards Institute (ANSI). At that time, SCSI was known primarily to 
a select group of experts in computer systems I/O and to control­
ler and peripheral companies interested in promulgating it as a 
standard. Now, three years later, the ANSI committee is reviewing 
revision 15 of the SCSI specification, which is nearing the end 
of the required public review period and which will shortly be 
adopted "by ANSI as a standard. SCSI, including its progenitor 
SASI, has become one of the most widely-used interconnections for 
rigi d di sks. 

Recently, the questions asked regarding SCSI have started to 
change. System architects, with a good understanding of what SCSI 
is, now want to know actual performance benchmarks in systems 
using SCSI. At the other end of the spectrum, many potential 
users, less technically sophisticated, need a better non-techni­
cal explanation of how SCSI works and why it should be used. 

This second issue has been prepared in response to the new 
specification and the new issues facing SCSI. In Chapter 2, the 
introductory explanation of SCSI bas been expanded. Chapters 3 
and 4 have been updated to reflect the modifications in the SCSI 
spec1fication from revision 4 to revision 15. The appendices, 
which include extensive extracts from the actual SCSI specifica­
tion, have undergone extensive modification to incorporate the 
changes in th~ SCSI specification. This issue is consistent with 
revision 15 of the SCSI specification, which was released by the 
ANSI committee X3T9.2 on May 8, 1985. 
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1.2 HISTORY OF SCSI 

In the late 1970's, Shugart began a program to develop an 
intelligent interface for its new generation of disks. The 
architecture chosen for the task was the IBM I/O channel, which 
IBM developed and began to utilize in the 1960's and 70's. IBM 
I/O allowed numerous intelligent peripherals to communicate with 
multiple hosts over a single bus. 

The name given the new interface was "Shugart Associates 
Standard Interface." SASI, as the interface was known, received 
good market acceptance due to both its technical merit and the 
marketing resources of Shugart Associates. 

In November of 1981, Shugart Associates and NCR convinced 
ANSI to adopt SASI as the working document for an Intelligent 
Peripheral Interface Standard. In February of 1982, an ANSI 
subcommittee (X3T9.2) began work on the Shugart Associates Stan­
dard Interface. The commi ttee named the proposed I/O specifica­
tion the Small Computer System Interface (SCSI). Figure 1-1 shows 
a typical SCSI I/O architecture. . 

The first generation of SASI products was actually a subset 
of the original SASI specification. Arbi tration, a performance 
feature required for direct peripheral-to-peripheral communica­
tions, was not included in the initial product offering. 

As this issue goes to press, it is a pleasure to report that 
SCSI has made steady progress on many fronts. First, the ANSI 
committee X3T9.2 has recommended revision 15 of the SCSI speci­
fication to committee X3 on I/O standards. The specification is 
close to completing the required period for public review. Soon, 
revision 15 will quite probably be recommended for acceptance as 
an ANSI standard. 

Second, SCSI (and its progenitor SASI) by now represents one 
of the largest installed bases of peripheral interconnections in 
the computer industry. SASI received wide market acceptance 
several years ago as a simple interconnection approach ~or the 
then-new 5-1/4" Winchester disk drives. 
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Third, SCSI is now available on many controllers, peri­
pherals, and subsystems. Controller suppliers, seeing the advan­
tage of a common interface for controllers, have made SCSI con­
trollers available for a wide spectrum of peripheral devices. 
Gradually, SCSI host adapters have been introduced for most 
systems busses. A few peripheral vendors have even integrated 
SCSI directly into the device electronics. 

Fourth, and perhaps most important, SCSI has gained accep­
tance by many major computer systems vendors in the past few 
years. It is being designed into new generations of computers for 
a wide spectrum of applications. Some users are even tackling the 
thorny problems involved in retrofitting SCSI into existing sys­
tems. With this groundswell of acceptance, SCSI will be a major 
IIO bus for the remainder of the decade and into the 1990's. 
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Figure 1-1: Small Computer System Interface Architecture 
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~ BASIC ~ CONCEPTS 

The principles behind SCSI are simple yet powerful. To 
understand them does not require a grasp of new, complex 
concepts. Rather, SCSI is an innovative application of existing 
computer system principles, and the reader needs only a change in 
perspective toward the I/O subsystem to understand SCSI and 
appreciate its benefits. 

2.1 THE SCSI BUS YS. THE SYSTEM BUS 

SCSI is best understood by comparing it to a system, or 
"backplane" bus. Both the similarities and differences between 
the two are revealing. 

2.1.1 SIMILARITIES BETWEEN THE SCSI BUS 'RD THE SYSTEM BUS 

SCSI has many similarities to typical system busses, such 
as: 1) multiple slots, 2) multiple master capability, 3) opera­
tional phases, and 4) signal organization. 

The concept of multiple slots, while common for system 
busses, is an innovation for microcomputer I/O connections and 
most minicomputer I/O connections also; For this discussion, the 
term "bus" refers to any interconnection which has multiple 
slots, while the term "interface" refers only to interconnections 
which allow only two devices - usually a master and a slave. 
Using this terminology, most disk and tape connection standards 
are interfaces. The ST506 connection allows only one disk and one 
controller on each radial connection. The controller may support 
four disk drives, but it uses four separate interfaces to accom­
plish the task. Similarly, the Pertec, QIC-02, and QIC-36 tape 
drive connections are interfaces. 

The multiple slot feature of the SCSI bus is unusual for an 
I/O interconnection, and it is critical for the performance 
advantages of SCSI. Figure 2-1 shows a typical connection diagram 
for an I/O bus architecture. SCSI will also work satisfactorily 
with only two devices on the bUS, and in this configuration 
(shown in Figure 2-2), it looks like an interface. In fact, this 
may be the most common configuration in use, since it is used 
wi th the older, low-performance SASI controllers and host adap­
ters. However, it is important to remember that SCSI is designed 
to work most effectively in the bus configuration shown in Figure 
2-1. 
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The second similarity between the SCSI bus and some system 
busses is multiple master capability. Some system busses estab­
lish priority by hard-wired techniques such as daisy-chained 
priority lines, while others use a voting, or arbitration, cycle 
on the bus. Fortunately for SCSI user convenience, SCSI estab­
lishes bus master priority exclusively in the arbitration cycle, 
wi th no physical modification of the cable or devices required. 
The only hardware activity required is for the SCSI address 1.0. 
to be set once, via hardware jumpers, when the device is 
installed in the system. 

Like many backplane busses, the SCSI specification defines 
several operational cycles, or bus phases. Of course, SCSI has 
the normal phases required for information transfer, but in 
addition it includes several phases to accomplish the arbitration 
necessary for multi-master operation. 

INTELLIGENT 
PERIPHERAL 

INTELLIGENT HOST BUS 
PERIPHERAL SYSTEM 

(DISK) 

INTELLIGENT 
PERIPHERAL 

(TAPE) 

Figure 2-1: I/O Bus Connection 
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INTELLIGENT 
PERIPHERAL 

HOST INTERFACE INTELLIGENT 
SYSTEM PERIPHERAL 

Figure 2-2: I/O Interface Connection 

The SCSI signal set closely resembles typical signal sets 
for a system bus. It contains a data bus (eight bits plus parity) 
and various control/status signals. These signals are located on 
the same pins at all pOints on the bus, with no daisy-chaining or 
physical repositioning required for any purpose. 

2.1.2 DIFFERERCES BETVEER THE SCSI BUS AID THE SYSTEM BUS 

While SCSI and system busses are both computer busses in the 
broad sense, the purpose of each is different, which gives rise 
to some broad, operational differences. These differences become 
obvious and reasonable, given a good understanding of the pur­
poses of each. 
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Backplane busses are designed primarily for CPU-memory 
transfers, or instruction fetches. For high performance, the 
instruction fetch cycle must be rapid, which implies a large 
address space and short (single word) data transfers. In 
contrast, the SCSI bus is designed to facilitate large data 
transfers between peripheral devices and hosts. To enhance its 
function, SCSI differs from system busses as follows: 

o Implementation (cable vs. backplane) 

o Command Set Definition 

o Message and Data Transfer Sequences 

o Data Rate Restrictions 

System busses are typically implemented on a printed circuit 
motherboard. The motherboard and card cage provide a structure 
for the various computer cards, which have no other natural 
mounting location. Peripheral formatters, on the other hand, have 
well-defined mounting locations directly on top of the associated 
peripheral devices. Therefore, the SCSI bus is implemented in a 
50-pin ribbon cable (up to 6 meters long) which is very easy to 
daisy-chain between the devices. 

SCSI includes a comprehensive command set definition, which 
most system busses do not. The command set is integral to the 
entire concept of the IIO bus. By fixing the commands, SCSI 
offers standardization and interchangeabili ty across peripheral 
devices of the same type, and even basic commonality across 
different device types. 

With the standard command set, SCSI provides a full set of 
messages with which SCSI devices supervise execution of the 
commands. The messages provide mechanisms for error handling and 
maximizing utilization of the SCSI bus. 

For high performance IIO across the SCSI bus, devices must 
minimize time spent actually on the bus and maximize data trans­
fer rates across the bus. To achieve these goals, the SCSI speci­
fication defines a bus release procedure (disconnection) which 
maintains the logical thread of the command but releases the bus 
when one device encounters a delay, such as a buffer full condi­
tion or electromechanical latency. To maximize data rates while 
on the bus, SCSI allows both asynchronous and synchronous trans­
fers. 
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2.2 LEVELS OF SCSI USAGE 

SCSI I/O systems can be connected in three distinct configu­
rations: 1) single ini tiator/single target, 2) single ini tiator 
/multiple target, and 3) multiple initiator/multiple target. 
Basically, the configuration is determined by the number of hosts 
and peripherals on the SCSI bus. Each configuration adds one 
level of complexity and offers a significant increase in I/O 
performance potential. Fortunately, SCSI is designed so that 
devices which support the arbitration option can operate in any 
of the three configurations. 

2.2.1 SINGLE INITIATOR / SINGLE TARGET 

A majority of the SCSI systems in use are of the single 
ini tiator/ single target configuration. Functionally, this con­
figuration looks identical to the interface architecture shown in 
Figure 2-1, with only one host and only one peripheral device on 
the SCSI bus. The predominance of this architecture is due to the 
lack of different SCSI peripherals available in the past and not 
the lack of bus performance. As more SCSI peripherals become 
available, the single initiator/single target architecture can be 
up g r a de d tot h e sin g 1 e i nit i a tor / mu 1 tip 1 eta r get con fig u rat i on 
discussed in section 2.2.2. 

An important point to note about most existing systems is 
the lack of SCSI bus arbitration. A single initiator/multiple 
target configuration without SCSI bus arbitration does gain the 
advantage of connecting multiple peripheral devices through a 
Single host adapter. But it forfeits two of the major SCSI bus 
features: peripheral-to-peripheral COpy capability and multi­
threaded operation. (Both peripheral-to-peripheral COpy and 
multi-threading are discussed in later sections.) 

2.2.2 SINGLE INITIATOR / MULTIPLE TARGET 

Figure 2-3 shows a typical single initiator/multiple target 
configuration. In this architecture, the cost of the host adap­
ter, or host interface port, is amortized over the two SCSI 
peripheral devices. 

For systems without arbitration, the host may communicate 
with only one peripheral at a time and must remain connected to 
that peripheral until completion of the commanded operation. 
Because of thiS, the host must serve as a buffer memory for 
inter-peripheral communication. Systems with arbitration can 
support a wide array of performance features. 
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PERIPHERAL 
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HOST - BUS FORMATTER 

COMPUTER AOAPTE'~ (DISK) 
('"iBA) 

- PERIPHERAL 
(TAPE) 

SCSI 
FORMATTER 

(TAPE) 

Figure 2-3: Single Initiator / Multiple Target Configuration 

2.2.3 MULTIPLE INITIATOR/MULTIPLE TARGET 

By far the most powerful SCSI configuration is the multiple 
initiator/multiple target system. Implied in the multiple 
initiator scenario is SCSI bus arbitration. Performance features 
of this configuration include: 

o Host-to-Host Communication 

o Direct Peripheral-to-Peripheral Data 
Transfer across the SCSI bus, with the COPY command 

o Multi-Threaded Operations to a Peripheral 
Formatter 

o Concurrent Operations (multi-tasking) on a 
Peripheral Formatter 
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Figure 2-4 shows the multiple initiator/multiple target 
architecture. This is the same basic configuration used by the 
IBM I/O channel discussed in Section 1. 
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Figure 2-4: Multiple Initiator / Multiple Target Configuration 

2.3 SCSI SPECIFICATIOR SUMMARY 

The versatility and performance features of the SCSI Bus are 
a direct result of the comprehensive specification developed by 
Shugart Associates and expanded upon by ANSI. The SCSI specifi­
cation is more than a definition of the signals on the ribbon 
cable. The specification covers bus timing, device command sets, 
return status, a message system between devices and a DMA­
oriented architecture for the exchange of commands, data and 
status between initiator and target. 
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2.3.1 BUS SIGNALS 

The SCSI Bus consists of 18 signals, shown in Figure 2-6. 
Nine signals are for an eight-bit data bus with parity; the other 
nine signals are control lines with which SCSI devices coofdinate 
bus access and transfers of command, data, status, and messages. 

Status of the SCSI bus itself is a function of four control 
signals. These signals place the bus in one of eight phases: 

BUS FREE phase 

ARBITRATION phase 

SELECTION phase 

RESELECTION phase 

COMMAND phase 
DATA phase 
STATUS phase 
MESSAGE phase 

\ 
\ 
/ 

/ 

These phases are collectively termed 
the information transfer phases. 

The DATA and MESSAGE phases each have two variations, correspond­
ing to the transfer direction being in or out, from the ini tia­
tor's point of view. Figure 2-5 illustrates the SCSI phase 
sequence for arbitrating and non-arbitrating configurations. 

All SCSI command sequences start from the BUS FREE phase. 
Arbitrating systems enter the ARBITRATION phase from BUS FREE 
phase while non-arbitration systems go directly to selection from 
BUS FREE. During arbitration, multiple SCSI devices arbitrate for 
the SCSI bus, with priority given to the highest-address SCSI 
device. An arbitrating system can have an initiator selecting a 
target via the SELECT phase, or a target reselecting an initiator 
via the RESELECT phase. The latter case is due to a previous 
disconnection by the target. (Diseonnection is explained in later 
sections.) Non-arbitrating systems can only perform selection, 
since disconnectioh by the target is not allowed. 
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l ) 

Figure 2-5: Bus Phase Diagrams 

Figure 2-6 shows SCSI signal names, pin assignments for the 
single ended option, and brief definitions. Figure 2-7 shows 
which devices assert which signals during each phase. 
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BUS SIGNAL 

DBO* 
DB1* 
DB2* 
DB3* 
DB4* 
DB5* 
DB6* 
DB1* 
DBP* 

ATN* 

BSY* 

ACK* 

RST* 

MSG* 

SEL* 

C/D* 

REQ* 

1/0* 

Figure 2-6: SCSI Bus Signal Definition 

DEFINITION 

Data Bus Bit 0 
Data Bus Bit 1 
Data Bus Bit 2 
Data Bus Bit 3 
Data Bus Bit 4 
Data Bus Bit 5 
Data Bus Bit 6 
Data Bus Bit 1 
Data Bus Parity 

Attention 
(Indicates INITIATOR has message 
to send target) 

Busy (SCSI bus is busy) 

Acknowledge (ACK of REQ/ACK 
Pair used for Information 
transfer on Data Bus) 

Reset (Clears SCSI bus of all 
activity) 

Message (Indicates bus is in 
Message Transfer Phase) 

Select (Used to select/ 
reselect an SCSI Device) 

Command/Data (Indicates 
Command/Status Information 
Transfer or Data In/Out 
Transfer) 

Request (REQ of REQ/ACK 
Pair used for information 
transfer on Data Bus) 

Input/Output (Indicates 
direction of data flow on 
Data bus) 

it indicates that the signal is negative true. 

SINGLE ENDED 
OPTION PIN 

NUMBER 

2 
4 
6 
8 

10 
12 
14 
16 
18 

32 

36 

38 

40 

42 

44 

46 

48 

50 
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Figure 2-1: SCSI Signal Souroes 

r Signals I 
r --------------------------------------------------1 
I C/D, I/O, r 
IBus Phase BSY SEL MSG, REQ ACK/ATN DB(7-0,P) 
1-----------------------------------------------------------------
IBUS FREE None None None None None 
'ARBITRATION All Winner None None SCSI ID 
SELECTION I&T Init. None Initiator Initiator 
RESELECTION I&T Target Target Initiator Target 
COMMAND Target None Target Initiator Initiator 
DATA IN Target None Target Initiator Target 
DATA OUT Target None Target Initiator Initiator 
STATUS Target None Target Initiator Target 
MESSAGE IN Target None Target Initiator Target 
MESSAGE OUT Target None Target Initiator Initiator 

All: 

SCSI ID: 

I&T: 

Initiator: 

None: 

Winner: 

Target: 

14 

The signal shall be driven by all SCSI devices 
that are actively arbitrating. 

A unique data bi t (the SCSI ID) shall be driven by 
each SCSI device that is actively arbitrating; the 
other seven data bits shall be released (i.e., not 
driven) by this SCSI device. The parity bit 
(DB(P» may be undriven or driven to the true 
state, but shall never be driven to the false state 
during this phase. 

The signal shall be driven by the initiator, tar­
get, or both, as specified in the SELECTION phase 
and RESELECTION phase. 

If this signal 1s driven, it shall be driven only 
by the active initiator. 

The signal shall be released; that is, not be 
driven by any SCSI device. The bias circuitry of 
the bus terminators pulls the signal to the false 
state. 

The signal shall be driven by the one SCSI device 
that wins arbitration. 

If the signal is dr~ven, it shall be driven only by 
the active target. 
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The information transfer phases can begin after a physical 
path has been established between two SCSI devices. These phases 
include six types of information exchange. Figure 2-8 shows the 
information transfer phases and associated control signal levels. 
The target qualifies each phase change by asserting REQ. 

Figure 2-8: Information Transfer Phases 

SCSI BUS PHASE DESCRIPTION 
NAME 

MSG C/D I/O 

0 0 0 Data Out Transfer data from 
initiator to target 

0 0 1 Data In Transfer data from 
target to initiator 

0 1 0 Command Transfer command from 
initiator to target 

0 1 1 Status Transfer status from 
target to initiator 

1 1 0 Message Out Transfer SCSI level 
message from initiator 
to target 

1 1 1 Message In Transfer SCSI level 
message from target to 
initiator 

2.3.2 BUS PROTOCOL 

The manner in which the SCSI devices interact, via the 18 
SCSI bus signals, defines the bus protocol. The bus phases give 
a global view of the interaction, while the signal transition 
sequences within each phase completely specify the device inter­
actions. The rigid definition of arbitration protocol, selection 
protocol and information transfer protocol provide sufficient 
framework for SCSI devices to be "plug compatible~ 
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2.3.3 COMMAND / STATUS SET and MESSAGE SYSTEM DEFINITION 

In order to obtain complete "plug compatibility" at a 
hardware and software level, a specification must go beyond the 
definition of bus interface and protocol. It must define command 
sets and return status blocks which will be common across SCSI 
devices from multiple vendors. The present SCSI specification 
defines command and status sets for the six types of devices 
shown in Figure 2-9. 

Figure 2-9: SCSI Device Types 

I/O DEVICE 
CLASS 

Direct Access 
Devices 

Sequential Access 
Devices 

Printer Devices 

Processor Devices 

Write-Once Read 
Multiple Devices 

Read-Only Direct 
Access Devices 

I/O DEVICES COVERED 

Rigid Disks; both fixed and 
Removable 
Flexible Disk 

Both Start/Stop and Streaming 
Tape 

Printers 

CPU's, Special Purpose Processors 

Some Optical Disks 

Some Optical Disks 

The SCSI specification defines a command set with which the 
host can determine from the device its I/O type. The INQUIRY 
command,. implemented by all SCSI devices, returns a device type 
code along with descriptive parameters about the target device. 
With a complete set of device descriptions available via the 
INQUIRY command, the host OS can dynamically configure itself at 
power-on to work with whatever I/O devices are available. 

SCSI also defines a message system by which two SCSI devices 
communicate information relating to bus and information transfer. 
These messages are relevant only to the SCSI devices (i.e., SCSI 
host .bus adapter and SCSI device) and are transparent to any host 
operations. 

16 



BASIC SCSI CONCEPTS 

2.3.3.1 DEVICE INDEPENDENT SOFTWARE INTERFACE 

A major driving force behind the SCSI standard has been the 
need to reduce the system integration time for new peripherals. 
The typical OEM peripheral evaluation/integration cycle for a 
hard disk proceeds as follows: 

1. Choose a drive or drives for evaluation based on 
performance, price and manufacturer's credentials. 

2. Design, buy or utilize an existing controller to 
interconnect peripherals and test system. 

3. Write, buy or utilize existing I/O drivers and 
test software to evaluate the drive(s). 

4. After drive choice has been made, integrate hardware 
and I/O drivers into host system. 

5. Test system extensively to ensure "Overall System 
Performance." 

6. Begin system shipments. 

Steps 1 through 5 can take from 1 to 18 months to complete. 
Depending on the class of drive selected, the OEM may only be 
able to evaluate one or two drives in that period. 

A major design goal with SCSI was to shorten this cycle. 
Certainly a hardware interface standard for an intelligent disk 
drive will allow plug compatibility and shorten step 2 in the 
cycle. In order to shorten steps 3 and 4, software plug compati~ 
bility is required to allow utilization of existing I/O drivers 
and evaluation software. 

SCSI I/O systems achieve software compatibility for hard 
disks by two means. First, SCSI defines a logical block (or 
sector) addressing scheme which is not related to the physical 
cylinder, head, and sector address. The number of logical 'blocks 
on a disk is a function of the disk size and block size, less 
spare blocks. For example, a 5MB disk formatted with 512 byte 
sectors will have block number addresses ranging from 0 to 
8,000, while a 150 MB drive with the same sector size will 
contain 292,300 blocks. 

The SCSI device formatter performs the conversion from abso­
lute block to the physical cylinder, head and sector (see Figure 
4-5). By viewing the disk as a string of consecutive bI6cks, the 
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host system designer can write I/O drivers and evaluation soft­
ware which will run any SCSI direct access device, independent of 
its physical configuration. The only information needed during 
actual system operation is the drive capacity,or maximum block 
number addressable on a particular drive. 

The second provision which SCSI makes for software compati­
bility is the READ CAPACITY command, which provides the number 
discussed above - the maximum block number addressable on the 
device. This command returns both block size and block limit 
information to the host. In order to accommodate direct access 
devices of the future, the READ CAPACITY command allows for 
block sizes up to 2(exp32) and block addresses up to 2(exp32). 

One method a host operating system may use to take advantage 
of these generic features is to perform the system generation 
(sysgen) task automatically during the cold boot rather ·than only 
upon command. The OS has software drivers for all acceptable 
devices which may be attached to the SCSI bus, but the OS 
activates and configures drivers only for devices present in the 
actual system. This allows unsophisticated users to add peri­
pherals conveniently, without having to get factory assistance. 

2._ HOST MEMORY / HOST BUS ADAPTER I SCSI FORMATTER RELATIOR 

SCSI architecture utilizes the concept of host memory blocks 
for command, data and status interchange between the host system 
and the SCSI formatter. In the middle of this exchange is the 
SCSI host bus adapter (HBA) which acts as the SCSI peripheral's 
gateway into host memory. The HBA is an important portion of the 
overall intelligence of SCSI. Along with providing an 
information path from the SCSI bus to the host bus, the HBA is 
intimately involved in assuring data integrity and proper 
performance of the I/O subsystem. 

In order to understand SCSI operation fully, one must grasp 
the concepts of I/O memory blocks and logical threads. The host 
memory in Figure 2-10 (a single host/single peripheral 
configuration on the SCSI bus) contains three 1/0 blocks: 
command, data and status. The SCSI disk formatter needs to read 
the command block and write to the status block in order to 
perform the task specified by the host (in the command block). 
Likewise, the formatter must be able to read and write the data 
block. 

The SCSI peripheral device "reaches into host memory" via 
the SCSI host adapter to exchange command and status information. 
But the host adapter must know the addresses of the commmand, 
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data, and status blocks in order for it to "reach" into the right 
spot in memory. In other words, the host must give the host 
adapter a pointer to the start of each block. As the SCSI peri­
pheral takes information from the command block, the memory 
pointer for the command block advances to the next byte. The same 
is true for the data and status pointers. 
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Figure 2-10: Host Memory / Host Adapter / SCSI Formatter 

SCSI architecture provides for two sets of three pOinters 
within the host adapter. The first set is known as the "Current 
(or Active) Pointer Values." These are the pointers to the next 
command, status or da ta byte to be transferred from host memory 
to the SCSI formatter. The second set is known as the "Saved 
POinter Values." For command and status these pOinters always 
point to the start of the memory command block and memory status 
block. 

The "Saved Data Pointer" points to the start of the data 
block at the beginning of the SCSI operation. It remains at this 
value until the system performs a SAVE DATA POINTER function, 
which saves the value of the current data pointer. The system 
may retrieve this saved value by performing a RESTORE POINTERS 
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function. This moves the saved value of, each pOinter into the 
current pOinter registers. The current and saved pointers 
provide an efficient means of error retry and recovery during 
large data exchanges on the SCSI bus. 

2.4.1 SCSI I/O SYSTEM READ DATA EXAMPLE 

The best means to understanding the host/host adapter/SCSI 
device relationship is via an example. Consider a mul ti-sector 
read operation which will cross a cylinder boundary. While SCSI 
does not reference cylinders, the physical storage media is a 
disk, and seek latencies are an inherent characteristic of the 
device. 

The first activity in the I/O operation is for the system to 
create a command descriptor block (CDB) in memory and determine 
where data and status are to be written in host memory. The host 
then sends an I/O command to the host adapter which includes the 
starting address (pointer) for each block and the SCSI address of 
the peripheral to perform the operation. In this example there 
is only one SCSI formatter and physical disk, but its address is 
required in order for the host adapter to select it. 

Upon receiving the I/O command, the host adapter arbi trates 
for the SCSI bus and wins (due to the lack of competing devices) 
and proceeds to select the target SCSI device with the ATN 
(Attention) signal true. ATN indicates to the SCSI target that 
the initiator (the host adapter) has a message to send to the 
target. 

After the SCSI bus SELECTION phase is completed, the disk 
formatter responds to the initiator's ATN condition by requesting 
a message from the initiator. This message, sent by the initia­
tor, indicates the desired LUN on the target formatter and 
indicates whether the initiator can support bus disconnect. In 
this example, both the host and the formatter support disconnect. 

I/O activity from this point will be controlled entirely by 
the target. The host adapter is simply an "arm" of the target 
used to reach into host memory. Utilizing this arm, the target 
reads in the CDB. 

After decoding the instruction, the formatter determines 
that it must execute a disk seek to get the starting data block. 
Since the formatter cannot transfer data across the SCSI bus 
until it ha s read da ta from the di sk, the tar get forma t te'r di s­
connects from the bus by sending a DISCONNECT message to the 
initiator. Since the target has not yet sent any data, it does 
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not need to send a SAVE DATA POINTER message prior to the DISCON­
NECT message. Finally, the target releases the BUSY signal, which 
returns the SCSI bus to the BUS FREE phase. 

Although the initiator host adapter and target disk format­
ter are now physically disconnected, they are still logically 
connected or "threaded" together. Both devices know they have an 
I/O command to finish. The target must reconnect to the initiator 
to continue the transfer at a later time. The principle of 
logical threads allows many I/O commands to execute in the system 
simultaneously, utilizing a single physical bus. The thread is 
actually not between the host adapter and the disk formatter, but 
runs all the way from the host memory I/O block set to the 
physical LUN performing the operation (see Figure 2-11). 
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Figure 2-11: Logical Thread 

Once the target has started filling its data buffers, it can 
transmit data to the initiator, but first it must re-establish 
the physical path, which it does via the RESELECTION phase. After 
the target arbitrates for the bus, wins control of it, and 
reselects the initiator, it sends an IDENTIFY message to the host 
adapter to indicate which target LUN is reconnecting. This 
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information provides reconnection to the correct thread into host 
memory and implies a RESTORE DATA POINTER message. The host must 
execute the implied RESTORE DATA POINTER message prior to 
completing the IDENTIFY message. 

After reconnection, the roles of the initiator and target 
are just as they were prior to disconnect. The target transfers 
data into host memory via the host adapter. The data transfer 
continues until the disk reaches the end of its cylinder and the 
disk formatter determines that it must execute a second physical 
seek to complete the 1/0 read command. The target must discon­
nect again, but this time, since it has started the data 
transfer, it must first send a SAVE DATA POINTER message to the 
initiator to save the current data pointer. Then the target sends 
the DISCONNECT message, which breaks the physical thread and 
frees the SCSI bus for use by other devices. 

After seek completion and transfer of data into its buffer, 
the formatter reconnects to the host adapter and completes the 
data transfer as requested by the 1/0 read command. At this 
poi nt, the formatter w ri tesendi ng s ta tus into host memory via 
the host adapter. The final action of the target is to send the 
host adapter a command complete message and disconnect from the 
SCSI bus. The target has completed its operation and breaks the 
logical thread. 

Upon receipt of the command complete message, the host 
adapter signals the host that the liD command is complete. This 
signal can be an interrupt or the setting of a flag read by the 
host in a polled 1/0 environment. This action by the host 
adapter breaks the thread between the host adapter and the 1/0 
memory blocks of the host. The host reviews the status of the 
operation in the status block and proceeds to utilize the data 
transferred into the data block. 

2.4.2 1/0 CHANNEL CONCEPT 

While not defined by the SCSI specification, the 1/0 Channel 
concept fully utilizes the high performance capabili ty of SCSI. 
The liD channel is basically an .intelligent SCSI host adapter 
which can maintain multiple simultaneous threads between host 
memory liD blocks and different SCSI devices. 

The 1/0 channel utilizes a single DMA path into host memory, 
supporting the DMA operations of numerous SCSI devices. Since the 
SCSI bus is a single physical bus and most host computers have a 
single physical backplane bus, multiple DMA channels into memory 
are not necessary. In a multiple DMA channel architecture, when 
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a channel is accessing memory, all other channels are idle. 
Hence, a single channel supporting multiple threads can supply 
the same performance as separate DMA peripherals. Advantages to 
the host include lower system cost and fewer backplane card slots 
used. 

In the I/O read example discussed in Section 2.4, the I/O 
channel is the SCSI host adapter. The host gives the I/O chan­
nel a command by providing it with pOinters to the I/O memory 
blocks and the SCSI peripheral address. This establishes a 
thread between the host adapter and the host I/O memory blocks. 
The I/O channel then opens a subchannel, which is assigned the 
task of managing the physical link between the host adapter and 
the target formatter and the logical thread between host memory 
and the LUN. This subchannel supervises all physical connections 
and reconnections to the host adapter. The number of active or 
open subchannels an I/O channel can support is totally dependent 
upon its design. The SCSI definition could, in theory, support 
an I/O channel with up to 56 simple subchannels. 

Upon completion of an I/O command by the target formatter, 
the subchannel notifies the host of the I/O operation comple­
tion. After the host has been notified, the I/O subchannel is 
considered inactive or closed and is ready to be assigned to 
another I/O command. 

The complexity and capabilities which mak~ the I/O channel 
such a powerful system should be clearly understood. While it is 
called a host adapter, the I/O channel is, in fact, an intelli­
g e n t subs Y stem wit h i nit s elf and no t a s i m pI e h a r d w are co u pI e r 
between the host bus and SCSI bus. 
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2.4.3 I/O CHANNEL OPERATION EXAMPLES 

Detailed examples best illustrate the principles and 
capab iIi tie s of I/O cha nnel 0 per a tion. The follow i ng two 
sections provide both summaries and very detailed examples of 
such operation. 

Example 11 deals with a multiple host system in which disk, 
tape and host~to-host transfers take place. Example 12 presents 
a tape-to-disk copy with concurrent host-disk accesses. 

2.4.3.1 EXAMPLE 11 

This example demonstrates a system scenario in which the I/O 
system performs four concurrent operations. Figure 2-12 shows 
the system architecture and available peripherals. In order to 
give the example a sense of proportion, units of time (ms) are 
assigned to I/O operations. While these times are reasonable, 
they are for the purpose of example only. Times in a real 
system depend upon individual SCSI product architecture and hard­
ware and firmware implementations. 

The example starts at t = Oms with no I/O activity. At a 
relative time t = 1.0ms, host 110 issues a disk READ command to 
SCSI device 13/LUN 10. A short time later, at t = 3.0 Host 111 
issues a disk READ command to the same SCSI device but on LUN #1. 
At t = 35.0 host 110 issues a tape WRITE command to SCSI device 
H2/LUN HO. Finally at t = 43.0ms host H1 sends a SEND command to 
Host HO. 

Figure 2-13 shows a time line diagram for each of the four 
I/O operations and the activi ty occurring on the SCSI bus. Note 
the relatively low percentage loading on the SCSI bus. The 
example covers a period of 346ms. During this time, the SCSI bus 
is busy for 16.5ms or 4.7~ of the time. This low loading value 
is a resul t of high performance peripheral design. All the 
devices in the example acquire the bus only when they have infor­
mation to transfer to another device. The information transfer 
occurs at a high rate. After each .transfer, the device releases 
the bus. Wi th a 4.7~ loading factor, the bus could support many 
addi tional concurrent I/O operations before the system noticed 
any degradation in performance due to bus loading. 
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Another aspect of the example to consider is the delay 
associated with each I/O operation due to the fact that it could 
not obtain the bus at the exact instant it was required. Figure 
2-14 provides a comparison between the minimum time tbe instruc­
tion could execute if it had exclusive control of the bus, and 
the actual time required in the example. 
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Figure 2-12: I/O System Configuration 
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Figure 2-14: I/O Channel Performance Evaluation 

DIFFERENCE 
MINIMUM TIME EXECUTION 

I 
~ 

COMMAND FOR EXECUTION TIME IN INCREASE 
EXAMPLE ACTUAL OVER 

MINIMUM 

Host #0 41.0ms 46.5ms 5.5ms 13.4~ 
Disk READ 

Host tl1 63.0ms 63.0ms O.Oms 0.0% 
Disk READ 

Host tlO 312.0ms 312.0ms O.Oms 0.0% 
Tape WRITE 

Host/Host 1.5ms 4.0ms 2.5ms 166.6% 
Communication 

Example 11 Detail 

The example details are presented in terms of system snap­
shots and system periods. The system snapshot describes the 
state of the overall system and peripherals in the system at an 
instant in time. Some system snapshots will include a figure 
which graphically depicts the snapshot status. The system period 
describes activities occurring in the system during a specific 
time segment. 

This example demonstrates the following system level 
features and functions: 

o Host/disk transfer 
o Disconnect/Reconnect 
o Multi-Tasking on a disk formatter 

(concurrent command execution) 
o Host/Tape transfer 
o Host/Host communication 
o Four concurrent system threads 
o Arbitration between SCSI devices 

Figure 2-12 shows the system configuration for this example. 
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SCSI BUS STATUS: BUS FREE 

SYSTEM SNAPSHOT 
t = Oms 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: None 

SCSI DEVICE TASKS IN PROGRESS: None 

COMMENTS: 
1. System is in an idle state; no I/O commands are in progress 

SYSTEM SNAPSHOT 
t = 1 .Oms 

SYSTEM EVENT: Host no issues I/O channel command 
(Host #0 disk Read from SCSI device 13 LUN no) 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host #0 CCB 10 to host adapter #0 

SCSI DEVICE TASKS IN PROGRESS: 

COMMENTS: 
1. Host #0 has built command control block (CCB) nO·and issued 

an I/O channel command (requesting a READ from SCSI 
device #3 LUN #0), establishing a thread between the CCB and 
host adapter. 
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Figure 2-15: System Snapshot t = 1.0ms 

SYSTEM PERIOD 
t = 1.0ms to t = 1.5ms 

SYSTEM ACTIVITY: 

After receiving the I/O channel command, the host adapter 
places the SCSI bus in an arbitration phase and wins the bus 
since there are no competing arbitrators. Following arbitration, 
the host adapter selects the desired disk formatter and LUN, 
establishing the logical thread between the cca and physical 
disk. The target formatter fetches the command from the host CCB 
via the host adapter DMA path to the command descriptor block. 
Once the target determines that a seek will be required to obtain 
the requested data, it disconnects, allowing other devices to be 
used on the bus. 
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SYSTEM SNAPSHOT 
t = 1 .5ms 

SYSTEM EVENT: Disconnect by target formatter (SCSI device #3) 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host #0 CCB #0 to SCSI device #3/LUN #0 

SCSI DEVICE TASKS IN PROGRESS: 
1. Disk formatter beginning seek operation on LUN #0 
2. Host adapter #0 I/O subchannel #0 watching for reconnect with 

disk formatter (SCSI device #3) 

COMMENTS: 
1. The physical seek to the required cylinder and additional 

latencies of the disk and formatter will take 40.0 ms. 
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Figure 2-16: System Snapshot t = 1.5ms 
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SYSTEM SNAPSHOT 
t = 2.0ms 

SYSTEM EVENT: Host no issues a RECEIVE command to Host 
adapter /10 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host #0 CCB no to SCSI device H3/LUN no 
2. Host no CCB /n to SCSI host adapter #0 LUN #7 

SCSI DEVICE TASKS IN PROGRESS: 
1. Disk formatter H3 performing seek operation on LUN #0 
2. Host adapter HO I/O subchannel watching for reconnect with disk 

formatter (SCSI device #3 LUN HO) 

COMMENTS: 
1. Host adapter HO can now receive host-to-host messages. 
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Figure 2-17: System Snapshot t = 2.0ms 
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SYSTEM SNAPSHOT 
t = 3.0ms 

SYSTEM EVENT: Host 81 issues I/O channel command (Read 4 
sectors from SCSI device 83 LUN 81) 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host #0 CCB 80 to SCSI device #3/LUN #0 
2. Host #0 CCB 81 to host adapter #0 LUN 

87 (RECEIVE command) 
3. Host #1 CCB 80 to SCSI host adapter 81 

SCSI DEVICE TASKS IN PROGRESS: 
1. Disk formatter performing seek operation on LUN #0 
2. Host adapter #0 I/O subchannel watching for reconnect 

with disk formatter 
3. Host adapter 80 watching for incoming communication from 

another host system 

COMMENTS: 
1= Host 11 issues disk READ command to SCSI device 13 LUN #1. 

Thread has been established between CCB and host adapter 81. 
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Figure 2-18: System Snapshot t = 3.0ms 

SYSTEM PERIOD 
t = 3.0ms to t = 3.5ms 

SYSTEM ACTIVITY: 

After receiving the I/O channel command, host adapter #1 
places the SCSI bus in the ARBITRATION phase and wins the bus 
since there are no competing arbitrators. Following ARBITRATION, 
the host adapter selects the desired disk formatter (#3) and LUN 
(#1), establishing the logical thread. The target must now 
perform two tasks. First, it moni tors the seek operation being 
performed on LUN HO; and second, it fetches the command from the 
host #1 CCB via the host adapter DMA path to the CDB. Once the 
target determines that a seek on LUN #1 will be required to 
obtain the requested data, the target formatter disconnects, 
allowing other devices to use the bus. 
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SYSTEM SNAPSHOT 
t = 3.5ms 

SYSTEM EVENT: Disconnect by target formatter 

SCSI BUS STATUS! BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host 10 CCB 10 to SCSI device 13/LUN 10 
2. Host 10 CCB 11 to host adapter 10 LUN 

17 (RECEIVE communication) 
3. Host 11 CCB 10 to SCSI device 13/LUN 11 

SCSI DEVICE TASKS IN PROGRESS: 
1. Disk formatter monitoring seek operation on LUN 10 
2. Host adapter 10 I/O subchannel watching for reconnect with 

disk formatter 13 LUN 10 
3. Host adapter 10 watching for incoming communication from 

another host system 
4. Disk formatter beginning seek operation on LUN 11 
5. Host adapter 11 I/O subchannel watching for reconnect with 

disk formatter (SCSI device #3 LUN 81) 

COMMENTS: 
1. The physical seek to the required cylinder (on LUN #1) and 

additional processing latencies of the disk and formatter 
will take 60.0 ms. 
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Figure 2-19: System Snapshot t = 3.5ms 

SYSTEM SNAPSHOT 
t = 35.0ms 

SYSTEM EVENT: Host #0 issues I/O channel command 
(WRITE to tape device #2 LUN #0) 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ·ARBITRATE: None 

EXISTING THREADS: 1. Host #0 eCB #0 to SCSI device #3/LUN #0 
2. Host #0 CCB #1 to host adapter #0 LUN 

#7 (RECEIVE communication) 
3. Host #1 cca #0 to SCSI device #3/LUN #1 
4. Host #0 eCB #2 host adapter #0 
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I/O CHANNEL READ/WRITE EXAMPLE 

SCSI DEVICE TASKS IN PROGRESS: 
1. Disk formatter monitoring seek operation on LUN 60 
2. Host adapter 60 I/O Subchannel watching for reconnect with 

disk formatter 63 LUN 60 
3. Host adapter 60 watching for incoming communication from 

another host system 
4. Disk formatter monitoring seek operation on LUN 61 
5. Host adapter 61 I/O subchannel watching for reconnect with 

disk formatter (SCSI device 13 LUN 61) 

COMMENTS: 
1. Tape WRITE command to SCSI device 62 requested by Host 60. 

HOST 
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I/O CHANNEL READ/WRITE EXAMPLE 

SYSTEM PERIOD 
t = 35.0ms to t = 35.5ms 

SYSTEM ACTIVITY: 
After receiving the I/O channel command, host adapter 10 

places the SCSI bus in the ARBITRATION phase and wins the bus 
since there are no competing arbitrators. Following ARBITRATION 
the host adapter selects the desired tape formatter (n2) and LUN 
(10), thus establishing the logical thread. The target formatter 
fetches the command from the host CCB 12. 

SYSTEM PERIOD 
t = 35.5ms to t =45.5 ms 

SYSTEM ACTIVITY: 
The tape formatter determines that it can accept data from 

the host and transfers the 10K bytes of data specified in the 
WRITE command. After the data transfer is complete, the tape 
formatter will disconnect and write the data in its buffer onto 
the tape. A period of 300ms (200ms tape ramp up time and 100ms 
actual data transfer time) is required to transfer the write data 
from the data buffer onto the tape. 

SYSTEM SNAPSHOT 
t= 41.5ms 

SYSTEM EVENT: Disk formatter 13 has data from LUN no ready 
to send to host adapter no 

SCSI BUS STATUS: Bus involved in data transfer for tape 
WRITE command 

Initiator: SCSI device n7 (host adapter nO) 
Target: SCSI device n2 (tape formatter) 

DEVICES WAITING TO ARBITRATE: Disk formatter (SCSI device n3) 

EXISTING THREADS: 1. Host no CCB no to SCSI device n3/LUN no 
2. Host no CCB n1 to host adapter no LUN 

n7 (RECEIVE communication) 
3. Host 111 GGB 110 to SCSI dev'ice 1!3/LUN 111 
4. Host no GGB n2 to SCSI device n2/LUN no 

(Also the SCSI physical path) 
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I/O ~HANNEL READ/WRITE EXAMPLE 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape WRITE command DATA transfer phase in progress 
2. Disk formatter (LUN 10) waiting for transfer data from 

buffer to host 
3. Host adapter 10 I/O subchannel watching for reconnect with 

disk formatter 13/LUN 10 
4. Host adapter 10 watching for incoming communication from 

another host system 
5. Disk formatter monitoring seek operation on LUN #1 
6. Host adapter 11 I/O subchannel watching for reconnect with 

disk formatter (SCSI device 13 LUN #1) 
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Figure 2-21: System Snapshot t = 41.5ms 
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I/O CHANNEL READ/WRITE EXAMPLE 

SYSTEM SNAPSHOT 
t = 43.0ms 

SYSTEM EVENT: Host '1 issues a "Write to Host nO" I/O channel 
command 

SCSI BUS STATUS: aus involved in data transfer for tape 
WRITE command 

Initiator: SCSI device n7 (host adapter nO) 
Target: SCSI device #2 (tape formatter) 

DEVICES WAITING TO ARBITRATE: Disk formatter (SCSI device n3) 

EXISTING THREADS: 1. Host no cca no to SCSI device n3/LUN #0 
2. Host #0 cca #1 to host adapter #O/LUN 

#7 (RECEIVE communication) 
3. Host n1 cca #0 to SCSI device n3/LUN #1 
4. Host #0 cca #2 to SCSI device #2/LUN #0 

(Also the SCSI physical path) 
5. Host 81 cca 81 to host adapter #1 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape WRITE command DATA transfer phase in progress 
2. Disk formatter (LUN #0) waiting for transfer data from 

buffer to host 
3. Host adapter #0 I/O subchannel watching for reconnect with 

disk formatter #3/LUN #0 
4. Host adapter #0 watching for incoming communication from 

another host system 
5. Disk formatter monitoring seek operation on LUN #1 
6. Host adapter #1 I/O subchannel watching for reconnect with 

disk formatter (SCSI device #3 LUN #1) 
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Figure 2-22: System Snapshot t = 43.0ms 

SYSTEM PERIOD 
t : 43.0ms to t :43.5 ms 

SYSTEM ACTIVITY: 
Host adapter processes 1/0 channel command and determines it 

must obtain the SCSI bus in order to perform the RECEIVE command 
issued. Since the bus is currently busy transferring data 
between host #0 and the tape formatter, the 1/0 subchannel of 
host a~apter #1, which will transmit the data requested by the 
RECEIVE command, waits to arbitrate. 
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SYSTEM SNAPSHOT 
t = 45.5ms 

SYSTEM EVENT: Tape formatter releases SCSI bus after filling 
its buffer 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: 1. Disk formatter (SCSI device D3) 
2. Host adapter D1 (SCSI device D6) 

EXISTING THREADS: 1 • Host DO CCB DO to SCSI device D3/LUN #0 
2. Host DO CCB D1 to host adapter DO/LUN 

1/1 (RECEIVE communication) 
3. Host D1 CCB DO to SCSI device D3/LUN D1 
4. Host DO CCB D2 to SCSI device D2/LUN DO 

(Also the SCSI physical path) 
5. Host D1 CCB'D1 to host adapter #1 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter repositioning tape. 
2. Host adapter DO I/O subchannel watching for reconnect with 

tape formatter (SCSI device D2/LUN DO) 
3. Disk formatter (SCSI device D3/LUN #0) waiting to transfer 

data from buffer to host 
4. Host adapter #0 I/O subchannel watching for reconnect with 

disk formatter D3/LUN #0 
5. Host adapter DO watching for incoming communication from 

another host system 
6. Disk formatter monitoring seek operation on LUN D1 
1. Host adapter D1 I/O subchannel watching for reconnect with 

disk formatter (SCSI device D3 LUN D1) 
8. Host adapter #1 I/O subchannel w~iting for bus to complete 

host RECEIVE command 
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SYSTEK PERIOD 
t = 45.5ms to 46.0ms 

Once the bus has b.en free for at least 1200 nano-seconds, 
both host adapter H1 and the disk formatter will arbitrate for 
the bus. Since the host adapter SCSI address is higher than the 
disk formatter, it will win arbitration and control the bus. 
Host adapter 01, the target, now reselects host adapter 10, the 
initiator for the command. 

SYSTEM SNAPSHOT 
t = 46.0ms 

SYSTEM EVENT: Physical path from host 81 to host HO complete 

SCSI BUS STATUS: Information Transfer Phase 
Initiator: Host adapter 80 
Target: Host adapter 81 

DEVICES WAITING TO ARBITRATE: 1. Disk formatter (SCSI device H3) 

EXISTING THREADS: 1. Host HO CCB HO to SCSI device H3/LUN 80 
2. Host H1 CCB 81 to host HO CCB H1 

(Also the SCSI physical path) 
3. Host H1 CCB HO to SCSI device 83/LUN H1 
4. Host HO CCB H2 to SCSI device H2/LUN 80 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter repositioning tape. 
2. Host adapter 00 110 subchannel watching for reconnect with 

tape formatter (SCSI device H2/LUN 00) 
3. Disk formatter (SCSI device 03/LUN 00) waiting to transfer 

data from buffer to Host 
4. Host adapter 00 I/O sub channel watching for reconnect with 

disk formatter 03/LUN HO 
5. Disk formatter monitoring seek operation on LUN H1 
6. Host adapter #1 I/O subchannel watching for reconnect with 

disk formatter (SCSI device 03/LUN 01) 
7. Host RECEIVE command in progress 

42 



HOST #0 

HOS.t'l 

cca '0 

I/O CHANNEL READ/WRITE EXAMPLE 

PRINTER J HIGH I 
FORMA TTER 1-----1, P:~!~R 

SCSI 
I. O. UO 

Nr IWORK ro OTHfA 
f·ORMAJffR N~ 'WORK 

'-- 1----'-- OfVlcrs 

SCSI 

I. 0."" 

LOCAL 
ARfA 
Nf TWOAK 

Figure 2-23: System Snapshot t = 46.0ms 

SYSTEM PERIOD 
t = 46.0ms to 47.0ms 

Host adapter 110, the initiator of the host/host communica­
tion, receives the 1K byte of data required by the command. 
After the transfer, host adapter #1 returns a good status into 
host #0 memory and sends a command complete SCSI level message to 
host adapter 110. Host adapter 111 then disconnects from the bus 
and completes the RECEIVE command. 
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SYSTEM SNAPSHOT 
t = l.I7.0ms 

SYSTEM EVENT: Host adapter 10 releases SCSI bus after 
completion of host/host transfer 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITIIG TO ARBITRATE: 1. Disk formatter (SCSI device 13) 

EXISTING THREADS: 1. Host 10 CCB 10 to SCSI device 13/LUN 10 
2. Host 11 CCB 10 to SCSI device 13/LUN 11 
3. Host 10 CCB 12 to SCSI device 12/LUN 10 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter repositioning tape. 
2. Host adapter 10 I/O subchannel watching for reconnect with 

tape formatter (SCSI device 12/LUN 10) 
3. Disk formatter (SCSI device 13/LUN 10) waiting to transfer 

data from buffer to host 
4. Host adapter 10 I/O subchannel watching for reconnect with 

disk formatter (SCSI device 13/LUN 10) 
5. Disk formatter monitoring seek operation on LUN 111 
6. Host adapter 11 IIO subchannel watching for reconnect with 

disk formatter (SCSI device 13/LUN 11) 

SYSTEM PERIOD 
t = 47.0ms to 47.5ms 

The disk formatter, which lost the last ARBITRATION phase, 
obtains the bus on this ARBITRATION phase and reselects host 
adapter 10. The formatter then transfers the 512 bytes of read 
data from the disk formatter buffer to host 10 memory via host 
adapter lOts DMA path. After the data has been transferred, the 
disk formatter returns a good status (again by the DMA path on 
host adapter 10) and sends a command complete SCSI level message 
to the host adapter. Following the message transmission, the 
disk formatter disconnects from the bus with its job complete. 
The host adapter informs the host that the I/O channel disk READ 
command is complete. 



I/O CHANNEL READ/WRITE EXAMPLE 

SYSTEM SNAPSHOT 
t = ~7.5ms 

SYSTEM EVENT: Disk formatter (SCSI device 13/LUN 10) has com­
pleted disk READ command and disconnected from bus 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host 11 CCB 10 to SCSI device 13/LUN 11 
2. Host 10 CCB 12 to SCSI device 12/LUN 10 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter repositioning tape. 
2. Host adapter 10 I/O subchannel watching for reconnect with 

tape formatter (SCSI device 12/LUN 10) 
3. Disk formatter monitoring seek operation on LUN 11 
~. Host adapter 11 I/O subchannel watching for reconnect with 

disk formatter (SCSI device 13/LUN #1) 
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Figure 2-2~: System Snapshot t = ~7.5ms 
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SYSTEM PERIOD 
47.5ms to 63.5ms 

The disk formatter is completing the required seek operation 
and transferring data to its buffer in order t~ complete the 
second disk operation. The tape formatter is continuing to 
reposition the tape. The SCSI bus is free during the entire 
period. 

SYSTEM PERIOD 
63.5ms to 65.5ms 

After arbitrating for the bus, the disk formatterreselects 
host adapter #1 to complete the READ command. The formatter 
transfers data from the formatter buffer into host #1 memory by 
the DMA facilities of host adapter #1. After data transfer, 
ending status is transferred, and the disk formatter disconnects 
from the bus. Host adapter 11 signals the host on the completion 
of the I/O channel command. 

SYSTEM SNAPSHOT 
t = 65.5ms 

SYSTEM EVENT: Disk formatter (SCSI device #3/LUN #1) has 
completed disk READ command and disconnected 
from bus 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host #0 CCB #2 to SCSI device 12/LUN #0 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter repositioning tape. 
2. Host adapter #0 I/O subchannel watching for reconnect with 

Tape formatter (SCSI device #2/LUN #0) 
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Figure 2-25: System Snapshot t = 65.5ms 

SYSTEM PERIOD 
t = 65.5ms to 345.5ms 

The last open thread on the bus is the tape WRITE command. 
During this period, the tape formatter is moving the data from 
its buffer to the tape media. 
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SYSTEM PERIOD 
t = 345.5ms to 346.0ms 

Upon completion of the write operation the tape formatter 
arbitrates for the bus and reselects host adapter 110. The tape 
formatter returns good completion status to host memory via the 
host adapter DMA facility. The tape formatter will then indicate 
command completion and disconnect from the bus. The host adapter 
signals completion of the I/O Channel Tape Write Command. 

SYSTEM SNAPSHOT 
t = 346.0 

SYSTEM EVENT: Tape formatter disconnects after completion of 
tape WRITE command 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: None 

SCSI DEVICE TASKS IN PROGRESS: None 

COMMENTS: 
1. System is in an idle state with no I/O commands in progress 
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2.4.3.2 EXAMPLE #2 

A major advantage of an IIO bus over a simple interface is 
the ability to move data between peripherals without involving 
host memory or the host bus. This example demonstrates such a 
case. 

The example starts at t = O.Oms. At time t = 1.0ms host 110 
issues an I/O COpy command to the tape formatter (I.D. 112 LUN 
110). This command directs the tape to read 64K bytes of data 
from disk formatter 113/LUN 111. At t = 30ms, host 12 issues a disk 
WRITE command to disk formatter 113/LUN 111. 

Figure 2-27 presents a comparison between minimum command 
execution times and actual execution times on the SCSI bus. For 
this particular example, the minimum and actual times are identi­
cal. This is due to the long period of non-bus activity while 
the tape is wri ting from its 32K byte internal data buffer to the 
host. 

Figure 2-28 shows a time line diagram of each of the three 
devices involved in the example. Loading on the SCSI bus is a 
low 7.21. This is due to the block transfer protocol defined in 
SCSI. 

Figure 2-27: I/O Channel Performance Evaluation 

DIFFERENCE 
MINIMUM TIME EXECUTION 1 

COMMAND FOR EXECUTION TIME IN INCREASE 
EXAMPLE ACTUAL OVER 

QPTJ.MUM 

Host flO 952.5ms 952.5ms O.Oms O.O~ 
Tape COpy 

Host flO 77.5ms 77.5ms O.Oms 0.0% 
Disk WRITE 
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I/O CHANNEL READ/WRITE EXAMPLE 

EXAMPLE 12 DETAIL 

This example demonstrates the following SCSI system level 
features and functions: 

o Peripheral-to-peripheral off line COpy 
o Peripheral acting as an initiator 
o Multi-tasking on disk formatter 
o Host/disk transfer 
o Three concurrent system threads 

Figure 2-29 shows the basic system at the start of the example 
(t=O) • 
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Figure 2-29: System Snapshott = O.Oms 
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SYSTEM EVENT: None 

SYSTEM SNAPSHOT 
t = O.Oms 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: None 

SCSI DEVICE TASKS IN PROGRESS: None 

COMMENTS: 
1. System is in an idle state with no I/O commands in progress 

SYSTEM SNAPSHOT 
t = 1 .Oms 

SYSTEM EVENT: I/O channel command issued by host 10 
(Host 10 Tape Copy from Disk SCSI device 
I 3/ L U N 110.) 

SCSI BUS STATUS: BUS FREE 

·DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host no CCB no to host adapter no 
SCSI DEVICE TASKS IN PROGRESS: None 

COMMENTS: 
10 Host flO has buil t command control block no and issued 

an I/O channel command (requesting a COPY by tape SCSI 
device 12/LUN no from disk device n3/LUN HO) establishing 
a thread between the CCB and host adapter. 

53 



I/O CHANNEL READ/WRITE EXAMPLE 

SYSTEM PERIOD 
t = 1.0ms to t = 1.5ms 

SYSTEM ACTIVITY: 

After receiving the I/O channel command, the host adapter 
arbitrates and wins control of the SCSI bus, selects the speci­
fied tape formatter, and transfers the command descriptor block 
to the tape formatter. Once the target (tape formatter) deter­
mines the nature of the command, it disconnects from the bus. 

SYSTEM SNAPSHOT 
t = 1.5ms 

SYSTEM EVENT: Disconnect by tape formatter after command 
transfer 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host 10 CCB 10 to SCSI device 12/LUN 10 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter decoding COpy command 

SYSTEM PERIOD 
t = 1.5ms to t = 2.0ms 

SYSTEM ACTIVITY: 

Having decoded the COpy command, the tape formatter creates 
a CDB to perform a disk READ on SCSI device 13/LUN 10. 
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SYSTEK PERIOD 
t = 2.0ms to t = 2.5ms 

SYSTEM ACTIVITY: 

At t = 2.0ms the tape formatter arbitrates for the SCSI and 
assumes the role of an initiator in requesting a 32K byte disk 
read from SCSI device 13/LUN 10. Once the command has been 
transferred, the disk formatter determines that a seek is 
necessary to obtain the required data. The target disk formatter 
disconnects from the bus. 

Seek, rotational, and buffer fill latencies will total 
40.5ms, making data available to the tape formatter at t = 
43.0ms. 

SYSTEM SNAPSHOT 
t = 2.5ms 

SYSTEM EVENT: Disconnect by disk formatter after READ command 
transfer from tape 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host 10 CCB 10 to SCSI device 12/LUN #0 
2. Tape formatter #0 to SCSI device #3/ 

LUN 110 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter waiting for data from disk 
2. Disk formatter starting seek operation on LUN #0 
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HOST #0 

PRINTER I HIGH 
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Figure 2-30: System Snapshot t = 2.5ms 

SYSTEM SNAPSHOT 
t = 3.0ms 

5 1/4" 
FLOPPY 
LUN. 

TO OTHER 
NETWORK 
DEVICES 

I 
I 

I 

I 
I 

SYSTEM EVENT: Host #1 issues I/O channel command (Write a sector 
to SCSI device #3/LUN #1) 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host #0 CCB #0 to SCSI device #2/LUN #0 
2. Tape formatter #0 to SCSI device #3/ 

LUN #0 
3. Host #1 CCB #0 to host adapter #1 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter waiting for data from disk 
2. Disk formatter starting seek operation on LU·N #0 
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SYSTEM PERIOD 
t = 3.0ms to t = 4.0ms 

SYSTEM ACTIVITY: 

Host adapter 10 arbitrates and wins the SCSI bus, selects 
SCSI device 13/LUN 11 and transfers the COB. The disk formatter 
transfers the 512 bytes of data from the host and stores it in 
its internal buffer. After the data transfer the disk formatter 
disconnects. 

In order to write data onto disk, the formatter must perform 
a seek operation. The seek, rotational latencies, and buffer 
wri te time total 76.0ms. 

SYSTEM SNAPSHOT 
t = 4.0ms 

SYSTEM EVENT: Disconnect by disk formatter after WRITE command 
and 512 byte data transfer 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host 10 CCB 10 to SCSI device 12/LUN #0 
2. Tape formatter #3 to SCSI device #3/ 

LUN 110 
3. Host 11 CCB #0 to SCSI device #3/LUN #1 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter waiting for data from disk 
2. Disk formatter waiting for seek operation to complete on LUN #0 
3. Disk formatter starting seek operation on LUN 11 
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l'tOST ... 
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Figure 2-31: System Snapshot t = 4.0ms 

SYSTEM PERIOD 
t = 43.0ms to t = 75.5ms 

SYSTEM ACTIVITY: 

At t = 43.0ms the disk formatter reconnects to the tape 
formatter and begins transfer of the 32K bytes of data requested 
by the tape formatter. The transfer continues for 16.0ms, at 
which point the disk formatter transfers ending status for the 
disk READ command. At ttJ,is point (t = 75.5ms) the disk releases 
the SCSI bus, and the disk READ command is completed. 

The tape formatter now starts to write the data onto the 
tape media. Assuming a 200ms ramp up time and 320ms data 
transfer time, the tape will require additional data at or before 
t = 595.5ms in order to keep streaming. 
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SYSTEM SNAPSHOT 
t = 75.5ms 

SYSTEM EVENT: Disconnect by disk formatter after completion of 
disk READ operation for tape 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: ,. Host 10 CCB 10 to SCSI device 82 LUN 10 
2. Host 10 CCB I' to SCSI device #3 LUN #1 

SCSI DEVICE TASKS IN PROGRESS: 
,. Tape formatter writing buffer data onto tape 
2. Disk formatter waiting for completion of seek operation on 

LUN #1 

HOST '0 

PRINTER I ~~ I FORMATTER I PRtNTER 
cee '0 LUN 0 

~ 

J LETTeR I 
SCSI QUALITY 

I. 0.'0 I PRINTER 
DMA LUN 1 
HOST 

ADAPTER 

CCB " 
r-- r----. DISK J DISK I FORMATTER 

L LUN 0 
-~! 

I. D. '7 ~ 
SCSI DISK ] I. 0.'3 L LUN 1 

> 
TAPE 

FORMATTER 

TAPE I I LUN 0 

HOST " SCSI 
I. 0.'2 

SCSI 
BUS 

FLCflPY J 8" D. S. I DISK 

I FLOPPY 
FORMATTER LUN 0 

DMA ~ HOST I 
I 

AOAPTER SCSI 
5 1/4" 

I 
FLOPPY 

r----- ----... I. D." LUN 4 

SCSI 
I. D. 18 NETWORK 

FORMATTER TO OTHER '--
LOCAL NETWORK 

AREA DEVICES 

NETWORK 
SCSI 

I. D." 

Figure 2-32: System Snapshot t = 75.5ms 
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SYSTEM PERIOD 
t = BO.Oms to t = BO.5ms 

SYSTEM ACTIVITY: 

After flushing the 512 bytes of host HO write data, the disk 
formatter arbitrates for and wins the bus. The device then sends 
ending status for the disk WRITE command. After the STATUS 
phase, the disk formatter sends a COMMAND COMPLETE message, then 
disconnects from the bus. After disconnect, the host adapter 
informs the host of the I/O sub-channel completion. 

SYSTEM SNAPSHOT 
t = BO .5ms 

SYSTEM EVENT: Disconnect by disk formatter after completion of 
COMMAND COMPLETE message STATUS phase of host #1 
disk WRITE command. 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host #0 CCB #0 to SCSI device #2/LUN #0 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter writing buffer data onto tape 

COMMENTS: 
1. The tape formatter requires an additional 32K bytes of disk 

data in order to complete the COpy command. This data will be 
obtained by a second disk read. 
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Figure 2-33: System Snapshot t = 80.5ms 

SYSTEM PERIOD 
t = 80.5ms to t = 580ms 

SYSTEM ACTIVITY: 

During this period the tape formatter is flushing its buffer 
onto the non-volatile tape media. The bus is free, and numerous 
disk operations could be occurring during the flushing process. 
At t = 580ms the formatter completes the buffer flush and is 
ready to obtain the second 32K bytes of data from the disk. 
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SYSTEM PERIOD 
t =580.ms to t = 580.5ms 

SYSTEM ACTIVITY: 

At t = 580.ms the tape formatter acquires the bus and sends 
a 32K byte READ command to the SCSI device 13, the disk 
formatter. The target formatter determines there will be a 
rotational and buffer fill latency of 19.5ms before data can be 
transferred and disconnects from the bus. 

SYSTEM SNAPSHOT 
t = 580.5ms 

SYSTEM EVENT: Disconnect by disk formatter after transfer of 
disk READ command by tape formatter 

SCSI BUS STATUS: BUS FREE 

DEVICES WAITING TO ARBITRATE: None 

EXISTING THREADS: 1. Host DO CCB #0 to SCSI device D2iLUN #0 
2. Tape formatter 62 to SCSI devic~ 63/ 

LUN /10 

SCSI DEVICE TASKS IN PROGRESS: 
1. Tape formatter waiting for data from disk 
2. Disk formatter starting search for data on LUN 10 

SYSTEM PERIOD 
t =580.5ms to t = 600.0ms 

SYSTEM ACTIVITY: 

The disk formatter searches for the start of the requested 
32K byte block. After filling a portion of its data buffer the 
formatter reconnects with the tape formatter to transfer data. 
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SYSTEM PERIOD 
t =600.0ms to t = 632.5ms 

SYSTEM ACTIVITY: 

After reconnection the disk formatter transfers the full 32K 
bytes of data followed by ending status for the disk READ com­
mand. At t = 632.0ms the disk formatter disconnects from the tape 
formatter. Now the tape formatter has the final data block 
required to complete its COpy command. 

The tape formatter now writes the data in the buffer onto 
the tape media. This process will take 320ms, if the tape drive 
did not ramp down after completing the last tape block write. 

SYSTEM PERIOD 
t =632.5ms to t = 952.0ms 

SYSTEM ACTIVITY: 

The tape formatter is flushing its 32K bytes of buffer data. 
Since the formatter does not need to use the SCSI bus, it is free 
for other operations. 

SYSTEM PERIOD 
t =952.0ms to t = 952;5ms 

SYSTEM ACTIVITY: 

The overall COPY command is complete once the tape formatter 
has finished writing and checking the second 32K byte block onto 
tape. At this point (t = 952.0) the tape formatter acquires the 
bus and sends good completion status to host adapter 10. The 
tape formatter then disconnects from the bus. Upon disconnection 
the host adapter notifies the host of COpy command completion. 
The I/O channel has now completed all open commands, and the 
overall system is back to a no activity status. 
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~ ~ PERIPHERALS 

Any SCSI formatter can be partitioned into two functional 
blocks - the SCSI front end and the device unique interface - as 
shown in Figure 3-1. This section deals with the performance 
characteristics of the SCSI front end, while section 4 discusses 
the features associated with the device unique interface for each 
type of SCSI device. 

~ B 
S lJ 
; S 

SCSI fORMA I H R ,------------------1 

IlAIA I'Arli 

CONIROI 
& 

51 A TlJ~; 

III VICI 
IINIQlJf 
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NON 
I INTIII [(,I N I 
I 1'1 RIl'l I! HI\I 

INII HI 1\(;1 

I L __________________ J 

Figure 3-1: SCSI Peripheral Functional Blocks 

The SCSI interface contains both hardware and firmware. 
Hardware functions or characteristics include arbitration, 
reselection capability, data bus parity, single ended or differ­
ential bus interface and data transfer rate. Firmware functions 
include SCSI message system protocol, SCSI command decode and 
execution with device unique electronics, SCSI error recovery 
and multi-tasking. 

64 



SCSI PERIPHERAL FEATURES 

The amount and type of memory used for the data buffer on a 
SCSI formatter is a function of cost and available space on the 
printed circuit board. As device capacities increase and memory 
costs decrease, the typical capacity of formatter buffers will 
climb proportionately. Buffer management and interaction with 
SCSI command and execution protocol is usually a firmware task 
and is a critical factor in overall throughput. 

3.1 HARDWARE FEATURES 

3.1.1 ARBITRATION AND RESELECTION CAPABILITY 

In order for SCSI to operate as an 1/0 bus, all targets 
should be capable of arbitrating for the bus and reselecting an 
ini tiator. Wi th these capabili ties, SCSI devices should utilize 
the bus only when they have information to transfer. Older SASI 
devices without arbitration and reselection ,capability can be 
used as targets with arbitrating initiator devices. The penalty 
for this arrangement is the loss of the bus to other SCSI devices 
for the entire command execution period. Since the target cannot 
reselect the initiator, it will hold the SCSI bus busy from 
selection to ending status transfer. While this does not provide 
ul timate bus utilization, it does meet the ANSI SCSI specifica­
tion which classifies arbitration and reselection as options. 

3.1.2 DATA BUS PARITY 

The parity bit associated with the SCSI data bus is defined 
as an option by ANSI. Parity provides a means of ensuring data 
integrity over the SCSI cable. If a system is to use parity, 
all SCSI devices on the bus must generate odd parity in order to 
be compatible. 

3.1.3 SINGLE I DIFFERENTIAL BUS DRIVE 

ANSI has defined two alternatives for the physical charac­
teristics of SCSI bus signals, i.e., the type of bus drivers 
which can be used. Single ended drivers are cheaper and will be 
most common. Differential drivers, while costly, have better 
immunity to cable noise and may offer slightly faster data 
transfer speeds. 

65 



SCSI PERIPHERAL FEATURES 

3.1.3.1 SINGLE-ENDED BUS DRIVE 

Figure 2-6 shows the pin assignments for the single ended 
SCSI bus. The ribbon cable connecting the peripherals in a 
d a i s y - c h a i ned man n e r i s 1 i m i ted to 6.0 met e r s. All S C SIs i g n a 1 s 
in the cable are terminated at each end by 220/330 Ohm termina­
tion resistors, as shot-In in Figure 3-2. 

In general, a single-ended SCSI device must utilize both 
open collector and active high assertion drivers. The open 
collector function is necessary for "wired-or" arbitration on the 
bus. For high data transfer rates, active high assertion 
provides the fast-rise times. Components which meet the SCSI 
specification for the s~ngle-ended interface include the 7438 
(TTL) and 14S240 (STTL) drivers, and 74LS14 (LSTTL) receiver. 

3.1.3.2 DIFFERENTIAL BUS DRIVE 

The differential bus drive option is recommended for total 
SCSI cable lengths from 6 meters to 25 meters. As with the 
single-ended driver, the bus is terminated at both ends. Figure 
3-3 shows the pin assignments for the differential al ternative. 
Note that the differential scheme requires a "wired-or" capabi­
lity during arbitration. This is an uncommon characteristic of 
differential driver/receivers. Semiconductor vendors have 
worked closely with SCSI users to provide parts which meet this 
requirement, such as the 75176 differential transceiver • 
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Figure 3-3: Pin Assignments for Differential Option 

SIGNAL PIN PIN SIGNAL 

SHIELD GROUND 1 2 GROUND 
+DB(O) 3 4 -DB(O) 
+DB(1) 5 6 -DB(1) 
+DB(2) 7 8 -DB(2) 
+DB(3) 9 10 -DB(3) 
+DB(4) 11 12 -DB(4) 
+DB(5) 13 14 -DB(5) 
+DB(6) 15 16 -DB(6) 
+DB(7) 17 18 -DB(7) 
+DB(P) 19 20 -DB(P) 
DIFFSENS 21 22 GROUND 
GROUND 23 24 GROUND 
TERMPWR 25 26 TERMPWR 
GROUND 27 28 GROUND 
+ATN 29 30 -ATN 
GROUND 31 32 GROUND 
+BSY 33 34 -BSY 
+ACK 35 36 -ACK 
+RST 37 38 -RST 
+MSG 39 40 -MSG 
+SEL 41 42 -SEL 
+C/D 43 44 -C/D 
+REQ 45 46 -REQ 
+1/0 47 48 -I/O 
GROUND 49 50 GROUND 

3.1.4 DATA TRANSFER RATE 

Efficient use of the SCSI bus requires that a device 
transfer information as fast as possible once it has acquired the 
bus. In order to maximize data transfer rates on the SCSI bus, 
SCSI devices should use DMA type transfers rather than programmed 
I/O transfers. Typically, programmed I/O transfers range in 
speed from 50K bytes/second to 300K bytes/second depending on the 
types of microprocessors commonly used in SCSI devices. DMA 
transfers typically start at rates exceeding 500K bytes/ second 
and range up to 5 to 10M bytes/second. 
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The SCSI bus supports two modes of data transfer: asynchro­
nous and synchronous. Figure 3-4 shows the REQUEST/ACKNOWLEDGE 
timing for asynchronous transfers. Factors limiting throughput 
for asynchronous transfers are the transmissibn time associated 
with the SCSI cable and SCSI device response times. 

DATA READ BY 
TARGET 

REQUEST ______ d ,.t~ ______ -.:r--
(A T TARGET) "I f\\ ., 

t1 t3 t4 ts 

DA TA BUS ~~~~_-_-_~_t_2~-D-A-;......IAI'-V-A-L-ID"" -? ..... ~)oo-~ /1 ___ _ 
ACK _ )11-----------~ 

(AT INTIATOR)' 

Figure 3-4: REQUEST/ACKNOWLEDGE Timing for 
Asynchronous Data Transfer 

The synchronous data transfer method, sometimes known as 
"offset-interlock," operates at speeds independent of bus length 
or cable delay. In this mode the target issues REQUEST strobes 
synchronously, wi thout wai ting for ACKNOWLEDGE responses. Both 
the initiator and target must be capable of operating at the same 
synchronous rate, which is determined by an extended message 
exchange. To ensure the correct number of data bytes have been 
transferred, the target counts the number of ACKNOWLEDGE strobes 
generated by the initiator. This is the interlock portion of the 
transfer. Figure 3-5 illustrates the REQUEST/ACKNOWLEDGE timing 
for synchronous data transfer. 
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REQ 
(AT TARGET) 

DATA BUS 

ACK 
(AT INITIATOR) \ __ ---'1 

Figure 3-5: REQUEST / ACKNOWLEDGE Timing for 
Synchronous Data Transfer 

3.1.5 FORMATTER BUFFER CAPACITY 

The on-board formatter buffer serves many purposes in the 
overall SCSI environment. In most formatters, the first role of 
buffer is speed matching between the raw device data rate and the 
SCSI bus. This speed matching is often bi-directional. For 
example, a very high performance disk may provide data at 1.2M 
bytes/second during sector bursts, while the system SCSI host 
a d apt e r i s cap a b 1 e 0 f r e c e i v in g d a t a at 0 n 1 y 900 K by t e sl sec 0 n d. 
The buffer serves as a speed match and a damper between the disk 
sector data and the host's DMA sub-channel. In this particular 
case, the host is not capable of using the bus to the level of 
performance provided by the peripheral. 

An example of the opposite type is a printer peripheral. A 
moderate size printer, 600 lines/minute, requires an average 
input data rate of 1320 bytes/sacond, a data rate 1000 times 
lower than the SCSI specification. The printer formatter buffer 
allows a burst transfer of data from the host to the device, 
thereby efficiently utilizing the SCSI bus. The buffer then 
supplies data to the printer at its slower data rate, allowing 
other devices to utilize the SCSI bus. 
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A second use for the on-board formatter buffer is to 
accelerate completion of the SCSI command. In this type of appli­
cation, the formatter returns good completion status when it has 
all the data in the on-board buffer (for a WRITE command), as 
opposed to waiting until the data is actually written onto the 
media. The advantage, particularly for slow devices such as tape 
drives or printers, is that the host can execute multiple SCSI 
commands to the device without waiting for the electromechanical 
latencies. 

The disadvantage is that an error may occur in writing data 
for which good completion status has already been sent. One 
possible solution, for hosts that wish to use the accelerated 
completion feature, is to use a command which forces a flush of 
the buffer before the command is completed. This is the WRITE 
FILE MARKS command for sequential access devices and the FLUSH 
BUFFERS command for printer devices. The host issues the command 
at every point where the host feels the need to ensure that the 
data has successfully been transferred to the media. 

Throughput and size are the two obvious parameters asso­
ciated with formatter buffers. Typically, larger buffers can 
provide a larger "shock absorber" to accommodate electromechani­
cal device latencies without interrupting the data flow across 
the SCSI bus. Large buffers on disk devices can virtually elimi­
nate the need for interleaving, except in unusual real time 
applications. Buffers up to 16 KBytes are becoming common on SCSI 
devices, and larger buffers will undoubtedly be available in the 
future. 

Buffer parity generation and checking is a formatter 
feature which should not be overlooked when evaluating SCSI 
devices. Since the main task of a peripheral is the correct 
storage or transmission of data, an undetected error in buffer 
memory destroys the integrity of the peripheral. Buffer parity is 
increasingly common on SCSI devices. 

3.2 FIRMWARE FEATURES 

The SCSI interface features discussed in the following sec­
~ions are classed as "firmware features," which implies a for­
matter design approach utilizing a processor under firmware 
control. Today, the firmware approach is common. However, these 
features can certainly be implemented in gate arrays or custom 
IC's. 

70 



SCSI PERIPHERAL FEATURES 

3.2.1 SCSI MESSAGE SYSTEM 

A significant portion of the SCSI specification is dedicated 
to the message system protocol utilized by SCSI devices. Figure 
3-6 shows how the message system fits into the overall SCSI data 
transfer. . 

NOS FROM/ COMMA 
RESUL TS TO HOST 

FUNCTIONAL CONTROL COMMUNICATION 

I/O C OMMAND 

MSG SYSTEM 

HOST & HOST 
ADAPTER LOGIC 

PA TH CONTROL 
COMMUNICA TlON 

==>~~R NTROL OF 
IPHERAL 

I/O EXECU 

MSG SYSTEM 

PERIPHERAL 
LOGIC 

TION 

Figure 3-6: SCSI Interface Layers 

In Figure 3-6, the major link lies between the 1/0 command 
generated in the hostlhost adapter pair and the lID execution 
process performed in the SCSI device. This is a direct logical 
path from the host command, data, and status blocks to the SCSI 
device. Outside of this direct logical path is the message 
system, which supervises the physical SCSI path. The message 
system is only for communication between SCSI interfaces for 
management of the physical path and does not directly relate to 
the host or the non-intelligent peripherals. The effects of an 
SCSI message may indeed be seen by a host or p'eripheral but not 
as a direct communication. 
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Figure 3-7 summarizes the SCSI message set. Mandatory mes­
sages must be implemented in order to be compatible, while the 
optional messages can be used to obtain a higher degree of 
overall I/O performance. 

For compatibility, the SCSI message system is just as impor­
tant as the bus signal definition and timing protocol. For high 
performance, SCSI devices must implement many of the optional 
messages. 

Figure 3-7: SCSI Message Definition (page 1 of 4) 

I NAME CODE and DEFINITION 
DIRECTION· 

I~C-O-M-M-A-N-D-------OO--H~~~~T~h-i-s-m--e-s-s-a-g-e--i-s-s-e--n-t-f-r-o--m-a--t-a-r-g-e--t-t-o--
I COMPLETE In an initiator to indicate that the 
I (Mandatory) execution of a command (or series of 
I linked com.mands) has terminated and 
, that valid status has been sent to 
I the initiator. 
I 
I 
I 
I 
I 
I 

I 
I 
I 
I 
I 

I 
I 
I 
I 

I 

EXTENDED 
MESSAGE 
(Optional) 

SAVE DATA 
POINTER 
(Optional) 

RESTORE 
POINTERS 
(Optional) 
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01H 
I/O 

02H 
In 

This message is sent from either the 
ini tiator or the target as the first 
byte of a multiple-byte message. 

This message is sent from a target to 
direct the initiator to saVe a copy 
of the present active data pointers 
for the currently attached logical 
uni t. 

03H This message is sent from a target to 
In direct the initiator to restore the 

most recently saved pointers (for the 
currently attached logical unit) to 
the active state. Pointers to com­
mand, data, and status locations for 
the logical unit shall be restored to 
the active pointers. Command and 
status pointers shall be restored to 
the beginning of the present command 
and status areas. The data pOinter 
shall be restored to the value at the 
beginning of the data area or to the 
value at the point at which the last 
SAVE DATA POINTER message occurred 
for that logical unit. 
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Figure 3-1: SCSI MESSAGE DEFINITION (page 2 of 4) 

NAME 

DISCONNECT 
(Optional) 

INITIATOR 
DETECTED 
ERROR 
(Optional) 

ABORT 
(Optional) 

MESSAGE 
REJECT 
(Optional) 

CODE "and DEFINITION 
DIRECTION· 
04H This message is sent from a target to 
In inform an initiator that the present 

physical path is going to be broken 
(the target plans to disconnect), but 
that a later reconnect will be 
required in order to complete the 
current operation. This message shall 
not cause the initiator to save the 
data pointer. Therefore, if DISCON­
NECT messages are used to break a 
long data transfer into two or more 
shorter transfers, then a SAVE DATA 
POINTER should be issued before each 
DISCONNECT message. 

05H 
Out 

06H 
Out 

This message is sent from an 
initiator to inform the target that 
an error has occurred that does not 
preclude the target from retrying the 
operation. The target may use a 
RESTORE POINTERS message or perform 
a disconnect/reconnect sequence to 
repeat the operation from the last 
defined state of the pOinters. 

This message is sent by the initiator 
to clear the present operation. If a 
LUN has been identified, all pending 
data and status for the issuing 
initiator from that LUN is cleared, 
and the target will immediately go to 
the BUS FREE phase. If a LUN has not 
been identified, the target will 
simply go to the BUS FREE phase. No 
status is sent for the operation. 

07H 
I/O 

Sent from either the initiator or 
target to indicate that the last 
message it received was inappropriate 
or has been implemented. 
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Figure 3-7: SCSI MESSAGE DEFINITION (page 3 of 4) 

NAME 

NO OPERATION 
(Optional) 

MESSAGE 
PARITY 
ERROR 
(Optional) 

LIIKED 
COMMAND 
COMPLETE 
(Optional) 

LIIKED 
COMMAND 
COMPLETE 
WITH FLAG 
(Optional) 

BUS DEVICE 
RESET 
(Optional) 
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CODE and DEFINITION I 
DIRECTION· 
08H This message is sent from an initia-I 
Out tor in response to a ta r ge t' s req ue st' 

for a message when the initiator does 
not currently have any other valid 
message to send. 

09H 
Out 

OAH 
In 

OBH 
In 

OCH 
Out 

This message is sent from the initia­
tor to the target to indicate that 
one or more bytes in the last message 
it received had a parity error. 

Sent from a target to an initiator to 
indicate that the execution of a 
linked command has completed and that 
status has been sent. The ini tiator 
is then allowed'to set up the 
pointers for the initial state for 
the next linked command. 

Sent from a target to an initiator to 
indicate that the execution of a 
linked command (with the FLAG set) 
has completed and that status bas 
been sent. The initiat~r is then 
allowed to set up the pointers for 
the initial state of the next linked 
command. Typically the FLAG would 
be an interrupt in the initiator. 

This message can be sent from an 
initiator to direct a target to reset 
all current I/O operations on that 
BUS DEVICE (formatter). This message 
forces the BUS DEVICE to an initial 
state with no I/O operations pending 
for an ini tiator. 
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Figure 3-7: SCSI MESSAGE DEFINITION (page 4 of 4) 

NAME 

IDENTIFY 
(Optional) 

CODE and 
DIRECTION· 

DEFINITION 

BOH 
I/O 

This message can be sent by either 
the initiator or target. It is used 
to establish the physical path 
connection between initiator and 
target for a particular LUN. 

Bit 7 This bit is always set to 
distinguish this message 
from other messages 

Bit 6 This bit is only set by the 
initiator. When it is set 
indicates that the 
initiator has the ability 
to accommodate discon­
nection and reconnection. 

Bits 5-3 Reserved 

Bits 2-0 These bits specify an LUN 
address in a target. 

• Message direction key: 

In - from target to initiator only 
Out - from initiator to target only 
I/O - In or Out 

SCSI has a defined message format for extended messages, and 
includes three extended messages, all of which are optional. With 
the MODIFY DATA POINTER message (opcode OOH) the target can send 
a signed argument (two's complement) to the !nltlator and request 
that the initiator add it to the value of the current data 
pOinter. To set up synchronous data transfers, the ini tiator and 
target exchange SYNCHRONOUS DATA TRANSFER REQUEST messages 
(opcode 01H) to establish the transfer period and offset. 

The EXTENDED IDENTIFY message (opcode 02H), used in con­
junction with the normal IDENTIFY message, expands the LUN 
addressing in a target to up to 256 sub-LUNs within each LUN. 
With EXTENDED IDENTIFY, the maximum addressing capability is 2048 
units on a single target. 
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3.2.1.1 MESSAGE SYSTEM EXAMPLE: MULTIPLE CYLINDER READ 

While Figure 3-7 is definitive, it does not provide a clear 
understanding of the message system. The following paragraph 
provides a detailed example of SCSI message system protocol. 

In this example the host system requests a multiple block 
disk read which will cross a cylinder boundary thereby requiring 
a seek operation on the disk. Figure 3-8 shows a time line 
diagram of the overall operation. Note the message system 
activity during the operation. 

At t = 0, the host issues an I/O command to the host 
adapter. The host adapter follows by arbitrating for the bus and 
selecting the requested SCSI device. During the SELECTION phase 
the initiator (host adapter) asserts the ATTENTION signal, indi­
cating its desire to send a message to the target after the 
SELECTION phase is complete. The IDENTIFY message, sent by the 
initiator as soon as the target puts the bus in the MESSAGE OUT 
phase, contains the desired LUN on the SCSI device and indicates 
the initiator's ability to support disconnection. 

Once the target has received the message, it proceeds to 
transfer the CDB from host memory to its internal memory. In 
this particular example, the target determines that a time­
consuming seek will be required so it can release the bus. At t = 
O.6ms. the tar~et sends a DISCONNECT messa~e to the initiator and 
reI e as e- s- the -S C SIb us. Up 0 n r e c e i p t 0 f the DIS CON N E C T m e s sag e , 
the initiator notes the pending reconnection with the target in 
order to complete the command. 

After the seek is complete and the target has filled its 
data buffers to a certain level, it arbitrates and wins the SCSI 
bus. After a RESELECTION phase, the target sends an IDENTIFY 
message to the initiator to indicate which LUN is reconnecting. 
The initiator uses this message to reconnect the logical thread 
between the host memory blocks and the physical peripheral. 
After transferring a number of data blocks, the target determines 
that a seek to the next cylinder is necessary to complete the 
command. The target now sends a SAVE DATA POINTERS message, 
which causes the initiator to remember the next data location for 
the coming transfer. Then the target sends a DISCONNECT message, 
which breaks the physical path, so that the SCSI bus will be free 
while the target performs a seek. 

At this point the initiator data pointer is set for the next 
byte to be transferred. The data which has already been trans­
ferred is considered (parity) error-free and would not be 
retransmitted if an error occurred in the next data transfer. 
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After completion of the second seek, the target reconnects 
to re-establish the physical path, then transfers the remaining 
d a tab 1 0 c k s. A g a in, the tar get use s the IDE N T IF Y me s sag e i n the 
reconnection process. After the target has transferred all data 
and placed the return status in the host STATUS block, the 
target issues a COMMAND COMPLETE message and releases the bus. 
The initiator (host adapter) responds by informing the host that 
the I/O sub-channel operation is complete. 

3.2.2 SCSI COMMAND DECODE & EXECUTION 

Command decode and execution is a middle ground between the 
SCSI interface function and the device unique interface function. 
Important to the user are the commands and functions which a 
particular formatter implements. Of greater importance is the 
compatibility between formatter command sets on the SCSI bus. For 
example, a disk/tape transfer may require that the disk unit 
support the RESERVE DEVICE command and the tape formatter support 
the COPY command. Details regarding commands for each SCSI device 
type are summarized in section 4.0, which deals with specific 
peripheral device types. 

3.2.3 SCSI BUS ERROR RECOVERY 

For SCSI devices, most of the logic is for the purpose of 
handling the least frequent events - errors. Error detection and 
recovery can occur at many points in a SCSI formatter. The area 
covered in this section deals with errors on the SCSI bus itself. 

The major error detection element on the SCSI bus is the bus 
parity bit. When implemented, this option ensures the integrity 
of each and every byte transmitted over the SCSI bus. Once a 
transmission parity error occurs, two techniques are available 
for recovery. The first and most desirable recovery technique is 
via the SCSI message system and block pOinters. Utilizing SAVE 
and RESTORE messages, the SCSI I/O system can retry block trans­
mission to recover from a bus parity error. 

The second recovery technique is command termination and 
retry. In this case, once the parity error is detected, the I/O 
system aborts the I/O command and returns an error condition to 
the host with command complete. The host must then retry the 
entire I/O command. 
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A higher level in the hierarchy of error detection and 
recovery is the overall command/status and message system 
protocol defined by SCSI. All SCSI devices must observe certain 
protocols during each phase of a command; otherwise other devices 
assume that an error has occurred and take corrective action. 
Examples of such protocol are: 

o Target transmission of DISCONNECT or COMMAND COMPLETE message 
prior to SCSI bus disconnection 

o Target verification of parity during SELECTION 

o Target verification of only two bits asserted during 
SELECTION 

3.2.11 MULTI-TASKING 

Just as multi-user/multi-tasking computer systems are 
replacing the single-user, single-task computer, multi-tasking 
formatters are encroaching on single-task formatters. The SCSI 
specification defines a protocol and architecture which supports 
multi-tasking at the formatter level. The examples provided in 
section 2.0 present real time scenarios in which a SCSI 
formatter is required to process concurrent commands from 
different initiators. 

Many peripheral applications for SCSI do not require full 
multi-command execution, but all arbitrating SCSI formatters must 
be capable of managing the non-intelligent peripheral device, 
internal data buffers, and the SCSI bus as concurrent tasks. 
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~.~ PERIPHERAL FoRMATTERS 

The following sections discuss each particular type of SCSI 
device, presenting features or options important to the operation 
of each device. Each section focuses on the specified SCSI 
command set for the particular type. However, beyond the actual 
spec1fication, many issues are left to the discretion of the 
implementer. The sections document the current industry status of 
unspecified, discretionary issues and outline possible directions 
which future developments will take. 

This section deals only with the features or characteristics 
relating to the device unique interface of SCSI devices (see 
Figure 4-1). Section 3.0 covers the SCSI interface and buffer 
functions. 
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Figure 4-1: SCSI Peripheral Formatter 



4.1 HARD AND FLEXIBLE DISK FORMATTERS 

HOST "0 

HOST #1 
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HOST 

ADAPTER 
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SCSI 
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DIRECT ACCESS DEVICES 

FORMATTER 1-----1 

SCSI 
I. D. #0 

FORMATTER TO OTHER 

f---- NETWORK 

SCSI 
I. 0 .... 

LOCAL 
AREA 
NETWORK 

DEVICES 

The critical peripheral resource in most computer systems is 
the main random access storage device (usually a rigid disk). 
This device contains the computer's operating system (OS), appli­
cation programs, and data bases. With this in mind, the 
original SASI authors and the current ANSI SCSI committee have. 
invested considerable effort defining a usable and powerful com­
mand set for direct access devices. 

As shown in Figure 4-2, the disk formatter device unique 
interface block can be partitioned into two functional areas. 
The first area is common to all disk formatters regardless of the 
type of non-intelligent disk drive connected. The second area is 
the formatter/disk drive interface. Features common to all SCSI 
disk formatters include the coinmand set, error detection, error 
correction, defective media handling, sector interleaving, and 
data throughput capability. Characteristics specific to the 
formatter/disk interface area include the serial data path 
format, serial data rate, drive control path, rotational speed, 
head posi tioning time, formatting, and handlin&. IIgrown" defects. 
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SCSI DISK FORMA TTEA r-------------------------------, 
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Figure ~-2: Disk Formatter Block' Diagram 

~.1.1 COMMAND SET 

A good starting point for evaluation of any peripheral 
device is its command set. After all evaluation, the system 
designer must use the command set to perform the desired system 
tasks. In fact, an in-depth understanding of the command set can 
magnify the need for other peripheral features which may seem 
unimportant at first glance. 
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Figures 4-3 and 4-4 present tabular summaries of the two 
groups of commands used with direct access devices. The differ­
ence between the two is the number of bytes in the Command 
Descriptor Block (CDB). Group 0 commands consist of 6 bytes, 
while Group 1 commands.contain 10 bytes. Although READ and WRITE 
commands in both groups perform the same function, the group 1 
(10 byte) commands allow for addressing of 2(exp32) blocks, 
while the group 0 (6 byte) commands address only 2(exp21) 
blocks. The expanded addressing instructions will support 
future peripheral devices with even greater capacities. 

Figures 4-3 and 4-4 reference the detailed CDB's found in 
Appendix A. 
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Figure 4-3: Group O'Command Codes for Direct Access Devices 

OP CODE 

00 
01 
02 
03 
04 
05 
06 
07 
08 
09 
OA 
DB 
DC 
OD 
OE 
OF 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
1A 
1B 
1C 
1D 
1E 
1F 

TYPE KEY: M 

E 

0 
R 
V 
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V 
V 
V 
E 
V 
V 
0 
0 
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0 
V 
0 
0 
0 
0 
0 
R 

Test Unit Ready A.1.1 
RezeroUnit A.1.2 

Request Sense 
Format Unit 

Re-Assign Blocks 
Read 

Write 
Seek 

Inquiry 

Mode Select 
Reserve Unit 
Release Unit 
Copy 

Mode Sense 
Start/Stop Unit 
Receive Diagnostic Results 
Send Diagnostic 
Prevent/Allow Medium Rmvl. 

A.1 .3 
A.1.4 

A.1.5 
A.1 .6 

A.1 .7 
A.1 .8 

A.1 .9 

A.1.10 
4 1 1 1 
...... I • I I 

A.1.12 
A.1.13 

A.1.14 
A.1.15 
A.1.16 
A.1.17 
A.1.18 

Mandatory (minimum implementation for ANSI 
compliance.) 
Extended (Required for SCSI devices that support 
device independent self-configuring software.) 
Optional 
Reserved by ANSI for future standardization. 
Reserved for Vendor Unique Definition 
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Figure 4-4: Group 1 Command Codes for Direct Access Devices 

20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
2A 
2B 
2C 
2D 
2E 
2F 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
3A 
3B 
3C 
3D 
3E 
3F 

V 
V 
V 
V 
V 
E 
V 
V 
E 
V 
E 
o 
V 
V 
o 
o 
o 
o 
o 
o 
R 
R 
R 
R 
R 
o 
o 
R 
R 
R 
R 
R 

Read Capacity 

Read 

Write 
Seek 

Write And Verify 
Verify 
Search Data High 
Search Data Equal 
Search Data Low 
Set Limits 

Compare 
Copy and Verify 

A.2.1 

A.2.2 

A.2.3 
A.2.4 

A.2.5 
A.2.6 
A.2.7 
A.2.7 
A.2.7 
A.2.8 

A.2.9 
A.2.10 

TYPE KEY: M = Mandatory (minimum implementation for ANSI 
compliance.) 

E = Extended (Required for SCSI devices that support 
device independent self-configuring software.) 

o = Optional 
R = Reserved by ANSI for future standardization. 
V = Reserved for Vendor Unique Definition 
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The large majority of random access disk devices store 
information at physical coordinates referenced by cylinder, head 
and sector. System users must convert from some coordinate 
system internal to the operating system (OS) to the cylinder, 
head and sector number on the disk. Since various manufacturers 
build disks with different numbers of cylinders, heads, and 
sectors per track, the actual mapping of the OS coordinates onto 
the disk changes with each new disk. This remapping function is 
usually handled in device specific I/O driver, which must be 
rewritten for each new disk. Even if the I/O driver itself is 
simple to write, maintaining compatibility with units in the 
field becomes a formidable task. 

Since one of the goals of SCSI was to give systems an 
increased degree of device independence, the SCSI specification 
defines the mapping function as a formatter task. All direct 
access device commands reference information in one dimension 
via a logical block number, which is independent of the physical 
device configuration. Figure 4-5 shows the relationship between a 
typical physical disk configuration and the logical block map 
used by the command set. With logical block addressing, a single 
I/O driver can be written to handle a number of disk drives, 
because the SCSI disk formatter handles the device specific 
logical - physical mapping function. 
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The following paragraphs discuss selected direct access 
device commands. Each paragraph includes a brief explanation of 
the command and comments about its use in a system. Further, 
notes are included on any common practices or emerging trends 
among implementers regarding variations or modifications of the 
command. 

INQUIRY COMMAND 

In order to provide the operating system with as much infor­
mation as possible, each type of SCSI device is assigned a unique 
identification code (See Figure _-6). This code, accessed via the 
INQUIRY command, allows the OS to examine all peripherals 
attached to the SCSI bus and determine the device type during 
system initialization.· The OS then utilizes this information to 
generate its active resource list during automatic system genera­
tion (sysgen). 

In addition to the type of device, the INQUIRY command 
returns a removable medium bit (RMB) which indicates whether the 
device has fixed or removable media. Some vendors are now incor­
porating model information about the formatter and direct access 
device in the vendor unique parameters of the INQUIRY command. 
With the device model number and internal look up tables, the OS 
can perform even more sophisticated optimization during sysgen 
and can select diagnostics appropriate to the device. 

Figure ~-6: SCSI DEVICE TYPE I.D. CODES 

cope 
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implemented 
Vendor Unique 
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COpy COMMAND 

Many as functions involve the transfer of large amounts of 
data from one peripheral device to another without any modifica­
tion by the host system. This block-move operation can consume 
valuable CPU time. The SCSI COpy commands allow the CPU to 
manage large data transfers between peripherals. The actual 
details of the movement are left to the peripherals, and the CPU 
only initiates the operation, then checks the operation ending 
status after the transfer is complete. 

Potential users have many concerns about this command, such 
as its use in file oriented backup operations, its ability to 
keep 1/4" streaming tape devides running without reposition 
cycles, and SCSI bus availability for other operations during 
execution of a COpy comand. Until recently, few formatters were 
available which supported the COpy command, so the questions have 
remained largely unanswered. However, with the COpy command now 
available in both disk and tape formatters, the next few years 
should see increased experimentation with the COpy command at the 
systems level. As a result, successful implementations of the 
COpy command will eventually emerge, and any necessary modi­
fications to formatters will rapidly proliferate across vendors. 

COPY AND VERIFY 

An extension of the COPY command, COpy AND VERIFY allows the 
initiator to request that the initiator and target verify the 
data after it is written. A byte check bit (BytChk) specifies 
whether the verification is simply a medium verification (ECC, 
eRC, etc.) or a byte-by-byte comparison. 

MODE SELECT and MODE SENSE 

The MODE SELECT and MODE SENSE commands were originally 
designed so that formatters and host systems could communicate 
media information regarding flexible disk drives. The three basic 
parameters included in the specification include write protection 
(WP bi t), single- or double-sided media, and single- or double­
densi ty recording. 
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However, flexible disks today represent a much smaller popu­
lation of SCSI devices than rigid disks. Although the MODE SELECT 
and MODE SENSE commands were not designed for SCSI rigid disk 
formatters, they present a tempting avenue for vendors to commu­
nicate various vendor unique attributes for SCSI rigid disks and 
formatters. These attributes include special formatting options, 
error recovery procedures, and alternatives for handling "grown" 
defects. Wi th no other satisfactory al ternatives available, the 
MODE SELECT and MODE SENSE commands may become the de facto 
channel for communicating special attributes on SCSI rigid disks 
and formatters. 

READ CAPACITY 

The host must know the capacity of each direct access device 
in order to configure its disk parameter tables during an 
automatic sysgen operation, following power-on. With the READ 
CAPACITY command, the host can request capacity information from 
the SCSI device in the form of the number of logical blocks 
available and length (in bytes) of each logical block. With the 
first logical block referenced as 0, the maximum logical block 
number which can be addressed is equal to the number of logical 
blocks - 1. 

REASSIGN BLOCKS 

Occasionally during operation, some sectors in the disk must 
be replaced, usually because of a "grown" defect or because of 
other host system considerations. With the REASSIGN BLOCKS 
command, the host can request that the SCSI device replace speci­
fied logical blocks. However, the host cannot specify the 
physical location of the replacement logical blocks. See section 
4.1.2.3 for a discussion of grown defects. 

RESERVE and RELEASE UNIT 

In multiple initiator systems, it is necessary to exclude a 
second initiator from a LUN until the preceding initiator has 
completed its entire operation, such as a COpy command. SCSI 
offers initiators the mutual exclusion capability via the RESERVE 
and RELEASE commands. Once an initiator has executed a RESERVE 
command on an SCSI device, the reserved LUN will be reported as 
busy to all other initiators which try to access it. The original 
initiator gives up the LUN via the RELEASE comm~nd. 
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SEARCH COMMANDS 

The data search commands allow the host to specify a data record 
as an input. The formatter then compares the specified data 
record with data in the specified range of logical blocks. Some 
SCSI devices read data into the buffer to do the comparison, 
while others do the comparison "on the fly" at disk speed (1.2 
MBytes/second for large disks). The SEARCH DATA EQUAL command 
returns good completion if an exact match exists between the 
data record and disk data. In addition to a good completion code, 
the command also returns the block number in which the match was 
found. The SEARCH DATA HIGH and SEARCH DATA LOW commands perform 
"greater-than" or "less-than" searches. 

Performing search functions in formatter hardware can 
greatly increase application program throughput during data base 
searches. But because SCSI devices which implement the SEARCH 
commands have become available only recently, little software 
exists which actually utilizes them. Only after the SCSI bus 
becomes available on a wide spectrum of machines will many soft­
ware developers begin to use these powerful commands. 

SEND DIAGNOSTIC and RECEIVE DIAGNOSTIC RESULTS 

SCSI formatters should be able to perform a self test and 
also test the peripheral devices attached to them. While self 
tests can be very comprehensive, they can also require large 
amounts of program memory. SCSI devices which cannot afford large 
amounts of program memory can perform the same type of testing 
with the diagnostic command set. 

The SEND DIAGNOSTIC command allows an ini tiator to send a 
diagnostic program to an SCSI device. This program can be a test 
number, a micro-coded sequence of tests, or actual machine code 
to be executed by the on-board processor. The RECEIVE DIAGNOSTIC 
RESULTS command allows the initiator to retrieve the result of 
the test for evaluation. With these two commands, the ability for 
diagnostic self test and failure diagnosis can be expanded far 
beyond the limit of on-board EPROM or ROM space. 
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One major consideration in the use of this command pair is 
the necessity for cooperation between SCSI device users and 
suppliers. For the host system to download microcoded test 
sequences or actual machine code requires that the system 
designer have an intimate knowledge of the hardware structure of 
the SCSI device. It is questionable as to whether SCSI device 
vendors will release design information at that level. Even if 
device vendors do release object code for tests, interpretation 
of the results will still probably require detailed knowledge of 
the internal architecture. 

A second issue is standardization. Because SCSI device sup­
pliers will probably use different internal designs, the test 
sequences will be different for each device, thus requiring the 
user to develop and maintain a unique set of test sequences. for 
each supplier's device. This goes against the grain of SCSI's 
goal to increase commonality and interchangeability of devices. 

For the near future, use of the SEND DIAGNOSTIC and RECEIVE 
DIAGNOSTIC RESULTS commands may be limited to internal testing 
during manufacturing. But at least these commands offer the 
opportunity for better testing. 

~.1.2 PERFORMANCE CONSIDERATIONS 

~.1.2.1 FORMATTING AND DEFECTIVE MEDIA MAPPING 

Historically, the tasks of formatting the disk and mapping 
out bad media were functions performed by the host OS. But in 
order to implement SCSI logical block addressing, the formatter 
must present the host with a "logically perfect" device. This 
condition places the responsibility of formatting, defective 
media mapping, and correction within the disk formatter. 

If the system uses single block accesses, then the defective 
block replacement strategy is not critical. But if the system 
uses the multi-block accesses envisioned in an SCSI environment, 
the replacement strategy can cause a significant time penalty. 
For- instance, if the system accesses three consecutive blocks in 
one read command the middle block is defective and the spare 
block is on the innermost cylinder, then the additional time for 
accessing the replacement block is twice the average seek time, 
plus twice the average rotational latency. This time delay, on 
the order of 75 milliseconds, is no longer acceptable. 
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To reduce the access time for replacement blocks, most SCSI 
vendors have selected a format approach sometimes called "in-line 
sparing." Figure 4-7 below illustrates in-line sparing. Simply 
put, during the format operation the formatter replaces any 
defective block with the subsequent block on the cylinder. With 
in-line sparing, the time delay for accessing any replacement 
block is simply the rotational latency for one block, or about 
500 microseconds for a 512- byte block and a 1.2 MByte/s disk data 
rate. No seek is required. 

Figure --7: 8In-Line- Sparing Format Technique 
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4.1.2.2 ERRORS DURING OPERATION 

Since SCSI assumes a logically perfect disk, the formatter 
must always transmit correct data patterns from the disk, or at 
least flag uncorrectable data patterns. Error detection has been 
a formatter function for some time, and error correction has 
recently emerged as a standard formatter feature. One development 
forcing improved error detection and correction is the continued 
increases in the areal density of bits on the media, which makes 
read errors more likely. 

The typical error detection and correction mechanism is an 
error correction code (ECC), which is simply a long polynomial 
(32 factors or more) wi th particular mathematical characteris­
tics. During a write operation, the polynomial is divided into 
the data pattern and the formatter appends the remainder to the 
data field. During subsequent read operations, the ECC is 
redivided into the data field plus the remainder. For correct 
data, the result is zero. If the result is nonzero, the syndrome 
indicates the location of the error(s) and the correct bit 
pattern. 

The choices for ECC polynomials are wide and represent an 
ongoing area for development. But for any ECC polynomial, three 
key figures of merit are: 1) undetected error probability, 2) 
uncorrectable error probability, and 3) miscorrected error proba­
bility. Of the three events, only uncorrectable errors are accep­
table, even if not desirable. Undetected errors and miscorrected 
errors both imply that the host received incorrect data for 
processing, which is unacceptable. 

The present industry norm for uncorrectable (but detected) 
bit error probability is 10(exp-13) to 10(exp-15). The norm for 
the probability of undetected errors and miscorrected errors is 
10(exp-15) to 10(exp-18). Undoubtedly, future formatters will 
continue to improve upon these standards. 

4.1.2.3 GROWN DEFECTS 
One source of errors· during operation is defects in the 

media which bave "grown" since the format operation. The most 
effective method for removing errors from grown defects is to 
replace the defective blocks. Since in-line sparing cannot be 
used without rewriting all the remaining blocks on the disk, many 
other techniques have been developed for replacing sectors with 
"grown" defects without disturbing any other sectors. These 
include spare sectors on each track and spare cylinders located 
either in the center of the disk, or at the inside of the disk. 
The tradeoff is access time for replacement blocks versus percent 
of media required for spares. 
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With SCSI, determination of grown defects has also emerged 
as a concern. The formatter now supervises error correction, but 
the host commands block replacement via the REASSIGN BLOCKS 
command. The coordination between the host and formatter will 
certainly see much change and experimentation in the ~ext few 
years before a standard approach emerges. 

4.1.2.4 THROUGHPUT AND SECTOR INTERLEAVING 

Historically, many disk applications have involved reading 
consecutive logical blocks by multiple single block read com­
mands. Since there is processing time overhead between reads in 
the operating system and formatter, it is not possible to read 
consecutive logical blocks which are also consecutive physical 
sectors on the same revolution of the disk. During the proces­
sing time, the disk continues to turn and passes over the start 
of the next sector or sectors. In order to allow reading of 
consecutive logical blocks in less than a revolution/block, the 
logical blocks can be interleaved around the disk. The inter­
leave distance (number of physical sectors between two adjacent 
logical blocks) is the interleave factor. Applications requiring 
high throughput and single sector reads need a formatter capable 
of interleaving logical sectors. 

With the advent of SCSI, multiple block read commands are 
beginning to supplant long strings of single-block read commands. 
Average data throughput is higher, and large buffers accomplish 
the speed matching function much better than sector interleaving. 
Further, with a fixed 1:1 interleave and block size, device 
vendors can significantly improve the percent of media actually 
available for data. 

4.1.3 FORMATTER/DISK INTERFACE 

Presently, most SCSI compatible direct access devices are 
being delivered as a disk wi th a "native" interface and a 
compatible SCSI f~rmatter. However, a few disk vendors have 
announced products with SCSI, instead of a native interface, and 
the trend is likely to accelerate. Some of the issues discussed 
in this se~tion are not applicable to an integrated SCSI disk 
drive, but most of these issues apply to any SCSI direct access 
device, regardless of how it is packaged. 
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4.1.3.1 SERIAL DATA PATH 

The rigid disk delivers a serial bit stream to the formatter 
in one of two formats - encoded or decoded. Encoded formats, such 
as the ST506 interface, provide clock and data information 
encoded together in a single signal. The encoded format places 
the encoder/decoder (ENDEC) circuitry on the formatter, which 
lowers the drive cost. But it requires sending the encoded signal 
over a cable, which adds additional timing noise. The result is 
that encoded formats are limited in maximum data rate and in the 
allowable transition window margins. 

Decoded data formats provide two signals from the disk to 
the formatter. One signal is the clock, while the other is the 
decoded (N RZ) da ta. Decoded form at s, such a s ESDI, pI ace the 
ENDEC back on the disk, near the read/write channel. In general, 
decoded formats yield higher data rates and better transition 
margins. As complete ENDEC IC's become available, the decoded 
format will predominate. 

~.1.3.2 DRIVE CONTROL PATH 

Drive control functions include drive selection, head 
selection and head assembly positioning. Most disk interfaces 
are designed to support multiple disk drives (four or eight) from 
the same formatter. This increases total storage capacity with­
out the cost of additional formatters. The initiator selects the 
desired drive via the LUN field in SCSI commands. 

For SCSI devices, the initiator does not specify the head 
directly. Instead, it specifies logical block number and lets the 
formatter convert to head/ cy linder/ sector coordinates. For high 
throughput systems, head switching time can become a considera­
tion. If the head switch time is more than a few microseconds, 
then the formatter must skew the logical block numbers of each 
track during format, precisely enough to accommodate the head 
switch time without additional delay. 

Control over head assembly positioning is typically 
implemented in one of two ways - step pulses or a cylinder ad­
dress. Early 5-1/4" drives (ST506 interface) required a direction 
(IN/OUT) and a number of step pulses, or tracks, to step from the 
present position. This approach requires the formatter to remem­
ber the head position and command all moves, one step at a time, 
relative to that position. It can be very slow. 
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Another approach is to transfer the desired cylinder number 
directly to the drive on a bus. The drive produces a BUSY signal 
and performs a seek to the requested cylinder. The formatter 
polls the BUSY line to determine when the seek is complete. With 
this technique, the drive knows .the destination address at the 
start of the seek, so it can take the optimum seek trajectory. 

4.1.3.3 ROTATIONAL SPEED 

Rotational speed of the disk platter assembly has a signifi­
cant effect on overall data access time. If the requested sector 
has just passed the read/write head, the disk must complete a 
full revolution before the sector can be accessed. This delay is 
the rotational latency. Disk drive specifications usually 
include an average rotational latency value which is one-half the 
full rev 01 uti 0 n tim e • Hi g h per for man c e , m u 1 t i - t ask i n g 
peripherals utilize the idle time during rotational latencies to 
perform other tasks on other disks which are at the correct 
angular position. Formatters which perform "rotational position 
sensing" (RPS) can estimate the rotational latency and use that 
time for other functions. This is an important feature in com­
bined rigid/floppy formatters where the floppy rotates at 6 rps 
and disk moves at 40 to 60 rps. 

4.1.3.4 HEAD ASSEMBLY POSITIONING TIME 

Seek latency is the time required for the head assembly to 
move from the current cylinder to the requested cylinder. This 
time is a function of the size and type of head posi tion mecha­
nism used by the disk drive. Average seek times for present 5-
·1/4" drives are in the 25 - 45 millisecond range, while 8" and g" 
disks have seek times in the 15 - 25 millisecond range. 

Large capacity disks in multi-user/multi-tasking applica­
tions must perform numerous seeks to access the requested blocks. 
Seek time can become a significant factor in the performance of 
the overall system. Decreasing seek time directly improves system 
performance but is becoming more difficult. 

Another technique to improve seek times is to use more head 
positioning assemblies in the system, i.e., more disk drives. The 
implication is that, for a given system and seek time, there is 
some optimum data capacity per head positioner; exceeding that 
optimum number reduces overall data access time. This has been an 
issue in the mainframe world for some time and' may now become a 
con c ern i nt hem i c roc 0 m put e r w 0 rId, if dec rea sin g cos t s don 0 t 
render the entire discussion largely academic. 
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The tape drive is an important peripheral device widely used 
with the mainframe computers and mini-computers. It serves three 
distinct functions - backup, archival, and program/data distribu­
t ion • The IBM 1 /2" format (1 6 0 0 BPI) is the accepted format for 
data distribution and interchange. 

To date, 1/4" cartridge tape drives have fO.und only limited 
acceptance in the microcomputer marketplace. Possible explana­
tions are the lack of a single accepted data format for inter­
change, inexperience of microcomputer users with the need for 
backup, and its inconvenience in use. But tape will eventually be 
a common microcomputer peripheral, as the obstacles to its use 
are gradually removed. 

The SCSI specification has provided a structure which sup­
ports the traditional, 1/2" reel-to-reel tape drives as well as 
the less costly 1/4" cartridge drives. By easing tape integration 
and use in systems, as well as helping to standardize tape for­
mats, SCSI may hasten the day when 1/4" cartridge tape becomes a 
common microcomputer peripheral. 
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4.2.1 STREAMING VS. START/STOP 

The tape drive industry is polarized around two distinct 
tape recording techniques - streaming and start/ stop. Streaming 
tape drives move the tape continuously, as long as data is 
available, and do not put any gaps between data blocks. 
Start/stop devices record data with interrecord gaps large enough 
for'the device to stop and restart without losing any data. Tape 
drive cost, tape width, block size, and data format all separate 
neatly according to the recording technique. 

The tradi tional, 1/2" reel-to-reel tape dri ves utilize the 
start/stop technique, with variable length block and inter-record 
gaps where the tape is stopped between each block operation. 
These machines allow the application program to write data blocks 
which may vary in length from block to block. The powerful 
capstan motors utilized to start and stop tape provide milli­
second access time to the next record. 

Inexpensive, 1/4" cartridge tape drives use the streaming 
technique. These drives have fixed block lengths and no inter­
record gaps. Utilizing streaming techniques, data can be trans­
ferred to tape at a 5M byte/minute rate. Streaming tape drives 
use small drive motors to reduce cost, power consumption, and 
space. While streaming, these small motors are quite adequate, 
but because they are small, the start/stop times can exceed 250 
milliseconds. As a resul t, the penal ty for smaLl, data block 
transfers is a reposition time of approximately one second or 
more between data blocks. 

Certain 1/2" tape drives combine both start/stop variable 
length block performance and streaming capability in a single 
device. These units provide the advantage of both tape formats 
with minimal disadvantages. 

4.2.2 COMMAND SET 

Figure 4-8 presents a tabular summary of the group 0 sequen­
tial access device command set. Sequential access devices have no 
unique group 1 commands but do have the powerful COMPARE and COpy 
AND VERIFY group 1 commands, which are common to all SCSI device 
types. Detailed CDSs are provided in Appendix A and are 
referenced in Figure 4-8. 
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Many of the SCSI protocol commands f~r sequential access 
devices, such as INQUIRY, RESERVE, and RELEASE, are identical 
with those for direct access devices. These commands are 
discussed in detail in other portions of section 4 and in Appen­
dix A. The following paragraphs deal with commands unique to 
sequential access devices. 

REWIND 

Tape, being a sequential media, has both a beginning of tape 
(BOT) and end of tape (EDT). The REWIND command positions the 
media to its BOT position. 

~ BLOCK LIMITS 

Variable block length devices usually have a minimum and 
maximum block length which can be written or read with a single 
command. The READ BLOCK LIMITS command allows the host to deter­
mine these minimum and maximum values. Fixed block length 
devices return with the fixed block length as both the minimum 
and maximum block length. 

The READ command contains a single bit which indicates 
whether the command is a single block read of a variable length 
block or a multiple block fixed block read. In the first case 
the length parameter in the command indicates the number of bytes 
to read. For the second case this parameter indicates the number 
of consecutive blocks to read. The READ command leaves the tape 
positioned on the end-of-media (EOM) side of the last block read. 

The WRITE command is similar to the READ command. The 
"Fixed" bit determines whether a single block of N byte will be 
written or N fixed length blocks will be written. 

~ SELECT 

TRACK SELECT allows the initiator to skip over sequential 
tracks to a specific tape track. This is valuable on devices 
which can organize sequential records by track -and allow the user 
access to them in this manner. 
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Figure 4-8: Group 0 Command Codes for Sequential Access Devices 

I OP CODE 

00 
01 
02 
03 
04 
05 
06 
01 
08 
09 
OA 
OB 
OC 
OD 
OE 
OF 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
1A 
1B 
1C 
1D 
1E 
1F 

TYPE KEY: M 

E 

0 
R 
V 

100 

TYPE D~SCRIPTIOH COB DEFINITION 

= 

= 

= 
= 
= 

0 Test Unit Ready A.1 .1 
M Rewind A.3.1 
V 
M Request Sense A.1.3 
R 
E Read Block Limits A.3.2 
V 
V 
M Read A.3.3 
V 
M Write A.3.4 
0 Track Select A.3.5 
V 
V 
V 
0 Read Reverse A.3.6 
M Write Filemarks A.3.7 
0 Space A.3.8 
E Inquiry A.1 .9 
0 Verify A "2 n 

" ... ..J .:7 

0 Recover Buffered Data A.3.10 
0 Mode Select A.3.11 
0 Reserve Unit A.3.12 
0 Release Unit A.3.12 
0 Copy A.1 .13 
0 Erase A.3.13 
0 Mode Sense A.3.14 
0 Load/Unload A.3.15 
0 Receive Diagnostic Results A.1.16 
0 Send Diagnostic A.l .17 
0 Prevent/Allow Medium Rmvl. A.3.16 
R 

Mandatory (minimum implementation for ANSI 
compliance.) 
Extended (Required for SCSI devices that support 
device independent self-configuring software.) 
Optional 
Reserved by ANSI for future stand·ardization. 
Reserved for Vendor Unique Definition 
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READ REVERSE 

Some sequential access devices have the capabili ty to read 
data in a reverse direction. This feature requires complex 
formatter electronics which is usually accompanied by high cost. 
As a system feature, READ REVERSE may have application in large 
tape based data sort algorithms. 

WRITE FILEMARKS 

Filemarks are specially coded data blocks used to separate 
records on sequential media. The WRITE FILEMARKS command allows 
the host to write a specified number of consecutive file marks 
with a single command. It also causes the buffers to be flushed 
to the media. 

SPACE 

SPACE allows repositioning of the sequential media in both a 
forward and reverse direction. The ini tiator specifies a count 
and a space code. Negative counts (2's complement) imply reverse 
positioning. The space code can designate blocks, filemarks, 
sequential filemarkS, or physical end-of-data. This comprehensive 
repositioning capability supplies a limited degree of random 
access capability to the sequential device. 

RECOVER BUFFERED DATA 

The RECOVER BUFFERED DATA command is a means of recovering 
data in the formatter buffer which cannot be written to the tape 
media but has already been accepted by a WRITE command. It is 
primarily used in error recovery. 

COpy 

A third party initiator, usually a host, issues a COpy 
command to the target sequential access device. The sequential 
accesa device, now as initiator, starts a data transfer with the 
SCSI device specified in the COpy command. When the data transfer 
is complete, the sequential access device, once again acting as 
the target of the COPY comand, reports completion status to the 
COpy command initiator. The purpose is to implement a data trans­
fer independent of the host which initiates it. The file exten­
sion format of the command allows complete files to be copied 
with a single COpy command. 
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ERASE 

The ERASE command simply erases all or part of the media, 
destroying any data which may have been on the tape. 

MODE SELECT AND HODE SENSE 

For sequential access devices, the MODE SELECT and MODE 
SENSE commands have specified values for selecting device speed 
and data format. Defined data formats for 1/2" tape are 800 BPI 
( N RZ I ), 1 600 B PI '( P E), 3 200 BPI (P E), and 6 25 0 B PI (G C R ). De fin e d 
data formats for 1/4" tape are QIC-11 and QIC-24. As with disk 
drives, thisctimmand pair may become the repository for various 
vendor unique device options. 

LOAD/UNLOAD 

The LOAD option requests that the media be positioned at BOT 
or load pOint. UNLOAD requests that the media be moved to a 
position where it can be removed from the tape drive. In the 
case of 1/2" reel-to-reel tape, UNLOAD will unthread the tape to 
a single reel. 

4.2.3 BUFFERS 

As mentioned earlier, streaming 1/4" cartridge tape dri ves 
incur long start/stop times as a byproduct of the low cost drive 
motors used. This limitation does not penalize the streamer when 
the host provides data continuously, or in large bursts (64 
KBytes or more). But when the host transfers short data bursts 
to the tape, forcing the tape to execute a reposition cycle 
between each data burst, effective throughput drops dramatically. 
Figure 4-9 shows the effective throughput of a 90 ips streaming 
device for various burst, or block, sizes. Note that as the block 
size decreases, the effective throughput (in Kbytes/second) drops 
from the maximum of 88.6 to well below 10. 

A means to increase effective tape throughput and still 
maintain start/ stop flexi bili ty with the host. is v ia a large FIFO 
buffer on the tape formatter itself. For example, a formatter 
with a 32Kbyte buffer would not start tape transfer until the 
buffer contained at least some predetermined amount of data. This 
data could either be written to the tape as a single burst or 
used to give the host a head start at keeping the tape drive 
streaming. Hosts which could supply data at or above streaming 
speed could still take advantage of the 88.6K byte/second maximum 
throughput. 
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Figure 4-9: Throughput vs. Block Size for Streaming 
Tape Drives 
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Rapid advances in technology and market growth have combined 
to make high speed printers and laser printers common peripherals 
for all computers, almost regardless of the computer size. Simul­
taneously, graphics capabili ties of many printers have expanded 
significantly, thus increasing the data rate to the printer. As a 
result, it is appropriate to include printers as a distinct type 
of SCSI device. With the COPY command, despooling print files to 
a printer can be done across the SCSI bus, off-line from the 
host. Figure 4-10 shows the group 0 command set for SCSI printer 
devices. In group 1, printer devices have the common commands -
COMPARE and COpy AND VERIFY. 
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Figure 4-10: Group 0 Command Codes for Printer Devices 

Qf ~QI2f; I IIff; I I2f;~~RlfIIQri I ~I2a 12EEIHIIIQ6 

00 0 Test Unit Ready A.1 .1 
01 V 
02 V 
03 M Request Sense A.1 .2 
04 0 Format A.4.1 
05 V 
06 V 
07 V 
08 V 
09 V 
OA M Print A.4.2 
OB 0 Slew and Print A.4.3 
OC V 
OD V 
OE V 
OF V 
10 0 Flush Buffer A.4.4 
11 V 
12 E Inquiry A.1 .8 
13 V 
14 0 Recover Buffered Data A.4.5 
15 0 Mode Select A.4.6 
16 0 Reserve Unit A.4.7 
17 0 Release Unit A.4.7 
18 0 Copy A.1.12 
19 V 
1A 0 Mode Sense A.4.8 
1B 0 Stop Print A.4.9 
1C 0 Receive Diagnostic Results A.1.16 
1D 0 Send Diagnostic A.1.17 
1E R 
1F R 

-

TYPE KEY: M = Mandatory (minimum implementation for ANSI 
compliance.) 

E = Extended (Required for SCSI devices that support 
device independent self-configuring software.) 

o = Optional 
R = Reserved by ANSI for future standardization. 
V = Reserved for Vendor Unique Definition 
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FORHAT 

Through the FORMAT command, the initiator can specify forms 
or fonts to programmable printers. The format information sent is 
vendor unique, since it as specific to the particular printer. 

PRINT 

The PRINT command transfers the specified number of bytes 
from the initiator to the target printer. 

SLEW AND PRINT 

The SLEW AND PRINT command is similar to the PRINT command, 
except that it provides form positioning outside the print data. 
A CHANNEL bit controls the interpretation of the SLEW byte. If 
the CHANNEL bit is zero, then the SLEW byte indicates the number 
of lines to advance the form prior to printing. If the CHANNEL 
bit is one, then the SLEW byte specifies the forms control 
channel number to which the form shall be advanced prior to 
printing the data. 

FLUSH BUFFER 

With the FLUSH BUFFER command. the initiator can force all 
data to be printed before it releases the printer device. 

RECOVER BUFFERED DATA 

By issuing the RECOVER BUFFERED DATA command, the initiator 
can retrieve data which has been sent to the target but not yet 
printed. This command is for use primarily in error recovery. 

STOP PRINT 

The STOP PRINT command provides a method to terminate 
printing buffered data in an orderly fashion. The STOP PRINT 
command includes a RETAIN bit which determines the fate of data 
remaining in the target buffer. If the RETAIN bit is zero, the 
data is discarded; otherwise, it is saved. The actual point at 
which printing is stopped is device specific. 
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The capability and power of the SCSI bus is of no use to a 
host computer without a host bus adapter (HBA) to convert SCSI 
signals and protocol to information meaningful to the host. In 
addition to acting as an initiator, a host adapter can be the 
target of a host-to-host communication. This activity utilizes 
the SCSI bus as a communication medium. 

4.4.1 HOST ADAPTER FUNCTIONS AND FEATURES 

The SCSI architecture requires a means to communicate with 
host memory. This access is necessary to read CDB's, transfer 
data and write Return Status Blocks. The host bus adapter (HBA) 
performs these functions. HBA architectures range from simple 
latches, driven by the host CPU, to complete I/O subsystem 
managers with on-board processor, DMA control for the host bus, 
and sizable data buffer. As a rule of thumb, the simpler the HBA, 
the more host intervention is necessary to manage the SCSI bus. 
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An additional feature of a higher performance host adapter 
is the ability to act as an incoming message receiver. It can 
take on the role of a target on the SCSI bus. 

Performance features to consider when evaluating SCSI host 
adapters include SCSI bus arbitration capability, ability to act 
as a target, buffer capacity, SCSI bus utilization, host memory 
transfer speed and host involvement in SCSI protocol operations. 
In a high performance SCSI I/O subsystem, effective utilization 
of the SCSI bus resource is a requirement. Since the host adap­
ter is also connected to the host memory, efficient use of the 
SCSI bus will reflect in efficient use of the host bus. Impor­
tant in overall SCSI I/O performance is the amount of host 
involvement supporting the SCSI protocol. 

4.4.2 HOST ADAPTER IMPLEMENTATIONS 

SCSI host adapters can be implemented in a variety of ways. 
Hardware component counts can range from as few as six chips for 
a simple non-intelligent implementation, to 60 or more for a full 
I/O channel implementation. SCSI users should closely match the 
host adapter implementation to their particular performance needs 
and cost goals. 

4.4.2.1 SIX CHIP HOST ADAPTER 

Many potential SCSI users have been led to believe that an 
SCSI HBA requires only six chips. In fact, an SCSI HBA can be 
built with as few as six chips (as shown in Figure 4-11), but its 
performance is very limited. This HBA will not support arbitra­
tion and reconnection. Further, it uses a slow poll loop method 
to transfer each byte of command, data or status information. 
(Typical transfer rates range from 20K bytes/second to 50k 
bytes/ second.) The host computer must provide all SCSI protocol 
support. If the peripherals attached to the SCSI bus do not 
implement many of the SCSI messages, the host level of support 
can be reduced, but a certain minimum level is unavoidable. This 
type of HBA is generally suited to single-user/single task compu­
ters, with only one device attached to the SCSI bus. 
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Figure 4-11: Six Chip SCSI Host Adapter Block Diagram 

4.4.2.2 PROGRAMMED I/O WITH TRANSMIT/RECEIVE MACHINE 

An implementation between the "6 Chip" and full I/O channel 
is a programmed I/O version which uses a finite state machine to 
control the SCSI REQUEST/ACKNOWLEDGE handshake. Figure 4-12 
shows the block diagram of such a device. The CPU may utilize 
block I/O move commands with this architecture. The host adap­
ter synchronizes the CPU with the SCSI bus handshake via the 
PWAIT (processor wait line). If data is not available for input 
when the processor enters its input cycle, it is placed in a wait 
state until the SCSI target places data onto the bus. Usually a 
watch-dog-timer accompanies the T/R machine to guarantee release 
of PWAIT in the event of a system problem. Data rates obtained 
from this scheme range from 150K bytes/second up to 400K 
bytes/second. The adapter shown in Figure 4-12 will also perform 
arbitration allowing full SCSI disconnect/reconnect. As was the 
case with the six chip HBA, the host system must handle all of 
the SCSI protocol logic. 
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SCSI 
CONTROl. 
aus 

Figure 4-12: Programmed IIO Host Adapter with T/R Machine 

4.4.2.3 IIO CHANNEL HOST ADAPTER 

The full IIO channel is by far the most sophisticated HBA 
architecture. Because it handles the data transfer and SCSI bus 
management tasks, it greatly reduces the host tasks. As shown in 
Figure 4-13, the IIO channel contains an onboard processor which 
controls SCSI protocol and the SCSI bus. Moving these functions 
out of host software into the HBA frees the host from any super­
visory responsibilities for the SCSI bus. The host's role is 
reduced to generating memory based CDB's, informing the host 
adapter of their locations and checking status upon command 
completion. The I/O channel's DMA path into memory allows the 
channel to read the CDB, transfer data and write ending status 
directly into host memory. 
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Figure 4-13: I/O Channel Block Diagram 

Data rates on the I/O channel range from 900K bytes/second 
up to 4M bytes/second. These speeds provide rapid movement of 
large amounts of data on the SCSI bus. Complex SCSI systems 
should utilize an I/O channel concept in order to minimize SCSI 
bus loading. 

Coupled closely with DMA transfer rate is the host tolerance 
for a sin g 1 e D M A channel to m 0 n 0 po Ii z e the h 0 s t bus. Some h 0 s t 
systems limit the period of time a DMA channel can hold the host 
bus. In systems with this restriction, the I/O channel must 
acquire the host bus, transfer a burst of data, relinquish the 
bus, then repeat the cycle until the full SCSI transfer is 
complete. 
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lLQ CHANNEL INTERFACE 

A major goal of SCSI is to shorten new peripheral integra­
tion time. This objective is achieved by the common command set 
for all devices of the same type and the ~lock addressing archi­
tecture .of SCSI peripherals. These features alsohelp assure 
commonality and interchangeability of SCSI devices. In order to 
have true second sourcing and software interchangeability at the 
I/O function level, the I/O channel interface to the host bus 
must be common across all devices of the same type. The only 
variables should be the I/O channel protocol and the I/O channel 
port address. 

Since the I/O channel is tied very closely to the HBA and 
factors internal to the system, ANSI has limited the scope of' the 
SCSI specification to the areas of the SCSI bus~ COB definition, 
and pointer definition. The definition of host adapter configu­
rations has been left to the individual manufacturers and the 
marketplace. 

4.4.3 PROCESSOR DEVICE COMMAND SET 

Figure 4-14 presents the command set for SCSI processor 
devioes as defined in the REV 4 B of the SCSI specification. All 
the group 0 commands for processors except SEND and RECEIVE are 
common to all SCSI device olassese The group 1 commands for 
processor devices are the common ones - COMPARE and COpy AND 
VERIFY. 

RECEIVE COMMAND 

The RECEIVE command requests the target to transfer to the 
initiator the number of bytes specified in the COB. 

SEND COMMAND 

With the SEND command, the initiator transmits the number of 
bytes specified in the COB to the target. 
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Figure 4-14: Group 0 Command Codes for Processor Devices 

OP COD[ TYPE I nF.~r.'RTPTION CDBJ)~l'-1.N 1. -I1.UN 

00 0 Test Unit Ready A.1.1 
01 V 
02 V 
03 M Request Sense A.1.3 
04 V 
05 V 
06 V 
07 V 
08 0 Receive A.4.1 
09 V 
OA M Send A.4.2 
OB V 
OC V 
OD V 
OE V 
OF V 
10 V 
11 V 
12 E Inquiry A.1.9 
13 V 
1LJ V 
15 V 
16 V 
17 V 
18 0 Copy A.1.13 
19 R 
1A R 
1B R 
1C 0 Receive Diagnostic Results A.1.16 
1D 0 Send Diagnostic A.1.17 
1E R 
1F R 

TYPE KEY: M = Mandatory (minimum implementation for ANSI 
compliance.) 

E = Extended (Required for SCSI devices that support 
device independent self-configuring software.) 

o _. Opti onal 
R = Reserved by ANSI for future standardization. 
V = Reserved for Vendor Unique Definition 
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4.5 WRITE-ONCE READ-MULTIPLE AND READ-ONLY FORMATTERS 
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4.5.1 WRITE-ONCE READ-MULTIPLE DEVICES 
Optical recording technology has created a new type of 

storage device - the write-once read-multiple (WORM) disk. These 
devices may be ideal for program and data distribution, as well 
as for applications where permanent records of every transaction 
are n e c e s s a r y. Howe v e r ,t h e de vel 0 pm e n t c y c 1 e has bee n Ion g for 
these devices, and they have yet to establish a clear niche in 
the storage market. 

If WORM devices do secure a market niche, SCSI will be ready 
with a command set specifically for them. Figure 4-15 shows the 
group 0 commands fo~ WORM devices, and Figure 4-16 shows the 
group 1 commands for them. This command set is identical to the 
command set for direct address devices, with the exception that 
the group 0 READ and WRITE commands, mandatory for direct access 
devices, are optional for WORM devices, and the reverse is true 
for the group 1 READ and WRITE commands. Also, some options and 
attributes defined for direct access devices, sUch as MODE SELECT 
and MODE SENSE options, are left reserved, or vendor unique, for 
WORM devices. 
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00 
01 
02 
03 
04 
05 
06 
07 
08 
09 
OA 
OB 
OC 
OD 
OE 
OF 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
1A 
1B 
1C 
1D 
1E 
1F 

Figure 4-15: Group 0 Command Codes for 
Write-Once Read-Multiple Devices 

o 
o 
V 
M 
R 
V 
V 
o 
o 
V 
o 
o 
V 
V 
V 
V 
V 
V 
E 
V 
V 
o 
o 
o 
o 
V 
o 
o 
o 
o 
o 
R 

Test Unit Ready 
Rezero Unit 

Request Sense 

Re-Assign Blocks 
Read 

Write 
Seek 

Inquiry 

Mode Select 
Reserve 
Release 
Copy 

Mode Sense 
Start/Stop Unit 
Receive Diagnostic Results 
Send Diagnostic 
Prevent/Allow Medium Rmvl. 

A.1 .1 
A.1 .2 

A.1 .3 

A.1 .4 
A.6.1 

A.6.2 
A.1 .7 

A.1.8 

A.6.3 
A.1.10 
A.1.11 
A.1.12 

A.6.4 
A.1.14 
A.1.16 
A.1.17 

TYPE KEY: M = Mandatory (minimum implementation for ANSI 
compliance.) 

E = Extended (Required for SCSI devices that support 
device independent self-configuring software.) 

o = Optional 
R = Reserved by ANSI for future standardization. 
V = Reserved for Vendor Unique Definition 

115 



WRITE-ONCE READ-MULTIPLE AND READ-ONLY DEVICES 

20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
2A 
2B 
2C 
2D 
2E 
2F 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
3A 
3B 
3C 
3D 
3E 
3F 

TYPE KEY: 
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Figure 4-16: Group 1 Command Codes for 
Write-Once Read-Multiple Devices 

M = 

E = 

0 = 
R = 
V = 

V 
V 
V 
V 
V 
E 
V 
V 
M 
V 
M 
o 
V 
V 
o 
o 
o 
o 
o 

Read Capacity 

Read 

Write 
Seek 

Write And Verify 
Verify 
Search Data High 
Search Data Equal 
Search Data Low 

o Set Limits 
R 
R 
R 
R 
R 
o 
o 
R 
R 
R 
R 
R 

Compare 
Copy and Verify 

N 

A.2.1 

A.7.1 

A.7.2 

A.7.3 
A.7.4 
A.2.7 
A.2.7 
A.2.7 

A.2.8 
A.2.9 

Mandatory (minimum implementation for ANSI 
compliance.) 
Extended (Required for SCSI devices that support 
device independent self-configuring software.) 
Optional 
Reserved by ANSI for future standardization. 
Reserved for Vendor Unique Definition 
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4.5.2 READ-ONLY DIRECT ACCESS DEVICES 

Another variation of optical disk is a read-only device. As 
with WORM devices, the market niche and customer acceptance are, 
as yet, unproven. Figures 4-17 and 4-18 show the group 0 and 
group 1 commands, respectively, for read-only direct access 
devices. They are identical to the commands for WORM devices, 
with the exception that the WRITE and REASSIGN BLOCKS commands 
have been deleted, and some status information is changed. 
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00 
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Figure 4-17: Group 0 Command Codes for 
Read-Only Direct Access Devices 

o 
o 
V 
M 
R 
V 
V 
R 
o 
V 
R 
o 
V 
V 
V 
V 
V 
V 
E 
V 
V 
o 
o 
o 
o 
V 
o 
o 
o 
o 
o 
R 

Test Unit Ready 
Rezero Unit 

Request Sense 

Read 

Seek 

Inquiry 

Mode Select 
Reserve 
Release 
Copy 

Mode Sense 
Start/Stop Unit 
Receive Diagnostic Results 
Send Diagnostic 
Prevent/Allow Medium Rmvl. 

A.1 .1 
A.1.2 

A.1 .3 
A.1.4 

A.1.15 
A.1.5 

A.1.6 
A.1.7 

A.1.8 

A.1 .9 
A.1.10 
A.1.11 
A.1.12 

A.1.13 
A.1.14 
A.1.16 
A.1.17 

TYPE KEY: M = Mandatory (minimum implementation for ANSI 
compliance.) 
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E = Extended (Required for SCSI devices that support 
device independent self-configuring software.) 

o = Optional 
R = Reserved by ANSI for future standardization. 
V = Reserved for Vendor Unique Definition 
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TYPE KEY: 
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Figure 4-18: Group 1 Command Codes for 
Read-Only Direct Access Devices 
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Read Capacity 

Read 

Seek 

Verify 
Search Data High 
Search Data Equal 
Search Data Low 
Set Limits 

Compare 
Copy and Compare 

A.2.1 

A.2.2 

A.2.3 

A.2.~ 
A.2.5 
A.2.7 
A.2.6 
A.2.8 

Mandatory (minimum implementation for ANSI 
compliance.) 
Extended (Required for SCSI devices that support 
device independent self-configuring software.) 
Optional 
Reserved by ANSI for future standardization. 
Reserved for Vendor Unique Definition 
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COMHAHD DESCRIPTOR BLOCK DEFINITION 

The command descriptor blocks (COBs) presented in this appendix are taken 
directly from the ANSI document X3T9.2/82-2, REV 15 (May 8, 1985). Descriptive 
material associated with each COB is, in some cases, abridged from the ANSI 
document. For commands with extended description, such as COPY and FORMAT, the 
description is largely omitted, and summarized only. 

Revision 15 of the proposed SCSI standard has been reviewed by ANSI 
Subcommittee X3T9 on I/O interfaces. It is still awaiting approval by the ANSI 
X3 Committee. 
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1.1.1 TEST URIT READY Command 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

All 
Optional 
OOH 

============================================================================== 
Bitl 

Byte 1 
7 6 5 3 2 o 

=============================================================================-
o 1 Operation Code 

-----1-----------------------------------------------------------------------
1 \ Logical Unit Number 1 Reserved 

-----1-----------------------------------------------------------------------
2 I Reserved 

-----1-----------------------------------------------------------------------
3 : Reserved 

-----1-----------------------------------------------------------------------
4 I Reserved 

-----1-----------------------------------------------------------------------
5 I Vendor Unique \ Reserved \ Flag I Link 

============================================================================== 

The TEST UNIT READY command provides a means to check if the logical unit 
is ready. This is not a request for a self test. If the logical unit would 
accept an appropriate medium-access command without returning CHECK CONDITION 
status, this command shall return a GOOD status. 

A.1.2 REZERO URIT Co .. and 

Peripheral .Device Type: 
Operation Code Type: 

Operation Code: 

Direct Access 
Optional 
01H 

------------------------------------------------------------------------------------------------------------------------------------------------------------
Bit\ 

Byte 1 
7 6 5 4 3 2 o 

=====-======================================================================== 
o Operation Code I 

2 

3 

4 

5 

I -----------------------------------------------------------------------, 
Logical Unit Number 1 Reserved \ 

Reserved 

Reserved 

Reserved 

Vendor Unique Reserved Flag Link 
------------------------------------------------------------------------------------------------------------------------------------------------------------

The REZERO UNIT command requests that the target set the logical unit to 
a specific state. See vendor specifications for details. 
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A.1.3 REQUEST SERSE Co.-and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

All 
Mandatory 
03H 

----------------------------------------- ------------------------------------------------- --------
Bitl 

Byte I 
7 6 5 

========================================= 

3 

----------------
o I Operation Code , 

=========================== 
2 o 

-----------------------------------------------------
-----,-----------------------------------------------------------------------1 1 Logical Unit Number I Reserved 
-----1-----------------------------------------------------------------------2 1 Reserved 
-----1-----------------------------------------------------------------------
3 1 Reserved 

-----1-----------------------------------------------------------------------
4 I Allocation Length 

-----1-----------------------------------------------------------------------1 
5 I Vendor Unique I Reserved 1 Flag 1 Link I 

============================================================================== 

The REQUEST SENSE command requests that the target transfer sense data to. 
the initiator 

The sense data is valid for a CHECK CONDITION status returned on the 
prior command. The target preserves this sense data until retrieved by the 
initiator via the REQUEST SENSE command or until the receipt of any other 
command for the same logical unit from the initiator that issued the command 
resulting in the CHECK CONDITION statqs. The target clears the sense data 
upon receipt of any subsequent command to the logical unit from the initiator 
receiving the CHECK CONDITION status. In the case of the single initiator 
option, the target assumes that the REQUEST SENSE command is from the same 
initiator. 

For additional information on sense data, refer to Appendix B. 
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A.1.' FORMAT UNIT Command 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Direct Access 
Mandatory 
OlJ H 

APPENDIX A 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

=====-======================================================================== 
o Operation Code 

Logical Unit Number I FmtData\ CmpLst I Defect List Format 

2 Vendor Unique 

3 Interleave (MSB) 

Interleave (LSB) 

5 Vendor Unique Reserved Flag Link 
===================================================.=========================== 

The FORMAT UNIT command ensures that the medium is formatted so that all 
data blocks can be accessed. There is no guarantee that the medium has or has 
not been altered. In addition, the medium may be certified and control struc­
tures be created for the management of the medium and defects. With the large 
number of specified options, almost any media verification or test pattern can 
be implemented without the use of vendor unique options. Imp1ementers and 
users should study the many options of this command very carefully before 
creating a vendor unique command to achieve a particular format or media test. 

The FORMAT UNIT command is both a mandatory command and an extended 
command with multiple options. 

A format data (FmtData) bit of one indicates that format data is supplied 
during the DATA OUT phase. The defect list included with this data specifies 
the defects that shall be entered into the defect map. The format of the 
defect list is determined by defect list format. A FmtData bit of zero 
indicates that the DATA OUT phase shall not occur (no defect data shall be 
supplied by the ini tiator). 

A complete list (CmpLst) bit of one indicates the data supplied is the 
complete list of known defects. Any previous initiator-specified defect map 
or defect data shall be erased. The target may add to this list as it formats 
the medium. The result is to purge any previous initiator-specified defect 
list and to build a new defect list. A CmpLst bit of zero indicates that the 
data supplied is in addition to existing defect data using the current format. 
When using the block format, the defect list refers to the current block 
length (and not to the new block length, if it is different) and the defect 
list refers to current logical block addresses (not physical addresses). The 
target may add to this list as it formats the medium. 

The defect list format field specifies additional information related to 
the defect list. 
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The interleave field requests that the logical blocks be related in a 
specific fashion to the physical blocks to facilitate speed matching. An 
interleave value of zero requests that the target use its default interleave. 
An interleave value of one requests that consecutive logical blocks be placed 
in consecutive physical order. Values of two or greater are vendor unique. 

Figure A-l: FORMAT UBIT Command Variations 

============================================================================== 
Bit Reference 

432 0 
FmtData 
I CmpLst 
I I Defect List 
I I Format 
I I I 

o X 

o 

o 

o 

X 

o 

X X 

o X 

o X 

o 

o 

o 

o 

X 

X 

X 

o 

o 

o 

Command Type 

Mandatory 

Extended 

Optional 

Optional 

Optional 

Optional 

Optional 

Vendor unique 

Reserved 

Reserved 

Comments 

Format with no defect data sent from 
the initiator to the target. 

Format adding the defects specified in 
the defect list to the known defects. 

Format using defects in the defect 
list as the full set of known defects. 

Format adding the defects in the 
defect list to the known defects. 

Format using the defects in the defect 
list as the full set of known defects. 

Format adding the defects in the 
defect list to the known defects. 

Format using the defects in the defect 
list as the full set of known defects. 

------------------------------------------------------------------------------------------------------------------------------------------------------------
X = 1 or 0 (i.e., don't care term). 
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The defect lists shown in Figures A-2, A-3, A-4, and A-5 contain a four­
byte header followed by one or more defect descriptors. The length of the 
defect descriptors varies with the format of the defect list. 

The defect list length in each table specifies the total length in bytes 
of the defect descriptors that follow. In Figure A-2, the defect list length 
is equal to four times the number of defect descriptors. In Figures A-3 and 
A-4, the defect list length is equal to eight times the number of defect 
descriptors. 

Figure A-2: Defect List - Block Foraat 

------------------------------------------------------------------------------------------------------------------------------------------------------------Byte \ Defect List Header 
------------------------------------------------------------------------------------------------------------------------------------------------------------o \ Reserved 1 
-----1-----------------------------------------------------------------------\ 1 I Reserved 1 

-----\-----------------------------------------------------------------------1 2 I Defect List Length (MSB) I 
-----/-----------------------------------------------------------------------1 3 \ Defect List Length (LSB) 1 
============================================================================== 

Defect Descriptor (s) 1 
------------------------------------------------------------------------------------------------------------------------------------------------------------o I 

I Defect Block Address (MSB) 
I I -----1-----------------------------------------------------------------------1 1 1 Defect Block Address : 

-----\-----------------------------------------------------------------------1 2 1 Defect Block Address 1 

-----1-----------------------------------------------------------------------1 3 I Defect Block Address (LSB) 1 

------------------------------------------------------------------------------------------------------------------------------------------------------------
EaCh defect descriptor for the block format specifies a four-byte defect 

block address that contains the defect. The defect descriptors shall be in 
ascending order. 
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Figure A-3: Detect List - Bytes Fro. Index For.at 

============================================================================== 
Byte 1 Defect List Header 
============================================================================== 
o I Reserved 1 

-----1-----------------------------------------------------------------------1 1 1 Reserved 1 
-----1-----------------------------------------------------------------------1 

2 1 Defect List Length (MSB) I 
-----1-----------------------------------------------------------------------1 
3 1 Defect List Length (LSB) 1 

------------------------------------------------------------------------------------------------------------------------------------------------------------
Defect Descriptor(s) 

=====-======================================================================== 
o Cylinder Number of Defect (MSB) 

Cylinder Number of Defect 

2 Cylinder Number of Defect (LSB) 

3 Head Number of Defect 
-----,-----------------------------------------------------------------------

4 1 Defect Bytes from Index (MSB) 
-----1-----------------------------------------------------------------------5 1 Defect Bytes from Index 
-----1-----------------------------------------------------------------------6 1 Defect Bytes from Index 
-----1-----------------------------------------------------------------------
7 1 Defect Bytes from Index (LSB) 

============================================================================== 

Each defect descriptor for the bytes from index format specifies the 
beginning of an eight-byte defect location on the medium. Each defect 
descriptor is composed of the cylinder number of defect, the head number of 
defec t, and the defec t by te s from index. The defec t descri ptors shall be in 
ascending order. For determining ascending order, the cylinder number of 
defect is considered the most significant part of the address and the defect 
bytes from index is considered the least significant part of the address. 

A defect bytes from index of FFFFFFFFH indicates that the entire track 
shall be reassigned. 
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Figure A-4: Defect List - Physical Sector Format 

============================================================================== 
Byte 1 Defect List Header· 1 
============================================================================== 
o 1 Reserved 1 

-----1-----------------------------------------------------------------------1 1 I Reserved 1 
-----1-----------------------------------------------------------------------1 2 I Defect List Length (MSB) 1 

-----1-----------------------------------------------------------------------1 3 Defect List Length (LSB) 1 
============================================================================== 

Defect Descriptor(s) 1 
============================================================================== 
o 1 Cylinder Number of Defect (MSB) 1 

-----1-----------------------------------------------------------------------1 1 1 Cylinder Number of Defect 1 
-----1-----------------------------------------------------------------------1 2 1 Cylinder Number of Defect (LSB) 

-----1-----------------------------------------------------------------------3 I Head Number of Defect 

-----1-----------------------------------------------------------------------4 I Defect Sector Number (MSB) 

-----1-----------------------------------------------------------------------5 I Defect Sector Number 

-----1---------------------------------------------------------------------~-6 I Defect Sector Number 

-----1-----------------------------------------------------------------------7 Defect Sector Number (LSB) 
============================================================================== 

Each defect descriptor for the physical sector format specifies a sector­
size defect location composed of the cylinder number of defect, the head 
number of defect, and the defect sector nu~ber. The defect descriptors shall 
be in ascending order. For determining ascending order, the cylinder number 
of defect is considered the most significant part of the address and the 
defect sector number is considered the least significant part of the address. 

be 
A deifect

d 
sector number of FFFFFFFFH indicates that the entire track shall 

reass gne • 
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A.1.5 REASSIGBBLOCKS Co .. and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Direct Access and Write-Once Read-Multiple 
Optional 
07H 

============================================================================== 
Bitf 

Byte I 
7 6 5 I 

I 

1 
3 2 o 

============================================~================================= o f Operation Code I 
-----1-----------------------------------------------------------------------

1 1 Logical Uni t Number I Reserved 
-----1-----------------------------------------------------------------------2 I Reserved 
-----1-----------------------------------------------------------------------
3 I Reserved 

-----1-----------------------------------------------------------------------
4 1 Reserved 

-----1-----------------------------------------------------------------------
5 I Vendor Unique I Reserved I Flag I Link 
====================================~==============~========================== 

The REASSIGN BLOCKS command requests the target to reassign the defective 
logical blocks to an area on the logical unit reserved for this purpose. 

The initiator transfers a defect list that contains the logical block 
addresses to be reassigned. Note that the initiator does not specify the 
physical medium to which logical blocks are reassigned. The target reassigns 
the physical medium used for each logical block address in the list. The data 
contained in the logical blocks specified in the defect list may be altered, 
but the data in all other logical blocks on the medium shall be preserved. 

The effect of specifying a logical block to be reassigned that previously 
has been reassigned is to reassign the block again. Thus, over the life of 
the medlum, a logical block can be assigned to multiple physical addresses 
(until no more spare locations remain on the medium). 

The REASSIGN BLOCKS defect (Figure A-5) contains a four-byte header 
followed by one or more defect descriptors. The length of each defect 
descriptor is four bytes. 

The defect list length specifies the total length in bytes of the defect 
descriptors that follow. The defect list length is equal to four times the 
number of defect descriptors. 
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Figure A-5: REASSIGI BLOCKS De£ect List 

============================================================================== 
Byte 1 Defect List Header I 
--------------------------------------------------------------------------.--------- -----------------------------------------------------------~------------o Reserved 1 

-----------------------------------------------------------------------: 
Reserved I 

------------------------------------------------------------------.----1 
2 Defect List Length (MSB) I 

------------------~----------------------------------------------------1 3 I Defect List Length (LSB) 1 
============================================================================== 

Defect Descri ptor( s) 1 
=============.================================================================= 
o I Defect Logical Block Address (MSB) 1 

-----1-----------------------------------------------------------------------1 
1 1 Defect Logical Block Address 1 

-----1-----------------------------------------------------------------------1 
2 I Defect Logical Block Address 1 

-----1-----------------------------------------------------------------------1 
3 1 Defect Logical Block Address (LSB) 1 

============================================================================== 
The defect descriptor specifies a four-byte defect logical block address 

that contains the defect. The defect descriptors are listed in ascending 
order. 

If the logical unit has insufficient capacity to reassign all of the 
defective logical blocks, the command terminates with a CHECK CONDITION status 
and the sense key is set to MEDIUM ERROR. The logical block address of the 
first logical block not reassigned is returned in the information bytes of the 
sense data. 
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A.1.6 READ Co .. and 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Direct Access 
Mandatory 
08H 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

=====-================================================================.=======-
o Operation Code 

Logical Unit Number [Logical Block Address (MSB) 

2 Logical Block Address 

3 Logical.Block Address (LSB) 
-----,-----------------------------------------------------------------------

4 I Transfer Length 
-----1----------------------------------------------------------------------~ 5 I Vendor Unique I Reserved I Flag I Link 
===================================================.=========================== 

The READ command requests that the target transfe~ data to the initiator. 

The logical block address specifies the logical block at which the read 
operation begins. 

The transfer length specifies the number of contiguous logical blocks of 
data to transferred. A transfer length of zero indicates that 256 logical 
blocks shall be transferred. Any other value indicates the number of logical 
blocks to be transferred. 

This command is terminated with a RESERVATION CONFLICT status if any 
reservation access conflict exists, and no data shall be read. 

If any of the following conditions occur, this command is terminated with 
a CHECK CONDITION status, and if extended sense is implemented, the sense key 
is set as indicated in the following table. Figure A-6 does not provide an 
exhaustive enumeration of all conditions that may cause the CHECK CONDITION 
status. 
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Figure A-6: Selected CHECK CONDITIORS for READ Command 

Condition Sense Key 

InvallQ logical block address ILL~GAL REQUEST (see note) 

Target reset or medium change since 
last command from this initiator 

Unrecoverable read error 

Recovered read error 

Overrun or other error that might 
be resolved by repeating the command 

UNIT ATTENTION 

MEDIUM ERROR 

RECOVERED ERROR 

ABORTED COMMAND 

NOTE: The extended sense information bytes shall be set to the logical block 
address of the first invalid address. 

A.1.7 WRITE Command 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Direct Access 
Mandatory 
OAH 

============================================================================== 
Bi t 1 7 6 5 4 3 1 2 1 1 0 

Byte I 1 1 I 
-----------------------------------------------------------------------------------------------------------------------------------------------------------o I Operation Code 
-----1-----------------------------------------------------------------------1 1 Logical Unit Number 1 Logical Block Address (MSB) 
-----1-----------------------------------------------------------------------

2 1 Logical Block Address 
-----1-----------------------------------------------------------------------3 I Logical Block Address (LSB) 

-----I-~---------------------------------------------------------------------4 I Transfer Length 
-----1-----------------------------------------------------------------------

5 I Vendor Unique Reserved I Flag Link 
============================================================================== 

The WRITE command requests that the target write the data transferred by 
the initiator to the medium. 

The logical block address specifies the logical block at which the write 
operation begins. 

The transfer length specifies the number of contiguous logical blocks of 
data to transferred. A transfer length of zero indicates that 256 logical 
blocks are to be transferred. Any other value indicates the number of logical 
blocks to be transferred. 
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This command shall be terminated with a RESERVATION CONFLICT status if 
any reservation access conflict exists, and no data shall be written. 

If any of the following condi tions occur, this command shall be termi­
nated ~ith a CHECK CONDITION status, and if extended sense is implemented, the 
sense key shall be set as indicated in the following table. Figure A-7 below 
does not provide an exhaustive enumeration of all condi tions that may cause 
the CHECK CONDITION status. 

Figure A-1: Selected CHECl[ COIDITIOIS for WRITE Co..and 

Condition Sense Key 

Invalid logical block address 

Target reset or medium change since 
last command from this initiator 

ILLEGAL REQUEST (see note) 

UNIT ATTENTION 

Overrun or other error that might 
be resolved by repeating the command ABORTED COMMAND 

NOTE: The extended sense information bytes shall be set to the logical block 
address of the first invalid address. In this case, no data shall be written 
on the logical unit. 

A.1.8 SEEK Co __ and 

Peripheral Device Type: 

Operation Code Type: 
Operation Code: 

Direct Access, Write-Once Read-Multiple, and 
Read-Only Direct Access 
Optional 
OBH· 

============================================================================== 
Bit: 7 6 5 3 2 o 

Byte I 
============================================================================== 
o I Operation Code I 

-----1-----------------------------------------------------------------------1 
1 1 Logical Uni t Number 1 Logical Block Address (MSB) 1 

-----1-----------------------------------------------------------------------1 
2 1 Logical Block Address 1 

-----1-----------------------------------------------------------------------1 
3 1 Logical Block Address (LSB) 1 

-----1-----------------------------------------------------------------------1 
4 1 Reserved I 

-----I----------------------------------~------~-----------------------------f 5 1 Vendor Unique I Reserved 1 Flag 1 Link I 
------------------------------------------------------------------------------------------------------------------------------------------------------------

The SEEK command requests that the logical unit seek to the specifi~d 
logical block address. 
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Peripheral Device Type 
Operation Code Type 

Operation Code 

All 
Extended 
12H 

APPENDIX A 

=======================~====================================================== 
Bitl 

Byte 1 
7 6 5 3 2 o 

-----------------------------------------------------------------------------------------------------------------------------------------------------------o I Operation Code 

-----I------------------------------------~----------------------------------1 I Logical Unit Number I Reserved 

-----1-----------------------------------------------------------------------2 1 Reserved 

-----1-----------------------------------------------------------------------3 I Reserved 

-----1-----------------------------------------------------------------------4 I Allocation Length 

-----1-----------------------------------------------------------------------5 1 Vendor Unique 1 Reserved 1 Flag 1 Link 
============================================================================== 

The INQUIRY command requests that information regarding parameters of the 
target and its attached peripheral device(s) be sent to the initiator. 

The allocation length specifies the number of bytes that the initiator 
has allocated for returned INQUIRY data. An allocation length of zero indi­
cates that no INQUIRY data is to be transferred. This condition is not to be 
considered as an error. Any other value indicates the maximum number of bytes 
to be transferred. The target terminates the DATA IN phase when allocation 
length bytes have been transferred or when all available INQUIRY data have 
been transferred to the initiator, whichever is less. 

A CHECK CONDITION status is reported only when the target cannot return 
the requested INQUIRY data. 

The INQUIRY data, shown in Figure A-8, contains a five byte header, 
followed by the vendor unique parameters, if any. 
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----------------------------Bitl 7 
Byte I 

Figure A-8: I.QUIRY Data 

===~~===i===;==:=i===;====i===;====i===;====i============~===== 

I I I I I 
== == = -= = = = = = = = = = = = == = = = ===== = = = = = ==-= = == = =="::':: =='::".: = ==': == = = = = = = = = = = == = = = = = = = == = = o Peripheral Device Type f 

------------------------------------~----------------------------------1 ·1 RHB I Device-Type Qualifier : 
--------------------------------~-----------------------~~~------------: 2 Version I 
---------------------------~---------------------------~---------------I 3 Reserved : 

-----------------------------------------------------------------------: 4 Additional Length (n) I 
============================================================================== 

Vendor Unique Parameters 
==============================================================:==-============= 

Vendor Unique 
Parameter Bytes 

============================================================================== 
The peripheral device type is shown in Figure A-9 below. 

Figure A-9: Peripheral Device Type 

============================================================================== Code Description 

R~H Direct-access device (e.g., magnetic disk) 
v'H SeQuential-access device (e.g., magnetic tape) 
02H PrInter devlce 
03 H Processor device 
04 H Write-once read-multiPleddevice«e. g., some optical Qi~k~) 
05H Read-only direct-access eVlce e.g., some opt1cal d1sKs) 
OOH 7EH Reserved SbH Logical unit not present 

H FFH Vendor unique 
============================================~================================= 

A removable medium (RHB) bit of zero indicates that the medium is not 
removable. A RMB bit of one indicates that the medium is removable. 

The device-type qualifier is a seven bit user specified code. This code 
may be set with switches or by some other means by the target or peripheral 
device. SCSI devices that do not support this feature must return all zero 
bits. This feature allows each user to assign unique codes to each specific 
type of peripheral device that is supported on- the system being used. These 
codes may then be used by self-configuring software to determine what specific 
peripheral device is at each logical unit number. This is especially valuable 
for systems that support multiple types of removable medium. 
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The version is the implemented version of this standard and is defined as 
shown in the table below. 

Figure A-10: YersioD 

===================-========================================================== Code Description 

Version is unspecified 
Thi3 version. This code shall be u~ed by SCSI devices that 
clalm to comply with this standard ~upon ANSI pUblIcation) 

02H - FFH Reserved 
============================================================================== 

The additional length shall specify the length in bytes of the vendor 
unique parameters. If the allocation length of the command descriptor block 
is too small to transfer all of the vendor unique parameters, the additional 
length shall not be adjusted to reflect the truncation. 

A.1.10 MODE SELECT Command 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Direct Access 
Optional 
15H 

============================================================================== 
Bitl 

Byte 1 7 6 5 3 2 o 

===========================================================================.=== o I Operation Code 1 

-----1-----------------------------------------------------------------------/ 1 1 Logical Uni t Number Reserved 1 

-----1-----------------------------------------------------------------------1 2 1 Reserved 1 

-----1-----------------------------------------------------------------------1 3 1 Reserved I , , 
-----1-----------------------------------------------------------------------1 4 I Parameter List Length I 

I I -----1-----------------------------------------------------------------------, 5 1 Vendor Unique I Reserved 1 Flag I Link 1 

============================================================================== 
The MODE SELECT command provides a means for the initiator to specify 

medium, logical unit, or peripheral device parameters to the target. 

The parameter list length specifies the length in bytes of the MODE 
SELECT parameter list that shall be transferred during the DATA OUT phase. A 
parameter list length of zero indicates that no data is to be transferred. 
This condition is not considered as an error. 

The MODE SELECT parameter list, shown in Figure A-11, contains a four­
byte header, followed by zero or more block descriptors, followed by the 
vendor unique parameters, if any. 
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Figure A-11: MODE SELECT Para.eter List 

============================================================================== 
Byte : MODE SELECT Header 
============================================================================== 
o 1 Reserved I 

-----1-----------------------------------------------------------------------1 
1 1 Medium Type 1 

1 1 -----1-----------------------------------------------------------------------1 
2 1 Reserved I 

-----1-----------------------------------------------------------------------1 
3 1 Block Descriptor Length 1 

============================================================================== 
Block Descriptor(s) 

============================================================================== 
o I Densi ty Code 1 

-----1-----------------------------------------------------------------------1 
1 I Number of Blocks (MSB) 

-----1-----------------------------------------------------------------------
2 1 Number of Blocks 

-----1-----------------------------------------------------------------------3 1 Number of Blocks (LSB) 

-----I---------------------------------------------~-----------------------~-4 1 Reserved 
-----1-----------------------------------------------------------------------5 1 Block Length (MSB) 
-----1-----------------------------------------------------------------------

6 1 Block Length 
-----1-----------------------------------------------------------------------

7 Block Length (LSB) 
------------------------------------------------------------------------------------------------------------------------------------------------------------

Vendor Unique Parameter(s) 
================================================~============================= o _ nl 

I 
Vendor Unique 
Parameter Byte(s) 

============================================================================== 
Code values for the medium type field shall be assigned as follows: 

Default (currently mounted medium type) 
Flexible disk, single-sided diskette 
Flexible disk, double-sided diskette 
Reserved 
Vendor unique 

The block descriptor length specifies the length in bytes of all the 
block descriptors. It is equal to the number of block descriptors times eight 
and does not include the vendor unique parameters, if any. A block descriptor 
length of zero indicates that no block descriptors are included in the para­
meter list. This condition is not considered as an error. 

Each block descriptor specifies the medium characteristics for all or 
part of a logical unit. Each block descriptor contains a density code, a 
number of blocks, and a block length. 
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The number of blocks field specifies the number of logical blocks on the 
med1um that meet the density code and block length in the block descriptor. A 
number of blocks of zero indicates that all of the remaining logical blocks of 
the logical unit shall have the medium characteristics specified by the block 
descriptor. 

The block length specifies the length in bytes of each logical block 
described by the block descriptor. 

A.1.11 RESERVE Co .. and 

Peripheral Device Type: 

Operation Code Type: 
Operation Code: 

Direct Access, Write-Once Read-Multiple, and 
Read-Only Direct Access 
Optional 
16 H 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

=============================================================================-
o 

2 

3 

4 

5 

Operation Code 

Logical Unit Number I 3rdPty I Third Party Device ID I Extent 

-----------------~-----~-------------------------------------------~---Reservation Identification 

Extent List Length (MSB) 

Extent List Length (LSB) 

Vendor Unique Reserved Flag Link 
============================================================================== 

The RESERVE command is used to reserve logical uni ts, or, if the extent 
reservation option is implemented, extents within logical units for the use of 
the ini tiator. 

If the extent bit is one, and the extent reservation option is not 
implemented, then the RESERVE command shall be rejected with CHECK CONDITION 
status and the sense key shall be set to ILLEGAL REQUEST. Refer to the ANSI 
document for further details on the RESERVE Command. 
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Figure A-12: Data For.at of Extent Descriptors 

================================="============================================= 
Bi t I 7 6 5 4 3 2 0 

Byte I 
~========~=============~===~~==========================~~===================== o I Reserved I RelAdr I Reservation Type I -----1-----------------------------------.... --.. -------------------------------- : 

1 I Number of Blocks ( MSB) I 
-----1------------------------------------------------~----------------------2 1 Number of Blocks 
-----1---------------------------'-----------·---------------------------------
3 I Number of Blocks (LSB) 

-----1-----------------------------------------------------------------------4 1 Logical Block Address (MSB) 

-----1-----------------------------------------------------------------------5 1 Logical Block Address 
----- I--------------------·---~--------------------------------------.---------

6 : Logical Block Address 

-----1-----------------------------------------------------------------------7 Logical Block Address (LSB) 
============================================================================== 

The size of the extent list shall be defined by the extent list length 
parameter. The extent list shall consist of one or more descriptors as shown 
in Figure A-12. Each extent descriptor defines an extent beginning at the 
specified logical block address for the specified number of blocks. If th"e 
number of blocks 1s zero, the extent shall begin at the specified 10g1cal 
block address and continue through the last logical block address on the 
logical unit. 

The reservation type field shall determine the type of reservation to be 
effected for each extent. The four possible types of reservations are: 

DB(1) DB(O) Reservation Type 

1 
o 
1 
o 

o 
1 
1 
o 

Read Exclusive 
Write Exclusive 
Exclusive Access 
Read Shared 

Read Exclusive. While this reservation is active, no other initiator shall be 
permitted read operations to the indicated extent. This reservation shall not 
inhibit write operations from any initiator or conflict with a write exclusive 
reservation; however, read exclusive, exclusive access, and read shared reser­
vations that overlap this extent shall conflict with this reservation. 

Write Exclusive. While this reservation is active, no other initiator shall 
be permitted write operations to the indicated extent. This reservation shall 
not,inhibit read operations from any initiator or conflict with a read exclu­
sive reservation from any initiator. This reservation shall conflic~ with 
wri te exclusive, exclusive access, and read shared reservations that overlap 
this extent. 
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Exclusive Access. While this reservation is active, no other initiator shall 
be permi tted any access to the indicated extent. All reservation types that 
overlap this extent shall conflict with this reservation. 

Read Shared. While this reservation is active, no write operations shall be 
permi t ted by any i ni ti a tor to the i ndi ca ted e x tent. Thi s re serv a ti on shall 
not inhibit read operations from any initiator or conflict with a read shared 
reservation. Read exclusive, write exclusive, and exclusive access reserva­
tions that overlap with this extent shall conflict with this reservation. 

If the relative address bit is one, the logical block address shall be 
treated as a two's complement displacement. This displacement shall be added 
to the logical block address last accessed on the logical unit to form the 
logical block address for this extent. This feature is only available when 
linking commands and requires that a previous command in the linked group has 
accessed a logical block on the logical unit; if not, the RESERVE command 
shall be terminated with a CHECK CONDITION status and the sense key shall be 
set to ILLEGAL REQUEST. 

If an initiator attempts a command to a logical block that has been 
reserved and that access is prohibited by the reservation, the command shall 
not be performed and the command shall be terminated with a RESERVATION CON­
FLICT status. If a reservation conflict precludes any part of the command, 
none of the command shall be performed. COpy commands shall be terminated 
wi th a CHECK CONDITION status and the sense key shall be set to DATA PROTECT 
if any part of the copy operation is prohibited by an active reservation. If 
any extent in a logical unit is reserved in any way, a FORMAT UNIT command 
shall be rejected with a RESERVATION CONFLICT status. 

The ANSI document also defines third party reservation and release opera­
tions. The third party reeservation allows an initiator to reserve a logical 
unit or extents within a logical unit for another SCSI device. This option is 
intended for use in multiple-initiator systems that use the COpy command. 
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A.1.12 RELEASE Co .. and 

Peripheral Device Type: Direct Access, Write-Once Read-Multiple, and 
Read-Only Direct Access 

Operation Code Type: Optional 
Operation Code: 17H 

============================================================================== 
Bitl 

Byte I 
7 6 5 4 3 2 o 

=============================================================================-
o 1 Operation Code 

-----1-----------------------------------------------------------------------
1 1 Logical Unit Number I 3rdPty I Third Party Device ID I Extent 

-----1-----------------------------------------------------------------------2 I Reservation Identification 
-----1-----------------------------------------------------------------------3 I Reserved 
-----1-----------------------------------------------------------------------

4 I Reserved 
-----1-----------------------------------------------------------------------1 

5 1 Vendor Unique I Reserved 1 Flag 1 Link I 
============================================================================== 

The RELEASE command is used to release previously reserved logical units, 
or, if the extent release option is implemented, previously reserved extents 
within logical units. It is not an error for an initiator to attempt to 
release a reservation that is not currently active. 

If the extent bit is zero, the RELEASE command shall cause the target to 
terminate any reservation that is active from the initiator to the specified 
logical uni t. 

If the extent bit is one and the extent release option is not 
implemented, then the RELEASE command is terminated with a CHECK CONDITION 
status and the sense key shall be set to ILLEGAL REQUEST. This option must be 
implemented if the extent reservation option is imp~emented. 

If the extent bit is one and the ex tent reI ea se opti on is i mpl emented, 
this command causes any reservation from the requesting initiator with a 
matching reservation identification that is active or queued to be terminated. 
Other reservations from the requesting initiator shall remain in effect. 

If the logical unit queues reservations, then when a RELEASE command is 
processed, the reservation queue shall be examined on a first-in first-out 
basis. If there are one or more reservations in the queue that can now be 
activated, the logical unit shall first disconnect from the initiator. It 
shall then successively reconnect with each initiator whose queued reservation 
may now be activated. A queued reservation request shall not be activated if 
it conflicts with any previously queued reservation. After first granting all 
possible queued reservations, the unit shall reconnect wi th the ini tiator of 
the RELEASE command. 
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If a logical unit that queues reservations receives a RELEASE c~mmand 
from a second initiator while it is disconnected during processing of a pre­
vious RELEASE command, it shall then disconnect from the second initiator and 
suspend processing of the second RELEASE until after reconnect ion with the 
first initiator, or until it is determined that reconnection has failed. 

The third-party release option for the RELEASE command allows an initia­
tor to release a logical unit or extents within a logical unit that were 
previously reserved using the third-party reservation option. This option 
must be implemented if the third-party reservation option is implemented. 
This option is intended for use in multiple-initiator systems that use the 
COpy command. 

A.1.13 COpy Co .. and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

All 
Optional 
18 H 

============================================================================== 
Bitl 

Byte I 
7 6 5 4 3 2 o 

=============================================================================-
o , , Operation Code 

-----1-----------------------------------------------------------------------
1 I Logical Unit Number 1 Reserved 

-----1-----------------------------------------------------------------------
2 1 Parameter List Length (MSB) 

-----1-----------------------------------------------------------------------3 I Parameter List Length 

-----I----------------------~------------------------------------------------1 4 1 Parameter List Length (LSB) 1 
-----1-----------------------------------------------------------------------1 
5 1 Vendor Unique Reserved 1 Flag 1 Link 

============================================================================== 

The COPY command provides a means to copy data from one logical unit to 
a nother or the sam e logi cal uni t. The log i cal uni t s may re si d e on the same 
SCSI device or different SCSI devices. Some SCSI devices that implement this 
command may not support copies to or from another SCSI device or third party 
copies (both logical units reside on other SCSI devices). 

The parameter list length specifies the length in bytes of the parameters 
which will be sent during the DATA OUT phase of the command. A parameter list 
length of zero indicates that no data shall be transferred. 

The COpy parameter list, shown in Figure A-13, begins with a four-byte 
header that contains the COPY function code and priority. Following the 
header is one or more segment descriptors. 
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Figure A-13: COpy Para.eter List 

=====:============================================================== 
Bitl 

Byte I 
7 6 5 3 I 2 I 

I I 

------------------o 

============================================================================== 
o I COpy Function Code I Priori ty I 

-----1-----------------------------------------------------------------------1 
1 I Vendor Unique / 
-----I-----------------------------------~-----------------------------------/ 2 I Reserved / 
-----1-----------------------------------------------------------------------1 

3 I Reserved I 
============================================================================== 

Segment Descriptor(s) 
=============================================================================-
0_1 
xx I 

Segment Descriptor 0 
(See specific table for length.) 

-----1-----------------------------------------------------------------------
I 
I 
I 
I • 

-----I------------------------------------~----------------------------------0-1 
xx I 

Segment Descriptor n 
(See specific table for length.) 

============================================================================== 

The COpy function code defines a specific format for the segment descrip­
tors. 

The pri or i ty field of the COpy param eter list establ ishes the reI a ti v e 
priority of this COpy command to other commands being executed by the same 
target. All other commands are assumed to have a priority of f. Priority 0 
is the highest priority with increasing values indicating lower priorities. 

The segment descriptor formats are determined by the COpy function code. 
The segment descriptor format used for wri te-once read-mul.tiple devices and 
for read-only direct-access devices shall be the same as for direct-access 
devices. The segment descriptor format used for printer devices and for 
processor devices shall be the same as for sequential-access devices. Thus a 
COpy from a write-once read-multiple device to a printer device uses the same 
segment descriptor format as for a COpy from a direct-access device to a 
sequential-access device. A maximum of 256 segment descriptors are permitted. 
The segment descriptors are identified by ascending numbers beginning with 
zero. 
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Figure A-1_: COpy FUDctions 

==================================================================~=========== 
Peripheral De~ice Type 

Source Destination 

OOH 01H 
OOH 02H 
OOH 03H 
04H 01H 
04H 02H 
04H 03H 
05H 01H 
05H 02H 
05H 03H 

01H OOH 
01H 04H 
03H OOH 
03H 04H 
OOH OOH 
OOH 04H 
04H OOH 
04H 04H 
05H OOH 
05H 04H 

01H 01H 
01H 02H 
01H 03H 
03H 01H 
03H 02H 
03H 03H 

COPY 
Function 

Code 

OOH 
OOH 
OOH 
OOH 
OOH 
OOH 
OOH 
OOH 
OOH 

01H 
01H 
01H 
01H 
02H 
02H 
02H 
02H 
02H 
02H 

03H 
03H 
03H 
03H 
03H 
03H 

Segment 
Descriptor 

Table 

Figure A-15 
Figure A-15 
Figure A-15 
Figure A-15 
Figure A-15 
Figure A-15 
Figure A-15 
Figure A-15 
Figure A-15 

Figure A-15 
Figure A-15 
Figure A-15 
Figure A-15 
Figure A-16 
Figure A-16 
Figure A-16 
Figure A-16 
Figure A-16 
Figure A-16 

Figure A-17 
Figure A-17 
Figure A-17 
Figure A-17 
Figure A-17 
Figure A-17 

Comment 

Direct Access 
to 

Sequential Access 

Sequential Access 
to 

Direct Access 

Direct Access 
to 

Direct Access 

Sequential Access 
to 

Sequential Access 

============================================================================== 

Peripheral device type: OOH Direct-access device 

COPY function code: OOH 
01H 
02H 
03H 

01H Sequential-access device 
02H Printer device 
03H Processor device 
04H Write-once read-multiple device 
05H Read-only direct-access device 

04H OFH 
10H _ 1FH 

Direct access to sequential access 
Sequential access to direct access 
Direct access to direct access 
Sequential access to sequential access 
Reserved 
Vendor unique 
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Errors Detected by the Managing SCSI Deyice. Two classes of unusual 
conditions may occur during execution of a COPY command. The first class 
consists of those unusual conditions detected by the SCSI device that received 
the COpy command and is managing the execution of the command. These condi­
tions include parity errors while transferring the COPY command and status 
byte, invalid parameters in the COpy command, invalid segment descriptors, and 
inability of the SCSI device controlling the COpy functions to continue opera­
ting. In the event of such an unusual condition, the SCSI device managing the 
COPY shall: 

(1) Terminate the COPY command with a CHECK CONDITION status. 

(2) Return the sense data in the extended sense format. The valid bit shall 
be set to one. The segment number shall contain the number of the segment 
descriptor being processed at the time the unusual condition is detected. The 
sense key shall contain the sense key code describing the unusual condition. 
The information bytes shall contain the difference between the number of 
blocks field in the segment descriptor being processed at the time of the 
failure and the number of blocks successfully copied. This number is the 
residue of unprocessed blocks remaining for the segment descriptor. 

Errors Detected by a Target. The second class of errors consists of 
unusual conditions detected by the SCSI device transferring data at the 
request of the SCSI device managing the transfer. The SCSI device managing 
the COPY command detects unusual conditions by receiving a CHECK CONDITION 
status from one of the SCSI devices it is managing. It then shall recover the 
sense data associated with the unusual condition. 

The SCSI device managing the COpy command may also be the source or 
destination SCSI device (or both). It shall distinguish between a failure of 
the management of the COpy and a failure of the data transfer being requested. 
It shall then create the appropriate sense data internally. 

After recovering the sense data associated with the detected error, the 
SCSI device managing the COpy command shall: 

(1) Terminate the COpy command with a CHECK CONDITION status. 

(2) Return the sense data in the extended sense format. The valid bit shall 
be set to one. The segment number shall contain the number of the segment 
descriptor being processed at the time the unusual condition is detected. The 
sense key shall be set to COpy ABORTED. The information bytes shall contain 
the difference between the number of blocks field in the segment descriptor 
being processed at the time of the failure and the number of blocks 
successfully copied. This number is the residue of unprocessed blocks 
remaining for the segment descriptor. The additional sense length shall 
speclfy the number of additional sense bytes. 

The first addi tional sense byte specifies the byte number, relative to 
the first byte of sense data of the beginning of the source logical unit's 
status byte and sense data. A zero value indicates that no status byte or 
sense data is being returned for the source logical,.unit. The first byte of 
the area pointed to by the first additional sense byte contains the status 
byte from the source logical un! t. The subsequent bytes contain, unchanged, 
the sense data recovered from the source logical unit. 
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The second additional sense byte shall specify the byt~ number, relative 
to the first byte of sense data of the beginning of the destination logical 
unit's status byte and sense data. A zero value indicates that no status byte 
or sense data is being returned for the destination logical uni t. The first 
byte of the area pointed to by the second additional sense byte shall contain 
the status byte from the destination logical unit. The subsequent bytes shall 
contain, unchanged, the sense data recovered from the destination logical 
unit. 

COpy FUDction Code OOB and 01B. The format for the segment descriptors 
for COpy transfers between direct-access and sequential-access devices is 
specified in Figure A-15 below. This format is required for COpy function 
codes OOH or 01H. The segment descriptor may be repeated up to 256 times 
within the parameter list length specified in the command descriptor block. 

Figure A-15: SegmeDt Descriptor for COPY Function Codes OOB and 018 

============================================================================== 
Bitl 

Byte 1 
7 6 5 3 1 

I-
2 o 

============================================================================== 
o 1 Source Address 1 Reserved 1 Source LUN 1 

-----1-----------------------------------------------------------------------1 
1 1 Destination Address 1 Reserved 1 Destination LUN I 

-----1-----------------------------------------------------------------------1 
2 I Sequential-Access Device Block-Length (MSB) 1 

-----1-----------------------------------------------------------------------3 1 Sequential-Access Device Block-Length (LSB) 
-----1-----------------------------------------------------------------------

4 I Direct-Access Device Number of Blocks (MSB) 
-----1-----------------------------------------------------------------------5 I Direct-Access Device Number of Blocks 
-----1-----------------------------------------------------------------------6 I Direct-Access Device Number of Blocks 
-----1-----------------------------------------------------------------------
7 1 Direct-Access Device Number of Blocks (LSB) 

-----1-----------------------------------------------------------------------
8 1 Direct-Access Device Logical Block Address (MSB) 

-----1-----------------------------------------------------------------------
9 1 Direct-Access Device Logical Block Address 

-----1-----------------------------------------------------------------------
10 1 Direct-Access Device Logical Block Address 
-----1-----------------------------------------------------------------------
11 1 Direct-Access Device Logical Block Address (LSB) 
============================================================================== 

Source address and destination address fields specify the SCSI devices 
and the source LUN and destination LUN fields specify the logical units to use 
for this segment of the COPY command. Some SCSI devices may not support 
"third-party" COpy in which the copying SCSI device is not the source or 
destination device. Some SCSI devices only suppor.t COPY within the SCSI 
device and not to other SCSI devices. If an unsupported COpy operation is 
requested, the command is terminated with a CHECK CONDITION status and the 
sense key is set to ILLEGAL REQUEST. 
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The sequential-access device block-length field specifies the block­
length to be used on the sequential-access logical unit during this segment of 
the COPY command. If this block-length is known by the SCSI device managing 
the COpy to be not supported, the command shall be terminated with a CHECK 
CONDITION status and the sense key shall be set to ILLEGAL REQUEST. If the 
block-length is found to be invalid while executing a read or write operation 
to the sequential-access device, the command shall be terminated with a CHECK 
CONDITION status and the sense key shall be set to COpy ABORTED. 

The direct-access device number of blocks field specifies the number of 
blocks in the current segment. A value of zero indicates that no blocks shall 
be transferred in this segment. The direct~access device logical block 
address specifies the starting logical block address on the logical unit for 
this segment. 

COPY FUDctioD Code 02B. The format for the segment descriptors for COPY 
transfers among direct-access devices is specified in Figure A-16. This format 
is required for COPY function code 02 H• The segment descriotor may be 
repeated up to 256 times wi thin the parameter list length speclf1ed 1n the 
command descriptor block. 
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Figure A-16: Segment Descriptor tor COpy Function Code 02H 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

=============================================================================-o I Source Address 1 Reserved 1 Source LUN 

-----1-----------------------------------------------------------------------1 I Destination Address 1 Reserved 1 Destination LUN 
-----1-----------------------------------------------------------------------2 1 Reserved 

-----1-----------------------------------------------------------------------3 1 Reserved 

-----1-----------------------------------------------------------------------~ 1 Source Number ot Blocks (MSB) 

-----1-----------------------------------------------------------------------5 I Source Number of Blocks 
-----1-----------------------------------------------------------------------

6 I Source Number of Blocks 
-----1-----------------------------------------------------------------------7 1 Source Number ot Blocks (LSB) 

-----1-----------------------------------------------------------------------8 I Source Logical Block Address (MSB) 
-----1-----------------------------------------------------------------------
9 I Source Logical Block Address 

-----1-----------------------------------------------------------------------10 I Source Logical Block Address 
-----1-----------------------------------------------------------------~-~---11 I Source Logical Block Address (LSB) 
-----1-----------------------------------------------------------------------
12 I Destination Logical Block Address (MSB) , 
-----,-----------------------------------------------------------------------13 1 Destination Logical Block Address 
-----1-----------------------------------------------------------------------
1~ I Destination Logical Block Address 

-----1-----------------------------------------------------------------------15 Destination Logical Block Address (LSB) 
============================================================================== 

Tne source address and destination address fields specify the SCSI 
devices and the source LUN and destination LUN specify the logical units to 
use for this segment of the COpy command. Some SCSI devices may not support 
"third-party" COpy in which the copying SCSI device is not the source or 
destination device. Some SCSI devices only support COpy within the SCSI 
device and not to other SCSI devices. If an unsupported COpy operation is 
requested, the command shall be terminated with a CHECK CONDITION status and 
the sense key shall be set to ILLEGAL REQUEST. 

The 'source number of blocks field specifies the number of blocks to be 
transferred from the source device during command execution. The source 
logical block address field specifies the starting logical block address on 
the source device. The destination logical block address field specifies the 
starting logical block address on the destination device. 
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COpy Function Code 03B. The format for the segment descriptors for COpy 
tra nsfer s among seq ue n ti a1-a ccess dev i ce sis spec ified by Fi gure A.17. Thi s 
format is required for COPY function code 03 H• The segment descr~ptor imnaYthbee 
repeated up to 256 times within the parameter list length spec1fied 
command descriptor block. 

Figure A-11: Seg.ent Descriptor tor COpy Function Code 03B 

=======================.======================================================= 
Bitl 

Byte 1 
7 6 5 4 3 2 o 

============================================================================== 
o 1 Source Address I Reserved 1 Source LUN I 

-----1-----------------------------------------------------------------------1 1 1 Destination Address ; Reserved I Destination LUN 

-----1-----------------------------------------------------------------------2 I Reserved 

-----1-----------------------------------------------------------------------3 I Reserved· 

-----1-----------------------------------------------------------------------4 1 Source Block Length (MSB) 

-----1-----------------------------------------------------------------------5 1 Source Block Length (LSB) 

-----1-----------------------------------------------------------------------6 I Destination Block Length (MSB) 

-----I-------------------------------------------~-------~-------------------7 I Destination Block Length (LSB) 

-----1-----------------------------------------------------------------------8 1 Source Number of Blocks (MSB) 
-----1-----------------------------------------------------------------------1 9 I Source Number of Blocks 1 
-----1-----------------------------------------------------------------------1 10 1 Source Number of Blocks I 

-----1-----------------------------------------------------------------------1 11 1 Source Number of Blocks (LSB) I 
=====================================================~======================== 

Source address and destination address fields specify the SCSI devices 
and the source LUN and destination LUN fields specify the logical units to use 
for this segment of the COpy command. Some SCSI devices may not support 
"third-party" COpy in which the copying SCSI device is not the source or 
destination device. Some SCSI devices only support COpy within the SCSI 
device and not to other SCSI devices. If an unsupported COpy operation is 
requested, the command shall be terminated with a CHECK CONDITION status and 
the sense key shall be set to ILLEGAL REQUEST. 

The source block-length field specifies the block-length of the source 
device for this segment of the COpy. A zero in this field indicates variable 
block-length. . For nonzero values, thi s field shall match the logical unit's 
actual block-length. If block-length mismatches are detected by the SCSI 
device managing the COpy, the command shall be terminated with a CHECK CONDI­
TION status and the sense key shall be set to I~LEGAL REQUEST. If the 
mismatches are detected during the read operation by the COPY manager, the 
command is terminated with a CHECK CONDITION status and the sense key is set 
to COpy ABORTED. 
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The destination block-length field specifies the block-length to be used 
on the destination logical unit during the COPY. Destination block-length 
mismatches are handled in the same manner as source block-length mismatches. 

The source number of blocks field specifies the number of blocks to be 
transferred from the source device during this segment. A value of zero 
indicates that no blocks shall be transferred. 

A.1.14 MODE SEISE Co.mand 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Direct Access 
Optional 
1AH 

:::::::::::::::::::==:::=:=:::::::::::::::::::::::::========================== 
Bitl 

Byte I 
7 6 5 4 3 2 o 

============================================================================:-
o 

2 

3 

4 

5 

Logical Unit Number 

Vendor Unique 

Operation Code 

Reserved 

Reserved 

Reserved 

Allocation Length 

Reserved Flag Link 
============================================================================== 

The MODE SENSE command provides a means for a target to report its 
medium, logical unit, or peripheral device parameters to the initiator. It is 
a complementary command to the MODE SELECT command for support of medium that 
may contain multiple block lengths or densities. 

The alloca ti on length s peci fies the num be r of by tes tha t the i ni ti a tor 
has allocated for returned MODE SENSE data. An allocation length of zero 
indicates that no MODE SENSE data shall be transferred. This condition is not 
considered as an error. Any other value indicates the maximum number of bytes 
that shall be transferred. The target terminates the DATA IN phase when 
allocation length bytes have been transferred or when all available MODE SENSE 
data have been transferred to the initiator, whichever is less. 

The MODE SENSE data, shown in Figure A-17, contains a four-byte header, 
fOllowed by zero or more eight-byte block descriptors, followed by the vendor 
unique parameters, if any. 
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Figure A-18: HODE SERSE Data 

================================================================.============== 
Bitl 

Byte 1 
7 6 5 3 2 o 

==========================================================================~=== 
o I Sense Data Length I 

-----1-----------------------------------------------------------------------1 1 1 Medium Type 1 
-----I---------------------------------~-------------------------------------1 2 I WP / Reserved 1 

-----1-----------------------------------------------------------------------/ 3 Block Descriptor Length 1 
============================================================================== Block Descriptor(s) 
=============================================================================-o 1 Densi ty Code 

-----I-----------------------------------------~-----------------------------1 1 Number of Blocks (MSB) 

-----1-----------------------------------------------------------------------2 / Number of Blocks 

-----I------------------------------------------~----------------------------3 1 Number of Blocks. (LSB) 

-----1-----------------------------------------------------------------------4 I Reserved 

-----1-----------------------------------------------------------------------5 I Block Length (MSB) 

-----1-----------------------------------------------------------------~-----6 I Block Length 

-----/-----------------------------------------------------------------------7 Block Length (LSB) 
============================================================================== 

Vendor Unique Parameter(s) 
============================================================================== o _ nl 

I 
I 

Vendor Unique 
Parameter Byte(s) 

============================================================================== 
The sense data length specifies the length in bytes of the following MODE 

SENSE data that is available to be transferred during the DATA IN phase. The 
sense data length does not include itself. 

Code values for the medium type field shall be assigned as follows: 

OOH 
01H 
02H 
03H-7FH 
80H-FFH 

Default (only one medium type supported) 
Flexible disk, single-sided diskette 
Flexible disk, double-sided diskette 
Reserved 
Vendor unique 

A write protected (WP) bit of zero indicates that the medium is write 
enabled. A WP bit of one indicates that the medium ~s write protected. 
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The block descriptor length specifies the length in bytes of all the 
block descriptors. It is equal to the number of block descriptors times eight 
and does not include the vendor unique parameters, if any. A block descriptor 
length of zero indicates that no block descriptors shall be included in the 
parameter list. This condition shall not be considered as an error. 

Ea~h block descriptor specifies the medium characteristics for all or 
part of a logical unit. Each block descriptor contains a density code, a 
number of blocks, and a block length. 

The number of blocks field specifies the number of logical blocks of the 
medium that meets the density code and block length in the block descriptor. 
A number of blocks of zero indicates that all of the remaining logical blocks 
of the logical unit have the medium characteristics specified by the block 
descriptor. 

The block length specifies the length in bytes of each logical block. 

A.1.15 START/STOP UNIT Co __ and 

Peripheral Device Type: 

Operation Code Type: 
Operation Code: 

Direct Access, Write-Once Read-Multiple, and 
Read-Only Direct Access 
Optional 
1 BH 

============================================================================== 
Bi t I 7 6 1 5 4 3 2 0 

Byte I I 
=====-======================================================================== 
o Operation Code 

Logical Unit Number Reserved 1 Immed 

2 Reserved 

3 Reserved 

4 Reserved I Start 
-----1-----------------------------------------------------------------------1 

5 I Vendor Unique I Reserved 1 Flag 1 Link I 
============================================================================== 

The START/STOP UNIT command requests that the target enable or disable 
the logical unit for further operations. 

An immediate (Immed) bit of one indicates that status shall be returned 
ass 0 0 n a s the 0 poe rat ion i sin i t i ate d • A n 1m m e d bit 0 f z e r 0 i n d i cat est hat 
status shall be returned after the operation is completed. 

A start bit of one requests the logica1.unit be made ready for use. A 
start bit of zero requests that the logical uriit be stopped. 
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A.1.16 RECEIVE DIAGJOSTIC RESULTS Co •• and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

All 
Optional 
1CH 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

=============================================================================-
o 1 Operation Code 

-----1-----------------------------------------------------------------------
1 1 Logical Unit Number I Reserved 

-----1-----------------------------------------------------------------------2 1 Reserved 
-----1-----------------------------------------------------------------------3 1 Allocation Length (HSB) 
-----1-----------------------------------------------------------------------q I Allocation Length (LSB) 
-----1-----------------------------------------------------------------------5 I Vendor Unique I Reserved I Flag I Link 
===================================================.=========================== 

The RECEIVE DIAGNOSTIC RESULTS command requests analysis data be sent to 
the initiator after completion of a SEND DIAGNOSTIC command (see A.1.17) 

The allocation length shall specify the number of bytes that the initia­
tor has allocated for returned diagnostic data. An allocation length of zero 
indicates that no diagnostic data shall be transferred. Any other value indi­
cates the maximum number of bytes that shall be transferred. The target 
terminates the DATA IN phase when allocation length bytes have been trans­
ferred or when all available diagnostic data have been transferred to the 
initiator, whichever is less. 

The diagnostic data returned is vendor unique. 

NOTE: Although diagnostic software is generally device-specific, this command 
and the SEND DIAGNOSTIC command provide a means to isolate the operating 
system software from the device-specific diagnostic software. Hence the 
operating system can remain device-independent. This also allows diagnostic 
software to be more easily ported to other operating systems. 
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Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

All 
Optional 
1DH 

APPENDIX A 

============================================================================== 
Bitl 

Byte 1 
7 6 5 4 3 2 o 

---------------------------------------------------------------------------------- -----------------------------------------------------------------------o Operation Code 

Logical Unit Number Reserved ISelfTest: DevOfL 1 UnitOfL 

2 Reserved 

3 Parameter List Length (MSB) 

4 Parameter List Length (LSB) 

-----------------------------------------------------------------------1 5 Vendor Unique I Reserved 1 Flag I Link I 
==================================================~===============:==~======== 

The SEND DIAGNOSTIC command requests the target to perform diagnostic 
tests on itself, on the attached peripheral devices, or on both. This command 
is usually followed by a RECEIVE DIAGNOSTIC RESULTS command, except when the 
self test (Self Test) bit is one. 

The parameter list length specifies the length in bytes of the parameter 
list that shall be transferred during the DATA OUT phase. A parameter list 
length of zero indicates that no data shall be transferred. This condition 
shall not be considered as an error. The parameter list is vendor unique. 

A logical unit off-line (UnitOfL) bit of one enables write operations on 
user medium or operations that affect user visible medium positioning. An 
SCSI device off-line (DevOfL) bit of one enables diagnostic operations that 
may adversely affect operations to other logical units on the same target. 

The logical unit off-line and SCSI device off-line bits are generally set 
by operating system software, while the parameter list is prepared by diagnos­
tic application software. Thus, by preventing operations that are not enabled 
by these bits, the target assists the operating system in protecting its 
resources. 

A self test bit of one directs the target to complete its default self 
test. If the self test is requested, the parameter list length shall be set 
to zero and no data shall be transferred. If the self test successfully 
passes, the command shall be terminated with a GOOD status; otherwise, the 
command shall be terminated with a CHECK CONDITION status and, if extended 
sense is implemented, the sense key shall be set to HARDWARE ERROR. 

NOTE: See the note under the RECEIVE DIAGNOSTIC RESULTS command (A.1.16). 
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A.l.18 PIEYE.T/ALLOV MEDIUM REMOYAL Co .. and 

Peripheral Device Type: Direct Access, Write-Once Read-Multiple, and 
Read-Only Direct Access 

Operation Code Type: Optional 
Operation Coq,e: 1 EH 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

-----------------------------------------------------------------------------------------------------------------------------------------------------------o 1 Operation Code 
-----1-----------------------------------------------------------------------

1 Logical Unit Number Reserved 

2 

3 

4 

5 Vendor Unique 

Reserved 

Reserved 

Reserved 

Reserved 

I Prevent 

Flag Link 
============================================================================== 

The PREVENT/ALLOW MEDIUM REMOVAL command requests that the target enable 
or disable the removal of the medium in the logical unit. 

A prevent bit of one shall inhibit mechanisms that normally allow removal 
of the medium. A prevent bit of zero shall allow removal of the medium. 

This prevention of medium removal condition shall terminate upon receipt 
of a PREVENT/ALLOW MEDIUM REMOVAL command with the prevent bit set to zero, or 
by the receipt of a BUS DEVICE RESET message from any initiator or by a "hard" 
RESET condi tion. 
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A.2 GROUP 1 COMMANDS FOR ALL DEVICES, AND DIRECT ACCESS DEVICES 

A.2.1 READ CAPACITY Co.-and 

Peripheral Device Ty~e: 

Operation Code Type: 
Operation Code: 

Direct Access, Write-Once Read-Multiple, and 
Read-Only Direct Access 
Extended 
25 H 

============================================================================== 
.Bi t 1 

Byte / 
7 6 5 3 2 o 

=============================================================================-
o Operation Code 

Logical Unit Number Reserved 1 RelAdr 

2 Logical Block Address (MSB) 

3 Logical Block A~dress 

4 Logical Block Address I 

-----1-----------------------------------------------------------------------
5 I Logical Block Address (LSB) , -----,-----------------------------------------------------------------------
6 1 Reserved 

-----1-----------------------------------------------------------------------7 1 Reserved , -----,-----------------------------------------------------------------------
8 I Vendor Unique I Reserved I PMI 

-----/-----------------------------------------------------------------------1 
9 I Vendor Unique 1 Reserved 1 Flag Link 

============================================================================== 

The READ CAPACITY command provides a means for the initiator to request 
information regarding the capacity of the logical unit. 

A partial medium indicator (PMI) bit of zero indicates that the informa­
tion returned in the READ CAPACITY data shall be the logical block address and 
block length (in bytes) of the last logical block of the logical unit. The 
logical block address in the command descriptor block shall be to set zero for 
this option. 

A PMI bit of one indicates that the information returned shall be the 
logical block address and block length (in bytes) of the last logical block 
address greater than or equal to the logical block address specified in the 
command descriptor block after which a substantial delay in data transfer will 
be encountered. (Implementors note: This function is intended to assist 
storage management software in determining whether there is sufficient space 
on the current track, cylinder, etc., to contain a frequently accessed data 
structure such as a file directory or file index.) 

Tne eight bytes of READ CAPACITY data shown in Table 8-24 shall be sent 
during the DATA IN phase of the command. 
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Figure A-18: lEAD CAPACITY Data 

============================================================================== 
Byte Description 
============================================================================== 
o 1 Logical Block Address (MSB) I 

-----1-----------------------------------------------------------------------1 1 Logical Block Address 
-----1-----------------------------------------------------------------------
2 1 Logical Block Address 

-----1-----------------------------------------------------------------------3 1 Logical Block Address (LSB) , -----,-----------------------------------------------------------------------4 I Block Length (MSB) 
-----1-----------------------------------------------------------------------
5 I Block Length 

-----1-----------------------------------------------------------------------
6 I Block Length 
-----I-----------------------------~-----------------------------------------7 I Block Length (LSB) 
::::::::::::::::::::::::=:::::::=:::::=:::::::::::::::======================== 

A.2.2 READ Co .. and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Direct Access 
Extended 
28 H 

============================================================================== 
7 6 5 4 3 2 o 

=====-=======================================================================-
o 

2 

3 

4 

Logical Unit Number 

Operation Code 

Reserved I RelAdr 

Logical Block Address (MSB) 

Logical Block Address 

Logical Block Address 
-----,-----------------------------------------------------------------------5 I Logical Block Address (LSB) I , -----,-----------------------------------------------------------------------

6 I Reserved 
-----1-----------------------------------------------------------------------
7 I Transfer Length (MSB) 

-----1-----------------------------------------------------------------------
8 1 Transfer Length (LSB) 

-----1-----------------------------------------------------------------------
9 I Vendor Unique I Reserved 1 Flag I Link 

============================================================================== 
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The READ command requests that the target transfer data to the initiator. 

The logical block address specifies the logical block at which the read 
operation shall begin. 

The transfer length specifies the number of contiguous logical blocks of 
data to be transferred. A transfer length of zero indicates that no logical 
blocks shall be transferred. This condition shall not be considered as an 
error. Any other value indicates the number of logical blocks that shall be 
transferred. 

The most recent data value written in the addressed logical block shall 
be returned. 

Tnis command shall be terminated with a RESERVATION CONFLICT status if 
any reservation access conflict exists and no data shall be read. 

II any of the following conditions occur, this command shall be termi­
nated with a CHECK CONDITION status and the sense key shall be set as 
indicated in the following table. This table does not provide an exhaustive 
enumeration of all conditions that may cause the CHECK CONDITION status. 

Condition 

Invalid logical block address 

Target reset or medium change 
since last command from this initiator 

Unrecovered read error 

Recoverable read error 

Overrun or other error that might 
be resolved by repeating the command 

Sense Key 

ILLEGAL REQUEST (see note) 

UNIT ATTENTION 

MEDIUM ERROR 

RECOVERED ERROR 

ABORTED COMMAND 

NOTE: The extended sense information bytes shall be set to the logical block 
address of the first invalid address. 

A-37 



APPENDIX A 

A.2.3 WRITE Co .. and 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Direct Access 
Extended 
2AH 

=========================================================== ================= Bitl 
Byte I 

7 6 5 3 2 o 

=========================================================== ================= 
o 1 Operation Code 

I -----1-----------------------------------------------------------------------
1 I Logical Unit Number 1 Reserved 1 RelAdr 

1 ______ -----------------------------------------------_________________ _ 

2 Logical Block Address (MSB) 

3 Logical Block Address 
-----------------------------------------------------------------------

Logical Block Address 

5 Logical Block Address (LSB) 
-----------------------------------------------------------------------, 6 Reserved I 

-----1-----------------------------------------------------------------------1 7 1 Transfer Length (MSB) 1 
-----1-----------------------------------------------------------------------1 

8 I Transfer Length (LSB) 1 
I I -----1-----------------------------------------------------------------------1 9 1 Vendor Unique 1 Reserved I Flag I Link I 

-------------------------------------------------------------------------------------------------------------.-----------------------------------------------
The WRITE command requests that the target write the data transferred by 

the initiator to the medium. 

Tne logical block address specifies the logical block at which the write 
operation shall begin. 

The transfer length specifies the number of contiguous logical blocks of 
data that shall be transferred. A transfer length of zero indicates that no 
logical blocks shall be transferred. This condi tion shall not be considered 
as an error and no data shall be written. Any other value indicates the 
number of logical blocks that shall be transferred. 

This command shall be terminated with a RESERVATION CONFLICT status if 
any reservation access conflict exists and no data shall be written. 

If any of the following condi tions occur, this command shall be ~ermi­
nated with a CHECK CONDITION status and the sense key shall be set as 
indicated in the following table. This table does not provide an exhaustive 
enumeration of all conditions that may cause the CHECK CONDITION status. 
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Condition Sense Key 

Invalid logical block address ILLEGAL REQUEST (see note) 

Target reset or medium change since the 
last command from this initiator 

Overrun or other error that might 
be resolved by repeating the command 

UNIT ATTENTION 

ABORTED COMMAND 

NOTE: The extended sense information bytes shall be set to the logical block 
address of the first invalid address. In this case, no data shall be written 
on the logical unit. 

A.2.' SEEK Co __ aDd 

Peripheral Device Type: 

Operation Code Type: 
Operation Code: 

Direct Access, Write-Once Read-Multiple, and 
Read-Only Direct Access 
Optional 
2BH 

============================================================================== 
Bitl 

Byte 1 
7 6 5 3 2 o 

=============================================================================-
o 1 Operation Code 

-----1-----------------------------------------------------------------------1 I Logical Unit Number 1 Reserved 
-----1-----------------------------------------------------------------------

2 I Logical Block Address (MSB) 
-----1-----------------------------------------------------------------------

3 1 Logical Block Address 
-----1-----------------------------------------------------------------------

4 1 Logical Block Address 

5 Logical Block Address (LSB) 1 
-----------------------------------------------------------------------1 

6 Reserved 1 

-----------------------------------------------------------------------1 
7 Reserved 1 

-----------------------------------------------------------------------1 8 Reserved 1 
-----------------------------------------------------------------------1 

9 Vendor Unique Reserved 1 Flag 1 Link 
============================================================================== 

Tne SEEK command requests that the logical unit seek to the specified 
logical block address. 
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A.2.5 WRITE AID VERIFY Co __ and 

Periphe~al Device Type: 
Operation Code Type: 

Operation Code: 

Direct Access 
Optional 
2EH 

==Sltj===7====j===6====j===s====j===4====j===3====j===2====j========j===o===== 
Byte 1 1 1 1 1 1 1 
========================================================.=====================-o 1 Operation Code 

-----1-----------------------------------------------------------------------1 1 Logical Unit Number 1 Reserved 1 BytChk 1 RelAdr 

-----1-----------------------------------------------------------------------2 I Logical Block Address (MSB) 

-----1-----------------------------------------------------------------------3 1 Logical Block Address , 
-----,-----------------------------------------------------------------------4 1 Logical Block Address 

-----1-----------------------------------------------------------------------5 1 Logical Block Address (LSB) 

-----1-----------------------------------------------------------------------6 1 Reserved 

-----1-----------------------------------------------------------------------7 1 Transfer Length (MSB) 

-----1-----------------------------------------------------------------------8 1 Transfer Length (LSB) 

-----1--------------------------------------------------------------------~--I 9 1 Vendor Unique 1 Reserved I Flag 1 Link 1 
============================================================================== 

The WRITE AND VERIFY command requests that the target write the data 
transferred from the initiator to the medium and then verify that the data is 
correctly written. 

A byte check (BytChk) bit of zero causes the verification to be Simply a 
medium verification (CRC, ECC, etc). A BytChk bit of one causes a byte-by­
byte compare of data written on the peripheral device and the data transferred 
from the initiator. If the compare is unsuccessful, the command shall be 
terminated with a CHECK CONDITION status and the sense key shall be set to 
MISCOMPARE. 

The logical block address specifies the logical block at which the write 
operation shall begin. 

The transfer length specifies the number of contiguous logical blocks of 
data that shall be transferred. A transfer length of zero indicates that no 
logical blocks shall be transferred. This condition shall not be considered 
as an error and no data shall be written. Any other value indicates the 
number of logical blocks that shall be transferred. 
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A.2.6 VERIFY Command 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Direct Access 
Optional 
2FH 

APPENDIX A 

============================================================================== 
Bitl 7 1 6 5 4 1 3 1 2 0 

Byte 1 I 1 1 
============================================================================== 
o 1 Operation Code 1 

-----1-----------------------------------------------------------------------1 1 I Logical Unit Number 1 Reserved 1 BytChk 1 RelAdr 1 

-----1-----------------------------------------------------------------------1 2 1 Logical Block Address (KSB) 1 
-----1-----------------------------------------------------------------------1 3 1 Logical Block Address 1 

-----------------------------------------------------------------------1 4 Logical Block Address I 
-----------------------------------------------------------------------1 5 Logical Block Address (LSB) 1 
-----------------------------------------------------------------------1 6 Reserved 1 

-----------------------------------------------------------------------1 7 Verification Length (KSB) I 
-------------------------------------------------------~---------------I 8 Verification Length (LSB) I 

-----------------------------------------------------------------------1 9 Vendor Unique I Reserved I Flag 1 Link 1 
============================================================================== 

Tne VERIFY command requests that the target verify the data written on 
the medium. 

A byte cneck (BytChk) bit of zero causes the verification to be simply a 
medium verification (CRC, ECC, etc). A BytChk bit of one causes a byte-by­
byte compare of data on the medium and the data transferred from the initia­
tor. If the compare is unsuccessful, the command shall be terminated with a 
CHECK CONDITION status and the sense key shall be set to MISCOKPARE. 

The logical block address specifies the logical block at which the verify 
operation shall begin. 

The verification length specifies the number of contiguous logical blocks 
of da ta tha t shall be verified. A transfer. length of zero indi ca te s tha t no 
logical blocks shall be verified. This condition shall not be considered as 
an error. Any other value indicates the number of logical blocks that shall 
be verified. 
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A.2.7 SEARCH DATA Co .. aDds 

Peripheral Device Type: Direct Access, Write-Once Read-Multiple, and 
Read-Only Direct Access 

Operation Code Type: Optional 
Operation Code: 30H, 31H, or 32H 

============================================================================== 
Bitt 

By.te 1 
7 6 5 3 2 o 

===========================================.================================== 
o 1 Operation Code 

-----1-----------------------------------------------------------------------1 ,Logical Unit Number , Invert' Reserved 1 SpnDat I RelAdr 
-----1-----------------------------------------------------------------------

2 I Logical Block Address (MSB) 
-----1-----------------------------------------------------------------------

3 I Logical Block Address 
-----1-----------------------------------------------------------------------4 I Logical Block Address 
-----1-----------------------------------------------------------------------

5 1 Logical Block Address (LSB) 
-----1-----------------------------------------------------------------------

6 I ' Reserved 
-----1-----------------------------------------------------------------------7 1 Transfer Length (MSB) 
-----1-----------------------------------------------------------------------

8 1 Transfer Length (LSB) 
-----1-----------------------------------------------------------------~-----9 I Vendor Unique Reserved I Flag 1 Link 
======================================================.======================== 

The SEARCH DATA commands search one or more logical blocks for equality 
or inequality to a data pattern. The concept of records within a logical 
block is used to allow multiple records within a logical block to be searched. 

An invert bit of one indicates that the search condition is to be 
inverted. Thus, a SEARCH DATA EQUAL command (operation code 31H) would search 
for not-equal data, a SEARCH DATA HIGH command (operation code 30H) would 
search for less-than-equal or equal data, and a SEARCH DATA LOW command 
(operation code 32H) would search for greater-than-equal or equal data. 

A spanned data (SpnDat) bit of zero indicates that each record shall be 
wholly contained within a single block. Any space at the end of a block that 
is smaller than the record length is ignored by the SEARCH DATA commands. A 
SpnDat bit of one indicates that records span block boundaries. Thus, a 
record may start in one block and end in the next or a subsequent block. 

A transfer length of zero indicates that no data shall be searched. This 
condition shall be treated the same as an unsatisfied search. 
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A link bit of zero indicates a nonlinked command and if the search is 
satislied, the command shall' be terminated with a CONDITION MET status. A 
REQUEST SENSE command can then be issued to determine the logical block 
address and record offset of the matching record. 

A link bit of one indicates a command is linked to the SEARCH DATA 
command and if the search is satisfied, the next command is executed. If the 
RelAdr bit in the next command is one, the logical block address of the next 
command is used as a displacement from the logical block address at which the 
search was satisfied. If a linked search is not satisfied, the command is 
terminated with a CHECK CONDITION status. A REQUEST SENSE command may then be 
issued. 

A REQUEST SENSE command following a satisfied SEARCH DATA command shall: 

(1) Return a sense key of EQUAL if the search was satisfied by an exact 
match. If the search was satisfied by an inequality then a sense key of NO 
SENSE shall be returned. 

(2) Return the valid bi t set to one. 

(3) Return the logical block address of the logical block containing the 
first matching record in the information bytes. 

(4) Return the record offset of the matching record in the first four bytes 
of additional sense bytes. 

A REQUEST SENSE command following an unsatisfied SEARCH DATA command 
shall: 

(1) Return a sense key of NO SENSE, if no errors occurred during the command 
execution. 

(2) Return the valid bit set to zero. 

The SEARCH DATA parameter list (Figure A-20) contains a fourteen-byte 
header, followed by one or more search argument descriptors. 
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Figure A-20: SEARCR DATA Parameter List 

============================================================================== 
Byte 1 Parameter List Header 
=============================================================================-
o Logical Record Length (MSB) 

-----1-----------------------------------------------------------------------1 1 Logical Record Length 
-----1-----------------------------------------------------------------------

2 I Logical Record Length 
-----1-----------------------------------------------------------------------3 1 Logical Record Length (LSB) 
-----1-----------------------------------------------------------------------4 I First Record Offset (MSB) 
-----J-----------------------------------------------------------------------
5 1 First Record Offset 

-----1-----------------------------------------------------------------------6 I First Record Offset 
-----1-----------------------------------------------------------------------7 1 First Record Offset (LSB) 
-----1-----------------------------------------------------------------------

8 I Number of Records (MSB) 
-----1-----------------------------------------------------------------------9 I Number of Records 

1 ______ -----------------------------------------------_________________ _ 

10 Number of Records 1 
-----------------------------------------------------------------------1 

11 Number of Records (LSB) I 
--------------------------------------~--------------------------------1 12 Search Argument Length (MSB) 1 

----------------------------------------------------~------------------1 13 Search Argument Length (LSB) I 
============================================================================== 

Search Argument Descriptor(s) 
=============================================================================-
o 1 Displacement (MSB) 

-----1-----------------------------------------------------------------------
1 1 Di splacement 

-----1-----------------------------------------------------------------------
2 1 Displacement 

-----1-----------------------------------------------------------------------3 1 Displacement (LSB) 
-----1-----------------------------------------------------------------------

4 I Pattern Length (MSB) 
-----1-----------------------------------------------------------------------

5 1 Pattern Length (LSB) 
-----1-----------------------------------------------------------------------6 _ n I Pattern 
============================================================================== 

The first record offset field specifies the number of bytes tha~ shall be 
ignored in the first logical block before the search begins. The value in the 
first record offset field shall not exceed the length of the logical block. 
Subsequent logical blocks shall be searched beginning with the first byte in 
the logical block. This permits one or more records to be skipped initially. 
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The number of records field specifies the maximum number of records that 
shall be searched by this command. An unsatisfied search shall terminate when 
the number of records or the number of blocks (from the command descriptor 
block) has been exhausted. 

The search argument length specifies the length in bytes of all the 
search argument descriptors that follow. Since the pattern length can vary, 
there is no fixed multiple of the search argument descriptor to determine the 
search argument length. 

Tne search argument descriptors specify one or more search conditions to 
execute within a single record in order to satisfy the search~ Each search 
argument descriptor is made up of a displacement, a pattern length, and a 
pattern. 

The displacement field specifies the displacement in bytes of the first 
byte of the data to be compared from the start of the logical record. 

Tne pattern length field specifies the length in bytes of the pattern 
that follows. 

The pattern specifies the data to compare to the logical record. 

A.2.1.1 SEARCH DATA HIGH Command. The SEARCH DATA HIGH command (operation 
code 30H) shall be satisfied by the first logical record searched that con­
tains data that satisfies all of the search argument descriptor(s). If the 
invert bit in the command descriptor block is zero, the search argument 
descriptor(s) shall be satisfied by data in the logical record being greater 
than the da ta in the pa ttern. If the i nv ert bit is one, the search argument 
descriptor(s) shall be satisfied by data in the logical record being less than 
or equal to the data in the pattern. (See A.2.7.) 

A.2.1.2 SEARCH DATA EQUAL Co.mand. The SEARCH DATA EQUAL command (operation 
code 31H) shall be satisfied by the first logical record searched that con­
tains data that satisfies all of the search argument descriptor(s). If the 
invert bit in the command descriptor block is zero, the search argument 
descriptor(s) shall be satisfied by data in the logical record being equal to 
the data in the pattern. If the invert bit is one, the search argument 
descriptor(s) shall be satisfied by data in the logical record being not equal 
to the data in the pattern. (See A.2.7.) 

A.2.1.3 SEARCH DATA LOW Command. The SEARCH DATA LOW command (operation code 
32H) shall be satisfied by the first logical record searched that contains 
data that satisfies all of the search argument descriptor(s). If the invert 
bit in the command descriptor block is zero, the search argument descriptor(s) 
shall be sa ti sfied by da ta in the 1 ogi cal record bei ng 1 e s s tha n the da ta in 
the pattern. If the invert bit is one, the search argument descriptor(s) 
shall be satisfied by data in the logical record being greater than or equal 
to the data in the pattern. (See A.2.1.) 
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A.2.8 SET LIMITS Co .. and 

Peripheral Device Type: Direct Access, Write-Once Read-Multiple, and 
Read-Only Direct Access 

Operation Code Type: Optional 
Operation Code: 33 H 

============================================================================== 
Bi t 1 7 6 5 1 4 3 2 0 

Byte 1 1 
=============================================================================-o 1 Operation Code 
-----1-----------------------------------------------------------------------

1 1 Logical Unit Number 1 Reserved I RdInh I WrInh 
-----1-----------------------------------------------------------------------

2 1 Logical Block Address (MSB) 
-----1-----------------------------------------------------------------------
3 1 Logical Block Address 

-----1-----------------------------------------------------------------------4 1 Logical Block Address I 
-----,-----------------------------------------------------------------------

5 

6 

7 

8 

9 Vendor Unique 

Logical Block Address (LSB) 

Reserved 

Number of Blocks (MSB) 

Number of Blocks (LSB) 

Reserved Flag Link 
======================================"======================================== 

The SET LIMITS command defines the boundary outside of which any subse­
quent linked commands may not operate. A second SET LIMITS command may not be 
linked to a chain of commands in which a SET LIMITS command has already been 
issued. 

A read inhibit (RdInh) bit of one indicates that read operations are 
inhibited. A write inhibit (WrInh) bit of one indicates that write operations 
are inhibi ted. 

The logical block address specifies the starting address (lower boundary) 
for the range. 

The number of blocks specifies the range in logical blocks over which the 
subsequent linked commands may operate. A number of blocks of zero indicates 
that the range shall extend to the last logical block on the logical unit. 

Any attempt to access outside of the restricted range, or any attempt to 
perform an inhibited operation within the restricted range shall not be 
performed. The command shall be terminated with CHECK CONDITION status and the 
sense key shall be set to DATA PROTECT. A second SET LIMITS command within a 
linked list of commands shall be rejected with CHECK CONDITION status and the 
sense key shall be set to DATA PROTECT. 
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Peripheral Device Type 
Operation Code Type 

Operation Code 

All 
Optional 
39H 

APPENDIX A 

============================================================================== 
Bi t 1 7 1 6 1 5 1 1l 1 3 1 2 1 0 

Byte 1 1 1 1 1 1 1 
=o===i===========================O~~;~~~~~=C~d~==========~===================i 

-----1-----------------------------------------------------------------------1 1 1 Logical Unit Number 1 Reserved 1 

-----1-----------------------------------------------------------------------1 2 1 Reserved 1 

-----1-----------------------------------------------------------------------1 3 1 Parameter List Length (MSB) 1 

-----------------------------------------------------------------------1 1l Parameter List Length 1 

-----------------------------------------------------------------------1 5 Parameter List Length (LSB) I 
-----------------------------------------------------------------------1 6 Reserved 1 

-----------------------------------------------------------------------1 7 Reserved 1 
-----------------------------------------------------------------------1 8 I Reserved I 

-----1-----------------------------------------------------------------------1 9 I Vendor Unique 1 Reserved I Flag I Link 1 
============================================================================== 

The COMPARE command provides the means to compare data from one logical 
unit with another or the same logical unit in a manner similar to the COPY 
command. 

This command functions in the same manner as the COpy command, except 
that the data from the source is compared on a byte-by-byte basis with the 
data from the destination. The parameter list transferred to the target is 
the same as for the COpy command. This parameter list contains the informa­
tion to identify the logical units involved in the comparison and the length 
of the com pari son. 

If the comparison is unsuccessful, the command shall be terminated with a 
CHECK CONDITION status and the sense key shall be set to MISCOMPARE. The 
remaining fields in the extended sense shall be set as documented in the COpy 
command. 
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A.2.l0 COPY AID YERIFY Co .. and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

All 
Optional 
3AH 

==Blti===7====i===6====i===5====i===~===='===3===='===2===='========'===0====' 
Byte 1 1 1 1 1 1 1 1 I 
============================================================================== 
o 1 Operation Code 1 

-----1-----------------------------------------------------------------------1 
1 1 Logical Unit Number 1 Reserved 1 BytChk IReservedl 

-----1-----------------------------------------------------------------------1 
2 1 Reserved 1 

-----1-----------------------------------------------------------------------1 
3 1 Parameter List Length (MSB) I 

1 1 -----1-----------------------------------------------------------------------, 
4 I Parameter List Length 1 

-----1-----------------------------------------------------------------------1 
5 1 Parameter List Length (LSB) 1 

-----1-----------------------------------------------------------------------1 6 1 Reserved 1 
-----1-----------------------------------------------------------------------1 
7 1 Reserved 1 

-----1-----------------------------------------------------------------------1 
8 1 Reserved 1 

---~-I-----------------------------------------------------------------------1 9 1 Vendor Unique 1 Reserved 1 Flag I Link 1 
======:======================================================================= 

The COpy AND VERIFY command performs the same function as the COpy com­
mand, except that a verification of the data written to the destination 
logical unit is pe~formed after the data is written. The parameter list 
transferred to the target is the same as for the COpy command. This parameter 
list contains the information to identify the logical uni ts invol ved in the 
copy and the length of the copy. (See A.1.13 for additional information about 
the COpy command.) 

A byte check (BytChk) bit of zero causes the verification to be simply a 
medium verification (CRC, ECC, etc). A BytChk bit of one causes a byte-by­
byte comparison of data written to the destination logical unit and the data 
read from the source logical unit. 

If the comparison is unsuccessful, the command shall be terminated with a 
CHECK CONDITION status and the sense key shall be set to MISCOMPARE. The 
remaining fields in the extended sense shall be set as documented in the COpy 
command. 
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A.3 GROUP 0 COMMANDS FOR SEQUENTIAL-ACCESS DEVICES 

A.3.1 REVIID Ca..and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Mandatory 
01H 

============================================================================== 
Bitl 

Byte 1 7 6 5 3 2 o 

=============================================================================-o 1 Operation Code 

-----1-----------------------------------------------------------------------1 1 Logical Unit Number 1 Reserved I Immed 

-----1-----------------------------------------------------------------------2 1 Reserved 

-----1-----------------------------------------------------------------------3 1 Reserved 

-----1-----------------------------------------------------------------------!J J Reserved 
-----1-----------------------------------------------------------------------1 5 I Vendor Unique I Reserved I Flag 1 Link I 
============================================================================== 

The REWIND command requests that the target rewind the logical uni t to 
the beginning-of-medium or load-point. 

An immediate (Immed) bit of one indicates that status shall be returned 
as soon as the operation is initiated. An Immed bit of zero indicates that 
status shall be returned after the operation is completed. 

A.3.2 READ BLOCK LIMITS Co.mand 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Extended 
05 H 

============================================================================== 
Bitt 

Byte I 
7 6 5 t 3 1 2 t 1 o 

1 1 I 
=============================================================================-o I Operation Code 

-----\-----------------------------------------------------------------------1 \ Logical Uni t Number 1 Reserved 

-----1-----------------------------------------------------------------------2 I Reserved 

-----1-----------------------------------------------------------------------3 \ Reserved 

-----1-----------------------------------------------------------------------!J 1 Reserved 

-----1-----------------------------------------------------------------------, 5 I Vendor Unique Reserved t Flag 1 Link 
============================================================================== 
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The READ BLOCK LIMITS command requests that the block length limits be 
returned for the logical unit. The READ BLOCK LIMITS data shown in Figure 
A-20 shall be sent during the DATA IN phase of the command. 

Fiaure A-21: READ BLOCK LIMITS Data 

============================================================================== 
Byte I Description 
=============================================================================-
o 1 Reserved 

-----1-----------------------------------------------------------------------1 1 Maximum Block Length (MSB) 
-----1-----------------------------------------------------------------------

2 I Maximum Block Length 
-----1-----------------------------------------------------------------------
3 1 Maximum Block Length (LSB) 

-----1-----------------------------------------------------------------------
4 1 Minimum Block Length (MSB) 

1 -----1-----------------------------------------------------------------------
5 I Minimum Block Length (LSB) 
==================================================~=== ======================== 

If the maximum block length equals the minimum block length, fixed-length 
blocks are specified. Otherwise, variable-length blocks are specified. For 
variable-length blocks, if the maximum block length equals zero, no upper 
limit is specified. 

A.3.3 READ Co __ and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Mandatory 
08H 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

=============================================================================-
o I Operation Code 

-----1-----------------------------------------------------------------------
1 I Logical Uni t Number 1 Reserved I Fixed 

-----1-----------------------------------------------------------------------2 1 Transfer Length (MSB) 
-----I-----------------------------------------------~-----------------------3 I Transfer Length 
-----1-----------------------------------------------------------------------4 I Transfer Length (LSB) 
-----1-----------------------------------------------------------------------
5 1 Vendor Unique I Reserved I Flag I Link 

============================================================================== 

The READ command transfers one or more bl.ock(s{ to the initiator begin­
ning with the next block on the logical unit. The fixed bit specifies both 
the meaning of the transfer length field and whether fixed-length or variable­
length block(s) are to be transferred. 
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If the fixed bit is zero, a single block shall be transferred with the 
transfer length specifying the maximum number of bytes the initiator has 
allocated for the returned data. If the actual block length is different from 
the specified transfer length, a CHECK CONDITION status shall be sent to the 
initiator and the incorrect length indicator (ILl) bit and valid bit in exten­
ded sense shall be set to one. The information bytes in extended sense shall 
be set to the difference (residue) between the requested transfer length and 
the actual block length. Targets that do not support negative residues shall 
set the ILl bit to one and the residue to zero when the actual block length is 
larger than the transfer length. In any case, no more than transfer length 
bytes shall be transferred to the initiator and the medium shall be positioned 
after the block (end-of-medium side). 

If the fixed bit is one, the transfer length specifies the number of 
blocks to be transferred to the initiator. This form of the READ command is 
valid only if the logical unit is currently operating in fixed block mode. A 
logical unit is in fixed block mode when either of the following conditions 
is true: 

(1) The logical unit reports the same value for minimum block length and 
maximum block length in response to the READ BLOCK LIMITS command. In this 
case, the current block length is the value returned. 

(2) The logical unit has been instructed to use fixed-length blocks with the 
MODE SELECT command. In this case, the current block length is the block 
length defined in the MODE SELECT command. 

Otherwise, the logical unit is in variable block mode. The target may 
implement fixed block mode, variable block mode, or both modes. If th~ fixed 
bit does not match the current mode, or the mode indicated by the fixed bit is 
not implemented, the target shall reject the command by returning a CHECK 
CONDITION status and by setting the sense key to ILLEGAL REQUEST. 

A successful READ command with the fixed bit equal to one transfers the 
current block length times the transfer length bytes of data to the initiator. 
Upon termination of the READ command, the medium is positioned after the last 
block transferred (end-of-medium side). 

If the fixed bit is one and if a block is read that is larger or smaller 
than the current block length, a CHECK CONDITION status shall be returned to 
the initiator. The ILl bit and the valid bit in extended sense shall be set 
to one. The information bytes shall be set to the difference (residue) 
between the requested transfer length and the actual number of blocks read 
(not including the incorrect length block). Upon termination, the medium 
shall be positioned after the incorrect length block (end-of-medium side). 

If a logical unit reads a filemark during a READ command, it sends a 
CHECK CONDITION status to the initiator and sets the filemark bit in extended 
sense. Upon termination, the medium shall be posi tioned after the filemark 
(end-of-medium side). If the fixed bit is one, the target sets the valid bit 
to one and the information bytes are set to the difference (residue) between 
the requested transfer length and the actual number of blocks read (not inclu­
ding the filemark). 
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If a logical unit encounters the physical end-of-medium during a READ 
command, the target shall return a CHECK CONDITION status to the initiator and 
sets the end-of-medi um (EOM) bi t to one in extended sense. The sense key is 
set to MEDIU M ERROR. If the fi xed bi tis one, the tar get set s the v ali d bi t 
to one and the information bytes to the difference (residue) between the 
requested transfer length and the actual number of blocks successfully read. 
The medium position following this condition is not defined. 

When the transfer length is zero, no data is transferred and the current 
position on the logical unit does not change. This condition is not consi­
dered as an error. 

A.3.4 VRITE Ca..and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Mandatory 
OAH 

------------------------------------------------------------------------------------------------------------------------------------------------------------
Bitl 

Byte I 
7 6 5 3 2 o 

===========================================================~================== o I Operation Code I 
1 1 -----1-----------------------------------------------------------------------1 

1 I Logical Unit Number 1 Reserved I Fixed 1 
-----1-----------------------------------------------------------------------1 2 I Transfer Length (MSB) 1 
-----1-----------------------------------------------------------------------1 
3 I Transfer Length I 

-----1-----------------------------------------------------------------------1 
lJ I Transfer Length (LSB) 1 

-----1-----------------------------------------------------------------------1 5 1 Vendor Unique I Reserved 1 Flag 1 Link I 
============================================================================== 

The WRITE command transfers one or more block(s) from the initiator to 
the current pOSition on the logical unit. The fixed bit specifies both the 
meaning of the transfer length fiel~ and whether fixed-length or variable­
length block(s) are to be transferred. 

If the fixed bit is zero, a single block is be transferred from the 
initiator and written to the logical unit beginning at the current medium 
position. The transfer length specifies the length of the block to be written 
(in bytes). The requested block length shall be within the minimum and maxi­
mum block length range. If this condition is not met, a CHECK CONDITION status 
shall be returned and the sense key shall be set to ILLEGAL REQUEST and no 
data shall be written. Upon successful termination, the medium shall be 
positioned after the block written by this command (end-of-medium side). 
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If the fi xed bi tis one, the tra nsfe r 1 eng th fi el d spec 1fie s the num ber 
of block(s) to be transferred to the logical unit beginning at the current 
medium position. This form of the WRITE command is valid only if the logical 
unit is currently operating in fixed block mode. At the conclusion of the 
WRITE Command, the medium shall be posi tioned after the block(s) wri tten by 
this command (end-of-medium side). 

The target may implement fixed block mode, variable bLock mode, or both 
modes. If the fi xed bi t does not match the current mode, or the mode indi­
cated by the fixed bit is not implemented, the target shall reject the command 
by returning a CHECK CONDITION status and by setting the sense key to ILLEGAL 
REQUEST. 

If the early warning end-of-medium condition is encountered while 
writing, an attempt to finish writing any buffered data may be made. The 
command shall terminate with a CHECK CONDITION status and the EOM bit in 
extended sense shall be set to one. If any data remains in the target's 
buffer, then the sense key shall be set to VOLUME OVERFLOW. If the fixed bit 
is one and the logical unit is not buffered (buffered mode of the MODE SENSE 
command is zero), then the valid bit in extended sense shall be set to one and 
the information bytes shall be set to the difference (residue) between the 
requested transfer length and the actual number of blocks written to the 
medium. If the fixed bi t is one and the logical -uni t is buffered (buffered 
mode of the MODE SEN SE command is one), then the val id bi t shall be set to one 
and the information bytes shall be set to the total number of blocks not 
written (the number of blocks not transferred from the initiator plus the 
number of blocks remaining in the target's buffer). Note that in this case it 
is possible for the value in the information bytes to exceed the transfer 
length. 

When the transfer length is zero, no data is transferred and the current 
position on the logical unit shall not be changed. This condition is not 
considered as an error. 
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A.3.5 TRACK SELECT Co .. and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Optional 
OBH 

=====================-========================================================= 
Bitl 

Byte 1 
7 6 5 4 3 2 o 

=============================================================================-
o 1 Operation Code 

-----1-----------------------------------------------------------------------1 1 Logical Uni t Number I Reserved 

-----1-----------------------------------------------------------------------2 1 Reserved 
---~-I-----------------------------------------------------------------------3 I Reserved 

-----I----------~------------------------------------------------------~-----4 1 Track Value 

-----1-----------------------------------------------------------------------5 1 Vendor Unique I Reserved 1 Flag I Link 
============================================================================== 

The TRACK SELECT command requests that the track specified in the track 
value field be selected. 

A.3.6 READ REfERSE Co.aand 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Optional 
OFH 

============================================================================== 
Bi t I 7 1 6 I 5 I 4 I 3 1 2 1 1 1 0 1 

Byte I 1 1 1 1 I 1 I I 
=============================================================================-
o 1 Operation Code 

-----1-----------------------------------------------------------------------1 1 Logical Unit Number I Reserved I Fixed 

-----1-----------------------------------------------------------------------2 1 Transfer Length (MSB) 

-----1-----------------------------------------------------------------------3 1 Transfer Length 
-----1-----------------------------------------------------------------------

4 I Transfer Length (LSB) 

-----1-----------------------------------------------------------------------5 1 Vendor Unique I Reserved I Flag I Link 
============================================================================== 

The READ REVERSE command functions identically to the READ command except 
that medium motion is in the reverse direction. Th~s, the block(s) and bytes 
within the block(s) are transferred in the reverse order and the medium posi­
tion upon termination is before the last block read (beginning-of-medium 
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side). This command terminates with a CHECK CONDITION status and the EOM bit 
in extended sense is set to one if beginning-of-medium or load-point is 
encountered. The sense key is set to NO SENSE. If the fixed bit is one, then 
the vali~ bit is set to one and the information bytes shall contain the 
difference (residue) of the requested transfer length and the actual number of 
blocks transferred before beginning-of-medium or load-point was encountered. 

Filemark handling is the same as in the READ command except that the 
medium position upon command termination shall be before the filemark (begin­
ning-of-medi um side). 

If the transfer length is zero, no data shall be transferred and the 
current position on the logical unit shall not be changed. This condition is 
not considered as an error. 

The target may implement fixed block mode, variable block mode, or both 
modes. If the fixed bi t does not match the current mode, or the mode indi­
cated by the fixed bit is not implemented, the target shall reject the command 
by returning a CHECK CONDITION status and by setting the sense key to ILLEGAL 
REQUEST. 
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A.3.7 WlITE FILEMARIS Ca..and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Mandatory 
10H 

============================================================================== 
Bitl 

Byte I 
7 6 5 4 3 2 o 

============================================================================== 
o 1 Operation Code I 

-----1-----------------------------------------------------------------------1 
1 1 Logical Unit Number I Reserved 1 

-----1-----------------------------------------------------------------------1 
2 1 Number of Filemarks (MSB) I 

-----1-----------------------------------------------------------------------1 
3 I Number of Filemarks 1 

-----1-----------------------------------------------------------------------1 4 I Number of Filemarks (LSB) 1 

-----1-----------------------------------------------------------------------1 
5 I Vendor Unique I Reserved 1 Flag I Link I 

=================.====================================:::::::::::::::::::::=::: 

The WRITE FILEMARKS command causes the specifie~ number of filemarks to 
be written beginning at the current medium position on the logical unit. A 
zero in this field indicates that no filemarks are to be written. 

This command is also used to force any buffered data to be written. This 
command shall not return a GOOD status unless all buffered data blocks and the 
filemarks (if any) are correctly written on the medium. 

If the early warning end-of-medium condition is encountered while 
writing, an attempt to finish writing any buffered data may be made. The 
command shall terminate with a CHECK CONDITION status and the EOM bit in 
extended sense shall be set to one. If any filemarks remain to be written, 
then the sense key shall be set to VOLUME OVERFLOW. If the logical unit is 
not buffered (buffered mode of the MODE SENSE command is zero), then the valid 
bi t in extended sense shall be set to one and the information bytes shall be 
set to the number of unwritten filemarks. If the logical unit is buffered 
(buffered mode of the MODE SENSE command is one), then the valid bit shall be 
set to one and the information bytes shall be set to the total number of 
blocks not written (the number of unwritten filemarks plus the number of 
blocks remaining in the target's buffer). Note that in this case it is 
possible for the value in the information bytes to exceed the transfer length. 
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Peripheral Device Type 
Operation Code Type 

Operation Code 

Sequential Access 
Optional 
11 H 

APPENDIX A 

============================================================================== 
Bitl 

Byte 1 7 6 5 1 
I. 

4· 3 2 o 

============================================================================== 
o 1 Operation Code 1 

-----1-----------------------------------------------------------------------1 1 1 Logical Unit Number 1 Reserved 1 Code I 
-----1-----------------------------------------------------------------------1 2 I Count (HSB) I 
-----1-----------------------------------------------------------------------1 3 I Count 1 
-----\-----------------------------------------------------------------------1 4 : Count (LSB) 1 

-----1-----------------------------------------------------------------------1 5 I Vendor Unique I Reserved I Flag I Link I 
------------------------------------------------------------------------------------------------------------------------------------------------------------

The SPACE command provides a variety of positioning functions that are 
determined by the code and count. Both forward (toward end-of-medium) and 
reverse (toward beginning-of-medi um) posi tioning are provided, al though some 
SCSI devices may only support a subset of this command. Such SCSI devices 
shall return a CHECK CONDITION status and set the sense key to ILLEGAL REQUEST 
in response to any attempt to invoke a function that is not supported. 

The code is defined as follows: 

DB(1) DB(O) Description 
--------------------

0 0 Blocks 
0 1 Filemarks 
1 0 Sequential Filemarks 
1 1 Physical End-of-Data 

When spacing over blocks or filemarks, the count field specifies the 
number of blocks or filemarks to be spaced over. A positive value N in the 
count field shall cause forward medium movement over N blocks or filemarks 
ending on the end-of-medium side of the last block or filemark. A zero value 
in the count field shall cause no medium movement. A negative value -N (2's 
complement notation) in the count field shall cause reverse medium movement 
over N blocks or filemarks ending on the beginning-of-medium side of the last 
block or filemark. 

If a filemark is encountered while spacing over blocks, medium movement 
shall be stopped. The medium shall be positioned on the end-of-medium side of 
the filemark if movement was in the forward direction and on the beginning-of­
medium side of the filemark if movement was in the reverse direction. A CHECK 
CONDITION status shall be sent to the initiator and the filemark and valid 
bits in extended sense shall be set to one. The information bytes shall be 
set to the difference (residue) in the requested count and the actual number 
of blocks spaced over (not including the filemark). 
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If the physical end-of-medium is encountered while spacing forward over 
blocks or filemarks, the target shall return a CHECK CONDITION status to the 
initiator and shall set the end-of-medium (EOM) bit in extended sense to one. 
The sense key shall be set to MEDIUM ERROR. The target shall set the valid 
bit to one and the information bytes to the difference (residue) between the 
requested count and the actual number of blocks or filemarks spaced over. 

If beginning-of-medium or load-point is encountered while spacing over 
blocks or filemarks in the reverse direction, the target shall return a CHECK 
CONDITION status to the initiator and shall set the end-of-medium (EOM) bit in 
extended sense to one. The sense key shall be set to NO SENSE. The target 
shall set the valid bit to one and the information bytes to the difference 
(residue) between the requested count and the actual number of blocks or 
filemarks spaced over. 

When spacing over sequential filemarks, the count field is interpreted as 
follows: 

(1) A positive value N shall cause forward medium movement to the first 
occurrence of N or more consecutive filemarks stopping after the Nth filemark. 

(2) A zero value shall cause no medium movement •. 

(3) A negative value -N (2's complement notation) shall cause reverse medium 
movement to the first occurrence of N or more consecutive filemarks stopping 
on the beginning-of-medium side of the Nth filemark. 

When spacing to physical end-of-data, the count field is ignored. For­
ward medium movement shall occur until the logical unit encounters physical 
end-or-data as defined by the sequential-access device. Some sequential­
access devices define physical end-of-data as an erased area on the medium; 
however, other definitions are not precluded. Targets that implement this 
function shall leave the medium positioned such that a subsequent WRITE com­
mand would append data to the last recorded information on the medium. 
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A.3.9 VERIFY Command 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Sequential Access 
Optional 
13H 

APPENDIX A 

============================================================================== 
Bitt 

Byte I 
7 6 5 3 2 o 

============================================================================== 
o Operation Code I 

2 

3 

4 

5 

1 -----------------------------------------------------------------------1 Logical Unit Number I Reserved I BytCmp I Fixed 

Verification Length (MSB) 

Verification Length 

Verification Length (LSB) 

Vendor Unique Reserved Flag Link 
============================================================================== 

The VERIFY command verifies one or more block(s) beginning with the next 
block on the logical uni t. The fixed bi t specifies both the meaning of the 
verification length field and whether fixed-length or variable-length block(s) 
are to be verified. 

A byte compare (BytCmp) bit Qf zero indicates that the verification shall 
be simply a medium verification (CRC, ECC, etc). No data shall be transferred 
between the initiator and target. A byte compare bit of one indicates that a 
byte-by-byte compare of the data on the medium, and the data transferred from 
the initiator shall be performed by the target. Data shall be transferred 
from the initiator to the target as in a WRITE command. 

A fixed bi t of zero requests that the next block of the logical uni t be 
verified. The verification length specifies the number of bytes to verify. A 
fixed bit of one requests verification length blocks be verified beginning 
with the next logical block on the logical unit. This form of the VERIFY 
command is only valid if the logical unit is currently in fixed block mode as 
defined in the READ command. If the data does not compare (byte compare bit 
equals one), the command shall terminate with a CHECK CONDITION status and the 
sense key shall be set to MISCOMPARE. If the fixed bit is one, the valid bit 
shall be set to one and the information bytes shall be set to the difference 
(residue) between the verification length and the actual number of blocks 
successfully verified. The medium shall be positioned after the block con­
taining the miscompare (end-of-medium side). 

The target may implement fixed block mode, variable block mode, or both 
modes. If the fixed bit does not match the current mode, or the mode indi­
cated by the fixed bit is not implemented, the target shall reject the command 
by returning a CHECK CONDITION status and by setting the sense key to ILLEGAL 
REQUEST. 
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The VERIFY command shall terminate when the verification length has been 
satisfied, when a filemark is encountered, or when physical end-of-medium is 
encountered. The status and sense data for each of these conditions are 
handled the same as in the READ command. ·Upon completion of the VERIFY 
command, the medium shall be positioned after the last block from which data 
was verified or after the filemark, if encountered. 

When the verification length is zero, no data is verified and the current 
position on the logical unit shall not be changed. This condition is not 
considered as an error. 

1.3.10 RECOVER BUFFERED DATA Command 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Optional 
14H 

============================================================================== 
Bitl 

Byte 1 
7 6 5 4 3 I 

l 
2 o 

============================================================================== 
o 1 Operation Code I 

-----1-----------------------------------------------------------------------1 
1 I Logical Uni t Number 1 Reserved 1 Fixed 1 

-----1-----------------------------------------------------------------------1 2 I Transfer Length (MSB) 1 

-----1-----------------------------------------------------------------------1 
3 I Transfer Length 1 

-----1-----------------------------------------------------------------------1 
4 I Transfer Length (LSB) I 

-----1-----------------------------------------------------------------------1 5 I Vendor Unique 1 Reserved I Flag I Link I 
============================================================================== 

The RECOVER BUFFERED DATA command is used to read data that has been 
transferred to an SCSI device buffer but has not been written on the medium. 
It is normally only used to recover from error or exception condi tions that 
make it impossible to write the buffered data on the medium. 

This command functions like the READ command except that the data is 
transferred from the SCSI device buffer instead of the medium. The order in 
which block(s) are transferred is the same as if they had been transferred to 
the medium. One or more RECOVER BUFFERED DATA commands may be used to read 
the unwritten buffered data. 

The target may implement fixed block mode, variable block mode, or both 
modes. If the fixed bi t does not match the current mode, or the mode indi-
cated by the fixed bit is not implemented, the target shall reject the command 
by returning a CHECK CONDITION status and by setting the sense key to ILLEGAL 
REQUEST. 
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If an attempt is made to recover more logical blocks of data than are 
contained in the SCSI device buffer, the command shall be terminated with a 
CHECK CONDITION status. The EOM bit in extended sense shall be set to one. 
If the fixed bit is one, the valid bit shall be set to one and the information 
bytes shall be set to the difference (residue) between the requested transfer 
length and the actual number of blocks transferred. 

The transfer length specifies the number of contiguous logical blocks of 
data to be transferred. A transfer length of zero indicates that no data 
shall be transferred. This condition shall not be considered as an error. 

A.3.11 MODE SELECT Co.aand 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Optional 
15H 

==a1ti===7====j===6====j===5====j===4====j===3====j===2====j===1====j===O====j 
Byte I 1 I III I 1 I 
-----------------------------------------------------------------------------------------------------------------------------------------------------------o I Operation Code 
-----1-----------------------------------------------------------------------

1 I Logical Uni t Number I Reserved 
-----1-----------------------------------------------------------------------

2 1 Reserved 
-----1-----------------------------------------------------------------------3 1 Reserved 
-----1-----------------------------------------------------------------------

4 I Parameter List Length 
-----1-----------------------------------------------------------------------5 I Vendor Unique I Reserved I Flag 1 Link 
============================================================================== 

The MODE SELECT command provides a means for the initiator to specify 
medium, logical unit, or peripheral device parameters to the target. 

The parameter list length specifies the length in bytes of the MODE 
SELECT parameter list that shall be transferred during the DATA OUT phase. A 
zero parameter list length indicates that no data shall be transferred. This 
condition is not considered as an error. 

The MODE SELECT parameter list shown in Figure A-21 contains a four-byte 
header, followed by zero or more eight-byte block descriptors, followed by the 
vendor unique parameters, if any. 
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Figure A-22: MODE SELECT Paraaeter List 

============================================================================.== 
Bitl 

Byte 1 7 6 5 4 3 2 o 

============================================================================== o I Reserved I 
-----1-----------------------------------------------------------------------1 1 I Reserved 1 

-----1-----------------------------------------------------------------------1 2 IReservedl Buffered Mode 1 Speed 1 
-----1-----------------------------------------------------------------------1 3 1 Block Descri ptor Length 1 
============================================================================== Block Descriptor(s) 
============================================================================== o I Densi ty Code I 
-----/-----------------------------------------------------------------------1 1 I Number of Blocks (MSB) 1 

-----1-----------------------------------------------------------------------1 2 1 Number of Blocks 1 
-----1-----------------------------------------------------------------------/ 3 I Number of Blocks (LSB) 1 
-----1-----------------------------------------------------------------------1 4 1 Reserved 1 
-----1-----------------------------------------------------------------------1 5 I Block Length (MSB) 1 

-----1--------------------------------------------------~--------------~-----I 6 1 Block Length 1 
-----1-----------------------------------------------------------------------1 7 Block Length (LSB) 1 
============================================================================== 

Vendor Unique Parameter(s) 
============================================================================== o _ nl 

I 
Vendor Unique 
Parameter Byte(s) 

==============================================~=============================== 

A buffered mode of zero indicates that the target shall not report a GOOD 
status on WRITE commands until the data blocks are actually written on the 
medium. A buffered mode of one indicates that the target may report a GOOD 
status on WRITE commands as soon as the data block has been transferred to the 
SCSI device buffer. One or more blocks may be buffered prior to writing the 
block(s) to the medium. Buffered modes of 2H through 7H are reserved. 

Code values for the speed field shall be assigned as follows: 

OH 
1H 
2H _ FH 

Default (Use the peripheral device's default speed). 
Use the peripheral device's lowest speed. 
Use increasing peripheral device speeds. 

The block descriptor length specifies the length in bytes of all the 
block descriptors. It is equal to the number of block descriptors times eight 
and does not include the vendor unique parameters, if any. A block descriptor 
length of zero indicates that no block descriptors are included in the para­
meter list. This condition is not considered as an error. 
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Each block descriptor specifies the medium characteristics for all or 
part of a logical unit. Each block descriptor contains a density code, a 
number of blocks, and a block length. 

Code values for the density code field shall be assigned as follows: 

OOH 
01H 
02H 
03H 
04H 
05H 
06H 
07H _ 7FH 
80H _ FFH 

Default (peripheral device's default density) 
X3.22-1983 (800 CPI, NRZI) 
X3.39-1973 (1600 CPI, PE) 
X3.54-1976 (6250 CPI, GCR) 
1/4 inch cartridge, QIC-11 format 
1/4 inch cartridge, QIC-24 format 
X385/85-13 (Project Number 0391-D) (3200 CPI, PE) 
Reserved 
Vendor unique 

The number of blocks field specifies the number of logical blocks on the 
medium that meet the density code and block length in the block descriptor. A 
number of blocks of zero indicates that all of the remaining logical blocks of 
the logical unit shall have the medium characteristics specified by the block 
descriptor. 

The block length specifies the length in bytes of each logical block 
described by the block descriptor. A block length of zero indicates that the 
length shall be variable. 

A.3.12 RESERVE URIT aDd RELEASE URIT Co .. aDds 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Optional 
16H and 17H, respectively 

============================================================================== 
Bitl 

Byte 1 7 6 5 4 3 2 o 

============================================================================== 
o 1 Operation Code 1 
-----I-~---------------------------------------------------------------------1 1 I Logical Uni t Number 1 3 rdPty 1 Third Party Device ID I Reserved 1 

-----1-----------------------------------------------------~-----------------I 2 1 Reserved 1 

-----1-----------------------------------------------------------------------1 3 1 Reserved 1 
-----1-----------------------------------------------------------------------1 4 I Reserved 1 

-----1-----------------------------------------------------------------------1 5 I Vendor Unique I Reserved 1 Flag 1 Link 1 
============================================================================== 

The RESERVE UNIT and RELEASE UNIT commands both use the command descriptor 
block shown above. 
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A.3.12.1 RESERVE UIIT Co •• and. The RESERVE UNIT command operation code 16m 
shall reserve the specified logical uni t for the exclusive use by toe 
requesting initiator. 

The reservation remains in effect until a RELEASE UNIT command is 
received from the same initiator, or a BUS DEVICE RESET message is received 
from any initiator, or a "hard" RESET condition occurs. The occurrence of the 
last two conditions is indicated by a sense key ~f UNIT ATTENTION on the ~ext 
command following the condition. It is not an error to issue this command to 
a logical unit that is currently reserved to the requesting initiator. 

If the logical unit is previously reserved for another initiator, then 
the target shall respond by either: 

(1) returning a RESERVATION CONFLICT status; or 

(2) q ueui ng the reservati on req uest and then di sconnecting until all 
previously queued reservations have been released and the logical unit is 
available, then reconnecting to perform the reservation. 

If, after honoring the reservation, any other ~nitiator then subsequently 
attempts to perform any command on the reserved logical unit other than a 
RESERVE UNIT command, which may be queued, then the command shall be rejected 
with a RESERVATION CONFLICT status. 

The third-party reservation option for the RESERVE UNIT command allows an 
ini tiator to reserve a logical uni t for another SCSI device. This option is 
intended for use in multiple-initiator systems that use the COPY command. Any 
target that implements the third-party reservation option shall also implement 
the third-party release option. 

If the third-party (3rdPty) bit is zero, then the third-party reservation 
option is not requested. If the 3rdPty bit is one and the third-party reser­
vation option is implemented, then the RESERVE UNIT command shall reserve the 
specified logical unit for the SCSI device specified in the third-party device 
ID field. 

A.3.12.2 RELEASE UIIT Co •• and. The RELEASE UNIT command operation code 17 H) 
releases the logical unit if it is currently reserved to the requesting in1-
tiator. 

It is not an error to attempt to release a logical unit that is not 
currently reserved to the requesting initiator. However, it shall not be 
released if it is reserved by another initiator. 

If the 3rdPty bit is one and the target does not implement the third­
party release option, then the target shall terminate the command with a CHECK 
CONDITION status and the sense key shall be set to ILLEGAL REQUEST. 
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A.3.13 ERASE Command 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Sequential Access 
Optional 
19H 

APPENDIX A 

============================================================================== 
Bi t 1 7 6 5 11 3 1 2 1 0 1 

Byte 1 1 1 1 
================================================.=============================-o 1 Operation Code 
-----1-----------------------------------------------------------------------

1 1 Logical Unit Number 1 . Reserved : Long 
-----1-----------------------------------------------------------------------

2 1 Reserved 
-----1-----------------------------------------------------------------------

3 : Reserved 
-----1-----------------------------------------------------------------------

11 I Reserved 
-----1---------------------------------------------.-------.. _-----------------

5 1 Vendor Unique R.eserved Flag Link 
============================================================.================== 

The ERASE command causes part or all of the remaining medium to be erased 
beginning from the current medium position. As used here, nerased" means 
either the medium shall be erased or a pattern shall be written on the medium 
that appears as gap to the target. 

The distance to be erased is controlled by the long bit. A long bit of 
one indicates that all remaining medium on the logical unit shall be erased. 
A long bit of zero indicates that a peripheral device specified portion of the 
medium shall be erased. Normally, short erases are used to create an extended 
gap for software controlled error recovery or for support of nupdate in place" 
functions. The medium position following an ERASE command with a long bit of 
one is not defined by the standard. 

NOTE: Some targets may reject ERASE commands with the long bit set to one if 
the medium is not positioned at the beginning-of-medium. 
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A.3.14 MODE SEBSE Co .. and 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Sequential Access 
Optional 
1AH 

============================================================================== 
Bitl 

Byte 1 
7 6 5 4 3 2 o 

=============================================================================-
o 1 Operation Code 

-----1-----------------------------------------------------------------------1 1 Logical Uni t Number 1 Reserved 
-----1-----------------------------------------------------------------------

2 1 Reserved 
-----1-----------------------------------------------------------------------

3 1 Reserved 

-----1-----------------------------------------------------------------------4 I Allocation Length 

-----1-----------------------------------------------------------------------1 5 1 Vendor Unique Reserved 1 Flag I Link 1 
============================================================================== 

The MODE SENSE command provides a means for a target to report its 
medium, logical unit, or peripheral device parameters to the initiator. It is 
a complementary command to the MODE SELECT command (see A.3.11) for support of 
a medium that may contain different denSities, such as half-inch tapes •. 

The allocation length specifies the number of bytes that the ini tiator 
has allocated for returned MODE SENSE data. An allocation length of zero 
indicates that no MODE SENSE data shall be transferred. This condition shall 
not be considered as an error. Any other value indicates the maximum number 
of bytes that shall be transferred. The target shall terminate the DATA IN 
phase when allocation length bytes have been transferred or when all available 
MODE SENSE data have been transferred to the initiator, whichever is less; 

The MODE SENSE data, shown in Figure A-22, contains a four-byte header, 
followed by zero or more eight-byte block descriptors, followed by the vendor 
unique parameters, if any. 
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Figure A-23 MODE SERSE Data 

============================================================================== 
Bitl 

Byte 1 7 6 5 3 2 o 

============================================================================== 
o I Sense Data Length 1 

-----1-----------------------------------------------------------------------1 1 1 Medium Type 1 
-----1-----------------------------------------------------------------------1 2 1 WP 1 Buffered Mode I Speed . 1 

-----1-----------------------------------------------------------------------1 3 1 Block Descriptor Length 
============================================================================== 

1 Block Descriptor(s) 
============================================================================== o 1 Densi ty Code 1 

1 ______ -----------------------------------------------__________________ 1 
Number of Blocks (MSB) 1 

-----------------------------------------------------------------------1 2 Number of Blocks 1 

-----------------------------------------------------------------------1 3 Number of Blocks (LSB) 1 
-----------------------------------------------------------------------1 4 Reserved 1 

-----------------------------------------------------------------------1 5 Block Length (MSB) 1 

-----1-----------------------------------------------------------------~-----I 6 1 Block Length 1 

-----1-----------------------------------------------------------------------1 7 Block Length (LSB) 1 
------------------------------------------------------------------------------------------------------------------------------------------------------------Vendor Unique Parameter(s) 
============================================================================== o _ nl 

1 
Vendor Unique 
Parameter Byte(s) 

------------------------------------------------------------------------------------------------------------------------------------------------------------
The sense data length specifies the length in bytes of the following mode 

sense data that is available to be transferred during the DATA IN phase. The 
sense data length does not include itself. 

Code values for the medium type field shall be aSSigned as follows: 

OOH 
01H 
BOH 

7FH 
FFH 

Default (only one medium type supported) 
Reserved 
Vendor unique 

A write protected (WP) bit of zero indicates that the medium is write 
enabled. A WP bit of one indicates that the medium is write protected. 

A buffered mode of zero indicates that the target does not report a GOOD 
status on WRITE commands until the data blocks are actually written on the 
medium. A buffered mode of one indicates that the ·target may report a GOOD 
status on WRITE commands as soon as the data block has been transferred to the 
SCSI device buffer. One or more blocks may be buffered prior to writing the 
block(s) to the roed1um. Buffered modes of 2H through 7H are reserved. 
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Code values for the speed field shall be assigned as follows: 

OH 
1H 
2H _ FH 

Default (only one speed supported) 
Lowest peripheral device speed 
Increasing peripheral device speeds 

The block descriptor length specifies the length in bytes of all the 
block descriptors. It is equal to the number of block descriptors times eight 
and does not include the vendor unique parameters, if any. A block descriptor 
length of zero indicates that no block descriptors shall be included in the 
parameter list. This condition shall not be considered as an error. 

Each block descriptor specifies the medium characteristics for all or 
part of a logical unit. Each block descriptor contains a density code, a 
number of blocks, and a block length. 

Code values for the density code field shall be assigned as follows: 

OOH 
01H 
02H 
03H 
04H 
05H 
06H 
07H _ 7FH 
80H _ FFH 

Default (peripheral device's default density) 
X3.22-1983 (800 CPI, NRZI) 
X3.39-1973 (1600 CPI, PE) 
X3.54-1976 (6250 CPI, GCR) 
1/4 inch cartridge, QIC-11 format 
1/4 inch cartridge, QIC-24 format 
X385/85-13 (Project Number 0391-D) (3200 CPI, PE) 
Reserved 
Vendor unique 

The number of blocks field specifies the number of logical blocks on the 
medium that meet the density code and block length in the block descriptor. A 
number of blocks of zero indicates that all of the remaining logical blocks of 
the logical unit have the medium characteristics specified by the block 
descriptor. 

The block length specifies the length in bytes of each logical block 
described by the block descriptor. A block length of zero indicates that the 
length is variable. 
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A.3.15 LOAD/UILOAD Command 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Sequential Access 
Optional 
1BH 

============================================================================== 
Bi t 1 7 1 6 1 5 1 4 1 3 1 2 1 1 0 

Byte: 1 1 1 1 1 1 1 
============================================================================== 
o 1 Operation Code I 

-----1-----------------------------------------------------------------------1 
1 1 Logical Unit Number: Reserved 1 Immed I 

-----1-----------------------------------------------------------------------1 
2 1 Reserved : 

-----1-----------------------------------------------------------------------1 
3 1 Reserved 1 

-----1-----------------------------------------------------------------------\ 
4 I Reserved IRe-Ten 1 Load I 

-----1-----------------------------------------------------------------------1 
5 1 Vendor Unique 1 Reserved \ Flag 1 Link 1 
==================================================================.~=========== 

The LOAD/UNLOAD command requests that the target enable or disable the 
logical unit for further operations. This command may also be used to request 
the retension function on peripheral devi~es that support this function. 

A load bit of one indicates that the medium on the logical unit shall be 
loaded and positioned to the beginning-of-medium or load-point as determined 
by the peripheral device. A load bit of zero indicates that the medium on the 
logical unit shall be positioned for removal from the peripheral device. 

Status shall be returned after the medium is positioned unless the 
immediate (Immed) bit is one. If the Immed bit is one, status may be returned 
as soon as the command has been accepted. 

Are-tension (Re-Ten) bit of one indicates that the medium on the 
addressed logical unit shall be correctly tensioned before the LOAD/UNLOAD 
command is completed. This is an optional function intended for use by those 
peripheral devices that support the re-tens1on function. 
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A.3.16 PREYEIT/ALLOV MEDIUM REMOYAL Co .. and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Sequential Access 
Optional 
1 EH 

===========~================================================================== 
Bi t 1 7 1 6 1 5 I 4 I 3 I 2 I 1 1 0 I 

Byte 1 I 1 I I I I I I 
============================================================================== 
o I .Operation Code I 

I I -----1-----------------------------------------------------------------------1 1 I Logical Uni t Number 1 Reserved 

-----1-----------------------------------------------------------------------2 1 Reserved 

-----1-----------------------------------------------------------------------3 I Reserved 

-----1-----------------------------------------------------------------------4 1 Reserved I Prevent 

-----1-----------------------------------------------------------------------5 1 Vendor Unique I Reserved I Flag I Link 
======================================================::::::::::::::=::::::=:: 

The PREVENT/ALLOW MEDIUM REMOVAL command requests that the target enable 
or disable the removal of the medium in the logical unit. 

A prevent bit of one shall inhibit mechanisms that normally allow removal 
of the medi um. A prevent bi t of zero shall allow removal of the medi um. 

This prevention of medium removal condition shall terminate upon receipt 
of a PREVENT/ALLOW MEDIUM REMOVAL command with the prevent bit set to zero, or 
by the receipt of a BUS DEVICE RESET message from any initiator or by a "hard" 
RESET condi tion. 
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A.4 GROUP 0 COMMANDS FOR PRINTER DEVICES 

A.4.1 FORMAT Co __ and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Printer 
Optional 
04H 

APPENDIX A 

============================================================================== 
Bitl 

Byte 1 
7 6 5 3 2 o 

-----------------------------------------------------------------------------------------------------------------------------------------------------------o 1 Operation Code 
I -----1-----------------------------------------------------------------------

1 1 Logical Unit Number 1 Reserved 1 Format Type 
-----1-----------------------------------------------------------------------

2 1 Transfer Length (MSB) 
-----1-----------------------------------------------------------------------3 1 Transfer Length 
-----1-----------------------------------------------------------------------

4 I Transfer Length (LSB) 
-----1-----------------------------------------------------------------------

5 I Vendor Unique I Reserved 1 Flag 1 Link 
============================================================================== 

The FORMAT command provides a means for the initiator to specify forms or 
fonts to printers that support programmable forms or fonts. The formatinfor­
mation sent is vendor unique since it is peripheral-device specific. 

The format type field specifies the type of format information to be 
transferred from the initiator to the target. This field is defined as 
follows: 

DB(1) DB(O) Format Type 
-------------

0 0 Set Form 
0 1 Set Font 
1 0 Vendor Unique 
1 1 Reserved 

The transfer length specifies the length in bytes of format information 
that shall be sent during the DATA OUT phase. A transfer length of zero 
indicates that no format information shall be sent. This condition shall not 
be considered as an error. 
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A.4.2 palar Co.-and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Printer 
Mandatory 
OAH 

============================================================================== 
Bitl 

Byte 1 
7 6 5 3 2 o 

============================================================================== 
o I Operation Code I 

-----1-----------------------------------------------------------------------1 
1 I Logical Unit Number I Reserved 

I -----,-----------------------------------------------------------------------
2 I Transfer Length (MSB) 

-----1-----------------------------------------------------------------------3 1 Transfer Length 
-----I------------------------~----------------------------------------------4 I Transfer Length (LSB) 

-----:~------------------------------------------------------------~---------5 I Vendor Unique Reserved Flag Link 
============================================================================== 

The PRINT command transfers the specified number of bytes from the ini­
tiator to the target to be printed. The data sent is application dependent. 

The transfer length specifies the length in bytes of data that shall be 
sent during the DATA OUT phase. A transfer length of zero indicates that no 
data shall be sent. This condition is not considered as an error. 
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A.~.3 SLEW AND PRIRT Command 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Printer 
Optional 
OBH 

APPENDIX A 

============================================================================== 
Bi t I 7 I 6 5 1 !4 I 3 I 2 I 1 I 0 I 

Byte 1 I I I 1 1 I I 
============================================================================= 
o 1 Operation Code 

-----1-----------------------------------------------------------------------1 I Logical Unit Number 1 Reserved I Channel 
-----1-----------------------------------------------------------------------

2 1 Slew Value 
-----1-----------------------------------------------------------------------3 I Transfer Length (KSB) 

-----1-----------------------------------------------------------------------!4 1 Transfer Length (LSB) 

-----1-----------------------------------------------------------------------5 I Vendor Unique 1 .Reserved I Flag 1 Link 
======================================================:::::::::::::::=:::::::: 

The SLEW AND PRINT command transfers the specified number of bytes from 
the initiator to the target to be printed. The data sent is application 
dependent. This command is provided for printers that do not support forms 
control information imbedded within the print data. 

The transfer length specifies the length in bytes of data that shall be 
sent during the DATA OUT phase. A transfer length of zero indicates that no 
data shall be sent. This condition shall not be considered as an error. 

If the channel bit is zero, the slew value specifies the number of lines 
the form shall be advanced before printing. A value of 255 indicates that the 
form shall be advanced to the first line of the next form before printing. If 
the channel bit is one, the slew value specifies the forms control channel 
number to which. the form shall be advanced prior to printing the data. 

If the channel bit is one, and the channel option is not implemented, the 
command shall be termi na ted with a CHECK CONDITION status and the sense key 
shall be set to ILLEGAL REQUEST. 
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A.'.' FLUSH BUFFER Co __ and 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Printer 
Optional 
10H 

------------------------------------------------------------------------------------------------------------------------------------------------------------
Bitl 

Byte I 
7 6 5 4 3 2 o 

============================================================================= 
o I Operation Code 

-----I-------------------------------------~-----------------------~---------1 I Logical Uni t Number I Reserved 
I -----1-----------------------------------------------------------------------

2 1 Reserved 
-----1-----------------------------------------------------------------------
3 I Reserved 

I 

-----I---------------------------------~-------------------------------------4 I Reserved 
-----1---------------------------------------------.--------------------------/ 

5 I Vendor Unique 1 Reserved I Flag Link I 
============================================================================== 

The FLUSH BUFFER command provides a means for an initiator to ensure that 
the data have been successfully printed prior to releasing the peripheral 
device. Tnis is useful for applications that wish to handle any error or 
exception conditions (e.g., end-of-medium) prior to termination of the appli­
cation. 

When all buffered data are actually printed the command shall be termi­
nated with a GOOD status. If it is not possible to finish printing all of the 
buffered data (due to an error or exception condition on the peripheral 
device), then this command shall be terminated with a CHECK CONDITION status 
and the appropriate sense key.' 
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A.4.5 RECOVER BUFFERED DATA Command 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Printer 
Optional 
14H 

APPENDIX A 

------------------------------------------------------------------------------------------------------------------------------------------------------------
Bitl 

Byte 1 
7 6 5 3 2 o 

=============================================================================-
o I 

1 Operation Code 
-----1-----------------------------------------------------------------------

1 1 Logical Unit Number 1 Reserved 
-----1-----------------------------------------------------------------------

2 1 Transfer Length (MSB) 
-----1-----------------------------------------------------------------------
3 1 Transfer Length 

I -----1-----------------------------------------------------------------------
4 I Transfer Length (LSB) 

I -----1-----------------------------------------------------------------------
5 1 Vendor Unique I Reserved I Flag 1 Link 

============================================================================== 

The RECOVER BUFFERED DATA command returns to the initiator the data that 
has been sent to the target, but not yet printed. 

Tnis command is normally used only to recover from error or exception 
conditions that make it impossible to print the buffered data. The order in 
which the data is transferred from the target to the initiator is the same as 
it was when the data was previously transferred using the PRINT command or 
SLEW AND PRINT command. Data that is transferred by this command is deleted 
from the target data buffer. One or more RECOVER BUFFERED DATA commands may 
be used to return the unprinted buffered data. 

If an attempt is made to recover more data than is contained in the 
buffer, the command shall be terminated with a CHECK CONDITION status and the 
sense key shall be set to NO SENSE. In addi tion, the EOM, the valid, and the 
ILl bi ts in extended sense shall be set to one. The information bytes shall 
be set to the difference (residue) between the transfer length and the actual 
number of bytes returned. 

The transfer length specifies the maximum length in bytes of data that 
shall be transferred during the DATA IN phase. A transfer length of zero 
indicates that no data shall be transferred. This condition is not considered 
as an error. 
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A.'.6 MODE SELECT Ca.aand 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Printer 
Optional 
15H 

==S1tj===7====j===6====j===S====j===4====j===3====j===2====j========j===O====j 
Byte 1 I I I 1 1 I 1 1 
=============================================================================-o 1 Operation Code 

-----1-----------------------------------------------------------------------1 1 Logical Unit Number 1 Reserved 
-----1-----------------------------------------------------------------------2 1 Reserved 
-----1-----------------------------------------------------------------------3 1 Reserved 

-----:----------------------------~-----------------------~------------------4 I Parameter List Length -----1------------------------------.---------------·--------------------------
5 1 Vendor Unique Reserved 1 Flag 1 Link 

============================================================================== 
The MODE SELECT command provides a means for the initiator to specify 

medium, logical unit, or peripheral device parameters to the target. 

The parameter list length specifies the length in bytes of tne MODE 
SELECT parameter list that shall be transferred during the DATA OUT phase. A 
parameter list length of zero indicates that no data shall be transferred. 
This condition shall not be considered as an error. The MODE SELECT parameter 
list (Figure A-23) contains a four-byte header, followed by the vendor unique 
parameters, if any. 

Figure A-2_: MODE SELECT Para.eter List 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

============================================================================== o 1 Reserved 1 
-----1-----------------------------------------------------------------------1 1 1 Reserved I 
-----1-----------------------------------------------------------------------1 2 1 Reserved I Buffered Mode I Reserved 1 

---... -1-----------------------------------------------------------------------1 3 I Reserved I 
===========================================================================:'== 

Vendor Unique Parameter(s) 
=============~=====================================:==::::::=::::::::::::::::: o _ n I Vendor Unique 

I Parameter Byte(s) 
=======================================================::::::::::::::::::::::: 
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A buffered mode of zero indicates that the target shall not report a GOOD 
status on PRINT commands or SLEW AND PRINT commands until the data are 
actually printed. A buffered mode of one indicates that the target may report 
a GOOD status on PRINT commands or SLEW AND PRINT commands as soon as the data 
have been transferred to the SCSI device buffer. The data from one or more 
commands may be buffered prior to printing. Buffered mode~ of 2H through 7H 
are reserved. 

A.4.7 RESERYE UIIT and RELEASE UIIT Ca.aanda 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Printer 
Optional 
16H and 17HG' respectively 

==Bitj===7====j===6====j===S====j===4====j===3====j===2====j===1====j===O====j 
Byte , , I , I I , I , 
=========================s===================================================-o Operation Code 

2 

3 

4 

5 

Logical Unit Number 

Vendor Unique 

, 3rdPty , Third Party Device ID 

Reserved 

Reserved 

Reserved 

Reserved Flag 

,Reserved 

Link 
=========================================================================.===== 

The RESERVE UNIT and RELEASE UNIT commands both use the command descrip­
tor block shown above. 

A.4.7.1 RESERYE URIT Co •• and. The RESERVE UNIT command (operation 
code 16H) shall reserve the specified logical unit for the exclusive use by 
the requesting initiator. 

The reservation shall remain in effect until a RELEASE UNIT command is 
received from the same ini tiator, or a BUS DEVICE RESET message 1s received 
from any initiator, or a "hard" RESET condition occurs. The occurrence of the 
last two conditions is indicated by a sense key of UNIT ATTENTION on the next 
command following the condition. It is not an error to issue this command to 
a logical unit that is currently reserved to the requesting initiator. 

If the logical unit is previously reserved for another initiator, then 
the target shall respond by either: 

(1) returning a RESERVATION CONFLICT status; or 

(2) queuing the reservation request and then disconnecting until all 
previously queued reservations have been released and the logical unit is 
available, then reeonnecting to perform the reservation. 
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If, after honoring the reservation, any other initiator then subse­
quently attempts to perform any command on the reserved logical unit other 
than a RESERVE UNIT command, which may be queued, then the command shell be 
rejected with RESERVATION CONFLICT status. 

The third-party reservation option for the RESERVE UNIT command allows an 
i ni tia tor to reserve a 1 ogi cal uni t for a nother SCSI dev ice. Thi s opti on is 
intended for use in multiple-initiator systems that use the COpy command. Any 
target that implements the third-party reservation option shall also implement 
the third-party release option (see 10.7.2). 

If the third-party (3rdPty) bit is zero, then the third-party reservation 
option is not requested. If the 3rdPty bit is one and the third-party reser­
vation option is implemented, then the RESERVE UNIT command shall reserve the 
specified logical unit for the SCSI device specified in the third-party device 
ID field. The target shall preserve the reservation until it is released by 
the same initiator (or by a BUS DEVICE RESET message from any initiator or a 
"hard" RESET condi tion). The target shall ignore any attempt to release the 
reservation made by any other initiator. 

If the 3rdPty bit is one and the third-party reservation option is not 
implemeqted, then the target shall reject the RESERVE UNIT command with a 
CHECK CONDITION status and a sense key of ILLEGAL REQUEST. 

A.4.7.2 RELEASE UNIT COlDlDaDd. The RELEASE UNIT command (operation code 17H) 
shall release the logical unit if it is currently reserved to the requesting 
initiator. 

It is not an error to attempt to release a l6gical unit that is not 
currently reserved to the requesting initiator. However, it shall not be 
released if it is reserved by another initiator. 

The third-party release option for the RELEASE UNIT command allows an 
initiator to release a logical unit that was previously reserved using the 
third-party reservation option (see 10.7.1). This option shall be implemented 
if the third-party reservation option is implemented. This opt~on is intended 
for use in multiple-initiator systems that use the COpy command. 

If the third-party (JrdPty) bit is zero, then the third-party release 
option is not requested. If the 3rdPty bit is one and the target implements 
the third-party release option, then the target shall release the specified 
logical unit, but only if the reservation was made using the third-party 
reservation option by the same initiator for"the same SCSI device as specified 
in the third-party device ID field. 

If the 3rdPty bit is one and the target does not implement the third­
part~ release option, then the target shall terminate the command with a CHECK 
CONDITION status and the sense key shall be set to ILLEGAL REQUEST. 
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A.~.8 MODE SERSE Command 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Printer 
Optional 
1~ 

APPENDIX A 

============================================================================== 
Bitl 

Byte 1 
7 6 5 3 2 o 

=====-=======================================================================-
o Operation Code 

Logical Unit Number Reserved 

2 Reserved 

3 Reserved 

4 Allocation Length 

-----------------------------------------------------------------------1 5 Vendor Unique 1 Reserved Flag 1 Link 
============================================================================== 

The MODE SENSE command provides a means for a target to report its 
medium, logical unit, or peripheral device parameters to the initiator. It is 
a complementary command to the MODE SELECT command. 

The allocation length specifies the number of bytes that the initiator 
has allo~ated for returned MODE SENSE data. An allocation length of zero 
indicates that no MODE SENSE data shall be transferred. This condition shall 
not be considered as an error. Any other value indicates the maximum number 
of bytes that shall be transferred. The target shall terminate the DATA IN 
phase when allocation length bytes have been transferred or when all available 
MODE SENSE data have been transferred to the initiator, whichever is less. 

The MODE SENSE data (Figure A-25) contains a four-byte header, followed 
by the vendor unique parameters, if any. 
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Figure A-25: MODE SERSE Data 

============================================================================== 
Bitl 

Byte 1 7 6 5 3 2 o 

=============================================================-================= o 1 Sense Data Length I 
-----1-----------------------------------------------------------------------1 1 1 Reserved 1 

-----1-----------------------------------------------------------------------1 2 1 Reserved 1 Buffered Mode I Reserved 1 

-----1-----------------------------------------------------------------------1 3 Reserv-ed I 
============================================================================== Vendor Unique Parameter(s) 
============================================================================== o _ nl 

1 
Vendor Unique 
Parameter Byte(s) 

============================================================================== 
The sense data length specifies the length in bytes of the following MODE 

SENSE data that is available to be transferred during the DATA IN phase. The 
sense data length does not include itself. 

A buffered mode of zero indicates that the target does not report a GOOD 
status on PRINT commands or SLEW AND PRINT commands until the data are 
actually printed. A buffered mode of one indicates that the target may report 
a GOOD status on PRINT commands or SLEW AND PRINT commands as soon as the data 
have been transferred to the SCSI device buffer. The data from one or more 
commands may be buffered prior to printing. Buffered modes of 2H through 7H 
are reserved. 
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A.4.9 STOP PRINT Command 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Printer 
Optional 
1BH 

APPENDIX A 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

========:===============:==:===:====:==:============:=========:============== o Operation Code 
I -----1-----------------------------------------------------------------------

1 1 Logical Uni t Number I Reserved 1 Retain 
-----1-----------------------------------------------------------------------2 1 Vendor Unique 

-----1-----------------------------------------------------------------------3 1 Reserved 
-----f-----------------------------------------------------------------------

4 I Reserved 
-----1-----------------------------------------------------------------------, 5 1 Vendor Unique 1 Reserved I Flag 1 Link 
============================================================================== 

The STOP PRINT command is used to hal t printing on buffered devices in an 
orderly fashion. 

A retain bit of zero requests that the target data buffer be discarded; 
otherwise, the unprinted data is retained. The unprinted data may be 
recovered by use of the RECOVER BUFFERED DATA command, if supported. A 
subsequent PRINT command or SLEW AND PRINT command shall cause the remaining 
unprinted and unrecovered data to be printed followed by the data transferred 
by the subsequent command. The pOint at which printing is suspended by this 
command is peripheral-device specific and is not defined by this standard. 
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1.5 GROUP 0 COMMlRDS FOR PROCESSOR DEY ICES 

1.5.1 RECEIVE Command 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Processor Devices 
Optional 
08 H 

============================================================================== 
Bitl 

Byte I 
7 6 5 4 3 2 o 

=====-=======================================================================-
o Operation Code 

Logical Unit Number Reserved 

2 Allocation Length (MSB) 

3 Allocation Length 

4 Allocation Length (LSB) 

5 Vendor Unique Reserved Flag Link 
==============================================.================================ 

The RECEIVE command transfers data from the target to the initiator. 

The allocation length specifies the number of bytes that the ini tiator 
has allocated for the returned data. An allocation length of zero indicates 
that no data shall be transferred. This condition shall not be considered as 
an error. Any other value indicates the maximum number of bytes that shall 
be transferred. The target shall terminate the DATA IN phase when allocation 
length bytes have been transferred or when all available data have been trans­
ferred to the initiator, whichever is less. 
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A.5.2 SEND Command 

Peripheral Device Type 
Operation Code Type 

Operation Code 

Processor Devices 
Mandatory 
OAH 

APPENDIX A 

------------------------------------------------------------------------------------------------------------------------------------------------------------
Bitl 

Byte I 
7 6 5 3 2 o 

=============================================================================-
o I Operation Code 

-----1-----------------------------------------------------------------------
1 I Logical Unit Number I Reserved 

-----1-----------------------------------------------------------------------
2 1 Transfer Length (MSB) 

-----1-----------------------------------------------------------------------
3 1 Transfer Length 

-----1-----------------------------------------------------------------------
4 I Transfer Length (LSB) 

-----1-----------------------------------------------------------------------, 
5 1 Vendor Unique I Reserved I Flag 1 Link I 

------------------------------------------------------------------------------------------------------------------------------------------------------------
The SEND command transfers data from the initiator to the target. 

The transfer length specifies the length in bytes of data that shall be 
sent during the DATA OUT phase. A transfer length of zero indicates that no 
data shall be sent. This condition shall not be considered as an error. 
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• A.6 GROOP 0 COMMAIDS FOR WRITE-ONCE READ-MDLTIPLE DEVICES 

A.6.1 READ Co.-and 

Peripheral Device Type: 

Operation Code Type: 
Operation Code: 

Write-Once Read-Multiple and 
Read-Only Direct Access 
Optional 
08H 

======================="======================================================= 
Bitl 

Byte I 
7 6 5 3 2 o 

=============================================================================-
o 1 Operation Code 

-----1-----------------------------------------------------------------------1 1 Logical Uni t Number 1 Logical Block Address (MSB) 

-----1-----------------------------------------------------------------------2 1 Logical Block Address 

-----1-----------------------------------------------------------------------3 1 Logical Block Address (LSB) 

-----1-----------------------------------------------------------------------4 I Transfer Length 

-----1-----------------------------------------------------------------------5 1 Vendor Unique I Reserved I Flag 1 Link 
============================================================================== 

The READ command requests that the target transfer data to the initiator. 

The logical block address specifies the logical block at which the read 
operation shall begin. 

The transfer length specifies the number of contiguous logical blocks of 
data to be transferred. A Transfer Length of zero indicates that 256 logical 
blocks shall be transferred. Any other value indicates the number of logical 
blocks that shall be transferred. 

This command shall be terminated with a status of RESERVATION CONFLICT if 
any reservation access conflict exists and no data shall be transferred. 

If any of the following condi tions occur, this command shall be termi­
nated with a CHECK CONDITION status, and if extended sense is implemented, the 
sense key shall be set as indicated in the following table. This table does 
not provide an exhaustive enumeration of all conditions that may cause the 
CHECK CONDITION status. 
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Condition 

Invalid logical block address 

Target reset or medium change since the 
last command from this initiator 

Unrecoverable read error 

Overrun or other erro~ th~t might 
be resolved by repeating the command 

Attempt to read a blank or previously 
unwritten block 

NOTES: 

APPENDIX A 

Sense Key 

ILLEGAL REQUEST (see note 1) 

UNIT ATTENTION 

MEDIUM ERROR 

ABORTED COMMAND 

BLANK CHECK (see note 2) 

(1) The extended sense information bytes shall be set to the logical block 
address of the first invalid address. 

(2) The extended sense information bytes shall be set tc the logical block 
address of the first blank block encountered. The data read up to that block 
shali be transferred. 

1.6.2 WRITE Command 

Peripheral Device Type: Write-Once Read-Multiple 
Optional Operation Code Type: 

Operation Code: OAH 

============================================================================== 
Bitl 

Byte I 
7 6 5 4 3 2 o 

=====-======================================================================== 
o Operation Code I 

-----------------------------------------------------------------------1 Logical Unit Number ILogical Block Address (MSB) 1 

-----------------------------------------------------------------------1 2 Logical Block Address I 
-----------------------------------------------------------------------1 3 Logical Block Address (LSB) 1 
-----------------------------------------------------------------------1 4 Transfer Length I 

-----1-----------------------------------------------------------------------1 5 I Vendor Unique I Reserved 1 Flag 1 Link I 
============================================================================== 

The WRITE command requests that the target wri te the data transferred 
from the initiator to the medium. 

The 10g1cal block address specifies the logical block at which the write 
operation shall begin. 
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The transfer length specifies the number of contiguous logical blocks of 
data that shall be written. A transfer length of zero indicates that 256 
logical blocks shall be written. Any other value indicates the number of . 
logical blocks that shall be written. 

This command shall be terminated with a status of RESERVATION CONFLICT if 
any reservation access conflict exists and no data shall be written. 

If any of the follow ing condi tions occur,this command shall be termi­
nated with a CHECK CONDITION status, and if extended sense is implemented, the 
sense key shall be set as indicated in the following table. This table does 
not provide ~n exhaustive enumeration of all conditions that may cause the 
CHECK CONDITION status. 

Condition 

Invalid logical block address 

Target reset or medium change since the 
last command from this initiator 

Overrun or other error that might 
be resolved by repeating the command 

Attempt to write a previously 
written block and blank checking is 
enabled 

NOTES: 

Sense Key 

ILLEGAL REQUEST (see note 1) 

UNIT ATTENTION 

ABORTED COMMAND 

BLANK CHECK (see note 2) 

(1) The extended sense information bytes shall be set to the logical block 
address of the first invalid address. 

(2) The extended sense information bytes shall be set to the logical block 
address of the first non-blank block encountered. 
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A.6.3 MODE SELECT Command 

Peripheral Device Type: 

Operation Code Type: 
Operation Code: 

Write-Once Read-Multiple and 
Read-Only Direct Access 
Optional 
15H 

APPENDIX A 

============================================================================== 
Bi t I 7 I 6 5 14 3 2 0 

Byte: I 
============================================================================= 
o 

2 

3 

14 

5 

Logical Unit Number 

Vendor Unique 

Operation Code 

Reserved 

Reserved 

Reserved 

Parameter List Length 

Reserved Flag Link 
============================================================================== 

The MODE SELECT command provides a means for the initiator to specify 
medium, logical unit, or peripheral device parameters to the target. 

The parameter list length specifies the length in bytes of the MODE 
SELECT parameter list that shall be transferred from the initiator.to the 
target. A parameter list length of zero indicates that no data shall be 
transferred. This condition shall not be considered as an error. 

The MODE SELECT parameter list (Figure A-25) contains a four-byte header, 
followed by zero or more eight-byte block descriptors, followed by the vendor 
unique parameters, if any. 
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Figure A-26 MODE SELECT Paraaeter List 

============================================================================== 
Bitl 

Byte 1 7 6 5 3 2 o 
::::::::::::::::::::::::::::::::::::::::::::::==::::::::::::::::::=::::::::::: 
·0 1 Reserved : 
-----1-----------------------------------------------------------------------1 1 1 Reserved I 
-----1-----------------------------------------------------------------------1 2 I Reserved 1 EBC 1 

-----1-----------------------------------------------------------------------1 3 Block Descriptor Length 1 
============================================================================== 

Block Descriptor(s) 
============================================================================== o 1 Reserved 1 
-----1-------------------------------------------------------------~---------: 1 I Number of Blocks (MSB) 1 

-----1-----------------------------------------------------------------------1 2 I Number of Blocks 1 
-----1-----------------------------------------------------·-----------------1 3 1 Number of Blocks (LSB) 1 -----1-------------------_ .. _-------------_ ............. _---.--------------------------1 

4 I Reserved 1 
-----I-------------------------~--~------------------------------------------1 5 ; Block Length (MSB) 1 

-----1-----------------------------------------------------------------------1 6 I Block Length 1 

-----1-----------------------------------------------------------------------1 7 Block Length (LSB) 1 
========================================================================"====== 

Vendor Unique Parameter(s) 
=================================================================~============ o _ nl 

I 
Vendor Unique 
Parameter Byte(s) 

============================================================================== 
An enable blank check (EBC) bit of zero disables blank checking of the 

medium during write operations. An EBC bit of one enables blank checking. If 
a non-blank block is found during a write operation, the command shall be 
terminated with a CHECK CONDITION status and the sense key shall be set to 
BLANK CHECK. For read-only direct-access devices, the EBC bit is reserved. 

The block descriptor length specifies the length in bytes of all the 
block descriptors. It is equal to the number of block descriptors times eight 
and does not include the vendor unique parameters, if any. A block descriptor 
length of zero i ndi ca te s tha t no block descriptors shall be i ncl uded in the 
parameter list. This condition shall not be considered as an error. 

Each block descriptor specifies the medium characteristics for all or 
part of a logical unit. Each block descriptor contai~s a number of blocks and 
a block length. The number of blocks field specifies the number of logical 
blocks to be formatted with the block length specified in the block descrip­
tor. The block length field specifies the length in bytes of the logical 
block to be formatted. 
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A.6.4 MODE SERSE Command 

Peripheral Device Type: 

Operation Code Type: 
Operation Code: 

Write-Once Read-Multiple and 
Read-Only Direct Access 
Optional 
1AH 

APPENDIX A 

================.============================================================== 
Bi t 1 7 I 6 5 '" 3 2 1 0 

Byte 1 I 1 
=============================================================================-
o t Operation Code 

-----1-----------------------------------------------------------------------1 1 Logical Unit Number I Reserved 

-----1-----------------------------------------------------------------------2 1 Reserved 

-----1-----------------------------------------------------------------------3 I Reserved 
-----1-----------------------------------------------------------------------'" t Allocation Length 
-----1-----------------------------------------------------------------------5 1 Vendor Unique 1 Reserved 1 Flag 1 Link 
============================================================================== 

The MODE SENSE command provides a means for a target to report its 
medium, logical unit, or peripheral device parameters to the initiator. It is 
a complementary command to the MODE SELECT command for support of medium that 
may contain multiple block lengths. 

Tne allocation length specifies the number of bytes that the ini tiator 
has allocated for returned MODE SENSE Data. An allocation length of zero 
indicates that no MODE SENSE data shall be transferred. This condition shall 
not be considered as an error. Any other value indicates the maximum number 
of bytes that shall be transferred. The target shall terminate the DATA IN 
phase when allocation length bytes have been transferred or when all available 
MODE SENSE data have been transferred to the initiator, whichever is less. 

The MODE SENSE data (Figure A-27) contains a four-byte header, followed 
by zero or more eight-byte block descriptors, followed by the vendor unique 
parameters, if any_ 
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Figure .-27: MODE SKIS! Data 

:::::==================================:::==================================== 
Bit 1 7 1 6 1 5 4 3 2 0 

Byte 1 1 1 
=============================================================.================= o 1 Sense Data Length I 

-----1-----------------------------------------------------------------------1 1 I Medium Type I 
-----I--------------~-------------------------~-----------------~------------I 2 1 WP I· Reserved 1 EBC 1 
-----1-----------------------------------------------------------------------1 3 Block Descriptor Length 1 
============================================================================== 1 Block Descriptor(s) 
============================================================================== o 1 Reserved 1 
-----1-----------------------------------------------------------------------1 1 1 Number of Blocks (MSB) 1 
--.---1-----------------------------------------------------------------------1 

2 I Number of Blocks 1 

-----1-----------------------------------------------------------------------1 3 : Number of Blocks (LSB) 1 
-----1---------------------------------------------------------------~-------I 4 1 Reserved 1 
-----1-----------------------------------------------------------------------1 5 I Block Length (MSB) 1 

-----1-----------------------------------------------------------------~-----I 6 1 Block Length 1 

-----1-----------------------------------------------------------------------1 7 Block Length (LSB) 
======================================================:::::::=:::::=:::::::::: 

Vendor Unique Parameter(s) 
============================================================================== o _ nl 

1 
Vendor Unique 
Parameter Byte(s) 

============================================================================== 
The sense data length specifies the length in bytes of the following MODE 

SENSE data that is available to be transferred during the DATA IN phase. The 
sense data length does not include itself. 

Code values for the medium type field shall be assigned as follows: 

OOH 
01H 
BOH 

7FH 
FFH 

Default (only one medium type supported) 
Reserved 
Vendor unique 

An enable blank check (EBC) bit of zero indicates that blank checking of 
the medium during write operations is disabled. An EBC bit of one indicates 
that blank checking during write operations is enabled. For read-only direct­
access devices, the EBC bit is reserved. 

A write protected (WP) bit of zero indicates that the medium is write 
enabled. A WP bit of one indicates that the medium is write protected. For 
read-only direct-access devices, the WP bit is reserved. 
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The block descriptor length specifies the length in bytes of all the 
block descriptors. It is equal to the number of block descriptors times eight 
and does· not include the vendor unique parameters, if any. A block descriptor 
length of zero indicates that no block descriptors shall be included in the 
parameter list. This condition shall not be considered as an error. 

Each block descriptor specifies the medium characteristics for all or 
part of a logical unit. Each block descriptor contains a number of blocks and 
a block length. 

The number of blocks field indicates the number of logical blocks that 
have the, block length specified in the block descriptor. The block length 
field indicates the length in bytes of each logical block. 
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A.1 GROUP 1 CO~DS FOR VRITE-O.CE READ-MULTIPLE DEVICES 

A.7.1 READ Comaand 

Peripheral Device Type: 

Operation Code Type: 
Operation C.ode: 

Write-Once Read-Multiple and 
Read-Only Direct Access 
Mandatory 
28H 

==================================================================='=========== 
Bitl 

Byte I 
7 6 5 3 2 o 

============================================================================== 
o 1 Operation Code 1 

-----1-----------------------------------------------------------------------1 
1 1 Logical Unit Number 1 Reserved / RelAdr 1 

-----1-----------------------------------------------------------------------1 2 1 Logical Block Address (MSB) 1 
-----1-----------------------------------------------------------------------1 
3 1 Logical Block Address 1 

-----1-----------------------------------------------------------------------1 
lJ 1 Logical Block Addr.ess 1 

-----I--------------------------------------------~--------------------------1 5 1 Logical Block Address (LSB) 1 
-----1-----------------------------------------------------------------------1 

6 1 Reserved 1 
-----1-----------------------------------------------------------------------1 7 1 Transfer Length (MSB) 1 
-----1---------------------------------------------------------~-------~-----I 8 i Transfer Length (LSB) 1 
-----1-----------------------------------------------------------------------/ 

9 1 Vendor Unique Reserved 1 Flag 1 Link 
============================================================================== 

The READ command requests that the target transfer data to the initiator 
from the medium. 

The logical block address specifies the logical block at which the read 
operation shall begin. 

The transfer length specifies. the number of contiguous logical blocks of 
data that shall be transferred. A transfer length of zero indicates that no 
data shall be transferred. This condition shall not be considered as an 
error. Any other value indicates the number of logical ~locks that shall be 
transferred. 

This command shall be terminated with a status of RESERVATION CONFLICT if 
any reservation access conflict exists and no data shall be transferred. 

If a.ny of the following condi tions occur, this command shall be termi­
nated with a CHECK CONDITION status and, if extended sense is implemented, the 
sense key shall be set as i ndi ca ted in the follow ing tabl e. Thi s tabl e doe s 
not provide an exhaustive enumeration of all conditions that may cause the 
CHECK CONDITION status. 
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Condition Sense Key 

Invalid logical block address ILLEGAL REQUEST (see note 1) 

Target reset or medium change since the 
last command from this initiator 

Overrun or other error that might 
be resolved by repeating the command 

Attempt to read a blank or previously 
unwritten block 

NOTES: 

UNIT ATTENTION 

ABORTED COMMAND 

BLANK CHECK (see note 2) 

(1) The extended sense information bytes shall be set to the logical block 
address of the first invalid address. 

(2) The extended sense information bytes shall be set to the logical block 
address of the first blank block encountered. The data read up to that block 
shall be transferred. 

A.1.2 WRITE Command 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Write-Once Read-Multiple 
Mandatory 
2AH 

============================================================================== 
Bitl 

Byte I 
1 6 5 3 2 o 

=============================================================================-
o 1 Operation Code 

-----1-----------------------------------------------------------------------
1 1 Logical Unit Number I Reserved I RelAdr 

-----1-----------------------------------------------------------------------2 1 Logical Block Address (MSB) 

-----1-----------------------------------------------------------------------3 1 Logical Block Address 

-----1-----------------------------------------------------------------------4 I Logical Block Address 
-----I-------------------------~---------------------------------------------5 1 Logical Block Address (LSB) 

-----1-----------------------------------------------------------------------6 I Reserved 
I -----,-----------------------------------------------------------------------7 1 Transfer Length (MSB) I 

-----1-----------------------------------------------------------------------1 8 1 Transfer Length (LSB) 1 
I I -----,-----------------------------------------------------------------------, 9 1 Vendor Unique I Reserved I Flag 1 Link 1 

============================================================================== 
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The WRITE command requests that the target write the data transferred 
from the initiator to the medium. 

The logical block address specifies the logical block at which the write 
operation shall begin. 

The transfer length specifies the number of contiguous logical blocks of 
data that shall be transferred. A transfer length of zero indicates that no 
data shall be transferred. This condition shall not be considered as an error 
and no data shall be written. Any other value indicates the number of logical 
blocks that shall be transferred. 

This command shall be terminated with a status of RESERVATION CONFLICT if 
any reservation access conflict exists and no data shall be written. 

If any of the following conditions occur, this command shall be termi­
nated with a CHECK CONDITION status and, if extended sense is implemented, the 
sense key shall be set as i ndi ca ted in the follow ing table. Thi s table doe s 
not provide an exhaustive enumeration of all conditions that may cause the 
CHECK CONDITION status. 

Condition 

Invalid logical block address 

Target reset or medium change since the 
last command from this initiator 

Overrun or other error that might 
be resolved by repeating the command 

Attempt to write a previously 
written block and blank checking is 
enabled (see 12.1.3) 

NOTES: 

Sense Key 

ILLEGAL REQUEST (see note 1) 

UNIT ATTENTION 

ABORTED COMMAND 

BLANK CHECK (see note 2) 

(1) The extended sense information bytes shall be set to the logical block 
address of the first invalid address. 

(2) The extended sense information bytes shall be set to the logical block 
address of the first non-blank block encountered. 
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WRITE AND VERIFY Command 

Peripheral Device Type: 
Operation Code Type: 

Operation Code: 

Write-Once Read-Multiple 
Optional 
2EH 

APPENDIX A 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

=============================================================================-
o I Operation Code 

I -----1-----------------------------------------------------------------------1 1 Logical Unit Number I Reserved I BytChk I RelAdr 
-----1-----------------------------------------------------------------------2 1 Logical Block Address (MSB) 
-----1-----------------------------------------------------------------------
3 1 Logical Block Address 

-----1-----------------------------------------------------------------------
4 I Logical Block Address 

-----1-----------------------------------------------------------------------
5 1 Logical Block Address (LSB) 

-----1-----------------------------------------------------------------------
6 I Reserved 

-----1-----------------------------------------------------------------------7 1 Transfer Length (MSB) 
-----1-----------------------------------------------------------------------

8 1 Transfer Length (LSB) 
-----1-----------------------------------------------------------------------, 
9 I Vendor Unique Reserved I Flag 1 Link 

============================================================================== 

The WRITE AND VERIFY command requests that the target write the data 
transferred from the initiator to the medium and then verify that the data is 
correctly written. 

A byte check (BytChk) bit of zero causes the verification to be simply a 
medium verification (CRC, ECC, etc). A BytChk bit of one causes a byte-by­
byte compare of data written to the peripheral device and the data transferred 
from the initiator. If the compare is unsuccessful, the command shall be 
terminated with a CHECK CONDITION status and the sense key shall be set to 
MISCOMPARE. 

The logical block address specifies the logical block at which the write 
operation shall begin. 

The transfer length specifies the number of contiguous logical blocks of 
data th~t shall be transferred. A transfer length of zero indicates that no 
logical blocks shall be transferred. This condi tion shall not be considered 
as an error and no data shall be written. Any other value indicates the 
number of logical blocks that shall be transferred. 
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A.1.4 VERIFY Co .. and 

Peripheral Device Type: 

Operation Code Type: 
Operation Code: 

Write-Once Read-Multiple and 
Read-Only Direct Access 
Optional 
2FH 

============================================================================== 
Bitl 

Byte I 
7 6 5 3 2 o 

============================================================================= 
o I Operation Code 

-----1-----------------------------------------------------------------------1 I Logical Unit Number 1 Reserved 1 BlkVfy 1 BytChk 1 RelAdr 

-----1-----------------------------------------------------------------------2 I Logical Block Address (MSB) 

-----1-----------------------------------------------------------------------3 1 Logical Block Address 

-----I-------------------------------------------~---------------------------4 I Logical Block Address 
--~--I-----------------------------------------------------------------------5 I Logical Block Address (LSB) 

-----1-----------------------------------------------------------------------6 I Reserved 

-----1-----------------------------------------------------------------------7 I Verification Length (MSB) 

-----1-----------------------------------------------------------------------8 I Verification Length (LSB) 
-----1-----------------------------------------------------------------.------
9 i Vendor Unique I Reserved I Flag I Link 

================'============================================================== 

The VERIFY command requests that the target verify the data on the 
medium. 

A byte check (BytChk) bit of zero causes the verification to be simply a 
medium verification (CRC, ECC, etc) •. A BytChk bit of one causes a byte-by­
byte compare of the data on the medium and the data transferred from the 
initiator. The data shall be transferred as it would be for a WRITE command. 
If the compare is unsuccessful, the command shall be terminated with a CHECK 
CONDITION status and the sense key shall be set to MISCOMPARE. 

A blank verify (BlkVfy) bit of one causes a verification that the blocks 
are blank. 

The logical block address specifies the logical block at which the verify 
operation shall begin. 

The verification length specifies the number of contiguous logical blocks 
of data or blanks that shall be verified. A verification length of zero 
indicates that no logical blocks shall be verified. This condition shall not 
be considered as an error. Any other value indicates the number of logical 
blocks that shall be verified. 
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A.8 GROUP 0 COKMANDS FOR READ-ONLY DIRECT ACCESS DEVICES 

All group 0 commands for Read-Only Direct-Access devices are included in 
sections A.1 and A.6. 

A.9 GROOP 1 COMMAIDS FOR READ-OILY DIRECT-ACCESS DEVICES 

All group 1 commands for Read-Only Direct-Access devices are included in 
sections A.2 and A.7. 
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IETUD STATUS BLOCI 

.ael 

SEiSE DATA BLOCI 

DIPHITIOI 

The Return Status Block and Sense Data Block presented in this appendix 
are taken directly from ANSI working document ANSI X3T9/81l-1l0 REV 15, dated 
May 8, 1985. 
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B.1 STATUS BYTE 

A status byte shall be sent from the target to the ini tiator during the 
STATUS phase at the termination of each command as specified in Figures B-1 
and B-2 unless the command is cleared by an ABORT message, by a BUS DEVICE 
RESET message, or by a "hard" RESET condition. 

Figure B-1: Status Byte 

============================================================================== 
Bitl 

Byte I 
7 6 5 4 I 

I 3 2 o 
I 

============================.================================================== o IReservedl Vendor Unique Status Byte Code V 

============================================================================== 

Figure B-2: Status Byte Code Bit Values 

==================================================~=========================== 
Bits of Status Byte 

7 6 5 4 3 2 o Status(es) ~epresented 

------------------------------------------------------------------------------R V V 0 0 0 0 V GOOD 
R V V 0 0 0 1 V CHECK CONDITION 
R V V 0 0 1 0 V CONDITION MET/GOOD 
R V V 0 0 1 1 V Reserved 

R V V 0 1 0 0 V BUSY 
R V V 0 1 0 1 V Reserved 
R V V 0 1 1 0 V Reserved 
R V V 0 1 1 1 V Reserved 

R V V 0 0 0 V INTERMEDIATE/GOOD 
R V V 0 0 1 V Reserved 
R V V 0 1 0 V INTERMEDIATE/CONDITION MET/GOOD 
R V V 0 1 1 V Reserved 

R V V 0 0 V RESERVATION CONFLICT 
R V V 0 1 V Reserved 
R V V 1 0 V Reserved 
R V V 1 1 V Reserved 
============================================================================== 
Key: R - Reserved bit 

V - Vendor unique bit 
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A description of the status byte codes is given below: 

GOOD. This status indicates that the target has successfully completed the 
command. 

CBECX CORDITIOI. Any error, exception, or abnormal condition that causes 
sense data to be set, shall cause a CHECK CONDITION status. The REQUEST SENSE 
command should be issued following a CHECK CONDITION status, to determine the 
nature of the condition. 

COIDITIOI MET. The SEARCH DATA commands shall send this status whenever a 
search condi tion is satisfied. This status does not break a chain of linked 
commands. The logical block address of the logical block that satisfies the 
search may be determined with a REQUEST SENSE command. 

BUSY. The target is busy. This status shall be sent whenever a target is 
unable to accept a command from an initiator. 

I.TERMEDIATE. This status shall be sent for every command in a series of 
linked commands (except the last command), unless an error, exception, or 
abnormal condition causes a CHECK CONDITION status or a RESERVATION CONFLICT 
status to be set. If this status is not sent, the chain of linked commands is 
broken; no further commands in the series are executed. 

RESERVATIOR CORFLICT. This status shall be sent whenever an SCSI device 
attempts to acce ss a logical uni t or an extent within a logical uni t that is 
reserved for that type of access to another SCSI device. 
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B.2 SEBSE DATA 

In response to the REQUEST SENSE command sent from an initiator, the 
target shall send sense data, as described in Figures B-3 and B-~. 

Figure B-3: lonextended Sense Data For.at 

============================================================================== 
Bitl 

Byte 1 7 6 5 3 2 o 

============================================================================== 
o I AdValidl Error Class I Error Code 1 

-----1-----------------------------------------------------------------------1 1 1 Vendor Unique 1 Logical Block Address (MSB) 1 

-----1-----------------------------------------------------------------------1 2 I Logical Block Address I 
-----1-----------------------------------------------------------------------1 3 Logical Block Address (LSB) I 
============================================================================== 

The address valid (AdValid) bit indicates that the logical block address 
field contains valid information related to the error code. 

The error class specifies a class of errors, with error classes 0 through 
6 being vendor unique. For these classes, the error code is vendor unique. 

Error class 7 specifies extended sense. Error code zero specifies the 
extended sense data format. Error code FH specifies a vendor unique data 
format for extended sense. Error codes 1H through EH are reserved. 
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The extended sense data format is shown below. 

Figure 8-4: Extended Sense Data Format 

============================================================================== 
Bi t 1 7 6 5 1 4 1 3 I 2 1 0 

Byte 1 1 1 1 1 
============================================================================== 
o 1 Valid 1 Error Class 1 Error Code 1 

-----1-----------------------------------------------------------------------1 1 1 Segment Number 1 

-----1-----------------------------------------------------------------------1 2 IFilemarkl EOM 1 ILl IReservedl Sense Key 1 

-----1-----------------------------------------------------------------------1 3 1 Information Byte (MSB) 1 
-----1-----------------------------------------------------------------------1 4 1 Information Byte 1 

-----I----------------------------------------------~------------------------1 5 1 Information Byte 1 

-----1-----------------------------------------------------------------------1 6 1 Information Byte (LSB) 1 

-----1-----------------------------------------------------------------------1 7 1 Addi tional Sense Length (n) 1 
-----1-----------------------------------------------------------------------1 8 _ 1 Addi tional Sense Bytes 1 

n+7 1 1 
============================================================================== 

The information bytes are not defined if the valid bit is zero. If the 
valid bit is one, the information bytes contain valid information as follows: 

(1) The unsigned logical block address associated with the sense key, for 
direct-access devices (Type 0), write-once read-multiple devices (Type 4), and 
read-only direct-access devices (Type 5). 

(2) The di fference (resi due) of the req ue sted length and the actual length 
in either bytes or blocks, as determined by the command, for sequential-access 
devices (Type 1), printer devices (Type 2), and processor devices (Type 3). 
(Negative values are indicated by two's complement notation.) 

(3) The difference (residue) of the requested number of blocks and the 
actual number of blocks copied or compared for the current segment descriptor 
of a COPY, COMPARE, or COpy AND VERIFY command. 

The segment number contains the number of the current segment descriptor 
if the extended sense is in response to a COPY, COMPARE, or COpy AND VERIFY 
command. Up to 256 segments are supported beginning with segment zero. 

The filemark bit indicates that the current command has read a filemark. 
This bit is only used for sequential-access devices. 
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The end-of-medium (EOM) bit indicates that an end-of-medium (end-of-tape, 
beginning-of-tape, out-of-paper, etc) has occurred on a sequential access 
device or printer device. For sequential-access devices, this bi t indicates 
that the unit is at or past the early warning end-of-tape if the direction was 
forward or that the command could not be completed because beginning-of-tape 
was encountered if the direction was reverse. Direct-access devices shall not 
use this bit; instead, these devices shall report attempts to access beyond 
the end-of-medium as ILLEGAL REQUEST sense key. 

The incorrect length indicator (ILl) bit indicates that the requested 
logical block length did not match the logical block length of the data on the 
medium. 

The additional sense length specifies the number of additional sense 
bytes to follow. If the allocation length of the command descriptor block is 
too small to transfer all of the additional sense bytes, the additional sense 
length is not adjusted to reflect the truncation. 

The additional sense bytes contain command-specific, peripheral-device­
specific data, or both kinds of data that further define the nature of the 
CHECK CONDITION status. The COPY, COMPARE, COpy AND VERIFY, and SEARCH DATA 
commands define a standard purpose for some of these bytes. Except as 
described in these commands, the additional sense bytes are vendor unique. 

Figure 8-5: Sense Key (OR-1H) Descriptions 

============================================================================== 
Sense Key, Description 

OH NO SENSE. Indicates that there is no specific sense key 
information to be reported for the designated logical unit. This 
would be the case for a successful command or a command that 
received a CHECK CONDITION status because one of the filemark, EOM, 
or ILl bi ts is set to one. 

1H RECOVERED ERROR. Indicates that the last command completed 
successfully with some recovery action performed by the target. 
Details may be determinable by examining the additional sense bytes 
and the information bytes. 

2H NOT READY. 
accessed. 
condition. 

Indicates that the logical unit addressed cannot be 
Operator intervention may be required to correct this 

3H MEDIUM ERROR. Indicates that the command terminated with a 
nonrecovered error condition that was probably caused by a flaw in 
the medium or an error in the recorded data. 

4H HARDWARE ERROR. Indicates that the target detected a 
nonrecoverable hardware failure (for example, controller failure, 
device failure, parity error, etc.) while performing the command or 
during a self test. 

==========~=================.================================================== 
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Figure 8-5: SeDse ICey (8H-FB) DescriptioDs, oont'd 
============================================================================== 
Sense Key Desoription 

5H ILLEGAL REQUEST. Indioates that there was an illegal parameter in 
the oommand desoriptor block or in the additional parameters 
supplied as data for some commands (FORMAT UNIT, SEARCH DATA, etc). 
If the target detects an invalid parameter in the command 
desoriptor block, then it shall terminate the oommand without 
altering the medium. The target may have already altered the medium 
when it detects an invalid parameter in the data. 

6H UNIT ATTENTION. Indicates that the removable medium may have been 
changed or the target has been reset. A unit attention condition 
shall begin for eaoh initiator whenever the removable medium may 
have been ohanged or the target has been reset. The unit attention 
condition shall persist for each initiator until that initiator 
issues a command other than REQUEST SENSE or INQUIRY for which the 
target shall return CHECK CONDITION status. If the next oommand 
from that initiator is REQUEST SENSE, and if the target supports 
extended sense, then the UNIT ATTENTION sense key shall be 
returned. (If any other command is reoeived, the unit attention 
condi tion is lost.) 

7H DATA PROTECT. Indioates that a -oommand that reads or writes the 
medium was attempted on a block that is protected from this 
operation. The read or write operation is not performed. 

8H BLANK CHECK. Indicates that a write-once read-multiple device or ·a 
sequential-access device encountered a blank block while reading or 
a write-once read-multiple device encountered a nonblank block 
while writing. 

9H Vendor. unique. Available for reporting vendor unique conditions. 

AH COpy ABORTED. Indicates a COPY, COMPARE, or COpy AND VERIFY 
command was aborted due to an error condition on the source device, 
the destination device, or both. (See 7.1.4.2 for additional 
information about this sense key.) 

BH. ABORTED COMMAND. Indicates that the target aborted the command. 
The i ni ti a tor may be a bl e to recover by try i ng the command aga i n. 

CH EQUAL. Indicates a SEARCH DATA command has satisfied an equal 
comparison. 

DH VOLUME OVERFLOW. Indicates that a buffered peripheral device has 
reached the end-of-medium and data remains in the buffer that has 
not been written to the medium. A RECOVER BUFFERED DATA command(s) 
may be issued to read the unwritten data from the buffer. 

EH- MISCOMPARE. Indicates that the source data did not match the data 
read from the medium. 

FH This sense key is reserved. 
============================================================================== 
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arbitration winner. The arbi trating SCSI device which has the 
highest SCSI address. 

bJte. In this standard, this term indicates an a-bit (octet) 
byte. 

co •• and descriptor block (CDB). The structure used to communi­
cate requests from an initiator to a target. 

connect. The function that occurs when an initiator selects a 
target to start an operation. 

disconnect. The function that occurs when a target releases 
control of the SCSI bus, allowing it to go to the BUS FREE phase. 

initiator. An SCSI devioe (usually a host system) that requests 
an operation to be performed by another SCSI device. 

IITERMEDIATE status. A status code sent from a target to an 
initiator upon completion of each command in a set of linked 
commands except the last command in the set •. 

logical thread. The logioal path which exists between an initia­
tor's memory and a bus device LUN even though the physical path 
may be disconnected. 

logical unit. A physical or virtual device addressable through a 
target. 

logical unit nu.ber. An encoded three-bit identifier for the 
logical unit. 

(LSB). Least significant byte. 

LUI. Logical unit number. 

ID.. Millimeter. 

IDS. Millisecond. 

(MSB). Most significant byte. 

ns. Nanosecond. 

one. A true signal value. 

peripheral deYice. A peripheral that oan be attached to an SCSI 
device (e.g., magnetic-disk, printer, optical-disk, or magnetic­
tape). 

reconnect. The function that occurs when a target seleots an 
initiator to continue an operation after a dis~onnect. 

1 Available from the Electronic Industries Association, 2001 Eye 
Street NW, Washington, D.C. 20006. 
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reseryed. The term used for bits, bytes, fields~ and code values 
that are set aside for future standardization. 

SCSI address. The octal representation of the unique address (0-
7) assi gned to an SCSI device. Thi s address woul d normally be 
assigned and .set in the SCSI device during system installation. 

SCSI ID. The ·bit-significant representation of the SCSI address 
referring to one of the si&nal lines DB(7-0). 

SCSI device. A host computer adapter or a peripheral controller 
or an intelligent peripheral that can be attached to the SCSI 
bus. 

signal assert1on. The act of driving a signal to the true state. 

si~nal deassertion. The act of driving a signal to the fal.~ 
state or allowing the cable terminators to bias the signal to the 
false state (by placing the driver in the high impedance 
condition). 

signal release. The a~t of allowing the cable terminators to 
bias the signal to the false state (by placing the driver in the 
high impedance condition). 

status. One byte of information sent from a target to an initia­
tor upon completion of each command. 

target. An SCSI device that performs an operation requested by 
an ini tiator. 

us. Microsecond. 

vendor un1que. In this standard, this term indicates bits, 
fields, or code values that are vendor specific. 

zzB. Numbers followed by capital H are hexadecimal values. All 
other numbers are decimal values. 

zero. A false Signal value. 
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ADAPTIVE DATA 
SYSTEMS INC. 

who brought you the First Family of SCSI products . 

SABER - Disl", Controller 
PYTHON - Tope Controller 
IBM PC Host Adapter 

is bringing you the Next Generation 
based on our proprietary VLSI chip technology . 

SCSI DISK CONTROLLERS 
• ST506/412 

• ESDI 
• 3-1/2" or 5-1/4" Form Factor 
• Variable Sector, -Size to 4096 bytes 

• 64KB Data Buffer 
• 4 Drive Capability 

• ADS I ASIC Chip Sets 

• High Reliability 
• Bus Parity Checking 

• 48 Bit ECC 
_. SCSI Rev 16 Compatibility 

• Low Power Consumption 
• 1-to-1 Minimum Interleave 

• Sector Skewing 

• Copy Command 

SCSI TAPE CONTROLLERS 
• Industry Standard QIC-36 Interface 

• QIC-11 or QIC-24 Selectable Media 
Formats 

• Full SCSI Disconnectl Arbitrationl 
Reselect Capability 

• SCSI Bus and Buffer Parity (Optional) 

• 16K On-Board Data Buffer 
• Automatic Cartridge Type Detection 

• Read-After Write Data Check 
• 16 Bit CRC Error Detection Coding 

• 5-1/4" Form Factor 

• ADSI ASIC Chip Sets 

• Copy Command 

SCSI COMBO TAPE/DISK 
• ST506 and QIC-36 or ESDI and QIC-36 

• 64K Data Buffer 
• Variable Sector Size to 4096 Bytes 
• 1-to-1 Minimum Interleave 

• 5-1/4" Form Factor 

• 48 Bit ECC 
• Copy Command 
• 2.0 MBISec Host Transfer Rate 

• 2 Disk 1 Tape Support 
• ADS I ASIC Chip Sets 



also ... VLSI CUSTOM CHIP SETS 
available for your products 

DISK CONTROLLER SERDES ADS 1000 TAPE SERDES ADS-4360 

• ST506, ST412, ST412 HP, ESDI, SMD, ESMD • QIC-11 or QIC-24, Tope Format 

• Variable Sector Sizes to 4096 bytes • 8 Bit Microprocessor Interface 

• Generic Microprocessor Interface • 16 Bit CRC 
• 24 MHZ NRZ Data, 24 MHZ Clocl~ • Read After Write Verify 

• 48 Bit ECC • GCR Data 
• MaS Technology • Bit by Bit Read Compare 

• 6 MHZ Clocl~ 
• MaS Technology 

BUFFER MANAGER ADS-3570 SCSI BUS TRANSCEIVER ADS-5050 

• 4 Ports • Direct Interface to SCSI Bus 
• Priority Resolution • Single Ended Bus 
• 256K Addressing • Data/Control Mode Select 
• DRAM Control • 9 Bit Wide Data Path 
• SCSI Bus Support • Power Up/Down Protection 

• 8 Bit Parallel Data • Bi-Polar Technology 

• 15 MHZ Clocl~ 
• MaS Technology 



ADAPtiVE DATA 
6YSTEMS INC . 

. ADAPTIVE DATA SYSTEMS, INC. 
2627 POMONA BOULEVARD 

POMONA, CALIFORNIA 91768 
(714) 594-5858 
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