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THE POINT 
Of NO RETURN. 

When you put a Fujitsu ASIC to 
work, you can rest assured it will 
work the way it should.And keep on 
doing its job for a very long time 
to come. In fact, when you look at 
our performance record over the 
years, you '11 be hard pressed to find 
any field failures at all. 

This is no empty promise. 
Product reliability has been a way 
oflife for us for more than 15 
years. 



That's why we always take a 
conservative approach to the 
design process. Giving you realistic 
worst case specs that no produc­
tion device will exceed. 

Guaranteeing a minimum 90% 
utilization of all gates. And giving 
you a simulation-to-production 
correlation of 99%. 

It's also why we control every 
step of the production process.From 
design to wafer fab to assembly 

and final test, including 100% AC 
testing at frequency. So nothing 
is left to chance. 

Th us, reliability in the field is 
everything. And when you remem­
ber we've taken over 8,000 ASIC 
devices from design through mass 
production, you can see that we11 
give you a level of confidence no one 
else can off er. 

So count on parts that have 
longer life expectancies. 

Call our Hot Line today at 
( 800) 556-1234, Ext. 82; in California 
( 800) 441-2345. Look into ASICs 
you can send out the door. Never to 
return again. 
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ASICs wasn't even 
part of your job. 
Now it's the 
part everyone's 
counting on. 

That's where 
Daisy comes in. 

Daisy CAE tools 
are used by more 
ASIC designers than 
any other CAE workstations. 

Because from schematic 
creation through post-layout 

Simu/,ation accelerator market share. Source: 
Prime Data, 1985and 1986 unit shipments. 

simulation, Daisy has what 
it takes to keep ASICs on time 
and on budget. 

For example, our 
MegaLOGICIAN™ simulation 

© 1988, Daisy Systems Corporation. MegaLOGICIAN is a trademark of Daisy Systems Corporation. 

with more than 170 design 
kits supplied by 70 different 
vendors. So you can build pro­
ductivity instead of libraries. 

Which may explain why 
more MegaLOGICIANs are 
in use today than all other 
accelerators combined. 

Speaking of combining, you 

'Based on minimum !Ox perfo rmance improvement compared to 32-bit workstations. Source fo r design kit estimates: VLSI Systems Designs Semicustom Design Guide, 1987. 



can share a MegaLOGICIAN 
with a network of our 386-
based desktop workstations, 
for a high-powered low cost 
ASIC design environment. 

And that's just the beginning. 
With our library of more 

than 4,500 system-
level components, 
you can include your ASIC in 
complete "real world" system 
simulations to ensure that 
your designs will be ready for 
production, instead of revision. 

All of which makes Daisy 
today's choice for no-sweat 
ASIC success. 

But what about tomorrow? 
Gate counts are on the rise. 

If your tools run out of steam 
at 5,000 gates, so could your 
future. 

No problem. 
Our ASIC design tools 

glide through 20,000-

gate designs 
without even 

breathing hard. 
In fact, new design kits 

already support arrays of 
over 100,000 gates. 

So you'll never have 
to worry about hitting a 
dead-end. 

But don't take our 
word for it, listen to what 

Rockwell and other industry 
leaders have to say. For a free 
copy of "Making It Big In 
ASICs" call Daisy at 1 (800) 
556-1234, Ext. 32. In California, 
1(800)441-2345, Ext. 32. 



Universal standards 

are a must 

for the design 

automation industry 
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I n 0 M T H E E D T 0 n 

It Was the Best of Times, 
It Was the Worst of Times 

A !though it was over 100 years ago when Charles Dickens began A Tale of Two 

Cities with "It was the best of times, it was the worst of times " to describe the 

conditions in London and Paris just before the French Revolution, the same statement 

describes the financial and mental state of today's electronic design automation industry. 

This month the Design Automation Conference will celebrate its 25th anniversary. The 

design automation industry grew rapidly during these years, with the electronics segment 

blossoming at the start of this decade. Unfortunately, not all the players fared well. The 

losers included not only small vendors, but also industry giants that stumbled badly and 

whose efforts were eventually acquired whole, carved up into small pieces, or simply 

abandoned. But all is not lost: some vendors showed a remarkable ability to avoid the 

potholes on the road to success; some finally got their act together; and some were revived 

after successful mergers. 

What caused the problems? Perhaps some industry leaders were like the royalty of 

Dickens's novel; they were too busy enjoying the best of times to realize their customers' 

needs and moods were changing. When many of the original CAE/CAD products were 

introduced, the IC designers-overwhelmed by the exploding complexity of ICs-were 

desperate for help, even from high-priced, user-unfriendly tools that were often late and 

didn't perform as promised. They did, however, help designers in their time of need. 

But the tides changed; the early successes of the CAE/CAD tool vendors brought out new 

ventures in droves; every company went its own way, with different interfaces, operat ing 

systems, and computing platforms; and the growth of the IC design automation market 

faltered. The anticipated large-scale move of design automation tools into the much 

bigger system engineering market didn't materialize. 

Nevertheless, it can be the best of times again if industry leaders look beyond their own 

palaces and make a serious effort to provide systems engineers with the universal standards 

they desparately need. 

ROLAND WITTENBERG 

EXECUTIVE EDITOR 
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There Will Still Be a Few Uses 
for Conventional ECL ASI Cs. 

Cold facts: now the highest-density ECL logic array runs at a 
cool 1/10 the gate power of competing devices. 

Raytheon's ASIC design expertise 
and proprietary technology make 
conventional ECL arrays too hot to 
handle. The superior performance of 
the new CGA70El8 and CGA40E12: 
the ECL logic array family with the 
highest density and the lowest power 
requirement now available. 

D Superior performance: 300 pS 
delay and 300 µ W (typical gate) power 
dissipation deliver the industry's low­
est speed-power product: <0.1 pJ. 
Toggle frequency 1.2 GHz (typical). 

D Highest density: 
CGA70El8 - 12540 equivalent gates 1, 

CGA40El2 - 8001 equivalent gates 

D Lowest power: Industry's smallest 
bipolar transistors result in power dis­
sipation that is a fraction of conven­
tional ECL at comparable propagation 
delays. Typical chip power dissipation 
of 3W to SW. 

D Et cetera: Interface TTL, ECL 
(lOK, lOKH, lOOK), ETL. Customer 
access to proven, fully integrated 
CAD system. Commercial and mili­
tary operating ranges. 

CIRCLE NUMBER 2 

Call Raytheon for access to the right 
ECL technology. We're not blowing 
any smoke, and neither should your 
system's performance. 

Raytheon Company 
Semiconductor Division 
350 Ellis Street 
Mountain View, CA 94039-7016 
(415) 966-7716 

Access to the right technology 

Raytheon 



DESIGN AUTOMATION 

CONFERENCE '88 
June 12-16 
Anaheim Convention Center 
Anaheim , Calif. 

D AC '88, sponsored by the 
IEEE Computer Society 

and the Association for Com­
puting Machinery , is devoted 
solely to the field of design· 
automation . This year's con­
ference will offer tutorials, 
panel discussions, and techni­
cal presentations. General ses­
sion topics will include design 
for testability, VHDL in use, 
timing verification, parallel 
simulation, high-level synthe­
sis, placement algorithms, lay­
out compaction, logic synthe­
sis and optimization, physical 
design verification, fault simu­
lation, and micro-architecture 
synthesis. For more informa­
tion, contact Pat Pistilli , MP 
Associates Inc., 7490 Club­
house Road, Suite 102, Boul­
der , Colo. 80301. (303) 530-
4333. • 

INTERNATIONAL WORKSHOP 

ON VLSI FOR 

ARTIFICIAL INTELLIGENCE 

July 20-22 
University of Oxford 
Oxford, England 

T his workshop will provide 
a forum where AI experts 

and VLSI system designers can 
come to discuss trends in AI 
applications and their compu­
tational requirements, VLSI 
implementations, and com­
puter architectures . Topics to 
be discussed will include alter-
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native technologies , function­
al-language architectures, 
knowledge-oriented machines, 
rule-based engines, Prolog and 
Lisp machines, and fifth-gen­
eration computers. Further in­
formation may be obtained by 
contacting, Dr. Jose G. Del­
gado-Frias or Dr. Will R . 
Moore, Dept . of Engineering 
Science, University of Oxford , 
Parks Road, Oxford OX 1 3PJ, 
England, U.K. Phone: (0865) 
273188. • 

SIGGRAPH '88 
August 1- 5 
Atlanta , Ga. 

T his 15th annual confer­
ence on computer graph­

ics and interactive techniques 
is sponsored by the Association 
for Computing Machinery's 
Special Interest Group on 
Computer Graphics in cooper­
ation with the IEEE Technical 
Committee on Computer 
Graphics. It will feature panel 
sessions, courses , and exhibi­
tions, as well as a film and 
video show and an art show. 
Technical presentation topics 
will include algorithms, ani­
mation, CAD/CIM , applica­
tions , color , computational 
geometry, geometric model­
ing, graphics hardware, and 
graphics systems. Additional 

en d ar 

information may be obtained 
by contacting SIGGRAPH '88 
Conference Management, 
Smith, Bucklin, and Associ­
ates Inc., 111 E. Wacker Dr., 
Suite 600, Chicago , Ill. 
60601. (312) 644-6610. • 

OIS '88 
September 7-9 
Washington Sheraton 
Washington , D.C. 

T he eighth annual Optical 
Information Systems Con­

ference and Exhibition, spon­
sored by Meckler Corp. , will 
focus on write-once and eras­
able optical storage systems 
and digital document-image 
automation. Sessions are 
planned in areas such as elec­
tronic image and document 
storage systems , erasable opti­
cal disk media developments, 
erasable optical disk drives and 
systems, evaluating and select­
ing a WORM subsystem, future 
trends and new developments, 
converging optical informa­
tion technologies, and inte­
grated systems development . 
Additional information about 
the conference may be ob­
tained by contacting Marilyn 
Reed, OIS '88 Conference Man­
ager, Meckler Corp. , 11 Ferry 
Lane West, Westport, Conn. 
06880. (800) 635-55 37 . • 

7TH VLSI AND GAAS 

PACKAGING WORKSHOP 

September 12-14 
San Jose, Calif. 

T his workshop is being 
sponsored by the IEEE 's 

Components, Hybrids, and 
Manufacturing Technology 
Society and the National Bu­
reau of Standards. Topics that 
will be addressed include 
package interconnection op­
tions, GaAs IC packaging, die­
attachment solutions for large 
chips, VLSI and wafer-scale 
package design, and VLSI pack­
age materials advancements . 
For additional information 
about the workshop, contact 
Paul Wesling, IEEE Council 
Office, 701 Welch Road, 
Suite 2205, Palo Alto, Calif. 
94304 . (415) 327-6622. • 

INTERNATIONAL TEST 

CONFERENCE 1988 
September 12- 14 
Sheraton \'(! ashington Hotel 
Washington , D.C. 

T he ITC provides a major 
forum for an exchange of 

information about the testing 
of electronic devices, assem­
blies and systems . This year 
the conference focuses on the 
test techniques and equipment 
needed to meet the challenges 
of new technologies . Technical 
papers will be presented on 
such topics as analog devices , 
yield modeling and process di­
agnosis, testability analysis, 
education and training, appli­
cation-specific devices, micro-

Continued on page 113 
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Calma Unbundles IC CAD for a Valid Deal 

AUD LOGIC SYSTEMS Inc. (San Jose, Calif.) has purchased 
Calma Co. (Milpitas, Calif.), whose GOS II design system for 
!Cs was the granddaddy of most modern IC CAD systems, 

from General Electric Co. for cash and stock valued at less than 
$3. 5 million. Valid will consolidate its IC CAD product line and 
the Calma group into an IC CAD division and will assume 
responsibility for Calma's GOS II and newer EDS III design sys­
tems. The deal became a reality when W. Douglas Hajjar, 
Valid's president and CEO, convinced GE executives to unbundle 
the IC CAD division from the mechanical division. • 

State Machine EPLD Clocks at 50 MHz 

HE FIRST of a family of 28-
pin EPLDs, the CY7C330 
Programmable State Ma-

chine from Cypress Semicon­
ductor Inc. (San Jose, Calif.), 
can implement state machines 
that operate with a 50-MHz 
clock. The new chip contains 
11 dedicated inputs and 12 I/O 
macrocells, both with regis­
ters; four buried registers; and 
a logic array that provides 9 to 

JO VLSI SYSTEMS DESIGN 

19 product terms for each out­
put macrocell. Two input 
clock pins synchronize the arri­
val of input signals, and a 
third clock input drives the 
output and buried registers. 
The input register setup time 
is 5 ns, and the clock-to-out­
put delay is 15 ns. 

The new EPLD is built with 
Cypress's 0.8-µ,m dual-layer­
metal CMOS technology. • 

Major Computer Companies Fight for Open Unix 

EVEN GIANTS in the com­
puter industry put their 
money on the line for a 

"truly open Unix." The chief 
executives of IBM, Hewlett­
Packard, Digital Equipment, 
Apollo Computer, Siemens, 
the Bull Group, and Nixdorf 
expressed their dissatisfaction 
with the AT&T-Sun Microsys­
tems handling of the develop­
ment of a unified Unix operat-

ing system by making a three­
year, $90 million commit­
ment to an international effort 
directed toward open software 
standards. The efforts will be 
channeled through the newly 
formed Open Software Foun­
dation. John L. Doyle, execu­
tive vice president of HP' s Sys­
tems Technology Division, 
will serve as the OSF's first 
chairman. • 

Super-3D on a PC 

NEW DISPLA y controller 
board from Nth Graphics 
(Austin, Texas) delivers 

3D color graphics performance 
at a superworkstation level 
when plugged into an IBM PC 
AT. The Nth 3D Engine, 
priced from $13,000, uses In­
mos Transputers, in addition 
to the company's proprietary 
graphics coprocessors, to pro­
vide the required computing 
power. The board, which 
drives color monitors with a 
1,024 X 768-pixel resolution 
at a 60-Hz non-interlaced re­
fresh rate, can handle a variety 
of complex graphics oper­
ations, such as transforming 
5,000 constant-shaded, 500-
pixel polygons per second. • 
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HP Plotters Target CAE/CAD Applications 

WO LOW-PRICED electro­
static plotters have been in­
troduced by Hewlett-Pack-

ard Co. The HP 7600 series, 
Models 240D and 240E plot­
ters can typically produce me­
chanical engineering type 
drawings in less than one min­
ute. HP says that 
the Model 240D 
is the only electro­
static plotter 
priced at less than 
$23,000 that fea­
tures pen-plotter 
quality with a res­
olution of 406 
dots per inch. The 
plotter creates drawings on D­
sized paper or vellum. 

The Model 240E, which is 
priced at $27, 500, has the 
same resolution as the 240D, 
but handles the larger E size 

format. Both plotters include­
built-in HP-GL, the Hewlett­
Packard Graphics Language, 
which makes them fully com­
patible with hundreds of exist­
ing software packages. HP­
GL/2 is also included to 
provide for future software per-

formance en-
hancements. 

The plotters 
can connect to a 
wide variety of 
host computers 
through their RS-
232 - C, IEEE-
488, and Cen­
tro ni cs parallel 

interfaces. The host central 
processing unit is offloaded by 
the 40-megabyte storage ca­
pacity of the built-in vector­
to-raster converter, which can 
hold up to 3 million vectors. • 

Altera PLDs Evolve to the Max 

NEW PLO architecture de­
veloped by Altera Corp 
(Santa Clara, Calif.) com-

bines logic array blocks (LABs) 
with a programmable inter­
connect array (PIA) that con­
nects signals among blocks 
and I/O pads. The architecture 
takes form in the Max family 
of devices, ranging from the 
EPM5016 with 20 pins and 16 
macrocells to the EPM5 128 
with 68 pins and 128 macro­
cells. 

Each LAB contains macro­
cells (with an AND-OR logic 
array and flip-flops), "logic ex­
panders" that expand the 
number of available product 
terms, and I/O functions that 
can drive either I/O pins or oth­
er macrocells to create buried 
resources. The combination of 

JUNE 1988 

new architecture and 0.8-µm 
CMOS process technology (from 
second-source Cypress Semi-

PROGRAMMABLE INTERCONNECT 
ARRAY (PIA) 

LAB = LOGIC ARRAY BLO<;K 
(EQUIVALENT TO EP600) 

conductor) allows the parts to 
operate with 40-MHz system 
clock frequencies. The Max 
family and the Max+ design 
system will be available in the 
second half of this year. • 

AMD Increases RISC 

DV AN CED MICRO Devices Inc. (Sunnyvale, Calif.) is now 
sampling a 30-MHz, 20-MIPS version of its Am29000 RISC 
processor, six months ahead of schedule. It has also promised 

three support chips by year-end: the Am29027 floating-point 
processor; the Am29062 integrated cache unit, with cache 
memory and control logic; and the Am2904 l data transfer 
controller, which implements OMA and I/O functions. Next year 
expect to see a 50-MHz, 35-MIPS version of the 29000. • 

VLSI Technology and Hitachi Make a Swap 

ILLIAM GSAND, vice presi­
dent and general man­
ager of Hi tac hi America 

Ltd.'s Semiconductor and IC 
division, and Alfred J. Stein, 
chairman and CEO of VLSI 
Technology Inc. (San Jose, 
Calif.), shook hands on a deal 
that took 18 months to negoti­
ate. The five-year agreement 
gives Hitachi rights to all of 
VLSI Technology's broad line of 

proprietary IC physical design 
tools, silicon compilers, mega­
cells, and standard-cell librar­
ies. In return, VLSI will obtain 
manufacturing know-how on 
Hitachi's 1-µm and smaller­
geometry CMOS processes. 
Other provisions are second­
source rights to Hitachi's man­
ufacturing technologies and 
the availability of VLSI's tools 
to Hitachi's customers. • 



The Dual Nature of 
Logic Synthesis 

r he term logic synthesis im-
plies th~ creation of a cir­

cuit structure directly from a 
high-level description. A crop 
of programs to be first shown 
at the Design Automation 
Conference comes very close to 
satisfying that description. 
From a point high in the de­
sign hierarchy, they automati­
cally translate and optimize 
designs that can then be im­
plemented in semicustom ICs. 

Translation: The designer 
creates high-level models­
reg is ter-transer-level (RTL) 
blocks , behavioral descrip­
tions , or equations to represent 
portions of his design. The 
synthesizer replaces each of 
those blocks with lower-level 
components that can be imple­
mented in the target technol­
ogy. Often the high-level de­
scription must first be 
translated into more malleable 
forms. For example, a state 
machine may be divided into a 
sequential block and a logic 
block, both of which can be 
implemented directly in low­
er-level components . 

Optimization: Once the de­
sign has been translated into 
lower-level components, the 
tools try to optimize the im­
plementation. They use signal 
path delay, power consump­
tion, and silicon area (in terms 
of total number of gates) to 
judge whether a change in the 
design results in a better 
implementation. 

All tools contain some opti­
mization routines that perform 
minimization using. Boolean 
algebra. Espresso is the most 
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prevalent algorithm for such 
optimization . Minimization 
usually reduces silicon area and 
power consumption because it 
reduces the total number of 
components in the implemen­
tation. The tools can optimize 
across entire designs, or the 
designer can limit them to op­
timize portions of designs 
within specified boundaries. 
To minimize propagation d~­
lay, logic synthesis tools must 
incorporate timing analysis 
programs to measure the delay 
along signal paths. One strate­
gy for reducing signal delays 
rearranges logic expressions to 
minimize components along a 
signal path. 

• TIMING IN CRITICAL 
PATHS 

Another technique replaces 
components in critical signal 
paths with higher-drive alter­
natives. When timing is im­
proved through fewer compo­
nents, silicon area and power 
consumption may improve as 
well. More often, though , 
faster designs obtain their 
speed through the use of high­
er-drive components and are 
therefore a little larger and 
consume more power than 
slower implementations. Logic 
synthesis is designed to be 
complementary to, instead of a 

replacement for, ex1strng CAE 
environments. The tools create 
netlists or schematics (or both) 
in the format for Mentor 
Graphics workstations (and 
some others). Designers then 
verify the functionality and 
timing of the design, as well as 
the placement and routing , us­
ing existing tool sets . 

• NEW TOOLS DEFINE 
THE ART 

Three logic synthesis pro­
g rams are becoming available 
that execute both functions of 
synthesis: the Design Consul­
tant , from Trimeter Technol­
ogies Corp. (Piusburgh, Pa.) ; 
the Design Compiler, from 
Synopsys Inc . (Mountain 
View, Calif.); and SilcSyn, 
from Sile Technologies Inc. 
(Burlington, Mass .). Another 
new logic synthesis tool , the 
DS2 3 design program from 
Xilinx Inc. (San Jose , Calif.) , 
performs only optimization, 
and it produces designs solely 
for Xilinx 's programmable 
gate arrays . 

Trimeter's Design Consul­
tant (Figure 1) accepts designs 
in five forms : register-transfer­
level designs, state machines, 
Boolean equations, PLA truth 
tables, and schematic dia­
grams. It evaluates the design 
using two knowledge bases. It 

first performs optimization at 
the RTL level, making archi­
tectural and structural trade­
offs that are independent of 
the implementation technol­
ogy. Then the company's Log­
ic Consultant, which is em­
bedded in the Design Con­
sultant, makes trade-offs that 
are specific to the implementa­
tion technology. 

o the Logic Consultant, 
the Design Consultant 

adds the additional input 
forms and the translation of 
those input forms into equa­
tions, state machines, and net­
lists for implementation. It 
produces designs for gate ar­
rays from LSI Logic , Toshiba, 
and Hughes. Preliminary re­
lease is planned by the begin­
ning of the fourth quarter of 
this year. 

The founders of Synopsys 
developed the Design Compil­
er's progenitor, Socrates, while 
at General Electric's Research 
Triangle Park facility (for a 
description of Socrates, see 
VLSI Systems Design, January 
1988, p. 40). After five years 
of experience with Socrates, 
Synopsys has begun to encode 
some of the knowledge base in 
algorithms instead of expert 
rules. Algorithms, which can 
be considered highly struc­
tured, complex rules, execute 
more quickly than rules. 

ome of the Design Com­
piler remains rules-driv­

en, because it is easier to create 
and modify a knowledge base 
in terms of rules than it is in 
algorithms. Once a set of rules 
becomes tested and verified 
over time, however, the effort 

Continued on page 112 
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180 MHz with low power. 
It's cause for celebration. AMCC extends 

its lead as the high performance/low power semi-
custom leader with three exciting, new BiCMOS logic 

arrays that optimize Q14000 SERIES 
performance where Qz1oos Q910os QI4oooBt 
today's designs need Equivalent Gates 2160 9072 13440 

Gate Delay' [ns) .7 .7 .7 

it most. In throughput Maximum I/O 180 180 180 

(Up to three times faster _Fre_._qu_enc-'-'y [_MH-'-z) _____ _ 
Utilization 95% 95% 95% 

than 1.5µ CMOS). Power 

Today, system ~~sipation [WI ~·; ;~: ;
2
: 

designers look at speed, Temperature COM, COM, COM, 
Range MIL MIL MIL 

power and density. For '12 loads, 2 mm of metal) tAvailable soon 

' 
good reasons. As CMOS gate arrays become larger and 
faster, designers can't meet their critical paths due to fanout 
and interconnect delay. As Bipolar arrays become larger 
and faster, power consumption becomes unmanageable. So 
AMCC designed a BiCMOS logic array family that merges 
the advantages of CM OS's low power and higher densities 
with the high speed and drive capability of advanced Bipolar 
technology. Without the disadvantages of either. 

Our new Q14000 BiCMOS arrays fill the speed/power/ 
density gap between Bipolar and CMOS arrays. With high 
speed. Low power dissipation. And, mixed ECL/TIL I/O 
compatibility, (something CMOS arrays can't offer). 

For more information on our new BiCMOS logic 
arrays, in the U.S., call toll free (800) 262-8830. In Europe, 
call AMCC (U.K.) 44-256-468186. Or, 
contact us about obtaining one 
of our useful evaluation 
kits. Applied 
MicroCircuits 
Corporation, 6195 
Lusk Blvd., San Diego, 
CA 92121. (619) 450-9333. 

A Better Bi CMOS Array is Here. 
CIRCLE NUMBER 4 ~~(g(g 



The 29000's 

Architect Believes 

in Evolution 

A STAUNCH propo-
nent of an evolutionary approach, 
Mike Johnson learned the hard 
way about how to design a micro­
processor. A survivor of the RISC 
microprocessor program at IBM, he 
received a chance to create a new 
architecture at Advanced Micro 
Devices. The result, the 
Am29000 RISC processor, didn't 
pop out from a product specifica­
tion; instead, it evolved. 

Chance, a key factor in evolu­
tion, steered Mike into processor 
design to begin with. For exam­
ple, as a master's candidate at Ari­
zona State, he had specialized in 
digital control and signal process­
ing. This expertise suited him 
well for developing magnetic-card 
typewriters at his new employer, 
IBM. However, on leaving college, 
his car broke down, forcing him to 
scrap his travel plans. Showing up 
early at IBM, Mike was placed in 
the next available slot: micropro­
cessor design. "It was a total acci­
dent," he says. 

Mike was the first of a group 
whose charter was to design IBM's 
next generation of microproces­
sors. The Research Office-Prod­
ucts Mini Processor (ROMP) pro­
ject faltered because it was started 
too early to benefit from technol­
ogy trends and too late to begin 
from scratch . 

"ROMP suffered a lot from being 
the bridge between the old and the 
new," Mike says. For example, the 
designers toiled to design an inter­
leaved memory interface that sub­
sequent advances in DRAM tech..:­
nology would make not only 
unnecessary but also cumbersome. 
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A Darwinian Approach to 
Microprocessor Design 

Also, ROMP was originally a 24-
bit architecture, because, he says, 
IBM "didn't have the guts to go 
directly from 16 to 32 bits." A 
year after its inception, the archi­
tecture did expand to 32 bits; in 
addition the designers then had to 
retrofit virtual memory onto it. 
The experience in trying to tune 
the stubborn ROMP architecture 
taught him "what you don't do" 
in creating a microprocessor. 

When Mike joined the team 
developing the 29000, he used a 
model for the project that could be 
pulled from the notebooks of 
Charles Darwin. He explains : 
"Biological things progress by 
changing randomly, with many 
intermediate forms dying off. Pro­
cessors can change randomly too, 
and intermediate steps don 't need 
to live. I can have an intermediate 
stage that is this long and this 
wide and has pink polka dots on 
it- it doesn't matter. But an in­
termediate stage gives ideas that 
continue the evolution." 

As a result, the 29000 started as 
an infinitely large chip from which 
the designers subtracted func­
tions , instead of being built up 
piece by piece. "It's creating the 
chip instead of designing it,' ' 
Mike says . 

In addition to evolution, an-

'PROCESSORS 

CAN CHANGE 

RANDOMLY TOO, 

AND INTERMEDIATE 

STEPS DON'T NEED 

TO LIVE' 

other philosophy emerged from 
his ROMP days : Don't design all 
functions in hardware or the pro­
cessor can get in the way of the 
final system design. "Saying 'let 
me do that in hardware' doesn't 
always make things faster, " he 
says. 

System-level technology, such 
as software design , changes faster 
than designers can implement 
functions in hardware. Processor 
designs should implement a set of 
flexible primitive functions that 
execute as fast as possible. The 
system designer then plugs them 
together, using the most recent 
ideas in system design. 

As an illustration of both phi­
losophies, Mike points to the 
29000's large register set . It began 
as 32 registers and progressed 
through numerous intermediate 
stages, including a 64-register file 
with cache backup to a 256-regis­
ter file. It was finally pared down 
to 192 registers. No restrictions 
are placed on the use of the regis­
ters, so the system designer can 
use them to best advantage in the 
type of system he is bui lding. 

This RISC concept of imple­
menting only primitive functions 
in hardware was difficult to accom­
plish because of human nature. 
''We had to slap each other's hands 
to keep features out of the de­
sign," Mike explains. 

His hands, as well as the rest of 
him, are now at Stanford Universi­
ty, where he's investigating paral­
lel processing at the instruction 
level that will result in micropro­
cessors that can execute more than 
one instruction each clock cycle. 
So Mike Johnson, it seems, con­
tinues to be closely tied to the 
evolution of microprocessors. a 

- DAVID SMITH 
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Now you can design complex ASICs 
to meet your needs, not to fit one sup­
plier's limited capabilities. The Super 
Foundry™ offers the combined resources 
of the world's premier CMOS manufac­
turers. Our process independent design 
tools and production services give you 

maximum freedom and control-from 
concept through delivery. 
FREE. ASIC Estimating Kit. 

What will it take to do your ASIC? With our free ASIC Estimating 
Kit, you can analyze design-process trade-offs and explore the 
performance, cost and scheduling implications of your design in a 
variety ofprocesses. Take control of your ASIC design and avoid the 
single-supplier prison. Call the Super Foundry 
for your free ASIC Estimating Kit: 
1-800-FOR-VLSI ext.200. 

THE SUPER FOUNDRY 
SEATTLE SILIC®N 

3075-112th Ave NE., Bellevue, WA 98004, (206) 828-4422. 
Copyright 1988, Seattle Silicon Corp. Super Foundry is a trademark of Seattle Silicon Corp. 
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System-level 

simulation hinges 

on accurate models 

AS WE approach the 
1990s, many factors are driving 
companies to find faster, more ef­
ficient methods of design verifica­
tion. Burgeoning system com­
plexity and shrinking design 
cycles are the most imperative fac­
tors. In addition, more and more 
systems are incorporating ASICs. 
Although it's true that 99% of the 
time an engineer can make an ASIC 
meet its design specification on 
the first pass, only 50% go into 
production; the other 50% don't 
function correctly in their sys­
tems. This situation is prompting 
the need for logical simulation of 
ASICs within. a complete board de­
sign, and as a result, system-level 
simulation-the logic simulation 
of board- and system-level prod­
ucts-is becoming very popular. 

The efficacy of system-level 
simulation hinges on the availabil­
ity and accuracy of simulation 
models. Understandably, users of 
simulators want the behavior of 
device models to match the behav­
ior of the devices exactly. To real­
ize this state, some users argue, 
models should be certified by the 
IC vendors themselves. Unfortu­
nately , it is both a mathematical 
and a physical impossibility that 
4,000 to 5 ,000 lines of code can 
represent a silicon device exactly, 
replicating its unspecified deviant 
behavior as well as its specified 
good behavior. Therefore we must 
ask what "accuracy" means. 

Most semiconductor companies 
will not certify the accuracy of even 
their own data sheets. It isn't rea­
sonable, then, for them to assure 
users that 4,000 to 5,000 lines of 
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How Accurate Must 
Beavioral Models Be? 

WILLIAM W . LATTIN, LOGIC AUTOMATION INC., BEAVERTON, ORE . 

code will faithfully represent all 
possible responses of a quarter of a 
million transistors interconnected 
on a chip. What is possible is to 
submit the model to the . same 
characterization and test suites 
that the semiconductor vendor 
runs on the device. This approach 
verifies the model's behavior for 
the specified behavior of the chip. It 
does not model the unspecified or 
deviant behavior of the chip. 

Developers of models must 
work very closely with semicon­
ductor companies and use the 
same test vectors on the model of 
the chip that are used on the de­
vice itself. At Logic Automation, 
for example, we have relationships 
with most leading semiconductor 
vendors to exchange proprietary 
test vectors and technical informa­
tion. These relationships help en­
sure the highest possible accuracy 
of our behavioral models. 

Most importantly, a behavioral 
model that is verified in the same 
manner as the device it models 
allows a designer to determine 
whether a device is being used 
correctly in a system design. The 
model performs to the device's 
specified behavior, which is what a 
designer needs. The system de­
signer doesn't need the model to 
re-create the device's unspecified 

'J HE SYSTEM 

DESIGNER DOESN'T 

NEED THE MODEL 

TO RE-CREATE 

THE DEVICE'S 

UNSPECIFIED 

BEHAVIOR' 

behavior-he doesn't use that be­
havior when he defines the func­
tionality of his system. So the 
model, despite not matching 
100% of the device's behavior, 
should meet the designer 's needs 
completely. 

We are often asked, "Do these 
4,000 to 5,000 lines of code exact­
ly represent the chip?" My re­
sponse is, "No, they don't; in fact, 
the software model does more than 
the chip does." The reason is that 
our software models actually issue 
an error message when it is being 
used improperly-a feat that no 
chip can do. Therefore, I think 
this issue is similar to an argument 
that arose in the old days regard­
ing the accuracy of testing the 
chips themselves. If you think of 
a complex microprocessor with 
300,000 transistors, a complete 
test would contain 2 ~oo , ooo vectors 
that set each transistor into an on 
and off state. We all know that 
that is not only impractical but 
impossible. The argument about 
the accuracy of software models for 
simulation is analogous. 

The real value of behavioral 
models does not arise from having 
them represent every transistor in 
the chip with 100% accuracy . 
Their value stems from the fact 
that behavioral models allow de­
signers to use system simulation to 
control the complexity and reduce 
the time of their design projects. • 

WILLIAM W. LATTIN is the president and 
chief executive officer of Logic Automa­
tion. He has been involved with simu­
lation and modeling for over 20 years , 
playing a key role in the introduction 
of design automation at both Motorola 
and Intel. Prior to Logic Automation, 
he was the vice president and general 
manager of Intel's Systems Group. 
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PCB LAYOUT ON YOUR 
PC. FOR ONLY $1495. OrCAD 
PCB COMES TO LIFE. 

ith nearly 10,000 sys­
tems already in use, 

electrical engineers like the 
no-nonsense capability of 
OrCAD/SDT schematic cap­
ture. Well, now there's even 
more to like. Introducing 
OrCAD/PCB. A fast, easy-to­
use PCB layout package that 
runs on your PC. And costs 
only $1,495. 
A NO-NONSENSE 
DESIGN TOOL FOR 
NO-WAIT DESIGNERS. 
OrCAD/PCB pumps up your 
productivity. Pop-up menus 
appear in a flash. Macros 
speed repetitive operations. 

OrCAD sales and support 
representatives. 

1. WA, OR, MT, ID, AK 
Seltech, Inc. 
206-7 46-7970 

2. N. CA, Reno NV 
Elcor Associates, Inc. 
408-980-8868 

3. S.CA 
Advanced Digital Group 
714-897-0319 

4. Las Vegas NV, UT, AZ, NM, CO 
Tusar Corporation 
602-998-3688 

OR8801 

Bit-mapped graphics make 
redraws, zooms and pans 
instantaneous. And, since 
you know SOT, you have no 2 

new commands to learn; 
PCB's interface is exactly the 
same. 
POWER AND FLEXIBILITY 
MINUS CLUTIER. 

OrCAD/PCB produces struc­
tured, elegant PCB layouts. It 
auto-routes boards up to 
32"x3211 with up to 8,000 track 
segments and 16 layers, tak­
ing into account manually 
routed connections. And, it 
adapts to your design with 
features like: 

5. ND, SD, MN, W. WI 
Comstrand, Inc. 
612-788-9234 

6. NE, KS, IA, MO 
Walker Engineering, Inc. 
913-888-0089 

7. TX, OK, AR, LA 
Abcor, Inc. 
713-486-9251 

8. Ml, E. WI, IL 
Cad Design Systems, Inc. 
312-882-0114 

9. IN, OH, KY, WV, W. PA 
Frank J. Campisano, Inc. 
513-574-7111 

10. TN, NC, SC 
Tingen Technical Sales 
919-878-4440 

1s • Support for di§ital and 

Find your OrCAD region number on 
1his map; then locate your sales and 
support representative on the list 
below. 

• Selectable track and via 
widths from 0.001'' to 0.255:1 

·Square, rectangular, round, 
elliptical, and SMD pads. 

• Grid bases of 100, 50, 25. 10 
and 5 mils. Or, go off grid to 
1mil. 

11. FL 
High Tech Support 
813-920-7564 

12. DE, VA, MC, DC 
MGM Visuals 
703-352-3919 

13. MS, AL, GA 
Electro-Gadd 
404-446-7523 

14. E. PA, NJ, NY 
Beta Lambda, Inc. 
201-446-1100 

15. CT, RI, MA, VT, NH, ME 
DGA Associates, Inc. 
617-935-3001 

analog components and 
surface-mount devices. 

. • Ratsnest and force vector 
placement. 

·Definition of bQard edge, for­
bidden zones, and copper 
zones. 

GIVE OUR DEMO DISK 
A SPIN. 

If you need affordable, no­
nonsense PCB layout, call for 
a free OrCAD/PCB demo 
disk. Not an OrCAD user? 
Call for the SOT demo disk 
while you're at it {OrCAD/SDT 
costs only $495). Then, watch 
your PCB layouts take shape. 

16. BC, AB, SK, MB 
lnterworld Electronics & 
Computer Industries, ltd. 
604-984-4171 

17. ON, PO 
Electralert, ltd. 
416-475-6730 

OrCADMEE™ 
Systems Corporation tm±1 
1049 S.W. Baseline St., Suite 500 
Hillsboro, OR 97123 USA 
503-640-5007 
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• 
MODULAR 

APPROACH 

PRODUCES 

EMBEDDED 

CONTROLLERS 

FOR SPECIFIC 

APPLICATIONS 

• 

' 
RISC-Like Architecture 
PH I L I P BRI DE AN D T 0 NY BAK E R, INTEL C 0 RP., HILL S B 0 R 0 , 0 RE. 

D esigners of microprocessor-based system perform a 

balancing act, juggling performance, cost, power consump­

tion, and size. Because the priorities of embedded systems 

differ significantly from those of reprogrammable systems, 

achieving this balance in an embedded application requires 

different microprocessor capabilities. 

The classic requirements for embedded systems are low 

cost, small size, low power consumption, and predictable 

performance. In contrast , repro­
grammable systems balance these 
same concerns but generally put 
performance in first place. 

To illustrate the difference, 
compare the design considerations 
for an engineering workstation 
and a desktop laser printer. The 
primary competitive advantage for 
the workstation is high perfor­
mance. The printer must achieve 
high performance as well, but 
price, size, and power consump­
tion are equally important . In oth­
er words , embedded systems have 
all the problems of reprogramma­
ble systems, plus a few more. 

In simpler designs, embedded 
controllers can balance cost and 
size with lower performance. That 
compromise is not applicable, 

however , to more complex prod­
ucts that require significant pro­
cessing power. Advanced embed­
ded designs in machine. control, 
robotics , process control, and 
avionics need lots of processing 
horsepower to handle complex, 
real-time interrupts and high­
speed floating-point calculations . 

To achieve these higher perfor­
mance levels, some embedded sys­
tem designers have turned to 32-
bit architectures, but available 
general-purpose processors were 
not designed · to meet embedded 
controller needs. Recognizing this 
need for a high-performance em­
bedded processor, Intel has devel­
oped the 80960 processor family , 
based ·on a high-performance core 
architecture that limits system 

size and cost, integrates a wide 
variety of special capabilities, and 
provides an upward growth path 
for future development . 

• RISC-LIKE 

The architecture of any proces­
sor is an abstract definition of the 
computer, its instruction set, its 
register model , and the functions 
needed for control. In developing 
the 80960 architecture, the de­
signers viewed RISC as a set of 
design techniques available to ar­
chitects, instead of as predefined 
architectural constructs. We took 
a pragmatic approach, selectively 
applying RISC techniques when 
they were appropriate and modify­
ing them when necessary to im­
prove functionality or ease of use. 
The resulting architecture uses pi­
pelined structures and highly par­
allel instruction execution in the 
engine that form the core of its 
computation and data processing 
capabilities. Around the engine 
are modular features that extend 
the functionality of the core in 
embedded systems (Figure 1). 

Because the 80960 was built 
from the ground up specifically for 
embedded applications, each ar­
chitectural decision was subjected 
to very specific design tests . For 
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example, many RISC theorists as­
sume that systems will be pro­
grammed only in a high-level lan­
guage (HLL). Because of this 
assumption, designers may omit 
safety mechanisms such as silicon 
interlocks within pipelines and 
depend on the software compiler 
to manage pipeline execution . As 
a consequence, the RISC processor 
may be difficult to program in 
assembly language . 

Designers of embedded sys­
tems , however , require assembly­
language programming capabili­
ties for certain time-critical opera­
tions . The 80960 solves these 
problems with a careful balance of 
hardware and software functions. 
It includes silicon interlocks to 
managing its pipeline invisibly to 
the programmer. This capability 
makes it practical to program the 
processor in assembly language­
essential for such tasks as building 
IIO control routines. 

The processor includes other 
features, like the register cache , 
that are effective without compila­
tion. On the other hand, it con­
tains some functions, such as reg­
ister scoreboarding , which operate 
more efficiently with software 
from an optimizing compiler. 

The 80960 architecture ad-
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dresses the special needs of embed­
ded systems by controlling system 
costs , size , and power consump­
tion at every stage of the develop­
ment process . For example, oper­
ations for bit-field manipulation , 
debugging, and self-testing sim­
plify system development and add 
functionality without forcing the 
designer to compromise perfor­
mance. Integration of special fea­
tures like floating-point process­
ing and interrupt control directly 
onto the processor eliminates the 
cost and board space of additional 
peripheral devices and coproces­
sors. In this way the architecture 
minimizes overall chip count and 
simplifies system design to de­
crease space and power needs. 

The 80960 uses many RISC de­
sign techniques: a simple load and 
store design; large, general-pur­
pose register sets ; a small set of 
instructions that are aligned by 
the word-32 bits wide-and 
that execute in one cycle; optimiz­
ing compilers that operate on 
complex HLL code; and simple 
hardware that makes efficient use 
of silicon. These characteristics 
have been modified to meet the 
practical requirements of embed­
ded computing , and the modular 
structure of the architecture allows 

different versions of the architec­
ture to be produced quickly. 

In the 80960 family architec­
ture , operations work on data in 
on-chip registers, with only load 
and store instructions accessing 
memory. This attribute simplifies 
both the instruction set and the 
decoding process. A load/store ar­
chitecture is well suited to embed­
ded applications, because simple 
instruction decoding lets the com­
piler optimize source code more 
effectively. In addition , the de­
coupling of external memory oper­
ations from internal processing 
aids performance. The 80960KB 
implementation (see "80960 Im­
plementations, " p . 24 , and the 
table) further reduces the number 
of memory accesses by providing a 
512-byte, direct-mapped instruc­
tion cache. 

All instructions are 32 bits long 
and aligned on 32-bit boundaries, . 
a detail that eliminates the need 
for an instruction alignment 
stage. The instruction set has a 
three-operand format with space 
for two source operands and one 
destination operand . That means 
it is possible to do an .operation 
without writing over the source 
operand in the course of executing 
the instruction. 

E xrENSIBLE 

ARCHITECTURE 

USES PIPELINES 

AND PARALELL 

INSTRUCTION 

EXECUTIO 
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Figure 1. The modular architecture of the 80960 family allows it to be implemented in a variety of ways. 

The 80960 instruction set provides an 
extensive set of operations to the program­
mer. It supports logical operations in ad­
dition to integer operations such as add, 
subtract, multiply, and divide. It also 
provides a broad range of data instructions 
to deal with individual bits within fields 
and within registers and with Boolean 
operations. More than 50 of these instruc­
tions can be executed in a single clock 
cycle. Multicycle instructions, such as sine 
or cosine, are also available to make pro­
gramming more practical. The instruction 
set supports the ability of future 80960 
family members to add functional blocks 
like DMA controllers, timers, and inter­
rupt controllers . 

The 80960 architecture includes large 
register files that serve to simplify task 
switching and execution. In this architec­
ture, local registers are unique to each 
procedure, whereas global registers retain 
their values across procedure boundaries. 
Global registers serve as a common block 
for passing information from one proce­
dure to another, so that procedure calls 
using this mechanism do not need to 
access external memory. For example, 
more than 90% of all C routines pass fewer 
than six parameters, but the 80960KB has 
16 global 32-bit registers that can be used 
to pass as many as 12 words of parameters . 
Most HLL routines can execute wholly out 
of the 'KB's 16 local registers, with 13 
words of local variables available per pro­
cedure and excess global registers available 
for scratchpad use. The other local regis­
ters are reserved for such chores as task 
linkage and tracing return instructions. 

Although the architecture specifies 16 
local and 16 global registers, it does not 
define how many local register sets its 
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"register cache" will hold . That character­
istic is defined within each implementa­
tion . All parts will have these 32 registers, 
but an implementation may extend this 
number to add features such as the 
80960KB's 64-register cache and four 80-
bit floating-point registers . 

The pipeline structure of current 80960 
implementations (Figure 2) is organized in 
three functional stages: fetching, decod­
ing, and execution. The fetch stage in­
cludes bus control logic (BCL) and an in­
struction fetch unit (IFU). The decoding 
stage corresponds with the instruction de­
coder (ID) and the micro-instruction se­
quencer (MIS). The execution stage con­
sists of the integer execution unit (IEU) 
and, in the 'KB and 'MC versions, a float­
ing-point unit. An autonomous interrupt 
controller operates next to the pipeline. 
Future implementations of the 80960 will 
be similar to, but more elaborate than , the 
version described· here. 

• THE FETCH STAGE 

In the fetch stage, the bus control logic 
is the interface between the 80960 and the 
external 32-bit L-bus that connects it to 
the system memory and I/O modules. This 
multiplexed bus can transfer data at a 
maximum sustained rate of 5 3 MB/s when 
the processor is operating at 20 MHz with 
no wait states. The BCL accepts memory 
requests from other units within the 
80960 on a first-come, first-served basis 
and executes them . It attempts to maxi­
mize bus access efficiency through buffer­
ing and burst accesses. 

The BCL buffers memory references in a 
three-deep FIFO. Once a memory access is 
initiated, it will be completed before any 
other access in the FIFO is initiated. The 

BCL queuing mechanism, coupled with 
other 80960 features such as scoreboard­
i ng, enables other modules in the 80960 
pipeline to continue operation without 
waiting for memory bus requests to be 
completed. Most . memory reference in­
structions are executed with little or no 
delay in the instruction pipeline. 

Bus throughput is improved by the use 
of burst memory access, which allows a 
multiword access to and from the L-bus 
with only one address cycle. Any address 
cycle can be followed by as many as four 
data words and a recovery cycle. The BCL 
controls the burst access, automatically 
maintaining 16-byte boundaries within 
memory accesses. 

Burst memory access improves memory 
bandwidth substantially . For example, if 
this bus were limited to single-word ac­
cess, it would be capable of only 27 MB/s, 
one half the burst bandwidth of 5 3 MB/s. 
Burst access also allows the 80960-based 
system to utilize the nibble and static­
column modes in DRAMS. By limiting 
bursts to four words , under control of the 
BCL, the bus also simplifies external mem­
ory-control logic. 

The hardware portion of the interrupt 
controller is located within the BCL, al­
though interrupt control logic is located 
in a separate module. When an external 
source requests the 80960 to handle an­
other chore, it causes an implicit proce­
dure call to the interrupt controller. Each 
of the four interrupt pins has an associated 
8-bit interrupt vector. Programmable reg­
isters allow the designer to multiplex two 
or more interrupt pins to service a larger 
number of interrupts. Using the interrupt 
vector, the interrupt controller signals the 
micro-instruction sequencer that an inter­
rupt has occurred and the MIS starts a 
microprogram to service the interrupt. 
The current state of the machine is saved 
on an interrupt stack in main memory. If 
the interrupt occurs during an instruction 
that requires many machine cycles, the 
instruction state is also saved in the inter­
rupt stack and the execution of the in­
struction is suspended. 

A 4-bit register records and prioritizes 
further interrupts that occur after the ini­
tial interrupt and before the interrupt con­
troller's microprogram can finish its task 
and return to the interrupted task. Upon 
returning, the interrupt controller exam­
ines the 4-bit register and if need be 
begins executing the next-highest priority 
interrupt. 

The last function of the BCL is arbitra­
tion of control of the three major internal 
buses in the 80960: the bus interface (BI) 
bus, the data bus, and the microinstruc­
tion (µI) bus. The BI and data buses are 
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each 32 bits wide, and rhe µ1 bus is 42 
bits wide. The 80960 also employs a series 
of other, smaller buses, including rhe x 
bus, the microinstruction address 
(µADDR) bus, and an internal bus within 
the microinstruction sequencer. The BI, 

X, and µADDR buses all are within rhe 
same data path. The BI bus connects the 
BCL and the instruction fetch unit. The X 

bus extends from the IFU to the instruction 
decoder, and the µ ADDR bus continues 
from the instruction decoder to the mi­
croinstruction sequencer. 

The next module in the fetch stage is 
the instruction fetch unit, which acts as an 
intelligent buffer for the instruction de­
coder. Ir includes the 512-byre, direcr­
mapped instruction cache, which holds 
instructions from the bus control logic. If 
an instruction in a new block of instruc­
tions must be initiated immediately, it is 
put into the cache and sent immediately to 
the instruction decoder for decoding in­
stead of being put into the cache and then 
read back out and decoded. 

The effective-address ALU within the 
instruction fetch unit performs address 
calculations under the control of the in­
struction decoder. Address calculation is 
executed during decoding (as opposed to 
during the execution phase), saving two to 
three clock cycles when instruction execu­
tion occurs in parallel with address calcu­
lations. The address calculation can be 
done in parallel with an integer execution 
or a floating-point operation . 

• DECODING STAGE 

The instruction decoder decodes the 
instructions it receives from the instruc­
tion fetch unit and routes them to the 
appropriate execution units. It manages 
all tracing mechanisms and illegal op-code 
faults. Upon detection of a trace event or 
an illegal op-code, it issues a command to 
the microinstruction sequencer to start a 
flow for that fault. Instructions are de­
coded based on how they are to be execut­
ed : simple instructions; floating-point and 
branch instructions; complex instructions; 
and load and store instructions . 

Simple instructions-logical, compare, 
shift, integer add, integer subtract, and 
ordinal add and subtract-require little 
decoding. The ID decodes these instruc­
tions and passes them to the instruction 
execution unit, where they are executed, 
usually in a single clock cycle . 

Floating-point and branch instructions 
do not execute in one cycle. Floating­
point instructions are executed by the 
floating-point unit and may require inter­
action among the FPU, the instruction 
decoder, and the microinstruction se­
quencer. The instruction decoder executes 
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Figure 2. The multiple autonomous units and bus structure of the 80960KB implement the part's three-stage 
pipeline operation. 

# r6 <-- load data from address xyz 

ad.di g4, g6, g7 

addi g9, glO, gl 1 #g1l <-- g9 + gIO 

ld abc, r8 #r8 < -- load data from address abc 

and gO, Oxffff, gl 

addi r6, r8, r7 

# gl < -- gO AND Oxffff 

# r7 <-- r6 + r8 

Figure 3. Register scoreboarding permits n xallel execution of load and register-driven instructions. Here, four 
additional i;1structions can be executed dunng the load operation, because they don't make use of register 6. 

branch instructions directly. If the 
branches are unconditional, no interaction 
with the processor's other execution units 
is required. On conditional branch 
instructions, the ID uses a condition code 
scoreboard (described later) to streamline 
the branching process. 

Pipelined operation can make the 
branching appear to occur in zero clock 
cycles . For example, the branch instruc­
tion ("b") shown below will execute in 
zero cycles, because the branch rime is 
overlapped completely by the execution 
time of the floating-point instruction 

("sinr"): 
sinr gO, g 1 
b some- location 

some- location: 
mov gl , g2 

Complex instruction execution requires 
the use of microcode within the microin­
struction sequencer. The instruction de­
coder decodes complex instructions and 
forwards them to the sequencer , which 
then sends rhe equivalent microcode to the 
appropriate execution units. 

Load and store instructions request data 
to be read from or written into memory. 
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80960 Implementations 

The 80960 architecture provides the framework for a 
complete family of products . It is currently implement­

ed in three versions: the 80960KB , which integ rates a float­
ing.point unit and an interrupt controller (see Figure 2 and 
the table, main text) ; the 80960KA, which is socket-compati ­
ble· with the 'KB but does not include the flqating-point unit ; 
and the 80960MC, a military-qualified version of the 'KB with­
memory management and instructions that simplify the use of 
Ada multitasking capabilities . All three are built using 1. 5-
µm two-layer-metal CHMOSIII t~chnology. The silicon tech­
nology p,roduces chips with low power requirements- less 
than 2 Win the 80960KB. The 80960KB is hou.sed in a 132-
pin PGA , although the processor actually requires only 78 
pins. Tpe i'32-pin PGA wa~ chosen because its cavity size 
accommodate,s the current die 1size of 390 X 390 mils. 

detection, reporting, and automatic system reconfiguration. 
The BXU c,onnects the processor with Intel's proprietary Ad­
vanced Processor (AP) silicon bus , allowing desig ners to repli­
cate subsystems and achieve any desired level' of muJtiprocess­
ing or fault tolerance. 

The low pin count of the 80960KB is made possible by the 
use of a multiplexed bus, which redl}ces the number of pads 
necessary on the die .~ The lower. bus pin count translates into 
easier signal routing, and the reduced number of drivers 
means higher reliability and lower power consumption . The 
lower bus pin count , coupled with a high ratio of power pins 
to bus pins , results in lower levels of switching noise , .higher 
reliability ' and superior performance in noisy environments . 

Fault-colerant systems based on the 80960MC use function­
al redundancy checking (FRC) processor pairs that ru'n simulta­
neously in lockstep. The processors c~n be started and stopped 
synchronously using an interagenc communication (IAC) mes­
sage. In a quad modular redundancy (QMR) syste'm , two RC 
pairs are joined to fo rm a QMR. · One pair (the primary) is 
actively issuing and responding to AP bus a7cesses, while the 
other (the shadov.:) is in lockstep with the · primary but ~ot 
active on the bus . This sy~tem can toggle between the primary 
and shadow pair and can run nonstop when a single fault 
occurs. The hardwa.r;e can reconfigure itself, with the shadow 
assuming the bus activity of the primary , in real time. 
Because config uration control resides entirely in BXU pro­
grammable registers , the same processor pairs can also be 
configured for multiprocessing. . 

We expect the next standard version co be tailored specifi­
cally for· data control. Its capabilities would be 'optimized for 
-applications such as protocol handling and telecommunica­
tions. This data controller will operate at three to four times 
the performao.ce l~vel of the current 80960KB and is expec.ted 

The 80960MC adds multiprocessing and . fault-tolerant 
computing to its basic embedded capabilities. The chip works 
with t he 82965 bus extension unit (BXU) to support error , ro be announced in early 1989. ' • 

The instruction decoder sends these 
instructions directly co the bus control 
logic , which executes them. The instruc­
tion decoder is responsible for converting 
addressing information encoded in load , 
score, branch , and call instructions into 
effective memory addresses. If during de­
coding an operand reduction (address cal­
culation) is required, the instruct ion de­
coder issues all the commands for the 
calculation co the instruction fetch unit. 

• EXECUTION STAGE 

The instruction execution unit contains 
the ALU , register sets , and the mechanisms 
for regis ter and condition-code score­
boarding. In a single clock cycle, it can 
perform addition and subtraction of inte­
gers and ordinals , moves between regis­
ters, logical operations, bit operations , 
shifts , rotations , or a comparison . It can 
also work with integer literals in the range 
of 0 co + 3 1, which are encoded in the 
instruction format. The IEU receives its 
control either from the microinst ruction 
sequencer or the instruction decoder via 
the µ I bus. 

Operands for these operations are 
fetched from internal registers or from 
external memory, or they are li terals. The 
instruction execution unit contains a sim-
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ple sequencer used for aligning and access­
ing multiple-word operands . For floating­
point operations , the IEU passes data co 
and from the floating-point unit across the 
data bus . Any regis ter can be used for a 
floating-point operation . 

Whenever two operands go through the 
ALU and their result or a constant is used in 
the next operation , the IEU saves that 
operand internally , so it need not be 
fe tched again from the register. Most inte­
ger operations are two cycles long without 
the bypass. With the bypass, an operation 
for which the compiler is opt imized , they 
require one cycle . 

The instruction execution unit contains 
16 global registers and 16 local registers , 
plus 32 scratchpad registers used for inter­
nal microprograms. It is responsible for 
maintaining the local register cache and 
the associated allocation logic. 

In parallel with the instruction execu­
tion unit , the microinstruction sequencer 
executes instructions that require micro­
code. Processor microcode is scored in a 
3K X 42-bit microcode ROM , which is ac­
cessed through the MIS . When the instruc­
tion decoder receives a complex instruc­
tion that requires microcode to be 
executed , it sends the starting microad­
dress of the flow co the MIS, which steps 

through the microprogram . 
Microcode is used for complex instruc­

tion execution , exceptions such as inter­
rupt and fault handling, local register 
cache manipulations , and the power-up 
and self-testing performed during proces­
sor initialization. The microinstruction 
sequencer also initializes the FPU for float­
ing-point instructions. 

• R EGISTER SCOREBOARDING 

The register scoreboarding mechanism 
keeps track of outstanding memory access­
es and enables subsequent instructions co 
execute while outstanding accesses are be­
ing completed. The resulting concurrent 
instruction execution improves perfor­
mance by 20% to 50% in tight software 
loops and by 10% in large c programs. 

When a LOAD instruction begins , the 
80960 sets a scoreboard bit on the target 
register to indicate that a particular regis­
ter or group of registers is being used in a 
load operation . If the instructions that 
follow do not use registers in that group , 
the processor is able co execute those 
instructions before execution of the prior 
instruction is complete. The 80960 en­
sures that these additional instructions do 
not make reference to the target register 
by transparently checking the scoreboard 
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bit. After the target register is loaded with 
data, the processor resets the bit. 

A common application of this feature is 
to execute one or more fast instructions­
taking one to three clock cycles--concur­
rently with load instructions. A load in­
struction typically takes three to nine 
clock cycles, depending on the use of burst 
access. For example, the instructions in 
Figure 3 load a group of local registers 
while performing some other operations 
on data in global registers. The two 
"addi" instructions following the first 
load, as well as the instruction following 
the second load, are executed in parallel 
with the load instructions. 

Another situation where scoreboarding 
can be useful for procedure optimizat ion is 
when floating-point instructions are being 
executed. Floating-point operations are 
executed by a separate unit from the IEU. 
As a result, non-floating-point instruc­
tions can often be executed concurrently 
with floating-point instructions, provid­
ing that they do not use the same regis ters 
and do not use the ALU. 

• FLOATING-POINT UNIT 

The floating-point unit performs all the 
floating-point computations for the pro­
cessor, as well as the integer multiplica­
tion and division operations. It manages 
the four 80-bit floating -point registers 
(mentioned earlier) used for extended-pre­
cision floating-point calculations. It is ful­
ly compatible with IEEE-754 Rev. 10 , 
including all extensions for transcenden­
tal, exponential, and logarithmic oper­
ations. 

Capable of 32-bit (single), 64-bit (dou­
ble), and 80-bit (extended) precision, the 
FPU passes data to and from the rest of the 
chip via the data bus. It shares the re­
sources of the processor, using the g lobal 
and local registers (in addition to its own 
registers) as operands for floating-point 
operations and the microinstruction se­
quencer for initialization. All float ing­
point operations are initiated by microin­
structions received on the microinstruc­
tion bus. 

There are three main logical blocks 
within the floating-point unit: the man­
tissa block, the exponent block, and the 
control block. The mantissa block consists 
of a shifter, an adder, three working regis­
ters (two operand and one accumulator), 
and a 44-word ROM that is 68 bits wide. 
The exponent block comprises two tempo­
rary registers, an adder, and a four-word, 
16-bit-wide ROM. The control block dir­
ects the FPU, receiving instructions from 
the instruction decoder or the microin­
struction sequencer, as well as control 
signals. It controls sequencing, data 

JUNE 1988 

PERFORMANCE 20 MIPS BURST EXECUTION AT 20 MHz 

REGISTERS 7. 5 MIPS susr AINED EXECUTION AT 20 MHz 
16 32-BIT GLOBAL 
l0 32-BIT LOCAL 
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FPU IEEE-7 54-COMP A TIBLE 
4 MILLION WHETSTONES/s AT 20 MHz 

INTERRUPT 
CONTROLLER 

32 PRIORITY LEVELS 
248 VECTORS 
SUPPORTS 8259A 

movement from registers, and bus usage 
internal to the FPU. 

To perform integer multiplicat ions and 
several floating-point calculat ions, the FPU 
contains a 32-bit integer Booth m ult ipli­
er. This multiplier performs integer mul­
tiplication operation in a variable amount 
of time, depending on the number of 
significant bi ts. 

•THE P ROGRAMMING 

ENVIRONMENT 

The 80960 archi tecture defines a com­
pletely flat address space: no t ranslat ions 
are necessary to calculate addresses. D irect 
one-for-one address mapping, without 
segmentat ion, provides a straightforward 
programming environment and eliminates 
the need for special address control 
registers. 

The 80960 archi tecture provides the 
multiple addressing modes typical of em­
bedded applications, plus, as noted, a 
separate ALU for address calculation. Ad­
dressing modes are built into the inst ruc­
tion stream and managed by the part itself 
to rr{ake programming easier. 

The 80960's procedure call mechanism 
uses a register cache to reduce memory 
accesses. At every procedure call, the pro­
cessor caches the contents of the previous 
procedure's registers on chip and allocates 
a new set of registers, often ·eliminat ing 
the need for stack accesses. The 80960KB 
has a four-deep cache that can make up to 
four procedure calls before it has to do a 
stack access, and the processor automati-

cally handles stack accesses. 
Embedded applications frequently in­

volve the development of custom hardware 
in parallel with custom software . The de­
bugging facilities built into the 80960 are 
designed to make system integration easi­
er. The processor offers two different break 
inst ructions- conditional and uncondi­
t ional. In addition, the design includes a 
breakpoint register that stores two ad­
dresses for designated breaks. 

The 80960's tracing facility looks for 
specific classes of instructions like subrou­
tines, branch conditions, supervisor calls, 
and single-stepping operation. When any 
of those user-specified events occurs, it 
transfers control of the processor to a user­
specified subroutine, and the processor 
provides information on the exact nature 
of the event to the subroutine. • 
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B E H A V I 0 RA L 

DESCRIPTIONS IN 

• • • 

DA V I D L. B ART 0 N, I NT ERM ET RI C S I NC., BETH ES DA, MD. 

The VHSIC Hardware Description Language (VHDL) was designed at the request of 

the VHSIC Program Office to provide a notation capable of the design and description of 

very complex components. The final language, a result of efforts under both an original 

government contract and a later standardization drive by the IEEE, is a rich collection of 

constructs for various revels of hardware description . 

This article considers in depth one specific problem domain within the overall field of 

hardware design and description: behavioral descriptions and the mechanisms for 

describing relationships between behaviors. All of the examples and the information in 

this article reflect the 107 6/B version of VHDL, as published in the May 1987 Language 

Reference Manual. This version was the subject of the standardization ballot in the IEEE, 

and VHDL was accepted as a standard in December 1987 as IEEE-STD-1076-1987. As a 

normal part of the standardization process, however, some changes have been made in 

response to comments. 

As noted in a recent article (Barton, 1988), elementary VHDL descriptions are 

composed of signal assignment statements and component instantiations (see "VHDL 

Fundamentals," p. 3 1, for a review of these concepts). When modeling extreme! y 

complex circuits behaviorally, signal assignment and component instantiation state-
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entity full_ adder is -
port (x, y, cin: in BIT; sum , couc: out BIT); 

end full_ adder ; 

architecture algorichmic of full_ adder is 

begin 

process (x , y , cin) 
variable s: BIT VECTOR (1 to 3) : = x & y & cin ; 
variable num: INTEGER range a· to 3 : = O· 

begin 
for. i in 1 to 3 loop 

if 'S(i) = · 1 · then ' 
num := num + 1; 

end if; 
end loop; 

case num is 
when 0 = > couc < = 'O'; sum < = 'O'; 
when 1 => couc <= 'O' ; sum <= ' I '; 
when 2 = > couc < = '1'; sum < = 'O'; 
when 3 => couc <= ' I '; sum <= ' I '; 

end case; 
end process; 

end. algorichmic; 

Figure 1. An example showing the use of a process statement. In this version of a full 
adder, a 'for' loop counts the number of ones on the three input lines. 

entity and_gate is 
port (a , b: in BIT; c: out BIT); 

end and_gate; 

architecture 'process_ statement of and_ gate is 
begin ' 

process 
begin 

if a = ' I' and b = '1' then 
c < = '1'; 
wait on a , b; 

elsif a = ·o· then 
c <= 'O'; 
wait on a; 

elsif b =· 'O' then 
c < = 'O'; 
wait on b; 

end if; 
end process; 

end process_ statement ; 

Figure 2. A process statement implementing an AND gate. Because the controlling 
input conditions are considered first, only three cases need be checked. 

ments can be cumbersome. A 
general method of describing 
behavior is needed . The center 
of this method is the process. 
Indeed, all units of action in 
VHDL are processes; a signal 
assignment statement is just a 
special case of a process. With 
the VHDL process statement, 
the facilities of a general-pur­
pose programming language 
are available to the hardware 
designer. 

The process statement en­
closes the equivalent of a gen­
eral software program . It may 
make use of most of the gener-
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al-purpose structures found in 
Ada, Pascal, or any other pro­
gramming language. 

Writing a process statement 
is like writing a program that 
describes the behavior of a por­
tion of a system. An example is 
given in Figure 1. The process 
statement shown executes once 
at the beginning of simula­
tion, then once each time any 
of the ports "x," "y," or "cin" 
change. The list in parentheses 
after the key word process lists 
these signals; such a list is 
called a sensitivity list and the 
process is said to be sensitive to 

those three signals . The algo­
rithm sums the number of in­
put bits that are set equal to 1 
and sets ( t~rough signal as­
signment statements) the out­
put ports appropriately. 

T he statements inside a pro­
cess statement are executed se­
quentially, as opposed to those 
signal assignment statements 
outside a process statement, 
which execute concurrently 
with one another. The sequen­
tial statements available to the 
writer of a process statement 
are signal assignment (execut­
ed sequentially), variable as­
signment, procedure , and 
function call, " if," "case,'' 
" loop, " "exit, " " next, " " re­
turn," and " null." 

The function of the signal 
assignment statement inside a 
process statement is very simi­
lar to that outside a process 
statement ; changes to the tar­
get signal are reflected by the 
simulation cycle. If two signal 
assignment statements appear 
in a process statement, they are 
executed in the order in which 
they are encountered. Each 
signal assignment statement 
affects only the value that the 
process containing the signal 
assignment statement contrib­
utes to the final value of the 
signal. That final value is de­
termined during the simula­
tion cycle as for concurrent as­
signments , according to bus 
resolution functions described 
below. The other statements 
in the list are similar to their 
Ada counterparts (as well as 
equivalent statements in other 
languages , like Pascal) and 
wi ll not be covered here . 

A concurrent signal assign­
ment statement is equivalent 
to a process statement contain­
ing a signal assignment state­
ment ; a conditional signal as­
signment statement is 
equivalent to a process state­
ment containing an "if' state­
ment whose branches are the 
alternat ives of the conditional 
signal assignment statement; 
and a selected signal assign­
ment statement is equivalent 
to a process statement contain­
ing a "case" statement whose 
alternatives are the same as the 
alternatives of the selected sig-

nal assignment statement . 

•WAIT STATEMENT 

Some descriptions do not 
lend themselves to a "straight­
through" execution. In par­
ticular , a process might want 
to wait for a specific event or 
change before proceeding. Be­
ing able to specify such a wait 
would allow g reater flexibility 
in writing complex behaviors. 
For this purpose , a special 
statement called the wait state­
ment may appear in a process 
statement. This statement 
spec ifies that the process 
should suspend execution until 
a simulation cyde when the 
specified conditions are met . 

Consider the process state­
ment shown in Figure 2, 
which implements an AND 

gate. This process waits for 
both "a" and "b" to change 
only if both are high; if one is 
low , it waits for that signal to 

change (since the other signal 
changing does not affect the 
output value). This specifica­
tion is more efficient than a 
process that executes each time 
either "a" or "b" changes. 

Note that no sensitivity list 
appears after the key word pro­
cess; instead , the sensitivity list 
is attached to each wait state­
ment. A process containing a 
wait statement must not have a 
sensitivity list following the 

· key word process; the presence 
of such a key word is equiv­
alent to the single statement 
"wait on <Sensitivity list>;" as 
the last statement of the pro­
cess statement . 

A process may also wait un­
til a condition is true ("wait 
until <condition >") or wait for 
a given period of time ("wait 
for <time>''). Any combination 
of these options is legal . The 
time expression is a maximum 
time, and the process will re­
sume execution when either 
the condition is true or a signal 
in the sensitivity list changes. 

The wait statement gives 
the designer freedom of ex­
pression in writing high-level 
behavioral models . A sequence 
containing "write address bus , 
wait for return , read data, and 
continue" is extremely cum­
bersome without this facility . 
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VHDL Fundamentals 
I 

VHDL is a simulation-oriented language for the design 
and description of complex systems . Several different 

"views ," or ways of decomposing a compleX' description into 
parts , are inherent in the definition of 'VHDL. This section 
briefly reviews two common problem domains : register-trans-
fer descriptions and structural decomposition. · 

A register-transfer description of hardware consists of a 
series of Boolean log;c expressions . Each operator represents a 
gaEe or a series bf gates in a hardware realization . In the 
simulation }=ycle , assignment statements are treated a! execut­
ing concurrently ; that is ; the order of the statements in the 
description is immaterial. VHDL supports simple register­
~ransfer statements , as well as timed , conditional, selected , 
and guarded assignment statements. 
' Unlike many notations , VH DL requires a separate signal 

declaration statement . Each expression in a series of signal 
assignment statements. may be followed by the key word after, 
followed by a time (timed assignment statement). The condi­
tional signal assignment statement aliows the use of condi­
tional expressions to filter the expressions that appear in the 
actual signal assignment statement . The selected signal as-

With the wait statement, its 
expression is li t tle more than 
the previous sentence in this 
paragraph . 

• F UNCTIONS, 
PROCEDURES, AND 
P ACKAGES 

Given the abili ty to create 
complex detailed algorithmic 
descript ions of behavior, the 
ability to decompose these de­
scriptions (as hardware de­
scriptions may be decomposed) 
is necessary. As with hardware 
decomposition, this abi lity in­
volves the encapsulation of 
parts of the algori thm in dif­
ferent textual sections of the 
description. 

The answer to software be­
havior encapsulat ion has been 
solved in other languages, in­
cluding Ada. Ada includes 
functions , procedures , and pack­
ages to encapsulate behavior in 
different textual units. These 
are dealt wi th in other texts, 
part icularly those concerning 
Ada. We confine ourselves 
here to a short discussion of 
packages. 

Packages are used in much 
the same way as an "include" 
fi le. Defini t ions in a package 
are made avai lable for use with 
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a use statement. This state­
ment names a package and 
makes all or part of the items 
in that package visible. For 
example, the statement "use 
resolut ion _ functions . wired 
and, system _ types.a ll ;" 
makes the function "wired 
and" and everything in the 
pac kage system _ types 
available as though they had 
been declared where the use 
statement occurs. A use state­
ment may appear virtually any 
place a declaration may appear 
and may make available either 
all of the declarat ions in a 
package specification or only 
selected declarations in a pack­
age specification. 

Thus a package defines a 
specific funct ion . Packages 
may contain signal and con­
stant declarations, subprogram 
declarations, and various other 
declarat ions (types and the 
like) . Packages may not de­
clare variables and objects that 
change value, other than sig­
nals. Signals can be declared in 
packages. Such signals can be 
used by any design unit and 
fulfi ll the purpose of g lobal 
resources (such as an overall 
system clock). 

Signals may be used as pa-

signment statement is like the case statement o(many high­
\evel languages, enabl ing the results of the expression to be 

, selected by a series of conditions based on . a' sing le value. · A 
guard expression is associated with a bloc.k of assignment 
statements , implementing synchronous circuit aescrip tions. 

The basic unit of design description is called a des ign 
,entity. Any one ent ity may be reused many times with in the 
overall description . Different architecture6 fo r a desig n entity, 
corresponding to alternative physical realizations of a given 
functio.n , may be used in different portions of the description. 

·so-called "generic formals ," which. appear in des ign ent ity 
declarations , take on different values. in the diffe rent uses of 
the entity. Thus a design entity is analogous to a subroutine. 

- After dividing a large hardware description into parts 
represented by design entities, t:hose entities must be imple­
mented using specific hardware. Thus components are intro­
duced as the basic unit of design implementat ion. The Ian-

, guage is organized to permit c~r,nponents to be declared and 
instant iated within architectures . Then , a config uration speci­
fi cation binds component instances to the design entities and 
architectures th~t describe the desired parts . • 

rameters , with some very 
stringent restrictions. The 
functions defi ned in packages 
are free of side effects- they 
may not change objects they 
do not declare. A second re­
striction is that any operations 
on signals mus t be encapsulat­
ed in the process statement 
that operates upon them . It 
must be immediately obvious, 
from the textual context , 
which process is execut ing an 
assignment statement . 

The use statement is a con­
venient shorthand. Any decla­
ration in a package may be 
referred to, using an expanded 
name , which specifies the 
package containing the 
declaration. 

• BUS R ESOLUTION 
FUNCTIONS 

Depending on the technol­
ogy and design techniques 
used, multisource signals ex­
hibit different behavior. This 
behavior must be expressed 
and reflected in the hardware 
descript ion. In VHDL, a signal 
that is driven by different pro­
cesses (that is, one that appears 
on the left-hand side of a signal 
assignment statement in two 
or more processes) is called a 

bus . This usage is different 
from the normal definition of a 
bus as a collection of related 
signals or wires . 

Given this terminology, the 
behavior of a bus is defined by 
a func t ion that is specified by 
the declaration of the signal. 
This function is called when­
ever one of the processes 
changes the value that it is 
contribut ing to the entire val­
ue of the signal (called the 
driving value) . All of the pro­
cesses contribute their own 
portion of the value as ele­
ments in the array that is the 
single input parameter of the 
function; the returned value is 
the value of the signal. Consid­
er the fo llowing example: 

signal s: wired _ and BIT; 

s < = 'O ', ' 1' after Sns ; 
s < = 'O' , ' 1' after lOns ; 

Each signal assignment state­
ment defines a process ; "s" has 
two processes (called drivers) 
contribut ing to its value . The 
final value of "s" is determined 
by the bus resolution function 
"wired _ and. " The bus resolu­
tion function is called three 
times, at 0 ns , S ns, and 10 ns , 
with inputs (0 ,0), (0, 1), and 
(1 , 1) respectively. (See also the 
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Advanced Feat~res 

There are many advanced Jeatures available in VHDL for 
attaching information to various portions of the design. 

Once the behavior of the hardware has been described by 
the mechanisms already given, there remains that portion of 
the design that is not directly associated with behavior. This 
portion might include assertions describing relationships be­
tween signals, user-specific information about components or 
wires, and how con~ersion among types is handled ., -

• ASSERTIONS 

The behavior .of a circuit does not completely describe that 
circuit. In particular, it is useful to be able to specify 
relationships betw~en signal values and ports in such a way 
that these relationships are 

package conversions is 

record with two integer components). 
Then, within an architecture description , the user could 

provide. statements of the form: 

attribute position of X 1 :label is (2, 2) 

which are attribute specifications. These statements actqally 
specify the value of the attribute for the listed objects (the 
label in the statement). In this case, co.qiponent lab~l "x I" has 
an attribute value (2,2) associated with it . An attribute can 
also be attached to component declarations, procedures, archi­
tectures, entities, and other portions of the language. Attri­
butes may also provide information to tools processing VHDL 

description.s (such as automatic layout tools) or receive infor-
mation produced by these 
tools (in a back-annotation 
process). 

· subject to confirmation. To 
"that end, VHDL includes an­
assertion statement. It may 

· occur either inside a process. 
statement (a sequential con­
text) or outside a pro~ess 

statement (a concurrent 
context). It specifies a rela­
tionship or Boolean condi-.' 
tfon , and reports an error if 
this condition is ever false . 
Conditions too complex to 
he expressed in a single con­
dition require a process 
statement, which can de­
clare vari~bles and the like. 

function .int_ to_ bits (int_ value:INTEGER) return BIT VECTOR; 
function bits_ to_ int (bic_ value:BIT VECTOR) return INTEGER; • TYPE CONVERSION 

FUNCTIONS end co.nversions; 

use conversions; The ability to express in­

architecture structural_inc of inc_ adder is 
signal cout:BIT; 

formation in different types, 
i.s extremely powerful. At 
times in the design, a de­
signer will need to 'C~nnect a 
port to a signal of a different 
type. Some mechanism of 
making this connection is 
necessary . Functions may be 
used to conver~ values from 
one type into another. Such 
functions may be attached 
to port maps in order to 

component four_ bic_ adder 
port (x, y: in BIT ARRAY; cin: in BIT; 

sum: out INTEGER; couc: out BIT); 
end component; " 

begin 
adder: four_ bi t_ adder 

port map (x = > int_ to_ bits (addend 1), 
y = > inc_ to_ bics (addend2), 
bics_ to_ inc (sum) = > sum, 
cout = > couc); 

assert couc = ·o· 
• USER-DEFINED 
A.:.fTRIBUTES 

report "Overflow occurred ." 
severity ER.ROR; 

accomplish this conversion . end scructural_inc; 
No matter how complete Consi4er the example 

a design language, there is 
always additional informa­
tion that is part of a design. 

Exam'ple showing the use of type conversions. Code for the conversion routines ' 
themselves is not shown. 

shown in the figure . The 
type co~version f~nctions 

VHDL addresses .specification, behavior, and logic design, 
while largely ignoring physical design. For example, the user 
may · need to specify the location of a particular chip on a 
printed-circuit board. "Attributes" are the means within 
VHDL of recording and using this kind of information. 

The values of user-defined attributes do not change and are 
accessed in a similar fashion to predefined attributes . Consider 
the following package that sets up an attribute for recording 
board locations: 

pac;kage attribut~_declarations js 

type board_) ocation is 
record 

x, y: integer; 
end record; 

attribute position: board _ location; 
end anribute_ declarations; 

The statement, with the key word aitr:ibute is called an attri­
bute· declaration. It marks the fact that the identifier "posi­
tion" is an attribute and gives the form of that ~ttr,ibute (a 
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are defined in the package 
"conversions" and used in the port map aspect of the compo­
nent instantiation statement with label "adder. " (Note that 
the package body- the code that actually implements tpe 
conversion routines- is not shown in the figure.) 

We now see a form of port association that we have not seen 
before, called named association. The formal ports are named 
explicitly' and the actuals associated with the formals are 
designated by use of the " = >' ' symbol. It is not possible to 
"skip" a parameter with positional association, but it is 
possible in named association, since order is not important . 

The position of the type conversion function depends on the 
mode of the port. Type conversions for ports of mode in appear 
on the actual name; type conversions for ports of mode out 

- -appear on the formal name; type conversions for ports of mode 
inout appear on both nam"es. 
, Type conve.rsion fu~ctions have much the same role in the 
simulation cycle as the bus resolution function. Thus the 
determination of the value of a signal may require the evalua­
tion of both the type conversion function and the bus resolu­
tion function. ' · • 
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WITH VLSfS ASIC IDOLS, YOU CAf 
VLSI Technology's software is the fastest, 

surest way to create successful ASIC chips. 
Our tools accelerate each and every step of 

the design process. 
And our years of experience insure the 

success of your finished ASIC chip. 
EVERYTHING'S FASTER WHEN YO 

HAVE AN ASSISTANT. 
Our Design Assistant™ tool partitions ye 

chip and estimates chip size, power consun 



3IDW RIGHT BY THE COMPE I I I ION . 
. ion, and packaging possibilities. In short, it tells 
ou the best silicon solution to your problem. 

Simply enter your design in block dia-
. rams and global interconnect forms. Design 
.ssistant shows you ways to implement it. 

Gate array, standard cell or cell-based. 
You can run dozens of "what if" configura­

tions in a few hours. In no time, you'll have 
the crucial information you used to wait for­
ever for vendors to supply. 



STREAMLINED DESIGN, 
COMPLIMENTS OF OUR COMPILERS. 

Our logic and memory compilers create 
multipliers, PLAs, or super fast SRAM 
memory blocks as fast as 8ns. 

Ad ' 1 f" " n weve got a coupe o expert com-
pilers for cell-based or gate array designs that 
think exactly the way you do. 

When you design a datapath, you think 
of it as a linear schematic, right? 

Well, our Datapath Compiler just happens 
to use schematics as input. Complex multi-bit 
datapaths practically pop right out of it. 

When you design state machine and other 
logic blocks, you think in terms of equations. 
Our State Machine Compiler does, too. 

And it even optimizes your equations. 
GET IT TOGETHER. FAST. 

Ready to place and route your cell-based 
design? Just call up our Chip Compiler. 

It provides floor-planning and auto-routing. 
It works with our compilers and standard cell 
libraries to produce an optimized layout. 

It even pours standard cells into the gaps 

between blocks to make sure you use the 
minimum chip area required. 

How fast does it work? Glad you asked. 
A company came to us with a layout that 

took them three months. We did it. in two days. 
10BEFAST, 

YOU HAVE 10 BE FLEXIBLE. 
Only our Portable Library lets you choose 

gate array or cell-based, 1.5µ or 2µ, after you've 
completed your logic design. 

It can allow you to do that because your 
library always remains stable. No matter what 
process you use. 

Process obsolescence is now obsolete. 
IF YOU NEED 10 GET THERE FAST, 

TAKE THE EXPRESS. 
You can buy VLSI's tools in six configura­

tions. From our quick, easy-to-use Logic 
Express™ to the powerful Design Express~ 

If you'd like to find out how quickly you 
can design successful ASIC chips, give us a 
call at (800) 872-67 53. 

Because when you're driving to market this 
fast, it's good to have insurance. 

CONCEPT EXPRESS™: DESIGN EXPRESS™: SILICON EXPRESS™: 

The Concept Express Design Systems 
highly productive logic tools and 
silicon compilers were used to develop 
this very-large-scale ASIC. It incorpor­
ates a 2901 datapath, RAM, ROM, 
and over 3,400 
gates of 
random 
logic. 

This highly-integrated design combines 
control logic, a register file, a refresh 
counter, and five peripheral chips onto 
a die size of 275x315 mils. The logic 
design, layout, and verification were 
completed in 
only 12 
weeks. 

This design integrates all the peripheral 
chips for an AT computer with six 
megacells and control logic. Using the 
Silicon Express Design System, logic 
and physical designs like these can be 
implemented in 
under two 
man 
months. 

VLSI TECHNOLOGY, INC. 



G ate A 

G ate B 

G ate C 

( A ] 

Signal X: wired_and BIT 

( B ] 

X<=A 
X< = B 
X <=C 

Figure 3. An example of a bus resolution function: the wired-AND circuit topology (A) 
is implemented with the "wired_and" function call (B). 

example in Figure 3.) 
Different signals may have 

different bus resolution func­
tions. There need be no single 
behavior throughout a hard­
ware description; different be­
haviors may be used, just as 
different techniques may be 
used for different multisource 
signals in real designs. 

The bus resolution function 
is a major part of the flexibility 
of VHDL. The behavior of sig­
nals, which may represent 
wires, is specified by the user. 
Actually, most users will not 
have to write bus resolution 
functions; they will typically 
be provided in standard pack­
ages by the user's support 
organization. 

• TYPES 

All the examples thus far 
have been given in terms of 
bits and arrays of bits. More 
complex methods of descrip­
tion are needed to represent 
unknown conditions and high­
impedance lines. Moreover, 
describing quantities such as 
voltage and current requires 
some more descriptive typing 
mechanism than simple inte­
gers. VHDL includes an exten­
sive typing mechanism. Bits, 
integers, and floating-point 
numbers are represented as ba­
sic types. Arrays and records 
may be formed of these types, 
much as in Ada. In addition, 
there are several features in 
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VHDL that are unique to the 
hardware domain. 

VHDL allows the definition 
of enumeration types, just as 
in Ada. An example is : 

type multi _ valued _ logic 
is ('O', 'l', 'x', 'z'); 

Signals, variables, and con­
stants could all be declared to 
be of type "multi _ valued _ 
logic." 

Another typing mechanism 
is the physical type. A physical 
type may assign units of mea­
surement to different values of 
that type. While acting as in­
tegers computationally, phys­
ical types allow numbers to be 
expressed in terms of the ap­
propriate units. 

The type mechanism in 
VHDL also provides the ability 
to specify a direction to an 
array or a range. Directions in 
arrays are useful for reflecting 
those cases in which the pins in 
an address or data bus are real­
ly in reverse order. 

The typing mechanism in 
VHDL is powerful and therefore 
complex. Most designers will 
use a collection of types that 
have been placed in a package . 
These will be made available 
with a use statement. 

Normal expressions may op­
erate upon objects of user-de­
fined types. All the infix oper­
ators (" + , " "xor ," and the 
like) may be overloaded such 
that their effects upon values of 

user-defined types are well-de­
fined. Such overloaded func­
tion definitions will usually be 
provided with the same pack­
age in which the types are de­
fined. The normal user of 
VHDL will not have to write 
such functions. Most Ada texts 
cover the subject of operator 
overloading thoroughly, and 
the reader is referred to any one 
of them for more information 
on this subject. 

• CONCLUSION 

VHDL is an extremely rich 
language, with a variety oflan­
guage features for many differ­
ent types of situations. Specific 
features are designed to facili­
tate the description of hard­
ware behavior by means of 
Boolean expressions, structural 
description, and algorithmic 
definition. There are also fea­
tures that permit extra infor­
mation to be attached to var­
ious portions of the hardware 
design, in the form of user­
defined attributes and asser­
tions (see "Advanced Fea­
tures," p . 32). 

The presence of packages 
and design entities allows a 
given installation to establish 
standard design practices. A 
given installation may use a set 

. of standard library units that 
define types, bus resolution 
and type conversion functions, 
standard design units corre­
sponding to available hardware 
components, and other por­
tions of a design. The majority 
of designers on a project will 
usually use a small portion of 
the language features, while 
other technicians may write 
and assemble these standard li­
brary units. 

The language features gov­
erning design decomposition 
allow a large team to work on 
portions of a complex design in 
isolation. Different parts of the 
design may be connected just 
as would any other component 
or set of components. Type 
conversion functions make it 
possible to resolve any type 
differences between the various 
ports in the design. The con­
figuration allows the final 
measure of control, appropri­
ately connecti ng unconnected 

ports, resolving unresolved ge­
neric values, and selecting the 
actual architectures to be used 
for the design . 

The richness ofVHDL entails 
some complexity. This com­
plexity can be controlled by 
selecting design practices 
within an installation that 
limit the number of language 
features that need to be learned 
by the majority of designers. 
In this manner the complexity 
of the actual design, as well as 
the complexity of learning a 
rich and powerful hardware 
description language, can be 
controlled . VHDL can indeed 
be an asset in the hardware 
design process, regardless of 
the size of the design. • 
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When it comes to delivery of 
high-quality, reliable ASICs, S-MOS 
wrote the book. 

We did it in collaboration with 
our manufacturing affiliate, Seiko 
Epson. With 18 years of CMOS 
experience, Seiko Epson is one of 
the world's most advanced CMOS 
IC manufacturers. 

Through Seiko Epson's high-yield 
manufacturing technology, we ship 
millions of ASIC units a month, and 

with a reject rate ofless than .0001 %. 
That's our quality story. 

Now we've added a new chap­
ter on design. At our advanced 
R&D design facility, engineers from 
S-MOS and Seiko Epson are devel­
oping new software to simplify 
circuit design, simulation and the 
creation of new megacells for our 
extensive cell library. 

Of course, you can still take 
advantage of our established design 
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tools because S-MOS supports such 
workstations as Daisy, Mentor, 
Calma and PC-based systems using 
FutureNet, OrCAD and ViewLogic. 

Our proprietary LADS simulator 
will speed up the design process. 
The S-MOS engineering team will 
support you from concept to 
production. 

If you are looking for an ASIC 
program that can make your designs 
best sellers, call us. (408) 922-0200. 
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CMOS Gate Arrays 
Up to 38,550 available gates 
• SLA8000 (800 ps): 

1.2µ drawn, 1.0µ Leff 
• SLA7000 (1.0 ns): 

1.5µ drawn, 1.2µ Leff 
• SLA6000 (1.8 ns): 

2.0µ drawn, 1.5µ Leff 
• SLA700B High Drive 

Output 
• SLAlOOL Low Voltage 

CMOS Standard Cells 
Complexities to 16K gates** 
• SSCIOOO (1.4 ns): 

1.8µ drawn, 1.4µ Leff 
• Fully migratable from 

S-MOS gate arrays 
·RAM and ROM 

blocks available 

TANCELL is a registered trademark of Tangent Systems. 
•Typical propagation delay of 2-input NANO gate driving 2 internal loads with I mm of interconnect. 

••Maximum gate utilization depends on amount of interconnect used . 

The Alternative to Full Custom 
• 1.8µ CMOS process 
• Can utilize dissimilar 

cell geometries 
• 3-button approach 

to custom design 
• Currently over 300 

fully characterized cells 
•Fast 14-week 

implementation time 
•Timing-driven TAN CELL® 

place-and-route software 
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• 
VIRTUAL MEMORY 

TACKLES MEGABIT 

VECTOR SETS 

• 

Comprehensive design verification of new, complex 

VLSI devices has been limited by the inability of test 

systems to deal with a number of issues. These issues include 

extended test vector sets, data rates, and timing accuracy. 

For example, as devices with equivalent gate counts 

exceeding 100, 000 become commonplace, the need for 

design verification systems that can easily accommodate 

larger vector sets becomes more critical. In addition, as the 

devices move to smaller fabrication geometries, they can 

support higher and higher data 
rates with increasingly finer tim­
ing resolutions. 

A VLSI verification system that 
addresses these problems is the 
new Topaz-V design verification 
system . It tackles the problem of 
large vector sets with _a new archi­
tecture called "virtual vector 
memory ." The new architecture 
supports extended vector sets 
without the high cost of the pin­
level SRAM required by traditional 
architectures. 

• DESIGN VERIFICATION 
REQUIRES EXPANDED 
VECTORS 

Whereas the need for an in­

creased number of test vectors dur­
ing production test is primarily a 
function of device complexity, test 

vector requirements for design 
verification are driven by three in­
teractive forces. These forces com­
bine to create design verification 
vector sets that may be double or 
triple the length of those that will 
eventually be used in production 
testing. 

First, of course, is device com­
plexity . ASIC and other VSLI de­
vices using 0. 5- to 1. 5-µm geom­
etries may contain 50,000 , 100, -
000, or more equivalent gates. 
During the next few years the 
complexity of these custom and 
semicustom devices will continue 
to grow, and the growing com­
plexity requires verification and 
test systems that can support 
higher pin counts and expanded 
test vector depth. The lK , 4K, or 
even 16K vector memory depth of 
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yesterday's design verification sys­
tems will not suffice . 

The second factor affecting the 
vector requirements of design ver­
ification is the growing use of soft­
ware programs linking CAE to test­
ing. For higher-volume produc­
tion testing, the cost versus the 
return of optimizing vector sets for 
throughput can often be justified. 
However, at the design verifica­
tion stage, the key element is time 
to market. A fast , easy conversion 
of simulation results to test vectors 
is therefore a must. Since simula­
tion is designed to provide high 
coverage of possible design errors, 
the resulting vectors are usually in 
excess of those required for func­
tional testing of a proven design. 
Consequently, more vectors will 
be created when simulation vec­
tors are converted into test vectors 
for use during design verification. 

Third, the purpose of design 
verification is not only to prove 
the design, but also to characterize 
the new device. For proper charac­
terization, a larger vector set is 
required than would be required 
to test a known good design . For 
example during production test­
ing, only valid pin states need be 
tested for functionality . However , 
during design verification, invalid 
states may need to be checked to 
ensure safety, and \Such, should 
external system faults cause inva-
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lid states on the device pins. 
These three factors combine to 

demand that design verification 
systems be capable of executing 
extended vector sets without time­
consuming downloading cycles. 

Topaz-V is the first design ver­
ification system to allow extended 
vector sets to be executed without 
breaking the vectors into pages 
and waiting for the time-consum­
ing downloading between each 
page of vectors . 

• CURRENT LIMITATIONS 

Other verification systems typi­
cally offer 4K or 16K of vector 
memory behind each pin. There­
fore, after each 4K (or 16K) group 
of vectors is executed, the system 
must be reloaded with the next 
page. In addition, downloading 
from the disk memory in a host 
computer is often through RS-232 
or IEEE-488 interfaces . Tables 1 
and 2 give some typical download 
times using these two interfaces at 
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common transfer rates. The values 
listed make no allowance for sys­
tem overhead and assume that 
each bit is transferred in ASCH 

code. When system overhead, 
host computer overhead, and disk 
access time are added, large vector 
files can extend the time for a 
single test into hours or even days. 

Although these tables show the 
total time to be identical regard­
less of the tester's memory size, in 
actual practice it will increase for 
the smaller memory sizes because 
of the need to add system and 
computer overhead time for each 
page downloaded. As a result, a 
larger memory size will offer 
shorter total test times. U nfortu­
nately, increasing the depth of the 
active SRAM behind each pin can 
significantly increase system 
price. Hilevel offers models that 
have a 64K vector memory option 
and use a proprietary high-speed 
8-bit parallel interface bus for cus­
tomers requiring large vector sets . 

However, even with these im­
provements, it still requires sever­
al minutes to run a single pass of 1 
million vectors. 

• VIRTUAL VECTOR 
MEMORY 

The virtual vector memory ar­
chitecture allows large vector sets 
to be executed without the need 
for extended memory behind each 
pin. This capability is especially 
important with the per-pin archi­
tecture of the Topaz-V, since each 
pin features 4 bits of control mem­
ory per vector. 

The virtual memory consists of 
four elements: interleaved RAM, 

data compression and expansion, a 
32-bit proprietary bus, and pin­
level SRAM. Figure 1 shows how 
these elements tie together with 
other portions of the verification 
system. 

In operation, the vector file is 
moved from the hard disk into the 
interleaved RAM. Options allow 

P AGINATION 

OF VECTORS IS 

ELIMINATED 
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Theyl-e easy to design.Theyl-e ready on time. 
And first-time success is virtually 100%. 

You've heard all about the excitement of 
ASICs. 

They improve performance, lower costs 
and make many new designs possible. 

But, unfortunately, you've probably also 
heard about one big potential problem: while 
many ASICs pass the tests specified by the 
designer, they don't always work in the real 
world. And that causes excitement you can do 
without. 

How to get first-time success. 
It starts with our Design Simulation Software. 

It's been rated the best in the industry by the 
people who should know-designers who 
have used it. Within three days, you can be up 
to speed, working at any of the major worksta­
tions in the industry, creating and revising 
your ASIC with ease. 

The standard cell advantage. 
You'll really appreciate the power of our 

standard cells, which allow you to integrate a 
whole system, including macros, memories, 
logic and peripherals, onto a single chip. 

We have cells with effective gate length as 
small as 1.5µ (.9µ coming soon). And double­
level metal for higher-density chips that can 
handle higher clock speeds. 

You can choose from a wide range of 
Supercells, including the leading-edge 
RS20C5 l core micro, RAMs, analog functions, 
bit-slice processors, HC/ HCT logic, Advanced 
CMOS Logic, and high-voltage cells. 

If they aren't enough, we can even generate 

Supercells to your specs. 
And we're also in the forefront of silicon 

compiler technology. So we can offer you the 
ability to create designs that are heavily BUS­
structured, with your ROMs, RAMs, PLAs and 
AL Us compiled right into the design. 

We also bring you the resources of some 
very powerful partners, thanks to our alternate­
source agreements with VLSI on standard 
cells; WSI on macrocells and EPROMs; and a 
joint-development agreement with Siemens 
and Toshiba on the Advancell® library of 
small-geometry cells. 

Gate arrays, too. 
If gate arrays are better for your design, 

you'll be able to choose from our full line up 
to 50,000 gates, with effective gate length as 
small as 1.2µ and sub 1 ns gate delays. 

These gate arrays use "continuous gate" 
technology for up to 75% utilization. They 
are an alternate source to VLSI Technology 
arrays. 

".Ve also alternate source the LSI Logic 5000 
sen es. 

And we have a unique capability in high-rel 
ASICs, including SOS. Our outstanding pro­
duction facilities here in the U.S. produce 
high-quality ASICs in high volume at very low 
costs. 

It almost sounds exciting for something so 
boring, doesn't it? 

For more information, call toll-free today 
800-443-7364, ext. 25. Or contact your local 
GE Solid State sales office or distributor. 

In Europe, call : Brussels, (02) 246-21-11; Paris , (1) 39-46-57-99; London, (276) 68-59-11 ; Milano, (2) 82-291 ; Munich, (089) 63813-0 ; Stockholm (08) 793-9500. 

USA GE Solid State 

GE/RCA/lntersil Semiconductors 
Three great brands. One leading-edge company. 



SYSTEM CONTROLLER 

DUT 

Figure 1. The virtual vector memory architecture allows the running of large vector sets (up to 64 megabytes) in seconds without extended page breaks. 

the user to select h _ or 64 megabytes of 
interleaved RAM with an effective access 
time of 16 ns . This memory can also be 
edited and modified on line. 
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When a test is executed, the system 
moves the first block of data through the 
data compression circuitry and across the 
32-bit high-speed bus to the test head, 

TABLE 2. NUMBER OF PA&ES AND 
TOTAL DOWNLOAD TIME REQUIRED 

FOR 1 ·MILLION VECTORS x 20Q PINS 

DoWNLOAli Tl.ME 
• JtS-23°2, ,9600 BAUD ' 
• RS-232, 19 '.'2k BAUP 
• mEEc488, '.Wk BYTES/s.. ' 

· • IEEE~f188 .. 1 OOk BY'rES/s 

· 5.7 HOURS 
2.9 HOURS 

, t -1- B.OtJRS 
HMIN!JtES 

where it then passes through the data 
expansion circuitry and into the static RAM 

that feeds the pin electronics. The system 
is available with either 4K or 16K of SRAM, 
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Extensive Use of ASICs Enhances Virtual Vector 
Memory Architecture 

The Topaz-V makes extensive use of the very devices it 
was designed to test and evaluate- ASICs. These custom 

and semicustom chips provide features and drive capabilities 
previously unavailable in design verification systems. 

To guarantee speed yet keep the power consumption and 
heat dissipation low, the company's design engineers chose 
the new low-power Raytheon CGA40E lZ ECL gate arrays to 

logic analysis system for device debugging and evaluation. 
Another ECL gate array is combined with additional external 

surface-mount circuitry to create the 100-ps delay generators 
for timing control within the new verification system. These 
16 delay generators resolve 100 ps over a range of 0 to 10 ms. 
The monotonic characteristics of the delay generators allows 
the system to deliver an overall accuracy of ± 1. 75 ns . 

Four sets of the pin control logic are included in each Raytheon CGA40E1 Z ECL gate array. 

provide the full logical control of the pin electronics . Each 
gate array, which contains 8,000 equivalent gates, provides 
four sets of pin logic (see the figure) and consumes only 4 W . 

Compared with the ECL gate arrays used in the company's 
other verification systems, this figure represents a 6: 1 reduc­
tion in power. Each one of the four sets of pin logic controls 
the stimulus , expected response, I/O direction, and inhibit 
function for control stroke masking- for a separate pin. In the 
"failure data only" mode , only the Fail output for each pin 
(when the actual output is different from the expected re­
sponse) is uploaded for storage and analysis. However, the 
actual output signals also can be fed directly to the verifier's 
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A third ASIC design implements the pin driver electronics . 
This design uses AT&T's linear bipolar arrays, which feature 
transistors with an f T in the gigahertz range. The drivers also 
deliver a 1. 5-V/ns slew rate and a 50-mA drive capability. The 
fast rise and fall times are essential to the testing of high-speed 
ASJCs, such as those built with HCMOS or ECL technologies. 

A verification system must be able to characterize the 
individual pin delays to differential values established by the 
characteristic gate delay of the device. The use of the three 
ASIC designs enables the Topaz-V to characterize emerging 
submicron-geometry devices with gate delays of 100 to 500 ps 
and clock rates greater than 100 MHz. • 
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Figure 2. Each ECL gate array delivers full logic control of four 1/0 pins. 

TABLE 3. TOTAL TEST TIME 
FOR 500K x 200-PIN VECTORS 

ARCHITECTURE: 

TOPAZ-V 

TRADITIONAL (WITH_ 
16K MEMORY AND 
HlGH -SPll:ED Bl.JS) . 

although 4K is sufficient for most 
applications. 

The combination of interleaved mem­
ory, data compression/expansion, and a 
high-speed 32-bit bus allows an equiv­
alent transfer rate of 0. 5 gigabits per sec­
ond. The high-speed design enables a full 
l6K per pin of vectors for 320 pins to be 
moved from the interleaved RAM to the 
pin-level SRAM in 50 ns. This capability 
makes it possible to execute very large 
vector sets without extended test times. 
Table 3 shows how this new architecture 
compares with the more traditional 
approaches. 

In addition to allowing the system to 
run large vectors sets, the virtual vector 
memory architecture also reduces the 
download time when the engineer wishes 
to examine the device performance with 
multiple vector sets. Download time for 
smaller vector sets takes only millisec­
onds, instead of minutes, giving the de­
signer greater freedom to verify the device 
performance under a variety of operating 
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conditions- without eating into his valu­
able design time . 

• UPLOADING ALSO ENHANCED 

Another important factor that can affect 
total test time is the requirement to save 
the test results. Previous systems have 
addressed this issue by allowing the engi­
neer to collect and upload only selected 
information to the host computer rather 
than the complete response from the de­
vice under test (OUT). Although this capa­
bility reduces the amount of data to be 
saved, the upload time is still limited by 
the same factors that were discussed 
previously. 

The virtual vector memory architecture 
can also be used to accelerate the upload­
ing of test results . When the new memory 
is operated in the "failure data only" 
mode, the time required for the saving of 
test results is so small that it is virtually 
transparent to the engineer. 

The Topaz-V has also incorporated 
many other technologies, such as ECL gate 
arrays for the pin electronics (Figure 2), to 
provide the high data rates and accuracy 
required for verifying today's and tomor­
row's complex ASICs. In addition to exten­
sive use of custom chips (see "Extensive 
Use of ASICs Enhances Virtual Vector 
Memory Architecture, " p. 41), the system 
features many automatic calibration capa­
bilities. A four-stage calibration proce­
dure corrects for driver-to-driver, receiver­
co-rece i ver, driver-co-receiver, and 

external system skew. For example, the 
external skew of cabling, the socket, and 
so on, is corrected using the system's 
built-in time-domain reflectometer cap­
ability. 

The system is also enhanced with a 
variety of other features, including loads 
that are individually programmable for 
each pin; a 110-MHz test rate, a 220-MHz 
clock generation rate, a de parametric 
measurement unit, shmoo plot software, 
CAE link software, full interactive screen 
and keyboard control, Sentry link soft­
ware, and the C programming language . 

• SUMMARY 

ASIC: designs will continue to become 
faster and more complex. Devices with 
100-MHz data rates, 300 pins or more , 
subnanosecond gate delays, and over 
100,000 equivalent gates will require de­
sign verification systems capable of easily 
and quickly providing hundreds of thou­
sands of test vectors. The new virtual 
vector memory architecture meets that 
need now. • 
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CADENCE. For a full spect1 
ECAD and SDA have joined 
forces to offer you an integrated 
family of IC design solutions from 
a single source-CADEN CE. 

Out of the merger of ECAD and 
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DESIGN TOOLS 

• 

AD E s I GN 

AUTOMATION 
• E n v i r 0 n m e n t 

KYL E G 0 L D MAN AND TED ST 0 UT, ED A SYSTEMS INC. , SANT A CLAR A, CAL IF . 

DESIGN automation tools for electronics applications have 

made dramatic advances over the last decade. For example, 

logic simulators, have graduated from the domain of run­

ning in the b~tch mode on mainframe computers to sophisti­

cated and powerful interactive tools on PC-based systems . 

At the same time, the electronic CAE industry has grown 

from essentially three suppliers (Daisy, Mentor, and Valid) 

selling"turnkey" systems to over a hundred companies with 

specific, powerful tools focused on 
automating individual design 
tasks . Examples of such tools are 
simulators like Verilog, Cadat, 
and Silos ; schematic editors like 
Viewlogic's and Orcad's; and lay­
out tools like Caeco's and Ecad's 
Dracula. 

While providing new features, 
capabilities , and performance lev­
els all these changes have made the 
life of design engineers and engi­
neering managers somewhat diffi­
cult . Not only do they have to 
worry about gate count, capacitive 
loading, and race conditions, but 
also they have to keep track of all 
the data files representing the de­
sign, the current version of librar-

ies and tools, and the different 
invocation sequences , configura­
tion files , and so on, for each tool. 
Several market researchers report 
that these data, project , and pro­
cess management tasks add more 
than 30% overhead to the engi­
neering design process . 

Further complicating this al­
ready complex task is the fact that 
CAD engineers have to worry about 
evolving existing design automa­
tion environments. Integrating a 
new simulator can take as long as 
six months, and being productive 
with one can take even longer. 

In addition to all this, designs 
are getting bigger and more com­
plex. Consequently, design auto-

mation environments and the data 
generated by design automation 
tools are becoming more difficult 
to manage. 

• ENTER THE FRAMEWORK 

To tackle such problems , EDA 

Systems introduced the concept of 
an open CAD framework (Brouwers 
and Gray , 1987). The framework 
consists of the Electronic Design 
Management System (EDMS) , 

which organizes , manages , tracks , 
and analyzes the engineering de­
sign process ; and Developer Tool­
kits , a CAD tool development sys­
tem that provides a consistent user 
interface and data storage and re­
trieval routines . This article focus­
es on the application of EDMS to a 
variety of design tools in a hetero­
geneous environment . 

To use EDMS with design tools , 
the tools have to be "attached" to 
EDMS , through a process called en­
capsulation . Encapsulation con­
sists of a layer of software sur­
rounding the application tool that 
allows tracking of the design data 
within EDMS . Part of the encapsu­
lation process includes customiz­
ing the user interface graphics­
menus and icons- and determin­
ing how the design data will 
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Figure 1. The tool template, in this case for Verilog, has "slots" into which design manager objects are added. 

graphically appear to the end user. 

• CREATING A DESIGN 
ENVIRONMENT 

As an example, let 's consider an 
IC design project using several en­
capsulated DA tools. The tools were 
a schematic editor from Caeco , the 
Verilog logic simulator from 
Gateway Design Automation , and 
the HSPICE circuit simulator from 
Meta-Software. Also included 
were the appropriate netlisters for 
the tools mentioned above. The 
work was performed on Domain 
3000 and 4000 series workstations 
from Apollo Computer. 

Before a single icon was created 
or a single line of code was written 
to customize EDMS, several weeks 
were spent determining the pro­
ject organization and how to rep­
resent the data files created by all 
the tools. Once the logical design 
was complete, the actual setup and 
coding time was simple. 

We decided that all data for the 
design project would be organized 
under a project folder icon. Other 
icons were created to represent 
schematic , netlist , and simulation 
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data . This set of icons gives the 
end user a graphical representation 
of the design data rather than re­
quiring constant browsing of the 
file system to locate the desired 
files . 

Through EDMS it is possible to 
track which database a set of data 
is derived from . For example, a 
simulation netlist may be derived 
from a schematic database . The 
"derivation" relationship can be 
used to relate a version of the net­
list to the appropriate version of 
the schematic. At any given time, 
it is possible to determine if the 
netlister has been run on the cur­
rent schematic design , eliminat­
ing mistakes such as running the 
netlister again for no reason. 

We proceeded to implement 
the logical design of our environ­
ment in parallel: while one engi­
neer worked on building the 
graphical user interface , another 
worked on encapsulating the indi­
vidual application tools. 

•ICONS AND TEMPLATES 

Each data file used or created by a 
tool has an icon and a corresponding 

object kind (for example, an HSPICE 

netlist) located in the Design 
Manager Server so that it can be 
managed within EDMS . The De­
sign Manager Server stores high­
level information about the design 
data such as location in the file 
system, the owner, and the last 
modified date, rather than storing 
the actual data. Also, each tool has 
a " tool template, " a graphical in­
terface that prompts the end user 
for all necessary inputs and options 
needed to run the tool. 

The graphics for the icons and 
templates are created using the 
EDMS Graphic Interface Editor. 
Each icon was drawn to look like 
the object it represented . For ex­
ample, an icon for a schematic 
design block actually looks like a 
schematic block normally seen on 
a schematic page. These ob ject 
icons also are used on the tool 
template to depict the kind of data 
needed to run the tool . 

The tool template for Verilog 
has "slots" into which design 
manager objects are added . Ob­
jects in this case are inputs and 
outputs needed to run the tool. 

GRAPHICAL 

INTERFACE IS 

COMMON TO 

ALL TOOLS 
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Figure 2. A higher-level template, called a process template, defines not only the different tools to be used, but also 
the logical flow of data between them. 

Figure 3. A portion of the E code that was written to encapsulate the HSPICE simulator is shown above. The entire 
program was only 134 lines. 

Optional and mandatory data needed to 
run a tool are represented by dotted and 
solid lines, respectively, as shown in Fig­
ure 1. Checking is done automatically so 
that only the correct kind of data can be 
selected and added to a tool template. For 
example, the template will not let the user 
select a Caeco schematic icon and enter it 
into an HSPICE netlist slot. The Verilog 
tool template also has several "buttons." A 
button is a variation of an icon in which 
the state of the button controls the com­
mands to be activated by the template . 
The buttons in the Verilog template con­
trol the commands to be issued to the tool, 
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such as RUN, QUIT, and HELP . 

Creating the graphics is only part of the 
story. As previously mentioned, the but­
tons have to be attached to appropriate 
actions. For example, the Verilog run but­
ton is a "sensitive" area that, when select­
ed by the user, issues the command to 
invoke the Verilog simulator. 

All the different tool templates are 
hooked up to create a higher-level tem­
plate called a process template (Figure 2). 
The process template defines not only the 
different tools to be used by an engineer, 
but also the logical flow of data between 
them. In other words, it provides an over-

view of tool and design status. 
For this project, the process template 

shows the Caeco schematic editor driving 
the HSPICE and Verilog simulators, with 
the appropriate netlisters in between. The 
benefits of a graphical interface are obvi­
ous. Users don't have to remember the 
complex invocation sequences , data and 
library requirements, options, and con­
figuration files for each tool. This graphi­
cal interface alone can dramatically reduce 
the time to learn, or relearn, a tool. 

However, the major benefits of using 
EDMS are obtained when you use its 
graphical capability in conjunction with 
the tracking and control mechanism of the 
Design Manager Server. 

• OBJECTS, POLICIES, AND 
RELATIONSHIPS 

Setting up the Design Manager Server 
for the environment can take place in 
parallel with creating the graphical inter­
face and includes defining objects, poli­
cies, and relationship to be used in a 
design project . . 

Objects in the Design Manager Server 
have specific data kinds associated with 
them (for example, HSPICE stimulus, Veri­
log netlist). Each kind of data is represent­
ed in the Design Manager by a different 
icon. Each object also stores information 
about the file it represents . For example, 
an object representing schematic data con­
tains such information as the physical lo­
cation of the file on disk, the kind of 
object it is (Caeco schematic), the owner, 
and the access rights of the file. 

Policies are defined and associated with 
each object to ensure that a set of proce­
dures is implemented within EDMS . For 
example, a policy can be set so that when a 
new version of an object is created, that 
version is marked as the current version. 

It is important to note that EDMS does 
not copy the design data into its database, 
but instead creates objects representing 
the data much as index cards within a 
library card catalog contain information 
about the actual library books . 

Relationships can be established be­
tween different data objects . A derivation 
relationship can associate a netlist with the 
appropriate schematic. In this project, the 
derivation relationship is used to check if 
an up-to-date netlist for a given schematic 
is available as input to a simulation run. If 
the up-to-date version is not available, the 
encapsulation code written for the simula­
tor will automatically invoke the netlist 
program to create an updated netlist. All 
of this checking and netlist generation (if 
needed) is done invisibly. 

Creating the objects, tool templates, 
and icons is the first step in encapsulating 
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a tool. To fully encapsulate a tool, a layer 
'of software is written around the applica­
tion using an interpretive ·c-based pro­
gramming language called E. 

• PUTTING IT ALL TOGETHER 

An encapsulation program can be writ­
ten using the following steps as a 
guideline: 

• Define all data kinds for a given tool. 
(The HSPICE simulator, for instance, may 
need data kinds like the HSPICE netlist 
and the HSPICE stimulus file) . 
•Define each tool to the Design Manager 
Server by supplying the tool name and 
type (editor, transformer, or browser). 
• Once the tool has been defined, de­
scribe all inputs and outputs to the tool. 
• Write the E code to read the data from 
the tool template slots and prepare the 
data for tool activation . This code is 
referred to as the preprocessing section of 
the encapsulation program. 
• Write the E code that deals with the 
management aspects of the data, such as 
tracking versions of the data and relating 
objects to each other. This code is the 
postpr0<;essing section of the encapsula­
tion program . 

Functions that can also be included in 
the encapsulation are checking to see if the 
tool run was successful and reporting er­
rors or any other pertinent information to 
the screen. In addition, EDMS provides the 
capability to save relevant information 
about a given tool run, such as what were 
the inputs, what were the outputs, who 
ran the tool, when the tool was started, 
and when it was completed. 

The HSPlCE encapsulation took three 
days to plan and one week to write . Figure 
3 shows a portion of the E code. The entire 
program was only 134 lines (see the table). 

For the HSPICE encapsulation, we had 
two input and two output files: netlist and 
error message files for input, and stimulus 
and waveform files for output. Each time 
the simulator was invoked, we chose to 
save all the relevant information about 
each tool run. This information is stored 
in a "tool run folder," which tracks the 
progression of the simulation runs and 
therefore can be used for locating or ana-
1 yzing any particular run at a later date. 

• AN ENGINEERING ACTIVITY 
ANALYZER 

EDMS has a history mechanism that 
keeps track of all the activities that have 
taken place under its control. With the 
aid of this mechanism, users can produce 
bar charts analyzing engineering activi­
ties, such as which engineer ran a given 
tool, how many times the tool was run, 
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'TIME AND CODE NEEDED FOR -
I 

SETTING UP VARIOUS TOOLS IN THE EDMS ENVIRO~MENT 

LINES OF E CODE TIME NEEDED 

CAECO ENCAPSULATION 479 12 DAYS 

VERILOG ENCAPSULATION 159 7 DAYS 

HSPICE ENCAPSULATION 134 3 DAYS 

NETLISTER ENCAPSULATION 154 2 DAYS 

TOOL TEMPLATES AUTOMATIC BUILDER 1 DAY 

MENUS 

and the duration of the tool run . 

•BENEFITS TO USERS 

Tools encapsulated with EDMS can re­
duce design and analysis times of projects 
in several ways. 

Since EDMS hides the complexities of 
computers and tools, an engineer can use 
tools without having to remember com­
plex tool invocation sequences, tool op­
tions, and operating system commands; 
the interface to all tools becomes graphi­
cal, simple, and consistent. 

EDMS makes data dependencies and tool 
sequencing invisible to the end user. For 
instance, an engineer wants to simulate a 
particular schematic block, and the simu­
lation depends on the availability of an up­
to-date netlist for that block . Using EDMS, 

the engineer only has to specify the block 
he she wants to simulate and EDMS will 
check for the most current version of the 
netlist for that block; if none exists, it will 
automatically generate a netlist. 

Engineering project reports can be very 
useful for the engineer as well as the 
project manager. Tool usage information 
can be used to identify and solve design 
process bottlenecks, as well as to justify 
for hardware procurement. 

In addition, EDMS allows the customiza­
tion of the design environment, with the 
current process methodologies, specific to 
a project . Adding new design tools to the 
design environment becomes easier and 
quicker with EDMS whether or not you 
have access to source code for your tools. • 
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STIMULUS PATTERN GENERATION FOR: 

VALID MENTOR GRAPHICS TEGAS 
DAISY LOS 
SILOS TEKTRONIX/CAE HILO 

LOGIC SIMULATORS. 
VGEN, a stimulus generation language, can reduce 

the time' it takes to create and modify simulation 
stimulus files by up to 80%! VGEN provides a powerful 
high-level language interface for the pattern generation 
task. 

For many logic simulators, stimulus pattern 
generation and modification has long been a monoton­
ous, error-prone process. Flexibility in emulating and 
modifying system timing has been almost nonexistent. 
The availability of VGEN, however, radically changes 
this situation. A designer can now algorithmically 
generate patterns with precise control over pattern 
cycle times as well as individual pin timing. 

If you are involved with large logic simulations on 
any of today's popular simulators, let us show you how 
VGEN can improve your productivity and enhance your 
overall simulation effectiveness. 

Write or call TODAY: (408) 997-2575 

MENTOR GRAPHICS is a trademark of Men tor Graphics Corporation . VALID 1s a trademark o1 
Vahd logic Syslems. Inc . DAISY 1s a trademark ol Daisy Systems Corporation , HILO 1s a 
registered trademark ol GenRad Corporation, SILOS 1s a 1rademark ol S1mucad, Tegas 1s a 
lrademart: of G.E Calma Company, LOS 1s a registered lrademark of LSI Logic Corporation, VGEN 
1s a trademark of Source 111 , lnc 

SOURCE Ill , Inc. 
4960 Almaden Exf1y. #147 
San Jose, CA 95 18 
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Only from OKI: 
• Most complete ASIC building blocks. 
• Most versatile design/package options. 
• Most experienced ASIC technology. 

Nobody but nobody puts ASIC technology 
together like OKI Semiconductor can. 

Ease into ASIC with OKI as your close 
working partner-and you instantly 
support your VLSI application with the 
most comprehensive ASIC capabilities on 
the world market today. Bar none. 

From gate array, standard cell and full 
custom chips to standard components 
to integration to advanced board level 
products, OKI alone puts you on the 
leading edge of ASIC technology and its 
complete implementation. 

OKI: the totally logical choice. 
Opt for OKI ASIC, and you open up your 
options across the board. Only OKI now 
offers the system designer the unique 
security and entry ease that only a 
proven track record in CMOS ASIC 
problem-solving can provide. This his­
tory of performance built up since 1977 
has produced the widest range of solid 
building blocks yet: advanced ASIC prod­
ucts and packaging including surface­
mount, backed up with the most flexible 
cell libraries, CAD/CAE design tools and 
development aids. 

As your working partner, OKI ASIC ex­
pertise is available to you at any stage of 
the development process. We'll help you 
define system requirements, determine 
the most cost-effective product solutions 
and supply complete design software­
accessible at your own workstation or 
through our regional design centers. And 
then we take it from there: with high 

volume fabrication, assembly and testing 
completed in one of the world's most 
highly robotized manufacturing 
facilities. 

Compare (.) 

en CD u 
: 

Total ASIC <( C1> C1> 
(J ~ .... 

Capabilities ~ ::l ::l 
0 0 

0 en en 

Gate Arrays to 10K Gates • • 
Standard Cells to 30K Gates • • 
Full Customs - Lowest Cost • 
1.5 Micron Cell Library • • • 
Macro Cells • • 
Bi CMOS • 
High Density • 

Surface Mount Packages 

Board Level Products • 
Supporting Standard Products • 
COB Technology • 

(Chip on Board) 

CAD/CAE Design Support • • • 
Customer-Friendly • • • 

Design Interface 

Regional Design Centers • • • 
Robotic Manufacturing • 

ASIC Solutions from OKI: 
You can't beat the logic! 

r------------------· Check out OKI ASIC data: VLSI 688 

Please rush complete technical data/ specs 
on OKI capabilities in: 

( ) Gate Arrays 
( ) Standard Cells 
( ) Full Customs 

Please call: we have immediate requirements: 

Name/Title _____________ _ 

Company _____________ _ 

Attach coupon to business card or letterhead and return 
to : ASIC Customer Service , OKI Semiconductor, 650 North 
Mary Avenue , Sunnyvale, CA 94086. Tel: (408) 720-1900. 



ENTRY 
Systems 

F 0 R ANALOG DESIGNS 

VLSI SY S T E M S D ESIGN STAFF 

!though analog circuits were popular long before digital came into its 

own, CAE entry systems for analog designs have continued to lag those 

of digital systems. In addition, the early design packages for analog circuitry usually consisted 

of very rudimentary tools that lacked the speed, accuracy, and convenience of their digital 

equivalents. Fortunately, the past few years has seen the introduction of more sophisticated 

analog design tools that are steadily approaching the performance of most 

digital design systems. 

ANALOG DESIGN 
TOOLS ARE 

COMING OF AGE An entry system is defined here as a system that not only captures the 

connectivity requirements of the circuit 
schematic, but also captures the basic de­
sign information and provides the neces­
sary hooks to analysis tools as well. Many 
digital schematic capture packages can 
also "capture" analog circuits, but the 
systems are usually limited to performing 
only the most basic analyses. Of course, 
some of today 's newer CAE systems can 
handle analog , digital, and mixed analog­
digital designs. H owever, though an accu­
rate analysis of a digital circuit can be 
performed with relatively crude models, 
that is not true for analog circuits. 

For example, a simple AND gate may 
consist of as many as 12 transistors and 
still be represented with reasonable accu- · 
racy by a relatively primitive model. On 
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the other hand, an op amp that is to be 
used in a cri tical high-gain feedback appli­
cation may also consist of only 12 transis­
tors , but just to analyze the amplifier's 
performance may require calculating tens 
of thousands of operating points. 

As can be seen in this month 's directo­
ry , today's analog CAE entry systems pro­
vide a lot more than just a method for 
capturing schematics. They accept inputs 
from a mouse , keyboard, and netlists. 
They feature pop-up menus and can make 
almost every imaginable analysis on an 
analog circuit, such as frequency- and 
time-domain analyses, together with de , 
ac, and noise characterization. In addi­
tion , they can perform Monte Carlo, sensi­
tivity, worst-case , and thermal analyses . 

Since a design system is no better than 
its libraries , most of the packages include 
standard and optional libraries that typi­
cally have 1,000 or more discrete compo­
nents , such as low-level and power bipo­
lar, JFET, and CMOS transistors and 
rectifiers, zener diodes, SCRs, UJTs, and an 
assortment of resistors , capacitors , and 
inductive components. Macros like op 
amps and comparators also are included. 

The entry systems run on a variety of 
personal computers , workstations , and 
minicomputers . They have links to SPICE 
and other simulation programs. In addi­
tion , whereas some provide analysis only 
at the basic transistor level, others can 
simulate complete systems, including 
electromechanical components. 
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Nothing Captures Today's Solutions Like Schema. 

0 mation, originators of the most 

popular design entry software 
SCHEMA II, presents an integrated 

solution to printed circuit board design. 
Now you can enter a schematic 

using SCHEMA II, and then produce 
a finished printed circuit card with 

SCHEMA PCB and SCHEMA ROUTE. 
From start to finish in one easy step. 

The integration, complete with 

automatic backward and forward anno-

tation, makes the process simple and error 

free. All SCHEMA products operate on 

IBM personal computers or compatibles, 
yet they offer all the features of CAE work­

stations costing $50,000 for 
a fraction of the cost. 

CALL TODAY 
and ask for our 
free demo disk. 

CALL: 1-800-553-9119 

CIRCLE NUMBER 12 

As always, each member of the 
SCHEMA family of products comes with 

a 30-Day Money Back Guarantee. 
Capture your solutions by calling 

us Toll Free: 1-800-553-9119 (in Texas, 

214-231-5167). Ask about our SCHEMA 
Family Demo Evaluation Kit. 

== OMATiON 
1210 E. Campbell Rd., Suite 100 
Richardson, Texas 75081 



DIRECTORY OF ANALOG DESIGN ENTRY SYSTEMS 

VENDOR 
AND CONTACT 

ANALOG DESIGN TOOLS INC. 
1080 East Arques Ave. 
Sunnyvale, Calif. 94086 

James Carro 
Senior Vice President, 
Marketing and Sales 
(408) 737-7300 

ANALOGY INC. 
P.O. Box 1669 
Beaverton, Ore. 97075 

Bob Ferguson 
(503) 626-9700 

APTOS SYSTEMS CORP. 
5275 Scotts Valley Dr. 
Scotts Valley , Calif. 

John Roth 
President 
(408) 438-2199 

CADNETIX CORP. 
5775 Flatiron Pkwy. 
Boulder, Colo. 80301 

Tim Gerchar 
Dan Damon 
Product Marketing 
Managers 
(303) 444-8075 

CASE TECHNOLOGY 
2141 Landings Dr. 
Mountain View, Calif. 
94043 

Melanie King 
Marketing 
Communications Manager 
(415) 962-1440 

DAISY SYSTEMS CORP. · 
7 00 E. Middlefield Rd. 
P.O. Box 7006 
Mountain View, Calif. 
94039 

Cynthia Cauley 
Produce Marketing 
Manager, Analog Design 
Automation 
(415) 960-7196 

PRODUCT 
AND PRICE 

ANALOG WORKBENCH 
Software only and turnkey 
$8k-$14 . 5k, software 

' 

SABER analog simulator 
Software only 
$15k-$35k on most 
workstations 

CRITERION I 
Software only 
$495 

RGRAPH 
Software only 
$6 .7k 

CADNETIX ANALOG DESIGN 
ENVIRONMENT (based on 
Saber from Analogy) 
Software only and turnkey 
$5k- $30k, software only; 
$45k-$80k, turnkey 

VANGUARD CAE DESIGN 
SYSTEM 
Software only 
$5.75k-35 .6k 

... 

VIRTUAL LAB analog design 
environment 
Software only or turnkey 
$6k-$12k 

DSPICE analog simulation 
engine 
Software only or turnkey 
$5k-$4lk 
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HOS'r 

,. 

Sun-3 and -4 (Unix 4.2 
BSD); Apollo 3000, 4000, 
10000 (Aegis or Domain IX); 
HP 9000/320 and 350 
(HP/UX); IBM PC AT (Unix 
System V); V AXstation 
(VMS); Compaq (Unix System 
V) 

Sun-3 and -4; Apollo 3000, 
4000; Digital Equipment 
VAX 700 and 8000, 
MicroVAX and V AXstation; 
Alliant FX 

Criterion I: PC AT, 386 

RGRAPH: PC AT, 386 

Software-only CDX-8130 and 
turnkey CDX-9600, CDX-
9630, CDX-9640: Sun-3 or -
4 with color monitor (SunOS) 
CDX-3000 and CDX-3200: 
IBM PC ATs or 100% 
compatibles (DOS) 

IBM PC, PC XT, PC AT, 
and compatibles; Compaq 
386; PS/2 models 50, 60, and 
80; MicroVAX 2000 , 
V AXscation 2000, MicroVAX 
GPX/II; Sun-3/60 , 260, 50 , 
110 

-

Virtual Lab: Sun 386i, 
Personal Logician 386, 
Logician 386 

DSPICE: Sun 386i, Personal 
Logician 386, Logician 386. 
Accelerated versions may be 
run remotely across the 
network using the Sun-
4/2605, MicroVAX 11, or 
VAX 

SPECIAL-PURPOSE 
HARDWARE 

Apollo, HP, and Sun: 
floating-point coprocessor 
optional. IBM PC AT: EGA 
graphics card required 
Compaq: coprocessor 
required 

None 

Criterion I: EGA, 640 X 350 

RGRAPH: 19" monitor , 
1024 X 768; Artist I graphics 
card optional 

For schematic entry only, no 
additional hardware is 
required. For the CDX-
9630/9640/8130, a Sun-3 or 
-4 with color monitor is 
required; for the CDX-3200, 
a math coprocessor is required 
for the PC AT 

I' • 

IBM PC AT: VGA or EGA 
graphics card ; 2-MB memory 
expansion for Hercules and 
Microfield graphics 

None 

INPUT METHODS 

..::.. 

Menu- and mouse-driven 

Graphical front end and 
graphics postprocessor use 
a mouse, pop-ups, and 
icons 

Mouse, tablet, keyboard 
and user-definable menus, 
back annotation from PCB 
layout 

Mouse with six soft keys; 
Cadnetix standard input 
keys ( 10); easy-co-use 
forms; keyboard; automatic 
forward and back 
annotation from PCB 
layout 

Mouse with pop-up 
menus, user-definable 
keyboard mapping, on-line 
help 

Direct input from either 
schematics or netlists 
(SPICE-compatible netlists 
are also accepted); 
schematics may be created 
using Daisy's advanced 
capture editor (ACE). 
Users have the option of 
using icons, pop-up 
menus, forms, or 
command-line entry co 
execute each step of the 
analog design process 
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PRINTERS AND -, SYSTEM CAP A CITY 
PLO TIERS AND MEMORY 

OUTPUT FORMATS SUPPORTED LIBRARIES OTHER FEATURES REQQIREMENTS 

ASCII (standard); HP pen plotters, A General device library , Parametric plotting ; stress Contact factory 
hi-res graphics on throug_h E size; Houston 1400 + components analysis; Monte Carlo and 
simulated test instruments Instruments pen plotter; (optional); power device sensitivity/worst case analysis; 
(standard); Mentor various dot-matrix and library (optional); standard special module for power 
interface (optional); HP laser printers device library , PC only design with nonlinear 
Design Center (optional); (optional); basic device magnetics; mixed-mode 
FutureNet interface Library (optional); sample handled at transistor level 
(optional) device library (included) 

Not specified HP pen plotters and Diodes , 93; Power MOS, Saber/Cadat system- through Not specified 
compatibles; also, laser 109; optocouplers, 2; BJTs, circuit-level mixed-mode 
printers through host 217; SCRs, 5; SPICE simulation; spectral analysis-
screen dump templates, 33; JFETs, 23; op noise, distortion, Fourier; 

amps, 63; Saber templates, time-domain modeling- ideal 
28; FETs, 9; comparators, 3 delay, schedule events, state-

based models 

; 

ASCII; Tegas; SPICE; Not specified Analog library consists of Automatic power and ground; Not specified 
Logis; Ilogs/Silos; GDS II ; generic parts for use as supports analog, digital, and 
PSPICE template to build parts; total mixed signals; 10 levels of 

number 1200 +; TTL, ECL, hierarchy; fully integrated 
SMD, microprocessor libraries with Aptos PCB layout 

Saber netlist, ASCII Not specified Generic component library : Standard analysis modes: de, Design size is limited only 
(standard); EDIF output op amp, resistor, capacitor, transient, ac, noise, by disk size; several 
(standard); Postscript inductor, transistor, distortion. Optional analysis: hundred transisrors and 
devices supported MOSFET, 4-bit AID Monte Carlo . Standard: user- macro models could be 
(standard); direct interfaces converter, function generator, defined analog behavioral analyzed in a reasonable 
with Cadnetix CAD diode , transformer, sample- models; mixed technologies- time period ; PC AT-based 
(standard) and-hold amplifier, zener electrical, ·mechanical, simple systems may require a 

diode (standard). Specific digital, chemical, etc. DOS extender tO handle 
component library : 500 large analog designs 
semiconductor devices 
(optional) 

Net/ists: Silos, Hilo, Lasar, Options : Gerber and HP Standard: standard libraries Electrical rule checker, design PC version of Vanguard 
SPICE, Cadat, EDIF printer-plotters for TTL, ECL, CMOS, PLO, rule checker, analog CAE design system 
ASCII format ASIC and microprocessor oscilloscope, document edi ror, handles 30,000 gates , can 
PCB interfaces: Cadnetix, families-5000 +; 48 diodes, symbol editor, logic analyzer, simulate 20,000 gates; 
Racal-Redac, Scicards, 45 bipolar transisrors, 36 timing verifier; handles DEC and Sun versions 
CBDS, CADDS 4X power MOSFETs, 26 digital circuits; link tO handle 4 million gates 

saturable transformer models , Interleaf/Ventura and ASK's 
4 op amps, 28 compararors, 8 MANMAN 
quaiity crystals 

Virtual Lab: netlist to Not specified 1400 + parts-bipolar Standard features of Virtual Design size is not limited 
drive DSPICE analog transisrors , JFETs, MOSFETs, Lab and DSPICE: de analysis, by capacity 
simulation. Simulation discrete power transistors, time- and frequency-domain 
results are stored as files zener diodes , op amps, analysis; component sweeper; 
for waveform display. comparators, voltage parametric plotter; sensitivity 
Postprocessing results may regulators, and other ICs . analysis ; unlimited waveform 
be saved and displayed as Special-purpose libraries also display (no limits t0 

graphical waveforms, available waveforms/window, number of 
tables of values, or in displays); real-time marching 
standard SPICE output file waveforms during simulation; 
format automatic spike detection; on-

line calculator and arithmetic 
expressions package; 
interactive execution and 
acceleration on remote 
network nodes (Sun-4/260S, 
MicroVAX II, VAX); 
hierachical design 
methodology; block and I 
critical-path analysis; FFT 
analyzer; gallium arsenide 
models 

..':. 
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DIRECTORY OF ANALOG DESIGN ENTRY SYSTEMS (continued) 

1- VENDOR PRODUCT SPECIAL-PURPOSE 
AND CONTACT AND PRICE HOST r· HARDWARE INPUT METHODS I 

HEWLETT-PACKARD CO. HP DESIGN INTERFACE FOR HP 9000/319, 320, 330, 350 None Mouse-driven with pop-up 
Customer Information Center ANALOG WORKBENCH (HP-UX) menus and the keyboard 
Inquiry Fulfillment Dept. (bidirectional schematic for assigning file names. 
193 10 Pruneridge Ave. link between the HP Bidirectional layout and 
Cupertino, Calif. 95014 Design Capture System documentation capability 

and the Analog are provided through the 
Local sales office (listed in Workbench from Analog HP Design Capture 
white pages) Design Tools) System 

Software only 
$2 ,040 

INTERGRAPH CORP. CIRCUIT TOOLS InterPro workstation (Unix None CSPICE performance 
3160 Crow Canyon Rd. Turnkey System V) simulator: Berkeley nedist . 
San Ramon, Calif. 94586 CSPICE, $ lOk; Benchtop AA T simulation interface: 

Instruments Interface, function generator, power 
Wayne Sherman $5k; Analytical Interface, supply, DVM, oscillo-
Director of Marketing $5k; statistical module, scope, spectrum analyzer, 
(415) 866-0520 $5k; comprehensive library and network analyzer; pop-

$30k (cost of individual up menus , and displays 
modules varies); system-
level simulation package 
(requires CSPICE and 
Analytical Interface), $5k 

MENTOR GRAPHICS CORP. MSPICE circuit simulator Mentor Graphics' Design None Schematic input; 
8500 S. W . CreeksirU Place MSPICE PLUS analog Station and Idea station interactive graphical 
Beaverton, Ore. 9 7005 simulator (Apollo) output with menus, forms, 

MSIMON MOS circuit and icons to control 
Gary O'Dell simulator simulator functions. 
Product Manager ANALOG LIBRARY Works with PCB layout, 
(503) 626-7000 Software options only thermal analysis, and 

MSPICE, $9.9k; MSPICE schematic capture through 
PLUS, $19.8k; MSIMON , a common database. Back 
$23.8k; Analog Library, annotation, parameter 
first copy, $20k, variation, and simulation 
subsequent copies, $2k control managed by a 

flexible macro language 
--;c-

MIETEC MADE VAX 700 (VMS), VAX None Mouse with pop-up menus 
Raketstraat 62 8000, MicroVAX 2000 and keyboard 
B-1130 
Brussels 1 Belgium ,, 
Anne Windals 
Communications Manager 

OMATION INC. SCHEMA II IBM PC XT, PC AT, PS/2, Schema 11 : parallel port Schema II: keyboard and 
1210 E. Campbell Rd. Schema-PCB (CAD and compatibles; Compaq; Schema-PCB: parallel port, mouse 
Suite 100 Software) AT&T; Zenith EGA with 16 colors, mouse Seema-PCB: mouse and 
Richardson, Tex . 75081 Software only limited keyboard support; 

Schema 11, $495; Schema- forward and back 
Kimberley Ammons PCB, $975; Schema- annotation 
Marketing Assistant Route, $850; Schema-
(214) 231-5167 Plot, $300; Schema-Drill, 

$300; Schema-Large, $250 

PHASE THREE LOGIC CAPFAST PC AT, 386, PS/2, and CF3000: EGA card and CF3000, CF3550, CF/IG-
1600 N. W. 167th Place Software only compatibles (DOS); Sun-3 monitor SPICE, CF6000: Mouse 
Suite 335 CF3000, $1,295; CF3550, CF3550 and CF/IG-SPICE: with static and pop-up 
Beaverton 1 Ore. 97006 $2,950; CFIIG-SPICE, Metheus 1104 Ultra Graphics menus, keyboard input, 

$1, 495; CF6000, $4, 950; adapter and 48KH2 monitor keyboard macros, long 
Gary S. Kahl HSPICE interface option macros, startup file and 
North American Sales (Thompson Automation), ··: customization capabilities 
Manager $500; PSPICE interface, II' HSPICE and PSPICE 
(503) 640-2422 $500 interfaces: CapFast 

, schematic files ' 

PRIME COMPUTER INC. CIRCUIT DESIGN (Saber Sun-3 and -4 (Unix 4.2 BSD) None Icon-driven user interface 
Computervision Division analog circuit simulation with pop-up and pull-
100 Crosby Dr. and analysis from Analogy) down menus, mouse, 
Bedford, Mass . 01730 Turnkey keyboard, and macro 

Anthony Dolph Professional Circuit 
command language 

Media Relations Designer (Circuit Design 
(617) 275-1800 x6228 software with Sun-3/60), 

from $46 .9k 
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SYSTEM CAPACITY v PRINTERS AND 
' PLOTTERS ~ : 

AND MEMORY · 
OUTPUT FORMATS , SUPPO~TED LIBRARlES _::. OTHER FEATURES RE_Q_UIREMENTS 

Through the open Design Support includes Versatek R, L, C parts library and Standard features include full Limited in capacity wholly 
Capture Database, users and HP 7427/28, 7440/70, semiconductor library of attribute-tagging capability by the capacity of the 
can customize netlists and 7475A/B, 7570C/D, approximately 1,400 parts and mixed digital-analog Analog Workbench itself 
system interfaces, as well 7550A/B, 7580A-D, (standard) capture capability with on-
as printer and plotter 7585/6A-D, and 7595/6A- line rule checking 
support as a standard part E machines 
of the system. Standard: 
HP Printed Circuit Design 
System bidirectional 
interface. Optional: EDIF 
2.0 .0 bidirectional 
schematic view; Scicards 
bidirectonal interface; 
Calay bidirectional 
interface; Racal-Redac 
RINF bidirectional 
interface; Computervision 
bidirectional interface 

AA T simulation interface: Not specified Comprehensive library: diodes CSPICE performance Simulacor especially suited 
de, time-domain, and (amplifier macro models); simulacor and AA T to very large problems 
frequer:icy-domain color BJTs (amplifier micromodels); simulation interface: de and (15 x SPICE) 
plots on screen (i.e., de JFETs (power devices); time- and frequency-domain 
and de transfer; frequency MOSFETs (specialty ICs, analysis; filter design package 

. response vs. gain and macro and micro)--1, 700 + (optional), pole-zero analysis 
phase shift; group delay; co cal package (optional), arbitrary 
voltage, current, and waveform calculacor 
power vs. time); output (optional). 
direct to Intergraph's PCB System-level simulation I• 
and hybrid layout products package: system-level 

simulation (e.g., 
electromechanical) 

Common database suports Common database suports 1,200 active devices (optional) Rule checking during design MSIMON: 20 ,000+ MOS 
EDIF formats, integration a variety of plotter and capture; variety of transistors 
with IC and PCB layout, printer options postprocessing functions , such 
thermal analysis, and user- as Bode plots. Mixed circuits 
written postprocessing can reside on the same 

schematic; the simulator runs 
the analog sections without 
the need to separate analog 
and digital sections 

SOL (Silvar-Lisco) and Versatec, LN03 (digital) 2.4-µ.m CMOS: digital, 730; Mixed-mode simulator Standard cells: 5, 000 gates 
GOS TI nedists analog, 70. SB lMOS: digital, (digital-analog), switched- (20,000 transisors) mixed 

60; analog, 40 capacitor filter compiler, digital-analog . No special 
accelerated circuit simulator memory requirements 
(40 times faster SPICE) 

FutureNet (nedist and pin Not specified TTL, CMOS, discretes, Design rule and routing 512 KB minimum 
list), EDIF, Racal-Redac, memory, microprocessors , and checking for Schema. Space memory ; 640 KB highly 
Datacon wire wrap, IEEE. PCB has SMD decals checking, electrical recommended 
Visionics, Calay, Cadnetix, connectivity design rule 
P-CAD PDIF, SPICE, checking, and via reduction 
Computervision, Telesis for PCB 
CBDS 

CF3000, CF3550, More than 30 Symed symbol editor; all Electrical rule checking CF3000, CF3550, CF/IG-
CF6000: PADS-PCB, manufa<;turers SPICE 2G6 (or JG-SPICE, (standard), simulation grapher SPICE: SPICE and IG-
Scicards, Racal-Redac, HSPICE, or PSPICE) symbols for interactive viewing of SPICE netliscer has limited 
Hilo-3, SPICE interfaces and values easily modified in analog or digital waveforms capacity. With optional 

the schematic editor (or (standard) DOS extender, virtually 
symbol editor) to represent unlimited capacity-2 MB 
any transistor, resiscor, etc. minimum extended 

I• -~ 1 
f 

Includes symbols for different memory , up to 15 MB 
analysis (ac, de, transient), CF6000: virtual unlimited 

I.! 
'"""' sources, meters capacity 

EDIF and ASCII netlists; Full range Schematic design library Electrical rule checking and System limited only by 
full programmable netlist (standard), 3000 + pares, dynamic timing verifier available disk capacity 
interface for all CAD adherence to IEEE standards; (standard) (Sun-4 provides for over 1 
system interfaces Saber analog simulation GB of disk capacity and as 

(optional), approx. 500 much as 128 MB of main 
models and standard memory) 
templates 
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2000 RANDOM GATES 

COUNT ER TIMER 

PARALLEL 1/0 CONTROLLER 

CLOCK GENERATOR 

Z80®CPU 

PACKAGE: 100 PFP, 32 M IL CENTERS* 

Now 1.5 µHard 
Megacell ASICs. 

Nobody packs as much function into a 
megacell custom circuit as Toshiba because we've 
got the broadest library of 1. 5 µCMOS megacells. 
We're Leader of the Packed. 

We've been successfully producing complex 
megacell customs for over four years now. And 
we've shipped millions of them. So while others 
are just beginning their megacell efforts, we stand 
alone in experience and production. 

®ZBO is a trademark of Zilog Inc. 

Our megacells are exact mask duplicates of 
our standard LSI discretes. Each megacell is tested 
to our standard data sheet specifications. New 
layout is only required for the random logic section, 
and total circuit testability is always assured. We 
offer your application the highest complexity at 
the lowest risk. 

Z80 FAMILY MEGACELLS 
Z80. PIO. SIO. CTC. DMA. We have them 

all. And you can mix and match components 
with random logic to create integrated solutions 
for your most complex applications. Like the 
solutions we've already provided for modems, 
printers, hand terminals and industrial controls. 
To name just a few. 

AREA SALES OFFICES: CENTRAL AREA, Toshiba America, Inc., (312) 945-1500; EASTERN AREA, Toshiba America, Inc., (617) 272-4352; NORTHWESTERN AREA, Toshiba America, Inc., (408) 737-9844; SOUTHWESTERN 
REGION, Toshiba America, Inc., (714) 259-0368; SOUTH CENTRAL REGION, Toshiba America, Inc., (214) 480-0470; SOUTHEASTERN REGION, Toshiba America, Inc., (404) 368-0203; MAJOR ACCOUNT OFFICE, Fishkill, New 
York, Toshiba America, Inc., (914) 896-6500; BOCA RATON, FLORIDA, Toshiba America, Inc., (305) 394-3004. REPRESENTATIVE OFFICES: ALABAMA, Montgomery Marketing, Inc., (205) 830-0498; ARIZONA, Summit Sales, 
(602) 998-4850; ARKANSAS, MIL-REP Associates, (512) 346-6331 ; CALIFORNIA (Northern) Elrepco, Inc., (415) 962-0660; CALIFORNIA (L.A. & Orange County) Bager Electronics, Inc., (818) 712-0011 , (714) 957-3367, (San 
Diego County) Eagle Technical Sales, (619) 743-6550; COLORADO, Straube Associates Mountain States, Inc., (303) 426-0890; CONNECTICUT, Datcom, Inc., (203) 288-7005; FLORIDA, Sales Engineering Concepts, 
(813) 823-6221 , (305) 426-4601 , (305) 682-4800; GEORGIA, Montgomery Marketing, Inc., (404) 447-6124; IDAHO, Components West, (509) 922-24 12; ILLINOIS, Carlson Electronic Sales, (312) 956-8240, R.W. Kunz, 
(314) 966-4977; INDIANA, Leslie M. DeVoe Company, (317) 842-3245; KANSAS, D.L.E. Electronics, (316) 7 44-1229; KENTUCKY, Leslie M. DeVoe Company, (317) 842-3245; LOUISIANA, MIL-REP Associates, (713) 444-2557; 
MAINE, Datcom, Inc., (61 7) 891 -4600; MASSACHUSETTS, Datcom, Inc., (617) 891 -4600; MICHIGAN, Action Components Sales, (313) 349-3940; MINNESOTA, Electric Component Sales, (612) 933-2594; MISSISSIPPI, 



DISK CONTROLLER 

OMA CONTROLLER 

CLOCK GENERATOR 

1800 RANDOM GATES 

BUS CONTROLLER 

INTERVAL TIMER 

INTERRUPT CONTROLLER 

PACKAGE: 144 PFP, 25 MIL CENTERS* 

*Die shown larger than actual size. 

82Cxx PERIPHERAL :MEGACELLS 
We can supply all the necessary peripherals 

you need for PC and compatible environments. 
To communicate. To control disks. To access 
memory. To drive buses. To manage interrupts. 
They're all in our library. 

SPECIAL PURPOSE :MEGACELLS 
CRT controllers. LCD drivers. UARTs and 

analog circuits. And RAM and ROM. Our 
special purpose megacells offer these kinds of 
solutions for your special needs. Solutions not 
available in other ASIC offerings. 

GET A PACKAGE OF INFORMATION 
Stop fighting the battle of packing more onto 

a PC board. Integrate the entire board into 

one Toshiba Megacell ASIC. And take over as 
leader of your pack. For complete details contact 
Toshiba today. Call your Custom IC Product 
Manager at ( 714) 83 2,6300 or a Toshiba Regional 
Sales Office: NORTHWESTERN: San Jose, 
CA (408) 244'4070. SOUTHWESTERN: 
Newport Beach, CA (714) 259,0368. NORTH 
CENTRAL: Chicago, IL (312) 945,1500. 

SOUTH CENTRAL: Dallas, TX (214) 
480,0470. NORTHEASTERN: 
Burlington, MA (617) 272'4352. 
SOUTHEASTERN: Atlanta, 

GA ( 404) 368,0203. 
Toshiba. Leader Of The Packed. 

TOSHIBA AMERICA, INC. 
Montgomery Marketing, Inc., (205) 830-0498; MISSOURI, D.L.E. Electronics, (316) 7 44-1229, R.W. Kunz, (314) 966-4977; MONTANA, Components West, (206) 885-5880; NEVADA, Elrepco, Inc., (415) 962-0660; NEBRASKA, 
D.L.E. Electronics, (316) 744-1229; NEW ENGLAND, Datcom, Inc., (617) 891 -4600; NEW HAMPSHIRE, Oatcom, Inc., (617) 891 -4600; NEW JERSEY, Nexus-Technology, (201) 947-0151 ; NEW MEXICO, Summit Sales, 
(602) 998-4850; NEW YORK, Nexus Technology, (201) 947-0151 ; Pi-Ironies, (315) 455-7346; NORTH CAROLINA/SOUTH CAROLINA, Montgomery Marketing, Inc., (919) 467-6319; NORTH DAKOTA/SOUTH DAKOTA, Electric 
Component Sales, (612) 933-2594; OHIO, Steffen & Associates, (216) 461-8333; (419) 884-2313, (513) 293-3145; OKLAHOMA, MIL-REP Associates, (214) 644-6731 ; OREGON, Components West, (503) 684-1 671 ; 
PENNSYLVANIA, Nexus Technology, (215) 675-9600, Steffen & Associates, (412) 276-7366; RHODE ISLAND, Datcom, Inc., (617) 891 -4600; TENNESSEE, Montgomery Marketing, Inc., (205) 830-0498; TEXAS, MIL-REP 
Associates. (512) 346-6331 , (713) 444-2557, (214) 644-6731 ; UTAH, Straube Associates Mountain States, Inc., (801) 263-2640; VERMONT, Datcom, Inc., (617) 891-4600; WEST VIRGINIA, Steffen & Associates, (419) 884-2313; 
WASHINGTON, Components West, (206) 885-5880, (509) 922-2412; WISCONSIN, Carlson Electronics, (414) 476-2790, Electric Component Sales, (612) 933-2594; WYOMING, Straube Associates Mountain States, Inc., 
(303) 426-0890; CANADA, BRITISH COLUMBIA, Components West, (206) 885-5880; ONTARIO, Electro Source, Inc., (416) 675-4490, (613) 726-1 452; QUEBEC, Electro Source, Inc., (514) 630-7 421 . 
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DIRECTORY OF ANALOG DESIGN ENTRY SYSTEMS (continued) 

VENDOR PRODUCT SPECIAL-PURPOSE 
AND CONTACT AND PRICE HOST HARDWARE INPUT METHODS 

' 

RACAL-REDAC INC. VISULA (mostly proprietary; Apollo 3000, 4000, MIPS application accelerators; Keyboard, mouse, back 
238 Littleton Rd. ESQL from Informix, DN580T; DEC V AXstation CATS hardware modeler annotation 
Westford, Mass. 01886 Cadat 6 from HHB 2000, VAXstation II/GPX, avai lable 

Systems, Saber from 3200; Sun-3/60, 100, 200 
David DeMaria Analogy) 
Director, Technical Software only and turnkey 
Marketing From $45k 
(617) 692-4900 

SCIENTIFIC CALCULATIONS SCIOESIGN IBM PC XT, PC AT, and None Mouse-driven hierarchical 
INC. Software only compatibles (DOS); menu system that expands 
7796 Victor-Mendon Rd. $3k, fully supported copy; MicroVAX/GPX (VMS) and contracts 
Fishers, N . Y . 14453 $ lk, right to copy automaticaJly, plus 

keyboard; ASCII input and 
Dennis George output files; forward and 
Product Manager backward annotaion 
(716) 924-9303 

" 

SDA SYSTEMS INC. SPICE INTERFACE WITH Apollo 3000, 4000, DN570; None SDA schematics 
555 River Oaks Pkwy . SPICE 26.6 MicroVAX II, VAX 3200, 
Sanjose, Calif. 95134 Software only 3500; Sun-3 and -4 

SPICE Interface with 
Geoffrey Indrajo SPICE 2G.6, $5k; 
(408) 943-1234 electrical rule checker, 

$15k 

HSPICE INTERFACE Apollo 3000, 4000, DN570; None SDA schematics 
Software only MicroVAX II, VAX 3200, 
HSPICE interface, 3500; Sun-3 and -4 
$5k;electrical rule checker, 
$15k 

SILVAR-LISCO ANDI mixed analog-digital Sun-3 (Unix); Apollo (Aegis); None Includes schematic capture 
1080 Marsh Rd. simulator DEC V AXstations 700, 8000 for entry and waveform 
Menlo Park, Calif. 94025 Software on! y (VMS); IBM 9370, 30xx, RT display for simulation 

$25k+ PC (VM/CMS) results 
Herman Beke 
Vice President, Marketing 
(415) 324-0700 
(800) 624-9978 

SWAP switched-capacitor Sun-3 (Unix); Apollo (Aegis); None Includes schematic capture 
filter simulator DEC V AXstations 700, 8000 for entry and waveform 
Software only (VMS); IBM 9370, 30xx, RT display for simulation 
$23k+ PC (VM/CMS) results 

SPECTRUM SOFTWARE MICRO-CAP II IBM PC XT and PC AT, EGA, CGA, or Hercules Keyboard- and menu-
1021 S. Wolfe Rd. Software only PS/2 model or equivalent graphics cards; 8087 driven 
Sunnyvale, Calif 94086 $895 coprocessor support, also 

80287/80387 hard disk 
Donald Chan recommended 
CAE Development 
Engineer 
(408) 738-4387 
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-;:- , 
' ' 

I· PRINTERS AND SYSTEM CAP A CITY 
PLOTTERS AND MEMORY 

OUTPUT FORMATS SUPPORTED LIBRARIES OTHER FEATURES REQUIREMENTS 

-= 

Generic postprocessing Gerber, Benson, Versatec, SSI/MSI models, LSI On-line reports; electrical rule Virtually limitless capacity 
outputs; comprehensive Emma, AEG, HP, behavioral models, 1000 + checking, design rule 
outputs to manufacturing Ferranti, EIE, Calcomp components checking, 21-state simulation , 
and ATE; links to Mentor, 90 + configurable primitives, 
Daisy, Valid, mixed-level simulation, 
Computervision; IPC 350, digital stimulus language 
IGES 

' 
ASCII output for the Directly supports Epson 600+ parts (standard) Scidesign provides checks' for On GPX, limited to the 
entire database (symbols, and HP plotters; via duplicate component amount of memory 
parts, netlist , tags , etc .); Scicards/UNV file , output designators, missing off-sheet available on that system 
EDIF 1.0; interfaces to can be generated for a host connections, and sheet-to-
CADDS, Cadat, and of other pen and sheet reference bullets. Access 
SPICE via Access (standard electrostatic plotters allows the user to create 
product) checks for his specific 

application or concern 
(company part numbers, 
simulator information, 
thermal parameters, etc.) 

Silos, Hilo, SPICE, Not specified None (standard basic Electrical rule checking Design-specific 
HSPICE, Verilog elements: transistors, (option--can also be used to 

capacitors, etc.) check layout) 

Silos, Hilo, SPICE, Not specified None Electrical rule checking Design-specific 
HSPICE, Verilog (option--can also be used to 

check layout) 

Netlist for Gards, Avant HP, Calcomp, and 60 components , including Schematic capture and output 20,000 components 
Gards, Cal-MP, SC II , and Versatec plotters MOS and bipolar transitors, waveform display (standard); 
Silvar-Lisco PCB design R , L, C, sources, and digital system handles mixed analog-
packages; optional output logic devices (standard) digital ci rcuits ; SPICE 
to SPICE netlist and tool integration package (optional) 
kit for user-defined netlists 
(EARS) 

Netlist for Gards , Avant HP , Calcomp, and 15 component primitives, Schematic capture and output Capacity is a function of 
Gards, Cal-MP, SCII , and Versatec plotters including MOS transitors, R , waveform display (standard); number of components and 
Silvar-Lisco PCB design L, C, sources (standard) distortion, noise, sensitivity, time steps 
packages; optional output frequency and time analysis 
to SPICE netlist and tool modes (standard); SPICE 
kit for user-defined netlists integration package (option) 
(EARS) 

Schematic netlists Epson printers; HP 100 op amps , 100 diodes, Transient, ac, de, and fourier 150 nodes for transient 
7470-7475 100 pnp/npn transistors, 100 analysis; does not handle and de analysis, 75 nodes 

MOS transistors, 50 digital and mixed-signal for ac analysis ; maximum 
programmable waveforms, 50 circuits number of components 
sinusoidal sources, 50 handled in a circuit: 200 
transformers, 50 polynomial switches, 200 resistors , 
sources (standard) 350 capacitors, 50 

inductors, 50 batteries , 1 
user source , 10 sine 
sources , 10 programmable 
waveforms , 10 
transmission lines , 50 
polynomial sources , 50 
diodes, 50 transformers , 
50 op amps , 150 npnlpnp 
transistors, 150 FETs 
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DIRECTORY OF ANALOG SCHEMATIC CAPTURE SYSTEMS (continued) 

VENDOR 
AND CONTACT 

VALID LOGIC SYSTEMS INC. 
2820 Orchard Pkwy . 
San Jose, Calif. 95134 

Paul Giordano 
Product Marketing 
Manager 
(408) 432-9400 

VAMP INC. 
6753 Selma Ave. 
Los Angeles, Calif. 90028 

John Soluk 
Director of MarketinS 
(213) 466-5533 

VIEWLOGIC SYSTEMS INC. 
275 Boston Post Rd. West 
Marlboro , Mass. 017 5 2 

K.S Sriram 
Vice President of 
Marketing 
(617) 480-0882 

VISIONICS CORP. 
343 Gibralter Dr. 
Sunnyvale, Calif. 94089 

Alex W ellins 
Marketing Specialist 
(800) 553-1177 

XEROX E.0.0.S 
2441 Mission College Blvd. 
Santa Clara, Calif. 95054 

Wynn Kageyame 
Sales Engineer 
(408) 562-2170 

PRODUCT 
AND PRICE 

ADVANTAGE analog design 
environment 
Software only and turnkey 
$20k-$50k, typical 
software pricing 

MC CAD 
Software only 
McCAD Schematics V3 . l , 
$495 ; McCAD 
S.chematics/DSIM, $695 ; 
McCAD PCB-ST, $995; 
MicroSim PSPICE analog 
simulator, $1.4k-$2k 

WORKVIEW 
Software only 
$4k-$15k 

EE DESIGNER Ill 
Software only 
$3,995 

EXPERT SCHEMATICS 
Software only and turnkey 
$4. 9k-software; 
$8k-$15k-turnkey 
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l-IOST 

Sun and DEC platforms 

IBM PC AT; Compaq 386; 
PS/2 ; NEC PC-XL; 
MicroVAX 2000/GPX 

IBM PC XT, PC AT, and 
compatibles; Compaq 386 

Xerox 6085and 8010 

SPECIAL-PURPOSE 
HARDWARE 

None 

None 

PC AT and compatibles, 
80386 machines, and PS/2 
need graphics card such as 
EGA, VGA, or 8514 to 
display graphics 

CGA or EGA card 

None 

INPUT METHODS 

Object-oriented, mouse 
control 

Typical Macintosh mouse 
and menu input; keyboard 
only when necessary 

Mouse with pop-up menu; 
keyboard; multiple 
windows 

Mouse with hierarchical 
menu structure; full back 
annotatibn to multipage 
schematics 

Mouse with pop-up menu; 
back annotation; multiple 
windows and multiple 
views of schematic 
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PRINTERS AND SYSTEM CAPACITY 
PLOTTERS AND MEMORY 

OUTPUT FORMATS SUPPORTED LIBRARIES . OTHER FEATURES REQUIREMENTS 
__::_ 

Simulator interfaces: Hilo-3, Numerous plotters from 50 most commonly used Statistical sensitivity Monce 4 MB main memory and 
Lasar, Logcap, McLDL, Versatec (including color discrete devices (standard); Carlo, and expression analysis 80 MB disk minimum 
Simon, SPICE, Tegas V. units) and Benson; pen 1, 500-part library (option); (standard) 
PCB interfaces: Allegro, plotters form Calcomp, model parameter editor 
Applicon, Cadam, CADDS HP, and Benson; printers (standard) 
4, CADDS 4X, Calay, from Epson; and A- and 
RINF, Scicards, Wire B-size Postscript 
Wrap, CBDS, Intergraph , 
Redac. 
Tester interfaces: Gen d, 
Zehncel 

Compiles and extracts Imagewriter; Laserwriter; Includes transistors, FETs, McCAD Schematics can be In the project mode the 
parts list and netlist in Houston Instrument DMP acoustic devices, switches, used for analog, digital , or system can track 3 2, 000 
ASCII from single- or 40, 41, 42, 51, 52, 60, vacuum tubes, op amps, mixed-mode designs devices or 32,000 nets, ' 
multiple-sheet projects; 61; HP 7475, 7580 , transformers, light systems, whichever comes first; 2 
netlist output in standard 7585, 7586; Draft-Pro and transducers, etc.-approx. I· MB main memory 
text file form as well as DrafcMaster pen plotters 350. recommended, l MB 
Computervision, Gerber, McCAD Schematics comes minimum 
Scicards, Calay; user- with an on-line library 
configurable SPICE graphics edicor that permits 
netlist/command file rapid element creation and 
generation; standard file addition 
preparation for McCAD 
PCB-ST and EDS-1; 
printed circuit design 
environments 

' 
, 

CAEICAD graphics: Epson printers and Transistors, 221; diodes, 95; Optional: ac, de, and Up to 4 GB of memory 
Computervision CADDS compatibles; IBM 4201 op amps, 77; JFETs, 23; transient simulation and available for design capture 
4, CADDS 4X, and 5152; HP Thinkjet , power bipolar transistors , 21; analysis; Monce Carlo analysis; and analysis 
CADDstation, Mentor, Laserjet + , and Paincjet; power MOSFETs, 86; stress analysis ; mixed analog 
Metheus, Prime EDMS, Versatec electrostatic (from MOSFETs, 9; cores, 25; and digital simulation, non-
Valid VAXes only); Houston crystals, 8 (all options) linear magnetics simulation; 
PCB layout-forward: Instruments DMP41, support for simulation on a 
Redac (Redboards , Cadet, DMP42, DMP51, variety of mainframe and 
Maxi , Mini), Redac DMP52; Hewlett-Packard supercomputers 
(DSM6). HP7440, HP7470, 
PCB layout-forward and HP475, HP7550, 
back annotation: Academi, HP7570, HP7580, 
Applicon, Cadnetix, HP7585 
Calay, CBDS, 
Computervision, 
Intergraph, Merlyn , 
Omnicad, P-CAD, Prance, 
Redac RINF (Visula), 
Scicards, Telesis 
PCB layout-placement 
forward: Cadnetix, Calay, 
Scicards, DataCon 
EDIF: graphics, in/out, 
netlist 
IC layout: Ecad, Silvar-
Lisco 
Simulators: Bolt, Cadat, 
Computervision, Helix, 
Hilo, HSPICE, IG-SPICE , 
Lasar, Precise, PSPICE, 
Silos, SPICE, SOL, Tegas, 
Touchstone, Zilos/Zycad 

Netlist in ASCII format, HP Laserjet series 11 ; Extensive multipurpose Standard: full busing in Will handle large boards 
can be edited; database others not specified library, including surface- schematics; list-of-materials up to 12 circui t layers, 
contents in ASCII mount parts (standard); processor for bill of materials; plus silkscreen and masks; 

seperate multipurpose 2 autorouters; 25- and 50-mil need LIM expanded 
module, 200 pares; TIL, grid with memory routing on memory card to handle 
approx. 1,000 pares (option); both; user-definable design large boards 
microprocessors, 200 parts rule checking; power and 
(option) ground signal routing separate 

Netlist in ASCII format Electrostatic and laser Library contains 1,200 Busing; special power and Handles schematics from 1 
bill of material; data printers, pen plotters symbols (standard); library ground handling to 50 pages; A-, B-, C-, 
extract list creation and editing ability D- , and E-size drawings 

(standard) 
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ISC 
The quest 

for speed 

has driven 

A LANCE microprocessor 

Changes the architectures 

BOB CUSHMAN, SENIOR EDITOR The message behind the current avalanche 

of RISC processors is that what counts 

is not what the suppliers are presenting today, it is what they might present next year or the year 

after. None of the current RISC introductions represent finalities; they are but first iterations of 

ALL RISC MODELS ARE NOT ALIKE 
product lines that are certain to be enhanced. Their 

suppliers are engaged in a battle of promises, each trying 

to outdo the other with predictions of more future performance and less cost. 

One way to get a handle on RISC progress is to study the architecture. This article kicks off a 

series that will start with a general look at some of the elements of RISC architecture and then, in 
following articles, delve into the details of the architectures of specific RISC chips. 

Figure 1 is the starting point . .It provides a simple model that will help define RISC features 
and serve as a basis for comparing different RISC families. It will also help in comparing 
RJSCs with competing crscs and DSPs. 

Three basic categories of software 
instructions are listed above the diagram 
in Figure l: program manipulation 
instructions , data movement instructions, 
and data manipulation instructions. The 
arrows relate these to the parts of the 
model to which they apply . It is appropri­
ate to introduce software into the picture 
because the goal of RISC is to create a 
superior, more synergistic software-hard­
ware combination . 

Below the model are listed the three 
main steps in a computer's operating cy­
cle : instruction fetching, instruction de­
coding , and instruction execution. These 
steps are also related by arrows to the parts 
of the model to which they apply, and by 
inference to the three categories of instruc­
tions above . Indicating the relationships is 
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appropriate, for it will help localize the 
various RISC features. 

• JUST WHAT Is RISC ANYWAY? 

Before stepping through the operating 
cycle in Figure 1, let 's review the RISC 
principles. The table, based on a presenta­
tion by Randy H . Katz of the University 
of California at Berkeley for a 1986 ISSCC 
evening panel session, lists the objectives 
of RISC design. It can be seen that the 
thrust of "pure" RISC is to reduce and 
streamline the instructions so that they 
can be compiled efficiently and executed 
quickly. 

Whereas it is easy to find these "pure" 
RISC principles in early R&D RISCs (such as 
those that have been reported on at 
ISSCC-from Stanford University and the 
University of California at Berkeley and 

from IBM and Bell Laboratories), it is not 
so easy to isolate these principles in pres­
ent commercial RISC chips. The fact is that 
designers have found that they couldn't 
show enough of a performance advantage 
over established CISC microprocessors with 
'"pure" RISC designs. They have had to 
add so many CISC embellishments to the 
RISC concept that the so-called RISC ma­
chi nes are now in reality RJSC-CISC 
machines. 

The main RISC concept that designers 
have held onto is that of completing an 
instruction every cycle. In fact, now the 
thrust is to use parallelisms to complete 
more than one instruction per machine 
cycle . This move is causing some recent 
RISCs to look a bit like OSPs. 

The computer cycle of Figure l begins 
with the instruction fetch . The address is 
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SOF1WARE - CATEGORIES OF INSTRUCTIONS 

I. PROGRAM MANIPULATION INSTRUCTIONS 
For altering the usual sequential addressi ng of instructions, in which the program counter just incremented each cycle (RISC machines 
fetch only one-word instructions). They include JUMP , CALL subroutine, RETURN from subroutine,or interrupt and conditional 
BRANCH . 

II. DATA MOVEMENT INSTRUCTIONS 
Source and destinations specified by operand fields of instruction. In RISC, only LOAD and STORE to and from external memory are 
separate instructions. Others are the operand part of data manipulation instructions and involve only on-chip data reg isters . 

Ill. DATA MANIPULATION INSTRUCTIONS 
Typically the largest class of instructions in RISC machines, covering integer arithmetic, logic operators, comparisons , shifts, an<l in 
some cases floating-point arithmetic. The results of these instructions are reflected in changes of status bits , which in turn can be used 
to choose program manipulation instructions tO implement decisions . 
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CYCLE STEPS - TIMEWISE BEHAVIOR OF ARCHITECTURE 

FETCH INSTRUCTION 

l. SEND OUT ADDRESS 
FROM PROGRAM COUNTER 

2. READ BACK INSTRUCTION 
INTO INSTRUCTION REGISTER 

l DECODE INSTRUCTION 

l. CONVERT OP CODE 
INTO CH IP AND EXTERNAL 
CONTROL SIG NALS 

2. U SE OPERAND FIELDS 
TO ADDRESS DATA LOCATl0NS 
TO B E INVOLVED 

I---

EXECUTE INSTRUCTION 

PROCESS A DDRESSED D AT A 
THROUGH ALU, FPU, ETC. 

Figure 1. This simple model of a stored-program digital computer is the starting point for analyzing and comparing RISCs. The architectural diagram in the middle is surrounded 
by software categories (top) and timewise behavior (bottom), so that these other ways of looking at RISCs can be tied to the hardware involved. 
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The buyout of Caltna Corporation's IC layout 
operation poses some tough questions to current Caltna 
owners. After all, Caltna pioneered the development of IC 
CAD, including interactive layout, and played an 
important role in the development of most of today's 
integrated circuits. 

But now, an era is ending. Caltna's IC layout 
operation will be run by a different company. So it's an 
ideal time to evaluate which company and layout system 
can take you through the 1990's - and beyond. 

The answer is simple: Mentor Graphics. And to make 
your decision even easier, Mentor Graphics' ''Secure 
Future"* program now offers significant discounts, 
up to 50%, to Calma customers _who trade in their IC 
CAD systems for Mentor Graphics' Chip Stations~ 

Sure, the financial incentive is nice, but closer 
inspection gives you even more reasons to move to 
Mentor Graphics. 

Fact: Mentor Graphics stands ready to help you make 
the change. From compatibility with your design data 

· base, to extensive training and application support, we 
are prepared to smoothly transition you to our systems. 
And to make it even easier Chip Station can be 
programmed to emulate familiar commands of your 
current system. 

Fact: Over the past two years, Mentor Graphics has 
become the fastest growing IC CAD vendor, with approxi­
mately 1,000 IC layout workstations installed worldwide. 

Fact: Mentor Graphics is the worldwide leader in 
electronic design automation (EDA), with more than 
12,000 installed workstations. 

• "Secure Future" program details available on request. 
Offer ends 12131 /88. Calma IC layout systems must have proprietary 
software erased before they are turned over to Mentor Graphics. 
Mentor Graphics and Chip Station are registered trademarks of Mentor 
Graphics. REMEDI is a trademark of Mentor Graphics. Calma is a registered 
trademark of Calma Co. DRACULA is a registered trademark of ECAD. 

Fact: Mentor Graphics has proven that it's here for 
the long haul, with 22 consecutive quarters of revenue 
growth. And Mentor Graphics has been profitable every 
quarter since 1983, not to mention current reserves of 
over $100 million and no long-term debt. 

Fact: Mentor Graphics has a customer list that reads 
like a ''Who's Who'' of the chip industry. And, with 
Mentor Graphics' tools, service and support, those 
customers return with repeat business. 

Fact: Chip Station also brings you both the capacity 
and methodology to deal with the coming generation of 
ULSI designs: 

• Structured Chip Design lets you represent cells 
symbolically, so the organization and management 
of large designs is greatly simplified. 

• Device-level editing defines and manipulates entire 
groups of polygons in single operations. 

• REMEmn• integrates DRACULA II LVS checks to 
include graphic correlation of errors in both 
schematics and layouts. 

•Cell Station®gives you access to automatic place and 
route. 

• For VLSI color plotting, Chip Station's new rasteriza­
tion capabilities offer the industry's fastest solution. 

Make your next step a little easier. Discover why 
Mentor Graphics offers a ''Secure Future'' program that 
lives up to its name. As a Caltna owner, more information 
on your secure future may be one phone call away. 

Don't let a corporate acquisition make up your mind 
for you: call 800-547-7390 today. 

GM~lor ra..,. 1ICS® 



MACRO INSTRUCTION 
REGISTER 

MICROPROGRAM 
COUNTER 

MICROCODE ROM 
(OFTEN WIDE 

FOR PARALLELISM) 

. COMPUTER­
WITHIN-A­

COMPUTER FOR 
M ICROCODE 

MICROINSRUCTION REGISTER 

DECODER 

CHIP CON TROL SIGNALS 

Figure 2. Microcoding inserts a "computer within a computer" in the instruction-decoding path. The approach 
shown is but one of several. 

sent out from the program counter (PC) 
and the instruction is read into the in­
struction register (IR). RISCs don't appear 
to vary appreciably from CISC or other 
architectures with respect to instruction 
fetching. Also, because they are 32-bit 
general-purpose machines, RISCs must, 
like other 32-bit machines, be prepared to 
fetch instructions from a large memory 
space (for one thing, the Unix operating 
system, which user-reprogrammable RISCs 
are expected to support, is itself in the 
megabyte range). 

• CACHE AID 

The differences that do exist between 
RISCs and CISCs are due to RISC's emphasis 
on putting a new instruction into the 
instruction register each cycle--even de­
spite interruptions in the program flow. 
As RISCs reach for ever higher performance 
levels, expect to see more complexity in 
the fetch operation. Expect to see in­
creased use of separate, Harvard-architec­
ture, fetch buses, instruction prefetch 
buffers, and most important, levels of 
cache memories. 

Figure 1 indicates in a somewhat 
sketchy manner the help that a cache 
memory can give in the very typical situa­
tion in which a software loop is being 
executed over and over. As long as the 
cache can contain the loop instructions, 
the fetching can proceed at full speed. But 
when a comparison instruction (the dia­
mond shape) causes the execution to fall 
out of the loop, there could be a perfor­
mance-damaging hesitation when the 
fetch has to go out to main memory. 

The problem is not just that of the 
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cache logic realizing that the next instruc­
tion isn't within the cache, plus the slow­
ness of the main memory, the problem is 
also that the decision instruction itself 
poses a problem to the pipelining invari­
ably found in modern RISCs (as well as 
CISCs and DSPs). 

How can the architecture sail past such 
breaks in instruction execution? This 
problem is a tough one for RISC designers, 
as they are expected to keep their execu­
tion pipelines full. The designers appear 
to be heading toward brute-force solu­
tions, such as going to the extreme of 
prefetching into the instruction buffer 
both instruction streams that emanate 
from the branch decision (both the No and 
Yes paths coming out of the diamond in 
Figure 1)-or to at least be sure that both 
instructions streams are at hand, waiting 
in the cache. This follows a general trend 
away from the early RISC dictum of "let the . 
compiler do it" and toward increased 
hardware sophistication. Thus, while the 
designers of earlier RISCs might have been 
content to let the compiler figure out the 
solution, the trend in more recent RISC 
chips is to see that the problem is solved in 
hardware and thus inherently faster as well 
as transparent to the compiler. 

• D ECODING SEPARATES RISC 

The instruction-decoding process is 
where RISC in principle departs most no­
ticeably from the CISC architecture that has 
been so widely used for 16- and 32-bit 
microprocessors. As stated in the table, 
one of the cornerstones of the RISC philos­
ophy is that decoding should be simple 
and therefore fast. There should be no 

computer-within-a-computer microcod­
ing, as in ClSCs. 

Microcoding involves the regular in­
struction register directing a micropro­
gram counter to address instructions in a 
microcode ROM, which then feed a mi­
croinstruction register (Figure 2). Not 
only does this procedure insert extra steps 
in the decoding process, but for very com­
plex CISC instructions it could involve a 
multiple microcycle sequence of micro­
code ROM locations. 

One of the reasons that RISCs have be­
come popular for 32-bit microprocessors is 
that the 32-bit word is wide enough to 
hold all the fields needed for complete 
one-cycle control. If we assume the 32-bit 
word is divided up into four byte fields, as 
is shown in Figure 1, the four fields are 
sufficiently wide for the instruction oper­
ation code (op code) and three operands . 
Having three operands means that the two 
data sources needed to feed an ALU and the 
one destination to receive the ALU result 
all can be addressed. In Figure 1, the 
dashed lines from the instruction register 
represent the control and addressing, and 
the solid lines represent the flow of data 
from two selected source registers to the 
ALU and then from the ALU back to a 
selected destination register. 

The 8-bit fields, with their 256 "de­
grees of freedom," are enough to specify 
all the single-cycle operations of today 's 
RISCs. The op code can handle the 100-
plus instructions of current RISCs (the goal 
of a "reduced instruction set" has rather 
gotten lost). The operand fields can ad-

RISCs at CICC 

R lSC cores were being proposed 
for advanced ASICs by several 

exhibitors at last month's Custom 
Integrated Circuits Conference in 
Rochester, N.Y. LSI Logic Inc. 
(Milpitas, Calif.), said it now had 
both the SPARC and MIPS RISC pro­
cessors in its ASIC library and was 
demonstrating how to implement 
custom variations of these proces­
sors. Similarly, VLSI Technology 
Inc. (San Jose, Calif.) was showing 
how its tools could be applied to the 
86COX0 (ARM) RISC core. 

Also at CICC, Silicon Compiler 
Systems Corp. (San Jose) was telling 
attendees how its GOT system 
helped produce the Motorola 88000 
RISC chip (see last month's VLSI 
Systems Design). 
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WORKIN.G DEFINITION or A VLSI RISC PROCESSOR 

SIMPLIFIED: The number of instructions 
• Small number of "orthogonal" instructions 
• Unbundling of independent operations into separate instructions 
• Avoidance of "kitchen sink" instructions 
• Implicit assumption: instructions can be divided into two 

classes--( 1) simple and frequent; (2) complex and infrequent 
trapping to software for the latter is not too awful 

The instruction format 
• Small number of easy-to-decode formats 
• Separate register-register from load-store instructions 
• Required pipeline resources are obvious from the instruction 
• Predictable instruction timing simplifies instruction scheduling 
• Attempt to issue an instruction every clock cycle 

The addressing modes 
• Small number 

Control 
• Only two levels: software sequences directly interpreted by 

control hardware; no "in-between" control 

DONE IN SOFTWARE: More help from the compiler: 
delayed branches, software interlocks 

SAVED SPACE USED TO: Reduce demands on critically limited chip bandwidth by 
incorporating more memory on chip in the form of registers 
and caches 
Smaller processor area equals faster circuitry with higher yield 

dress all the registers that can be squeezed 
onto current RISC CPU chips. Recall from 
the table that one of the RISC principles is 
to have enough on-chip registers to con­
tain most of the data being processed so 
that only occasional wasteful LOAD/STORE 
instructions are necessary to move data to 
and from external memory (depicted in 
Figure 1 by dashed-dotted lines). With 32 
bits, it's not that necessary to go to a wider 
microcode ROM to have the control paral­
lelism needed for high throughput. Note 
that one by-product of the 32-bit instruc­
tion word is that the operations of the 
three categories of instructions listed at 
the top of Figure 1 can be combined into 
single, more powerful instructions. 

• PIPELINED EXECUTION 

However, though it's possible to start 
new instructions each cycle, many instruc­
tions actually take a number of cycles to 
complete . The RISCs (as well as many CISCs 
and DSPs) solve this problem by pipelin­
ing. The pipelining in current machines is 
on the order of four stages deep. Think of a 
pipe that is long enough that it takes four 
shoves of the cycle clock to push data from 
one end to the other. Better, think· of a 
number of four-stage pipelines in parallel. 
What counts is that the operations are so 
staggered among these pipelines that re­
sults come out every cycle. 

Coordinating the flow of data through 
concurrent pipelines can be tricky, espe­
cially when branching decisions must be 
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made. How can you keep a pipeline full 
when you won't know which of two possi­
ble next instructions to fetch until a few 
clocks in the future? One popular tech­
nique used by RISCs is delayed branching. 
In the Am29000, for example, the branch 
instructions indicate that the branch won't 
be taken until an intervening delay in­
struction has been executed. That gives 
the execution process time to fetch the 
proper instruction indicated by the deci­
sion. Advanced Micro Devices claims that 
90% of the time the compiler can insert a 
useful instruction into the delay slot. This 
juggling of code to fit tight pipelining is 
what makes assembly-language program­
ming so difficult that it is impractical for 
anything but IIO operations. The IIO oper­
ations must still be done at the assembly 
level because they usually are not included 
in an operating system, like Unix, that is 
invariably paired with RISCs. 

• TURNING TO CISC FOR 
ANSWERS 

Bare-bones RISC has so many Achilles 
heels that either slow down its overall 
benchmarks (for example, overly crude 
multiplication instructions) or drive up its 
system cost (for example, the need for very 
fast but expensive SRAMs), so that it hasn't 
really been able to compete in the 32-bit 
arena. Indeed, few of the original bare­
bones RISCs that came out of university or 
corporate research projects have made a 
dent in the 32-bit marketplace. They have 

RESULTS: the control is simplified and the 
basic execution cycle time of the machine is 
reduced 

RESULTS: simplified and regularly running 
pipeline 

RESULTS: increased system throughout 

RESULTS: faster circuitry (and therefore higher 
system throughout) with higher yield (and 
therefore lower cost) 

either been so upgraded that they in fact 
have become RISC-CISC machines or they 
have quietly faded away. 

Many of the designers of so-called RISC 
machines have privately told us that their 

· machines were never intended to be pure 
RISC, only semi-RISC. The designers of the 
lnmos Transputer and the Intergraph 
Clipper are cases in point. 

Now we are hearing the same disclaim­
ers from the designers of the new Motorola 
88000 and Intel 80960. These designers 
haven't hesitated in adding non-RISC fea­
tures-for example, microcoded con­
trol-wherever their analysis showed the 
system would benefit. 

Meanwhile the designers of CISC ma­
chines are seeing how they can streamline 
their critical instructions through the use 
of RISC principles. No one yet has proven 
that a National 32532 (one of today's 
higher-performance CISC processors) or the 
extremely popular Intel 80386 couldn't 
have more single-cycle instructions. By 
the same token, the new 32-bit DSP chips 
from AT&T, Motorola, NEC, and Texas 
Instruments can- sometimes with CISC 
architectural features- easily outperform 
the best of RISCs in single-cycle number 
crunching, such as the multiply-accumu­
late of DSP algorithms . Thus there is much 
homework us in studying, analyzing, and 
comparing RISCs, CISCs, and DSPs before 
we have the insight to see which direction 
microprocessor-based architectures should 
go for various end uses. • 
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Nobody makes it denser 
45,000 gates in a CMOS channel-type gate 

C&C Computers and Communications 



array 

For further information, please contact: 

High integration and high speed-you get it all from 
NEC's new CMos .. 5 and .. 5A channel-type gate array 
families. Gate counts start at 2 000 and range all the 
way up to 4 5 000, the world record for density in a 
channel-type CMOS device. Gate utilization is over 
90% (µPD654 50). 

Speed rivals ECL performance. Internal gate 
delays are l.Ons for a standard gate; 0.65ns for a 
power gate (F/O = 3, L = 3mm). 

CMOS-5 and .. 5A families protect your system with 
high resistance to latchup-over IA (typ). That's 
more than enough for security in most applications. 
Other features include: 

D High drive capability: loL = 3- l 8mA. 
D 5 K·ohm pull-up resistor-incorporated buffers; 

ready for TTL bus lines. 

NEC now offers you the broadest CMOS gate array 
lineup-six families, with 3 7 masters, including the 
world's densest channel-type gate array. For more 
information, call NEC today. 

Family Master Gate Count 1/0 Pads 

µ.PD65025 2016 71 

032 3366 81 
044 4440 112 

051 5292 120 

061 6348 132 

CMOS-5 071 7500 144 
082 8748 152 

103 10800 164 
140 14256 188 

180 18144 224 

240 24000 256 

µ.PD65300 30600 256 

450 45012 256 
CMOS-SA 

USA Tel :1-800-632-3531. In California: Tel:1-800-632-3532. TWX:910-379-6985. W. Germany Tel: 0211-650302. Telex:8589960. 
The Netherlands Tel:040-445-845. Telex:51923. Sweden Tel :08-732-8200. Telex:13839. France Tel :1-3946-9617. Telex:699499. 
Italy Tel :02-6709108. Telex:315355. UK Tel:0908-691133. Telex:826791. Hong Kong Tel:3-755-9008. Telex:54561. Taiwan Tel : 
02-522-4192. Telex:223n. Singapore Tel:4819881. Telex:39n6. Australia Tel:03-267-6355Telex:38343. NEC 



Even hardware 

designers can 

write software 

that really 

Writing 
Your Own 
CAE Tools 
MARTY D ENHAM, TEXT R 0 NIX IN C., LAB INSTRUMENTS DIVIS I 0 N, BE AVERT 0 N, 0 RE. 

using computers to automate design tasks can allow engineers to spend 

their time more fruitfully; can cut the time needed to design, manufacture, 

and service a product; and can reduce the time needed to get the product to 

the marketplace. Quicker development, in turn, can extend the product 's life 

cycle in the market and perhaps allow it to sell at a higher price. All these 

pays off factors contribute to greater profitability. 

Although it would be ideal if a product development team could acquire all the design 

automation software it needs off the shelf, there are many product design tasks for which no 

suitable CAE software is readily available, and there are frequently other reasons for designing 

your own. As an example, hardware design methods are constantly changing, often as a result 

of innovative engineering thinking. Therefore , new methodologies are often necessary to adopt 

new technologies or to push existing technologies to their performance and integration limits. 

Further, there are times when one recognizes that a manual task with a known algorithm 

should be automated. Still further, roadblocks that may come up during product design are 

often best solved by automation; automating your own design frequently saves lots of time, as 
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Figure 1. A data structure diagram like this one, for a linked-listing of delay structures for fan-out visualization, can help structure coding. 

ir may require a significant amount of 
rime for engineers ro evaluate avai lable 
commercial software. Even when turnkey 
software packages are available, Murphy's 
law suggests rhar none of rhem will com­
pletely meer all rhe needs of a specific 
project. 

The good news is rhar hardware design­
ers can wrire special-purpose- or racri­
cal--CAE cools for rhe numerous produce 
design casks for which rhere are no readily 
available CAE programs. Though rhe algo­
rithms embodied within a racrical CAE 
rool may apply to a variety of problems, 
each rool is rargered ar a specific design 
problem. The tool can be modular, main­
tainable, and expandable. 

Deciding when to wrire a CAE tool is a 
marrer of srraighrforward economics; so is 
enhancing a CAE tool to be more compre­
hensive or ro cackle a different problem. 
Designers should evaluate design alrerna­
rives and select the approach rhar rakes rhe 
least rime and cosr. 

Esrimaring rhe rime to wrire a racrical 
CAE tool is difficult bur necessary. One 
suggestion is to wrire a small program, 
debug ir, document it, and keep crack of 
rhe toral development rime, then-use this 
experience as a rough gauge for future 
estimations. The gauge does not represent 
rime per lines of code. It represents rime 
per piece of code of approximately the 
same complexity. Large programs are 
composed of small pieces, and overhead is 
associated with glueing the pieces togeth­
er and designing the way the pieces inter-
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act. As programs get larger, rhe rime to 
implement them grows exponential ly . 

The prerequisite for hardware engineers 
to wrire CAE applications is a working 
knowledge of borh a suitable program­
ming language and an avai lab le operating 
system. I used c and rhe Unix operating 
system . In developing the software, ir 's 
wise to srart by setting up a specific target 
that can be stated in a simple sentence­
for example, "This program will be a 
batch-mode timing verifier that will oper­
ate on the XYZ integrated circuit and will 
print critical timing paths to a file. " 

One shou ld identify possible extensions 
of the program to similar designs, again 
with a simple sentence. "This program 
will also evaluate the XYZ IC and the ALU 
IC." Avoid overgenerali zation. It 's easy to 
fa ll into the trap of generali zing a tactical 
program to meet unforeseen needs. 

Think through how the program will 
be invoked and controlled, then design 
the architecture of the program and seg­
ment its large tasks into smaller pieces. It 
is easy to dive right in and solve details of 
the program before creating the architec­
ture, but this approach inevitably leads to 
rewriting code. 

• SETTING REAL SCHEDULES AND 

MILESTONES 

It is best to set an aggress ive schedule 
with demonstrable milestones that are no 
more than two weeks apart, preferably one 
week apart. One cause of failure to com­
plete a program on time is losing track of 

the target and beginning to design to 
unnecessary specifications . When a strin­
gent, weekly milestone is set, it is easier 
for the writer to throw everything over­
board that is not pertinent to the specific 
task at hand. A good schedule might 
include something like the following: 

W eek 27: Figure our a st~aightforward, 
simple algorithm to do the cask along 
with a program data structure and be 
able to explain it to a co lleague. 
W eek 2 H: Work out with the computer 
resources support staff the three techni­
cal details for file interfaces that are new 
to me. Begin writing code and be able to 
run the analysis on a simple test circuit 
and verify the algorithm. 
Week 2 9: Add the remaining circuit pri­
mitives needed for the XYZ IC and begin 
debugging and screening of code on the 
chip. Be able to show successful and 
verifiable results of running the 
program. 

Set a feasibility time line within which 
to complete the tactical software program. 
In some cases, when the code is badly 
needed and there are simply no alterna­
tives, failure to meet the feasibility time 
line is an indicator that either the schedule 
should be adjusted or the algorithms 
should be re-examined. 

Code review is -not mandatory for tacti­
cal CAE software, but it is strongly recom­
mended. Code review helps clean up a 
program in several ways. As the code 
writer explains the code, he or she discov-
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In the race to market, GenRad's HILO 
gives the smooth hand-off you need from 
your ASIC design to your board design. 
Getting your new product to market faster than your 
competition means added profits for a longer time. 
And that's what HILO® is all about. 

The HILO Universal Logic Simulator helps you 
design quality into your ASICs fast. And you'll find 
many leading ASIC foundries using HILO in their 
in, house simulation. 

This means your ASIC design via HILO is the 
ideal connection with the foundry's system. The result 
is faster production of high,quality custom and semi, 
custom devices. 

And since HILO can feed forward to your board 

design, your HILO,designed devices move quickly 
onto your HILO,designed pc boards where they are 
complemented by the GenRad HI CHIP™ physical 
device modeler. 

Think about it. You'll get quality designed 
devices and boards in less time. And your finished 
product will get to market faster. Call l,800'4,GenRad 

to find out more 
about HILO. 

- GenRad 

CIRCLE NUMBER 14 
See us at DAC Booth #236 
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Figure 2. These bar graphs helped determine whether or not to write programs for timing analysis (A) and simulation 
vector translation and analysis (Bl. The upper bars show estimated schedule time in weeks, and the lower bars show 
the estimated risk, in percent, of not completing the task on time or of having errors. 

ers errors and inefficiencies. What the 
coder does not catch is usually caught by 
the person reviewing the code. This pro­
cess greatly minimizes the chances for 
failure of the code to work properly and 
the chances for catastrophic operation. 

Reliability should be given top prior­
ity, along with maintainability and in­
code documentation. Proper emphasis on 
maintainability allows limited extensibil­
ity (small extensions are inevitable) and 
provides for thorough debugging. 

• CPU UTILIZATION: A LOW 
PRIORITY 

Optimum CPU utilization should be 
given low priority. It's easy to lose per­
spective and try to trim five minutes off a 
ten-minute execution time , forgetting 
that shaving those five minutes might 
take another week of coding. 

If possible, for data used by the pro­
gram during execution, it's wise to use 
CPU main memory and avoid complicated 
disk-based storage structures. Data files, 
such as netlists, are probably easier to 
work with when stored in ASCII text for­
mats. The need to use disk-based database 
structures arises when the program task 
has to manipulate tens of megabytes of 
data. The task of writing a tactical soft­
ware program is to move the design of a 
product from point A to point B in the 
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design flow, not to figure out clever ways 
of sorting data records on disk. The sim­
plest system accessories of Unix, for exam­
ple, will suffice for tactical development. 

There are other useful rules: 
• Use data structures to represent logical­

ly grouped data fields . Data structures 
allow much easier handling of data than 
groups of arrays. It might take some effort 
to fully understand how to use them, but 
the data structures have tremendous 
payoffs in terms of code simplicity. 
• Use dynamic memory allocation when 

you don't know how much memory will 
be needed. (Even if you know how much 
memory will be needed , some machines 
limit static array sizes, so it's wise to find 
out what those limits are.) 

• Develop and use simple memory alloca­
tion and deletion subroutines for each 
structure type. After writing these rou­
tines for one data structure, you will write 
similar ones for other data structure types 
much faster. Using centralized memory 
allocation routines will greatly simplify 
code writing and debugging. 
• Use data structure diagrams. When a 

writer has cleanly structured the data that 
the tactical program will manipulate, the 
code will be implicitly structured as well. 
Conversely, poor data structuring in­
creases the difficulty of writing code and 
decreases the reliability of the code. 

An example is shown, simplified, in 
Figure l. This diagram was used to visual­
ize fan-out for a verification program . In 
Figure lA we have a combinatorial ci rcuit 
with fan-out at node N3, the input to 
three gates-G2.A, G3.A, and G4.A. In 
Figure lB we have boxes representing data 
structures in main memory and subdivi­
sions of boxes representing data fields. For 
simplification, nodes N4, NS, and N6 are 
not shown in the data structure diagram. 

The NCAP fields in the node structures 
represent node capacitance. The DETAIL 

field is a pointer to structures not shown 
that contain further information about 
that delay path (like rise time and fall time 
coefficients and delay constants). The ar­
rows represent links , which are addresses 
in main memory. 

• THE NEED TO DOCUMENT 
WHILE WRITING 

Document the code operation from a 
user's standpoint as you write the code. 
It 's much easier to document code oper­
ation at coding time than it is to do so 
later. Further, the process of documenting 
helps a writer think through the program 
from a high level and uncover inefficien­
cies and complicated usage patterns; if the 
writer cannot explain how the program 
works, it is probably too complicated. It is 
also easy to forget how to use the program 
after a period of unuse. 

Parsing is the process of analyzing a 
user's input, checking the input for cor­
rectness of syntax, and creating or modify­
ing data structures that represent the in­
put . If the parser for a tactical program is 
written from scratch, the user input syn­
tax should be as simple as allowable. Ex­
amples of simple syntax constructs are 
using simple one-word commands; plac­
ing every command in a file (batch mode); 
separating commands, one per line; and 
limiting the size of input lines. 

As your programming skills grow, 
you'll find it worthwhile to use standard 
utilities to create parsers. On Unix sys­
tems, the appropriate utilities are YACC 

and LEX. They are powerful but it takes 
time to learn them, and it helps to become 
fami liar with compilers before using these 
utilities. Using system utilities will in­
crease a code writer's productivity and 
increase the maintainability of tactical 
code. 

When debugging the tactical program 
and verifying its function, start with very 
small test cases with purposely injected 
errors. If any program output is contrary 
to expectations, the code is not yet reli­
able. Every allowable user option must be 
tested, whether it be on a small test case or 
on the intended design case, as an unrest-
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Most simulation systems tell you as 
much about your ASIC design as this 
tells you about the Statue of Libe~ 

Get the full picture of your ASIC design's 
performance. Get the IKOS Simulation 
System. IKOS gives you more simulation 
information in less time than any other 
system. Simulate 15,000 gates with 34,000 
vectors in 34 seconds. Or 8,500 gates 
with 5,100 vectors in 4 seconds. Complete 
with detailed timing information! 

IKOS is a comprehensive ASIC simula­
tion system incorporating a combination 
of sophisticated software and hardware 
components that run on the Sun, Apollo, 
or IBM PC/AT platforms. It 
provides you with a streamlined, 
high-speed approach to stim­
ulus entry, logic and fault 
simulation, analysis, and ASIC 
library support. And, it integrates 
easily into your existing design 
environment. 

IKOS gives you a tremendous 
performance advantage. 

You enter stimulus the way 
you visualize it - by drawing 
waveforms. Powerful signal 

asynchronous signals and interfaces. 
With IKOS' real time logic analyzer 

you can run simulations interactively, 
pinpointing signals and conditions of 
interest. Gone are the tedious hours spent 
pouring over long output listings. 

There's no limit to the number of test 
cases you can generate and analyze with 
IKOS. You'll be able to simulate seconds, 
even minutes of real time system oper­
ation. And, gain the confidence that your 
ASIC design works as you intended it to. 

modeling features allow you to Without the IKOS Simulation System, most ASIC design mistakes 
easily and realistically simulate show up after production. 

CIRCLE NUMBER 15 

IKOS comes complete with all the 
simulation tools you need- at a low price. 
Use IKOS to get your ASIC design right 
before committing to manufacturing. It's 
almost as easy as snapping a picture. 

Give us a call. 

DAC Booth #565 

KKO§ 
Now available on Sun! 

408·245·1900 
145 N.Wolfe Road · Sunnyvale, CA 94086 

Sun is a trademark o f Sun Microsystems. Apollo is a trademark o f Apollo Computer, 
Inc. IBM PC; AT is a trademark o f International Business Machines Corporation. 



COMPARING KEY ASPECTS OF Two CAD TO'OLS 

VERIFY TIMING ANALYZER MUPPET VECTOR TRANSLATOR 

INTENDED USE D ETECTION OF P ATHS TH AT AR E T OO LONG IN IC TR ANSLATION O F O UT PL!T VECTORS FROM LOG IC 
LAYOUTS. A LSO. D ETECTION O F 4 OTH ER TYPES O F SI MULATO R INTO R EADILY UNDERSTOOD VECTORS 

E RRO RS 

COMMAND SYNTAX K EY W O RD AND P ARAMETE R SEPERATED BY A COMMANDS SE PERATED BY SEMICOLONS ; MULTIPLE 
SPACE. COMM ANDS SEPERATE D O NE PER LINE COMM ANDS ALLOWED PER LI NE 

PARSER B UILT FRO M SCRATCH Y ACC- AN D LE X -B ASED 

DEVELOPMENT T IME, 4 WEE KS 
INCLUDING 
D OCUME TATION 

NUMBE R OF LINES OF 2.7 K 
D OCUMENTED CODE 

NUMBE R OF BYTES OF 70K 
DOCUMENTED COD E 

eJ option can waste time and Jestroy fi les 
or Jarabases. 

• ERRORS SHOULD SHOW 

An error shoulJ produce a distinguish­
able error message and then immediate 
termination of the program. As the pro­
gram is used, it can be changed to print 
multiple errors in a single run so that the 
user can run the program fewer times. 

Use available Jcbugging tools and pro­
gram checkers that are standard on most 
systems. The "lint" program for C is in­
valuable in checking a program before 
compilation. There are also several C inter­
preters anJ run-time analyzers available 
for most popular computers. 

We can sec examples of the factors in 
deciding whether or not to write your own 
programs in two tactical CAE tools l wrote, 
a timing verifier, called Verify, and a logic 
simulation vector translator, called Mup­
pet. Figure 2 presents a "back-of-the-en­
velope" analysis for the decisions. The two 
graphs show the alternatives the design 
team examined and compare the merits of 
each . The top bars show an approximate 
total number of weeks for getting the task 
Jone, and it includes programming, de­
bugging, timing-model encoding, pur­
chasing, and so on. The bottom bars rep­
resent an estimated risk factor in percent, 
the risk being a probability of errors oc­
curring in the analysis, of not completing 
the task in the estimated time, or both. 
We can see, for instance, that six weeks 
was expected for writing the timing verifi­
er and that the risk of errors or failure to 
complete the task was estimated at about 
l 2 ~ . The time and risk estimates are 
based on previous experience. 

The need for the timing verifier arose in 
one custom IC project l worked on. When 
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we were almost finished laying out the 
chip, our group discovered that it would 
have significantly more parasitic capaci­
tance than had been anticipated. We were 
faced with four choices to verify that the 
design operated at the required clock fre­
quency: ( 1) Change the gate delay rules 
and manually analyze the design. (2) 
Change the simulation models and resim­
ulate. (3) Purchase a timing verifier pro­
gram. (4) Write a timing verifier 
program. 

Manual analysis, using new gate delay 
rules, was obviously undesirable; the effort 
would have taken a great deal of time and 
was certain to contribute errors. Allowing 
timing errors would have set the schedule 
back a great deal. At the time of the 
decision, derailed logic simu lation was a 
standard practice for ASIC designs, but the 
performance of logic simulation was not as 
good as that of timing verification, and 
with logic simulation there remained a 
risk that insufficient vectors would be run 
to uncover all timing errors, as well as the 
risk that an error would be overlooked. 

• THE REAL COST OF BUYING 

Purchasing a timing verifier would have 
taken a long time because none had yet 
been evaluated locally and there was a 
great risk that any avai lable package 
would not be compatible with our simula­
tion environment. Writing a timing ver­
ifier was therefore the most promising 
choice, especially as I had extensive expe­
rience in writing CAE tools and understood 
the design problem. 

One necessary part of the timing verifi­
er code was a set of procedures that read an 
ASCII netlist and built the timing path 
investigation network. Figure 1 is one of 
several data structure diagrams that 

helped me think through how data would 
be represented internally. ln the diagram, 
each node structure in an array of node 
structures points to a delay structure re­
presenting one path through a gate. When 
a node has a fan-out, the possible gate 
delay paths are represented by a linked list 
of delay structures. 

The timing verifier employs a depth­
first analysis, completely penetrating a 
signal path from state element to state 
clement by means of recursion, then back­
ing off one gate and moving down the 
linked list of gates sharing a common 
in put. When done, the algorithm exhaus­
tive I y examines all paths from a specified 
clock node back to that same clock node. 

• VECTOR TRANSLATOR 

To achieve a required clock frequency 
for one ASIC, I applied a number of differ­
ent pipelining techniques. However, the 
resulting encoding of control signals and 
data made it very difficult to understand 
what was happening in logic simulations. 
The alternatives considered for evaluating 
the simulation vectors were manual trans­
lation of the vectors and automated trans­
lation of the vectors controlled by a set of 
user-input translation formulas. 

There was no question that writing a 
vector translator was the better choice. 
Though the manual task was distributed 
across several simulations, the total time 
for all manual translations was estimated 
to be larger than the time for writing the 
CAE tool. Even if the total times were 
equal, the CAE tool would still have been 
worth pursuing because of its possible use 
in future applications. In fact, it was used 
extensively later. 

The table summarizes key aspects of the 
timing verifier and the vector translator 
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Programming Styles 

Programming style can be a matter of personal preference 
for an ad hoc programmer or a matter of enforced 

standards for a group of programmers working on a common 
code library. There is a wealth of information on program­
ming style for the C programming language. 

My choice for learning C is The C Primer, written by 

Hancock and Krieger and published by McGraw-Hill, New 
York. Ir is comprehensive yet very readable. A good choice for 
a reference manual is The C Programming Language, Kernighan 
and Ritchie, Prentice-Hall, Englewood Cliffs, N.J. After 
having learned the language, an engineer will get further 
value from Reliable C, written by Thomas Plum and published 
by Plum Hall Inc., Cardiff, N .J. The Plum book offers 
practical tips for attacking complex problems. 

Learning C is rhe obvious first step; there is, however, 
another important consideration-style. The syntax of c is 
extremely flexible. (In fact, the annual Obfuscated C-Code 
Contest is held to see who can write the most undecipherable 
piece of code that still performs a specified function.) The 
point here is that Callows so many permutations of style rhar a 
communications barrier can develop among code writers. 

To improve the ability of other programmers ro read and 
understand the writer's code, it is a good practice to conform 
to established style. One good publication for learning effec­
tive style is C Programming Guidelines , Thomas Plum, Plum 
Hall. The beginning programmer will find that adopting .a 
well-honed style will improve his ability to read his own code 
at a later dare. 

A limitation of most implementations of c is that they do 
nor have run-time error checking, such as array bounds 
checking and self-modifying code prevention . Here are four 
suggestions for dealing with the problem of building reliable 
code in C. First, practice reliable C programming techniques 
as outlined in the Reliable C book . Second, use the Unix "lint" 
utility or a similar precompilation code checker. "Lint" 
analyzes C programs for errors that may nor be reported by a c 
compiler. Third, use run-time C program evaluators that are 
available on most popular computers. Fourth, when a bug in a 
program cannot be found by any other technique ("illegal 
instruction" can be one such bug), then planting trace state­
ments in the program to show where the program is and what 
the program " thinks" it is doing may be the final necessary 
step in weeding our that bug. 

Several tools in Unix help programmers manipulate pro­
grams from a high level. The "make" utility allows the 
programmer to establish complex time-related dependencies 
so that incremental code changes cause only incremental 
compilation. "Make" also allows very large and tedious code 
building procedures to be controlled and managed easily. The 
" res" (revision control system) utility maintains a history of 
code changes. These are just a couple of examples of available 
tools for helping the programmer mangage programs ; there 
are many more . Though the original user's manuals for many 
of these tools are sketchy, better documentation is being made 
available. Consult local systems administrators or computer 
vendors for more information. • 

ACKNOWLEDGMENTS 
programs. One interesting point of com­
parison is the development time for each 
program and the number of lines of origi­
nal documented code. Notice that the 
codes are approximately the same size, but 
the Muppet development took about 25 % 
of the time needed for developing Verify . 
This difference is attributable to three 
factors: Muppet was written nearly two 
years after Verify, so that my experience 
improved my productivity; Muppet used 
system utilities (YACC and LEX) to speed 
development; and it inherited code from 
earlier CAE tools (nearly 20% ). 

• WHEN TO CONSIDER BUYING 

overcome, and almost always bugs to be 
reported to the vendor. A project team can 
wait several weeks for bug fixes from the 
vendor, and so on. The net result is that 
tool searches can vary anywhere from a 
month to a year. 

On the other hand, an engineer with 
computer programming skills who under­
stands the design problem can solve it in 
anywhere from a week to less than three 
months. Incremental bug fixes are as sim­
ple as walking over to an engineer's desk 
and watching over his or her shoulder 
while it is done. Peculiar enhancements of 
almost any kind can be accommodated 
within days . 

I am indebted to David Eby for opening 
my eyes to the usefulness of programming 
in C. His patience with my never-ending 
questions was remarkable . Brad Need­
ham , Bill Campbell, Mike Moser and 
Marc Frajola , four of our resident software 
engineers, also invariably found time to 
answer my questions about programming 
style, data structuring techniques , mem­
ory management, and many other pro­
gramming derails. Dan Romike 's knowl­
edge about our local systems was 
invaluable. 

In general, if the software for a design 
task is already available, the immediate 
reaction should be to use it ; the task of 
writing and documenting a CAE tool is not 
trivial. However, if the software is not 
readily available and if the task is limited 
in scope, then writing a CAE tool is worth 
considering. 

Searching the marketplace for an ana­
lytical design tool, especially if there are 
peculiar requirements , can take several 
months . Then there are licensing agree­
ments to be made and installations to be 
performed, as well as learning curves to 
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One more advantage of hardware engi­
neers writing CAE tools is that the result­
ing "knowledge base ," that is , the combi­
nation of algorithms and code, can be a 
marker barrier to competitors attempting 
to match the products built with them. 
These programs can be part of a propri­
etary design methodology. If a CAE tool is 
generally available on the open market, a 
competitor can also use it; if a CAE tool and 
corresponding design technique are 
known only locally, it could be months or 
years before a competitor can match those 
capabilities. • 
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Trade-Offs in Real-Time Systems 

C H R I S W . M A L I N 0 W S K I A N D P ET E R S. D A N I L E, 

HARR I S C 0 R P., SE MI C 0 ND UC T 0 R SECT 0 R , MEL B 0 URN E, FL A. 

design and development of real-time systems involves 

maintaining a fine balance between hardware and soft-

ware: hardware functions are less economical to implement than equivalent software functions, 

but they execute more quickly. The trade-offs for partitioning systems into HIGH-

hardware and software portions are being affected by powerful processors that are PERFORMANCE 

available in many cell libraries. With RISC processors that approach the 10-MIPS 

performance range available as macrofunctions, where does the designer draw the 

line between hardware and software? 

Partitioning real-time system functions between hardware and software re­

quires the analysis of performance bottlenecks for each of the tasks to be handled 

PROCESSORS 

INCREASE 

THE RANGE 

OF OPTIONS 

by the processor. It also calls for detailed investigation of the timing of those sets of instructions 

most critical to the application. Harris has developed the RTX Toolbox (formerly called the 

FORCE Toolbox), which simplifies these partitioning problem by providing a highly visible 

architecture as well as straightforward methods to modify hardware and software. 

This article will show how the use of core processors can be used by designers to implement 

real-time (RT) systems efficiently without sacrificing either software portability or the ability 
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Figure 1. The RTX architecture adds two stack-memory buses and an ASIC bus for 
hardWare assists of real-time computations. 

to migrate their designs to 
other applications. Some soft­
ware examples are also includ­
ed to give the designer an idea 
of the complexity of the type of 
software required. 

• THE REAL-TIME 
ENVIRONMENT 

Real-time applications place 
unique requirements on the 
processors and the software en­
vironment in which they run. 
Software and hardware for ac­
celerating specific tasks, of mi­
nor significance in general­
purpose computing, are cru­
cial to the acceptable perfor­
mance of a dedicated real-time 
processor. Moreover, the rela­
tionship between the code and 
the processor in the real-time 
environment is much more in­
timate than that in the gener­
al-purpose computing envi­
ronment, where the processor 
can be made almost totally in­
visible to the user. 

This intimate relationship 
has several immediate conse­
quences. First, many control­
related functions are inter­
changeable between hardware 
and software. Such basic func­
tions as multitasking, task 
suspension, task switching, 
and intertask communication 
can be implemented in either 
software or hardware or both , 
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depending on task priom1es 
and timing constraints of the 
environment. For his specific 
application, a real-time system 
designer must make a decision 
whether the execution time for 
a given task is satisfactory 
when performed by code or 
requires further hardware ac­
celeration . 

Features that are inherently 
software-related, such as the 
ability to resume execution of 
an interrupted routine from an 
intermediate state ("reen­
trancy"), may be supported by 
hardware for greater memory 
and housekeeping efficiency. 
The same applies to other real­
time functions normally under 
software control: concurrent 
execution support, interrupt 
handling , and task priori tiza­
tion. High-speed real-time 
systems put additional con­
straints on the designers , re­
quiring difficult compromises 
among minimum chip count, 
throughput, and code size. 

The second consequence 
(which results from the first) is 
that the designer must have 
the ability to exercise full con­
trol over the processor, its 
memory, and its peripheral de­
vices. To design a real-time 
system that executes all tasks 
within its specified time con­
straints, the designer must be 

able to account for every clock 
cycle of the task execution and 
to predict the processor's be­
havior under every conceivable 
circumstance, including dur­
ing interrupts and task suspen­
sions. These demands are in­
herent in real -time systems, 
which, by definition , have to 
be responsive to asynchronous 
task service reques ts of varying 
priority. A processor in which 
the execution of tasks can be 
fully predictable and observ­
able is said to have good 
"observability ." 

This constraint limits the 
potential application of many 
modern RISC architectures in 
time-critical RT applications. 
The heavy use of pipelines and 
caches within these architec­
tures can make them unsuit­
able for applications where the 
context-switching time must 
be fully predictable-and 
short. The unpredictable sus­
pension times involved in 
flushing pipelines or reloading 
caches may be intolerable in 
many high-speed real-time ap­
plications (Small, 1988). 

In addition, most general­
purpose operating systems and 
high-level languages don't of­
fer explicit access to the pro­
cessor and often purposely hide 
its low-lev e l operations 
(Thompson, 1987; Kernighan 
and Ritchie , 1978). Thus such 
systems and languages are 
somewhat useless for high-per­
formance real-time applica­
tions. Standard Unix, the op­
erating system of choice for 
most high-end computing, is 
inherently nonreentrant ; for 
example, if x users request the 
same task under Unix, x copies 
of the task will be loaded into 
the memory , rather than one 
copy that, in the reentrant ap­
proach, serves all users . More­
over, the most touted feature 
of Unix and its language of 
choice, c, is its portability, 
which implies lack of proces­
sor-specific manipulation in­
structions. Yet the user's capa­
bility to directly manipulate 
the processor's data paths and 
registers is vital for the design 
of high-performance real-time 
systems. 

In general, 90% of the ex-

ecution time in a real-time ap­
plication is spent executing 
10% of the code. The most 
popular approach to develop­
ing real-time software has been 
to write that code in the as­
sembly language of the chosen 
processor and the remaining 
90% of the code in a high-level 
language like C. This approach 
has offered the best compro­
mise between the need to ex­
ecute the time-critical func­
tions as fast as possible- by 
manipulating the hardware di­
rectly via assembly language­
and the desire for code porta­
bility . 

The mixture of assembly 
and high-level code executed 
by most real-time processors is 
the consequence of several de­
ficiencies of C as a language for 
RT applications: c lacks sup­
port for interrupts, and it is 
fully disassociated from the 
hardware. In addition, al­
though C does support recur­
sion, most C compilers do not 
produce reentrant code. 

A final difficulty in the de­
velopment of a real-time sys­
tem stems from the nonunifor­
mity of the software devel­
opment environment. Contin­
uous switching among dis­
jointed software tools, such as 
editors, compilers, assemblers, 
debuggers, and disassemblers, 
consumes the majority of the 
development time. Such a di­
versified environment impedes 
the development of predictable 
and repeatable code, not to 
mention the accurate timing 
analysis of completed, embed­
ded software. 

• MARRYING 
HARDWARE WITH 
SOFTWARE 

Current high-performance 
RT system designers are there­
fore inevitably faced with the 
following trade-offs during the 
design process: 

•Form-factor limitations can 
dictate the trade-off of fast 
hardware for space-saving 
embedded firmware or soft­
ware that executes more 
slowly. 
•The schedule and cost of 
programming in high-per­
formance assembly language 
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A close look 
at digital testers 
will give you a 
· new Outlook 

for design 
verification. 

The DAS 9200 from Tektronix is a high performance 
digital test system. But for even higher performance, take 
a close look at the T-100 from Outlook Technology. 

Both products have a maximum recording clock of 2 GHz. 
But only the T-100 uses intelligent sampling for precise data 
recording with 100 ps resolution. That's up to five times the 
resolution of the 9200 ... the difference between just seeing 
what happened and finding out why. 

Both instruments find timing problems, but only the T-100 
can trigger on and track down setup and hold time violations 
to save countless hours of searching for logic problems. 

Both products can be used in automated setups to test 
boards and chips at high speed and high resolution. But the 
T-100 can perform up to ten times more tests per hour. And it 
can act as a 250 MHz pattern generator (stimulus), 250 MHz 
logic recorder (response), or both. 

The T-100 also comes with a friendly human interface, 
including LogicProbe, a new utility program that makes setup 
and use faster and easier than ever before. 

For a new outlook on digital testing, look into the T-100 
family, with prices starting 
at just $15,000. Contact 
Outlook Technology, Inc., 

~~~b~~~~nda Ave. , .: ·11 
(408)374-2990. ~!-~ iii 

Discover the newest 
measurement techniques in 

our 12-page broi:hure. 
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Figure 2. Within the RTX core, the registers, stacks, and ASIC bus can supply data for single-cycle instruction execution. 

may be too great, necessitat­
ing the lower performance of 
less cumbersome high-level 
languages . 
•The reduction of the versa­
tility and flexibility of the 
software to make it more 
compact can cut require­
ments for memory size and 
address space. 
•Compromising code reen­
trancy (often at the expense 
of memory space) can reduce 
the need for housekeeping 
functions. 
•Increasing a system's re­
sponse time can allow the 
designer to accommodate 
worst-case interrupt latencies 
and context-switching needs. 
•The designer can limit pro­
gram memory space and per­
formance to improve the lev­
el of execution observability 
and to simplify the system 
response to unpredictable 
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contingencies like pipeline 
flushing or cache misses. 
fo appiications with critical 

time requirements, the at­
tempts to make up for ineffi­
ciencies (such as long interrupt 
latencies or slow arithmetic 
operations) often fail, because 
of increased I/O bus congestion 
of the processor. As a result , 
the system becomes obsolete 
long before its time unless the 
processor manufacturer offers a 
hardware and software migra­
tion path, usually tied to 

newer technology and faster 
building blocks. 

• THE RTX SOLUTION 

The R TX core processor ad­
dresses the issues discussed 
above in a variety of manners. 
First, the architecture is high­
ly parallel and, most distinc­
tively, is not pipelined. Be­
cause the R TX processor does 

not employ pipelines or inter­
nal cache memory, its cycle­
to-cycle behavior is fully pre­
dictable, even during such 
events as interrupts or nested 
subroutine calls and branches . 
Deterministic execution allows 
the effects of hardware and 
software trade-offs to be mea­
sured and makes it easier to 
redesign hardware. 

The architecture's strengths 
couldn't be exploited without 
an instruction set optimized 
for the engine's internal data 
flow . Each R TX machine in­
struction is equivalent to one 
or more instructions of the 
high-level language Forth . 
Forth 's execution speed, effi­
ciency, and compactness offer 
the designer a means of mak­
ing trade-offs between hard­
ware and software. 

The RTX's hardware support 
for such crucial performance 

factors as multitasking and in­
terrupt handling , as well as 
single-cycle subroutine calls 
and returns, eases the pro­
grammer's burden . Code de­
velopment is also simplified by 
Forth 's inherent reentrancy, a 
feature vital for producing 
compact and fast real-time 
multitasking code . Unlike 
conventional real-time operat­
ing systems, Forth provides its 
own complete operating envi­
ronment . Moreover , the 
threaded code generated by 
Forth can be executed interac­
tively for real-time applica­
tions development. 

An R TX development sys­
tem permits the system design 
team to partition the applica­
tion between hardware and 
software. The system includes 
the processing engine and 
some prepackaged peripheral 
cells from the toolbox, such as 
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Figure 3. A software version of a UART (A) is more flexible and compact than a hardware version (8), although slower. 

stack controllers, interrupt 
controller, 16 X 16-bit multi­
pliers , plus stack and memory 
RAM. Also, the first RTX 
stand-alone real-time micro­
controller, the RTX 2000, can 
be embedded into the develop­
ment environment. 

The system comes with a 
completely integrated software 
environment that is designed 
to produce highly optimized 
real-time executive kernels (or 
operating systems for nonem­
bedded applications). The 
software package includes a 
Forth cross-compiler, debug­
ger and monitor, disas­
sembler, and host-interface 
drivers. Because of the interac­
tive nature of Forth and the 
availability of an on-line disas­
sembler, the system designer 
can trace the execution of the 
application code on a cycle-by­
cycle basis. 

Those designers wishing to 
port their existing C code can 
use an upcoming c cross-com­
piler, thereby providing an 
easy migration path for soft­
ware originally written in C for 
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other machines . In instances 
where part of the code was 
written in assembly language, 
it will need to be replaced by 
the RTX processor's own "ma­
chine language, " Forth . 

The core of the hardware 
part of the toolbox is a 16-bit 
processor engine with a num­
ber of unique features opti­
mized for use in real-time con­
trol systems. Besides having a 
main 16-bit memory bus, the 
processor also supports two in­
dependent 16-bit stack-mem­
ory buses (Figure 1). The two­
stack configuration is ideal for 
fast data manipulation , inter­
rupt response, subroutine 
calls, and return handling . 
The data stack can operate di­
rectly on the data with implic­
it addressing, a capability that 
yields a 50% time savings 
compared with corresponding 
main-memory data operations. 

The engine also has a dedi­
cated IIO bus, called the ASIC 
bus . This bus is specifically 
designed to interface with the 
custom acceleration hardware 
that may be necessary for some 

applications. It accounts for 
much of the potential process­
ing power of the engine, be­
cause it offers a direct path for 
the peripheral data to the 16-
bit ALU, and from there to the 
" top" of the engine's stack 
(Figure 2; see also "Parallel 
Developments," p. 88). Also , 
the following peripheral de­
vices that interface directly 
with the ASIC bus are under 
development: a high-speed 
memory element, a peripheral 
controller, and a support chip 
for multiprocessing applica­
tions that use the RTX engine. 

The computational power of 
this 10-MIPS processor offers 
new solutions to the hardware/ 
software partitioning problem. 
The ability of the processor to 
fetch data from the ASIC bus 
within a single processor cycle 
allows the designer to add spe­
cific ASIC chips to the ASIC bus 
of a stand-alone RTX processor, 
improving system performance 
without the large NREs of a 
custom processor IC. If the de­
signer has chip count con­
straints, the processor and pe-

ripherals can be embedded in a 
single chip. 

In the examples to follow, 
some hardware/software trade­
offs fo r implementing real­
time systems, we compare. In 
general , the software approach 
will be based on the R TX 2000 
as a stand-alone device. The 
performance of this device will 
be contrasted wi th the perfor­
mance that could be obtained 
with a processor that works in 
conjunction with application­
specific dedicated hardware. 

• TRADE-OFFS IN R EAL­
TIME SYSTEMS 

Context-switching time is a 
critical aspect of real-time pro­
cessing. Designers can imple­
ment context switching using 
hardware or software struc­
tures , depending on the tim­
ing constraints of the system . 
For most conventional proces­
sors, the amount of time re­
quired by the processor to 
switch from one task to an­
other is difficult to determine 
precisely . The overhead associ­
ated with context switching is 
directly related to the number 
of on-chip registers whose con­
tents need to be stored, the 
status of pipelines within the 
processor, and the status of the 
cache memory . The overhead 
also depends oh the type of 
instruction, and the stage of.its 
execution, which is interrupt­
ed when the context switch is 
initiated. 

Determining all these fac­
tors for complex microproces­
sors is very difficult; they have 
a lack of "low-level observabi­
lity. " Not only is it difficult to 
determine worst-case context­
switching latency, but also 
trading a software-controlled 
context switch for a faster, 
hardware-assisted one is a for­
midable task. 

For a microprocessor like 
the RTX 2000 with good low­
level observability, the trade­
off is clear cut. The number of 
on-chip registers is relatively 
small , and there are no pipe­
lines or cache memories to 
worry about. Moreover, most 
instructions execute in either 
one or two clock cycles. The 
three exceptions-MULTIPLY, 
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SETBRG 

VALUE TIMER I G! 

I6VALUE* IBIT ! 

TIMER 1 JNT 

UARTG@ 
0001 AND 
lF NODATA ELSE 
CHECK_STAR T _BIT THEN 

NODATA 

0 2NDTIME ! 

WAIT! 
lBIT TIMER2 G! 

CHECK_STAR T _BIT 
2NDTIME @ JF GETCHAR 
ELSE FFFF 2NDTIME G! 

I BIT 2/ TIMER 1 GI 

THEN 

GETCHAR 

UARTG@ 
COUNT@ 

OF( 2* 

RXCHAR @ OR RXCHAR 1 

\This routi ne sets the baud 

\rate and the interval fo r the 

\timer_ !_int routine 

\Value is equal to 1116 

\of a bit period in clock 

\cycles 

\Store t he 

\count requ red fo r a bit 

\period in I bit 

\Thi s routine is used 

\to sample t he incoming 

\data 16 times per bit 

\and checks for a 

\start b it 

\Read uart register 

I Tells us we do not have a start 

\bit 

\Sets the timer to wait 1 bit 

\period before interrupting again 

\Sets flag to show 

\we had a start bit 

\Sets the timer to 

\interrupt J/2 cycle later 

\ to recheck the start b it 

\This rout ine does rhe 

\character fetc h from the 

\uart register 

\Read the uart registe r 

\Find what bit we shou ld 

\be receivi ng 

\shift left from I to 8 bits 

\depending on coun t 

\Merge the data into the 

\receive register 

COUNT 0J I + 
DUP COUNT! 
8 - JF ENDCHAR 

ELSE WAJT2 

WAIT2 

I BIT TIMER2 G(<:t 

ENDCHAR 
0 COU TI 
FFDF INTMASK G1 

TRANSWORD 

2* I + 2* I* + 
TWORD I 

UART G(ll 1 

0040 AND IF 

NOT CLEAR ELSE TRANSMIT 
THEN 

TRA SMIT 
0 UART G! 
FFFF INTMASK G! 

IBIT WAI T3 

0 TCOUNT ! 

TRANSMJTJNT 
TWORD (a DUP 

UART G! 
2* TWORD! 

TCOUNT (a 1 I + 9 
IF DISABLE 
ELSE WAIT3 

\Increment rhe bit count 

\and store it 

\Check to see if this 

\is the last bit 

\Set the timer2 interrupt 

\interval 

\Finish up the character 

\Reser the count 

\Disable the interrupt 

\until a new start bit is detected 

\Transmit the character 

\from the top of rhe stack 

\Add 2 stop bits to rhe word 

\Store the word to be 

\transmitted 

\Check the crs bit for a 0 

\Transmit the word on the 

\top of the data stack 

\Enable the 

\interrupt bit for timer _) 

\Ser the rimer and begin the 

\start bit transmission 

\Fetch the word to be 

\transm i rred 

\Transmit a bit 

\Store the next 

\bit into the 

\tword register 

\Disable interrupt 

\Rearm the timer 

\for another i nterrupr 

Figure 4. The code for a software version of a UART requires more machine cycles than does the code that drives a discrete UART (Figure 5), but its execution occupies only 1 % 
of the processor's available time. 

DIVIDE, and SQUARE-ROOT­
can't be interrupted , so they 

need not be considered. 
If the software-controlled 

context switch is not fast 
enough in the RTX 2000, the 
designer can accelerate it by, 
for example, providing a last­
in, first-out (LIFO) memory on 

the ASIC bus for each task. In 
such a configuration, the con­

tents of the internal registers 
would be dumped directly 

over the ASIC bus to the appro­
priate LIFO for the task being 
interrupted. No explicit mem­
ory addresses need be generat-
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ed to store the data associated 

with that task . This scheme 
uses 33 % fewer clock cycles 
than a software-based context 
switch, which must generate 
those addresses. 

ASIC bus UFOs can also accel­
erate intertask message passing 
(called " mailboxing"), another 

common characteristic of real­
time systems. Ordinarily , the 

software assigns a segment of 
data memory to serve as a 

mailbox for all tasks ("public 
mailbox"), or it splits a series 

of segments among a group of 
tasks, creating "private mail-

boxes." Tasks can put mes­

sages for other active tasks in 
message stacks or place them 

in the private mailboxes of in­
active tasks. 

In either case, software­

based mailboxes residing in 
main memory are difficult to 
design and can reduce the 

overall task execution rate of 
the processor. If UFOs on the 

ASIC bus are used as hardware 
mailboxes tasks can read and 

write messages without ad­

dressing data memory. This 
approach eliminates the over­

head of generating addresses 

and accessing a memory bus . 

• IMPLEMENTING A 
UART 

For 110 functions , a 10-MHz 
RTX 2000 can be used to emu­
late a UART , or it can interact 
with a hardware UART. For the 
first option (Figure 3A), the 

processor needs a chip-select 
decoder and a 4 -bit latching 

bus driver. The chip-select de­
coders are usually present in 
most systems, and the bus 

drivers may be incorporated in 

unused bits of an existing par­
allel port . 
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Figure 5. A discrete UART requires far less code the a software version (Figure 4). 

Figure 6. The butterfly operation of a fast Fourier transform requires four 
multiplications and two additions. 

In this configuration, the 
remarnrng portions of the 
UART function are implement­
ed completely in software, 
with a hardware assist from the 
R TX timers and interrupt con­
troller. The software required 
to implement the UART is 
shown in Figure 4. 

The interrupt controller and 
the timers keep track of when 
to check for start bits and 
when to receive the next data 
bit, enabling the processor to 
perform other tasks between 
incoming data bits. This par­
ticular implementation would 
occupy about 100 words of 
program storage to implement 
and use three of the timers 
aboard the R TX 2000. 

Use of a hardware UART like 
the 82C50 (Figure 3B) would 
reg uire less code (Figure 5). 
The hardware UART would also 
simplify the implementation 
of such features as parity 
checking and overrun detec­
tion. However, it wi ll also cost 
about 1, 500 gates of logic in 
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an ASIC application or an extra 
package as a discrete device. 
The extra 1500 gates could 
force the the user to sacrifice 
approximately 4K bits worth of 
usable RAM space or 32K bits of 
ROM space on the chip. 

Because the software imple­
mentation would take four to 
five times more processor time 
than the hardware implemen­
tation, a circuit designer 
would chose the hardware op­
tion as the best possible ap­
proach. H owever, even with 
the extra overhead required, 
the processor is only actively 
executing the UART code less 
than 1 % of the time available 
for processing. Therefore, even 
with the added overhead of the 
software, the processor's per­
formance is essentially unim­
paired and a hardware imple­
mentation (from the point of 
view of a software program­
mer) is virtually useless. The 
designer should use the area 
that would have been dedi­
cated to the UART in a manner 

that is more useful to the over­
all system. The user could add 
4K bits of RAM, eliminate the 
hardware UART, and not affect 
his processor price a penny . 

He could also use the UART 
code more effectively than the 
hardware version . It would be 
a much simpler task to inte­
grate the hardware and soft­
ware for a chip using the RTX 
core (which can implement 
eight UART functions on a sin­
gle chip) than to integrate 
eight separate 82C50 macro­
cells. In addition, the overall 
die size would be smaller when 
the software approach is taken. 
To prevent system · obsoles­
cence, the designer would be 
able to use the software-con­
figured device to implement a 
variable number of asynchro­
nous channels merely by repro-

gramming its 110 interface . If 
the designer had chosen the 
hardware version of the UART, 
he would be stuck with his 
original choice . 

• AN FFT EXAMPLE 

Many real-time systems in 
signal-processing applications 
must compute fast Fourier 
transforms (FFTs). The follow­
ing example will show how the 
butterfly arithmetic operations 
used to implement the FFT can 
be implemented in FORTH 
with the RTX 2000. 

Because the processor has a 
16 X 16-bit hardware multi­
plier, it can perform the multi­
plication of two complex num­
be(s in 30 processor clock cycle 
cycles , a figure 20 to 50 times 
faster than most conventional 
microcontrollers . For example , 

D esigners can use the ASK, bus ~n .the RTX. 200,0 to 

implement, hardware acceleration for' specific oper­
ations. ~ Through direct access to the ALU and· stacks -iQ the 
RTX 2000 core, circuits on the.ASIC bus can access data as 
·ea§ily as RTX 2000 execution units . Be-i~g independently 
implemented , ·rhey can execute concurrently. with tpe .. 
01her executioQ units. This method of eqllal a:ccess and 
ind~pendent operation implements one form of fin·e'.-grain 
parallelism within the architecture. 

·such parallelism (the same ' phenom~non that the de­
sig~er of the Am29000, Mike Johnson, is developing at 
Stanford~see People, this "issue, p. 14Ywill determine.the 
pe.rform.ance of the next generation of microprocessors . 
For example,· the new RISC architectures ·from· Motorola -
Inc .'(see VLSI Systems Design, May 1988, ·p. 24),' and fotel ' 
Co~p. (see this issue ; p'. 18) are built around a register 

. st.ack with a ''regist~r" or 1'operand" bus that transports 
dat:a to execution units in theit architectures.. These 
execution units have equal access to the data in the 
'registers, and the flow of data is coordinated by score­
board ing techniques-that keep track 0f the corn"pletiori of 
operations (and hence accessibility of results) . 

The RTX 2000 doe's not have a score~oar~ing mecha- . 
nism, so designers of extensions through the ASIC bus 
mqst implement s9me method of control for the flow of 
data. The determinism of the architecture (no assembly 
languag~ or pipelines) makes su~h ifl}plementation 
straightforward . Because desig ners of real-time -systems 
need to ov,ersee cycle-by-cycle operation anyway, and in. 
many cases have ~peculiar system requirements , the free­
~om to implement any type of control may be welcome. • 

- David Smith 
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Figure 7. Adding hardware that performs complex multiplication to the ASIC bus 
speeds fast Fourier transform execution by roughly 10 x over a software version. 

the 80C 196 microcontroller 
requires 2. 3 ms to perform a 
single 16 X 16 multiplication, 
whereas the R TX 2000 requires 
only 100 ns. 

In this particular example, 
the FFT is computed with com­
plex numbers. If the FFT were 
performed with only real num­
bers (as is done in some bench­
marks), the performance of the 
device would improve. How­
ever, because the most popular 
requirements for FFTs include 
recovering phase information 
as well as amplitude informa­
tion, this example uses com­
plex variables. As with the 
UART example, the software­
only version of the perfor­
mance is rated on the R TX 
2000 without additional hard­
ware tied to the ASIC bus. 

The calculations required 
for a single butterfly oper­
ation, the fundamental calcu­
lation in the FFT, are shown in 
Figure 6. In the figure, the 

variables x P' x q' and w 11 each 
contain both a real and an 
imaginary part. To calculate 
the value for x qw 

11 
therefore 

requires one complex multipli­
cation (instead of a one-cycle 
real-number multiplication). 
The complex multiplication in 
turn requires four multi­
plications and two additions. 
At each successive point in the 
FFT, the previous value for x 

11 

is used to calculate the next 
value in the FFT. 

The value of a fast multipli­
cation routine is apparent 
when the complex-number 
multiplication routine is used 
in an application to solve a 
butterfly operation. For the 
example shown, the code cal­
culates the values of x P + 1 and 
x q+ 1 in 80 cycles, and an 8-
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by-8 FFT can be accomplished 
in 1,670 cycles, for a rate of 
6,000 FFTs/s at a clock fre­
quency of 10 MHz. A 1,024-
point complex FFT would take 
20 to 30 ms with the processor 
as a stand-alone device-sub­
stantially faster than most gen­
eral-purpose microcontrollers 
or microprocessors, but not as 
fast as dedicated digital signal 
processors. 

To accelerate the FFT to 
greater throughput, the de­
signer can assign some of the 
functions performed in soft­
ware to custom logic that is 
tied to the processor's ASIC bus 
(Figure 7). In this configura­
tion, the ASIC bus connects the 
RTX core to hardware that per­
forms the complex multiplica­
tion. The R TX core would load 
the real and imaginary por­
tions of the numbers to be 
multiplied and then read the 
hardware to obtain the results. 

This implementation would 
allow the software to replace a 
complex multiplication rou­
tine with one that merely 
writes and reads the ASIC bus. 
The complex multiplication 
can be performed in this man­
ner in only six cycles, provid­
ing 10 times the multiplica­
tion performance and improv­
ing the speed of the FFT 
substantially. With this hard­
ware/software par ti ti on, a 
1,024-point FFT could be cal­
culated in 10 ms. This time 
includes the total overhead re­
quired for the bit reversal, 
memory fetching, and storing. 
In this way, by adding applica­
tion-specific logic to the RTX's 
ASIC bus, a designer can 
achieve performance meeting 
or exceeding that of many sig­
nal processors. 

As these examples have in­
dicated, it is quite possible to 
improve the performance of 
systems by incorporating the 
proper hardware to ass ist the 
application . Ultimately, the 
system performance require­
ments will become the mecha­
nism for driving the decision 
toward software or hardware 
approaches . The ASIC designer 
must balance the cost of the 
additional hardware, in terms 
of die area, gate count, and 
final packaged cost , with the 
hardware 's supenor perfor­

mance. • 
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Performance 
frontiers 
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. . . . . . . . . . . . . 
A New Era in Data Communications 
and Computing? 

R 0 D E R I C 8 E R E S F 0 R D, E D l T 0 R E M E R I T U S 

THE GLOBAL TELEPHONE network goes lightwave. Computer 

designers are harnessing optical beams for low-noise interconnec­

tions. Across the industry, electronics plus photonics looks like a good 

marriage. What will come of it and why should you care? 

In some not too distant but not yet specified future era, optoelectronic 

ICs will lower costs and improve reliability in fiber-optic local-area 

networks and long-haul communications. Optoelectronic !Cs and optical 

communications may also bring the benefits of extremely low noise and 

high throughput to intermodule, interboard, and interchip signaling 

within computers of all types. No one yet knows all the new kinds of 

chips and applications that might ultimately be made possible by the 

large-scale integration of optics and elec­
tronics. What the experts do know is that 
basic optoelectronic IC technology still 
faces considerable challenges. 

Optoelectronic integration is the next 
logical step in a chain of development 
reaching back to the early 1970s. The 
demonstration of low-loss propagation in 
optical fibers was the spur that led tech­
nologists to improve laser diode material, 
eventually to achieve reliable continuous­
wave operation at room temperature. The 
next step is to increase modulation fre­
quencies to better exploit the bandwidth 
of optical fiber. 

Electromagnetic energy propagating in 
silica fibers at a 1.55-µ,m wavelength has 
a frequency of about 115 THz; the low-loss 
band at this frequency has a width of about 
15 THz. Only a small fraction of this 
enormous bandwidth is utilized in com­
mercial telecommunications-a fraction 
dictated by the much lower operating fre-
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quencies of the modulating circuits that 
transmit information on the optical carri­
er. With discrete lasers and photodetec­
tors, parasitic inductance and capacitance 
may prevent designers from achieving the 
intrinsic performance limits of the optical 
devices. Integration offers a solution. In 
any case, since the network is going 
lightwave, optics eventually will be invad­
ing almost every electronic system, even if 
only at a connection point with the out­
side world. Naturally, the question arises 
whether optical devices can be integrated 
with electronic devices. 

The term optoelectronic IC (OEIC) is com­
ing to mean a semiconductor integrated 
circuit that has both electronic circuits 
and optical devices- lasers or photodetec­
tors, or both, as well as passive optical and 
perhaps electro-optic components-fabri­
cated on a common substrate. In the relat­
ed field of integrated optics, researchers are 
exploiting nonlinear interactions in semi-

conductors and other optical solids in at­
tempts to use inherently fast optical inter­
actions in all-optical computers and 
switching networks. All-optical switching 
and computing may involve not only elec­
tro-optic and passive optical components 
on JCs, but also other important areas, 
namely, optical-fiber components and 
holography. 

Both OEICs and integrated optics are 
burgeoning research fields. At a sympo­
sium entitled Optoelectronic Devices for 
Future Telecommunications Systems 
sponsored by the National Science Foun­
dation and held in early April at Columbia 
University in New York City, Fred ]. 
Leonberger of United Technologies Re­
search Center said that an integrated pho­
tonic device-a gallium arsenide substrate 
hosting electronic devices, electro-optic 
modulators, and interfaces for optical fi­
bers- has constituted " the holy grail of 
this business for the last 10 years." Along 
the way to that ultimate goal are a number 
of potentially interesting applications. 
Here, the focus is only on OEICs, and we 
consider the problems these chips might 
solve, the devices required, the technol­
ogies under development, and some of the 
problems that must be overcome for OEICs 
to be able to make a contribution to 
system design. Other topics, including 
integrated optics and the all-optical com­
puter, are left to future articles. 

• WHAT ROLE FOR OEICs? 

Optical technology is rapidly penetrat­
ing electronic systems. By the year 2000, 
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the long-distance network will be essen­
tially 1001/C lightwave. Sometime in the 
first part of the next century, there will be 
no copper wire left anywhere in the entire 
telephone transmission network . Other 
applications of optical signaling- in isola­
tors, motion sensors, and optical disks­
continue to grow. 

All these applications are making use of 
discrete light sources and photodetectors. 
For approximately the past five years, sev­
eral Japanese companies, preeminently 
Fujitsu ·Ltd., have been working on inte­
grating lasers with their transistor drivers, 
and likewise photodetectors with their 
transistor amplifiers. In both cases, the 
primary motivation has been to eliminate 
the parasitic reactance of gold bond wires, 
which, with inductances of about 1 nH 
and capacitances of about 1 pF, limit fre­
quency responses in the gigahertz range. 
Secondary motivations are to equip multi­
ple channels economically and reliably. 
The resulting transmitter res and receiver 
res are rapidly maturing as optoelectronic 
components. For example, at the Confer-
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ence on Lasers and Electro Optics in April, 
researchers N. Suzuki et al. from Toshiba 
Corp. displayed a landmark 5-Gb/s trans­
mitter IC based on InGaAsP. 

Such demonstrations, however, do not 
satisfy the "urgent" needs for practical 
devices for immediate applications. Also . 
at CLEO, Osamu Wada's group from Fu­
jitsu showed how they flip-chip-bond a 
photodiode detector directly to a GaAs 
receiver IC-a hybrid approach that elimi­
nates parasitic capacitance effects. Their 
photodiode's bandwidth of 19 GHz is 
limited by the carrier transit time only 
(Makiuchi et al., 1988). 

In long-distance telephone transmis­
sion, sensitivity and bandwidth are criti­
cal, so demonstration projects emphasize 
those specifications. The first big chal­
lenge for optical devices integrated with 
electronic devices is to achieve parity or 
superiority compared to hybrid imple­
mentations using discrete optical devices. 

The second big challenge is that both 
laser sources and high-gain photoreceivers 
are power-hungry components that will 

cause heating problems on chip. Integrat­
ed laser sources face the additional prob­
lem that both terminals must be contacted 
from the top surface of the chip. Because 
of these current-handling constraints, 
low-threshold lasers are critical for OEICs. 

Although the existing applications for 
experimental OErcs are in long-haul net­
works, some engineers envision oproelec­
tronic ICs as an important low-cost compo­
nent for the day when l ig h twa ve 
technology makes it to the congested local 
office switches (Tomlinson and Brackett, 
1987). These chips will likely comprise 
one or a few lasers, with drive electronics 
(bias and feedback stabilization) plus mul­
tiplexers to merge lower-rate electronic 
signal channels. 

The desire to make best use of the 
available fiber bandwidth argues for a net­
work employing wavelength multiplex­
ing . The bandwidth in the l . 55-µm win­
dow corresponds to about 120 nm, so that 
laser sources stable to a few nanometers 
would permit several tens of channels at 
different wavelengths tO use a single fiber. 
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Figure 1. Future multichannel optoelectronic transceiver for a wavelength-multiplexed optical fiber transmission system, after Suematsu and Arai (1 987 ). 

A conceptual diagram of such an applica­
tion is shown in Figure 1. This photonic 
integrated circuit of the future imple­
ments a multichannel optical transceiver, 
containing tunable laser diode sources, 
optical combiners, photodetectors, optical 
1/0, and electronic control and 1/0 (Sue­
matsu and Arai, 1987). Some of the com­
ponents are discussed further below. 

A related concept is the use of optical 
coherent detection to select the frequency 
at the receiving end. In this case, each 
node broadcasts on a unique frequency to 
all other nodes; a local oscillator (laser) 
signal is mixed with the received signal to 
decode the desired channel. 

Another obvious slot for optoelectronic 
ICs is in a crossbar switch. Here, optical­
fiber inputs and outputs and a high-speed 
electronic switching matrix are required 
(Figure 2). The table shows that current 
performance of GaAs crossbar switches is 
at up to 2 Gb/s. Recently, OEIC transmit-
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ters and receivers were used in such a 
demonstration at 2 Gb/s (Wada, 1987). 
Complete integration of this application 
would confront power dissipation prob­
lems, based on current performance levels 
of the optical components. 

There are potential applications in com­
puting as well, where optical signals could 
provide high-bandwidth low-interference 
communications among chips and circuit 
boards. Optical interconnect, as this ap­
plication is usually cal led, is being pur­
sued in diverse forms (Fossum, L987) . 
Some schemes advocate free-space propa­
gation of the optical beams, using holo­
grams or mirrors to effect connections. 
Alternatives are to use optical fibers, or 
perhaps waveguides integrated in the cir­
cuit board itself, with direct mechanical 
connections to the circuit elements. Some 
envision the light sources on chip; others 
see a hybrid approach, with OE ICs mount­
ed close to VLSI silicon ci rcuits. Still others 

want to use "remote" lasers , with a small 
number of primary beams split and piped 
to many chips, where modulators impress 
their signals on the beams, which are then 
routed as required. Depending on the 
variant selected, this application requires 
laser sources, photodetectors, and modu­
lators integrated with drive electronics 
and perhaps, with digital logic as well. 
Figure 3 gives an example. 

In even further out applications, re­
searchers are planning all-optical comput­
ers that re ly on transformations of many 
parallel and spatiall y separated beams 
(Sawchuck and Strand, 1984). Two-di­
mensional arrays of lasers, detectors, and 
light modulators would be required for 
signal processing and conversion. These 
architectures, involving hundreds or thou­
sands of parallel channels under electronic 
control, are certainly impractical without 
the density of optoelectronic !Cs (or ana lo­
gous all -optical devices). Whether they 
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Figure 2. Hybrid optoelectronic crossbar switch configuration. The table gives parameters for GaAs IC implementa­
tions of the switching matrix. See Wada (1987). 
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Figure 3. OEIC components for managing optical interconnect in a computer. Optical beams propagate chip-to-chip 
in fibers or in free space. 

are practical even with such ICs is also 
being debated. 

As described above, then, the key de­
vices of future optoelectronic ICs include 
laser sources, photodetectors, light modu­
lators, and couplers, as well as convention­
al electronic components: transistors, pas­
sive components, and interconnections . 
How rapidly such applications can be 
demonstrated depends largely on the de­
velopment of the underlying technology . 
Material quality and the difficulties in 
integrating optical with electronic devices 
appear co be the gating factors now. Be­
fore considering fabrication issues in more 
detail, however, it is useful to examine 
some of the device structures required. 

• DEVICES FOR OPTOELECTRONIC 
APPLICATIONS 

Of the necessary devices, che electronic 
ones of course are the most highly <level-
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oped today. In addition, integrated photo­
detectors are generally considered to be 
well advanced, although their specifica­
tions do not always meet those of discrete 
devices. Here, instead, we will focus some 
attention on more critical or more experi­
mental components : the laser, the passive 
optical components, and quantum-well 
modulators. 

First and foremost is the laser diode, 
which has evolved to a high and acrony­
mous art. Even discrete diodes today are 
being fabricated with an "integrated op­
tics" approach, meaning that the complete 
deviCe is not just a lasing cavity, buc also 
includes additional passive or active opti­
cal devices, such as distributed Bragg re­
flectors and current tuning. An example of 
a late model laser diode exhibiting this 
approach is shown in Figure 4 (Tohmori et 
al., 1986). This "BIG-DBR-DSM," for bun­
dle-integrated-guide distributed-Bragg-

reflector dynamic single-mode laser, can 
be wavelength-tuned by injecting current 
into the Bragg reflector regions on either 
end of the laser cavi cy. 

The corrugated surface of the wave­
guides in these regions introduces periodic 
variation of the effective index of refrac­
tion of the guide. The variation acts to 
couple modes of the waveguide; for a 
particular wavelength , dependent on the 
period of the grating, the forward propa­
gating optical wave is coupled to the back­
ward propagating wave of the same mode, 
giving reflection. Injecting free carriers 
into the DBR region changes the index of 
refraction, in turn changing the wave­
length of the mode that satisfies the Bragg 
reflection condition, and the diode lases at 
a different wavelength. 

Passive components like DBRs are par­
ticularly important because they can sub­
stitute for the cleaved-facet mirrors of dis­
crete laser diodes . More generally , if 
future optoelectronic ICs are to integrate 
more than a sing le optical transceiver, a 
variety of passive optical components will 
be required. Optical waveguides of several 
configurations have been fabricated in se­
miconductor substrates . Losses are usually 
high compared with "optical" materials 
like lithium niobate. Other unsolved 
problems include how to make mirrors, so 
that optical signals can take sharp turns on 
the chip; how to couple waveguides; and 
how to make optical isolators. 

Passive optical components are entirely 
obviated in some schemes, in which all of 
the optical propagation is orthogonal to 
the IC surface. As mentioned above, some 
in the research community favor the con­
cept of an off-chip light source, with op­
toelectronic ICs merely modulating and 
detecting optical signals propagated to the 
IC either through fiber waveguides or free 
space. In these scenarios, a multiple-quan­
tum-well modulator is almost certainly 
going to be a key on-chip component. 

Furthermore, most researchers believe 
that only quantum well lasers will be able 
to achieve the low threshold currents re­
quired for optoelectronic integration. 

As currently fabricated, a quantum well 
is simply a layer of GaAs sandwiched 
between layers of AlGaAs, which, because 
of its wider bandgap, provides confining 
barriers to carriers in the well. Figure 5A 
pictures electron and hole distributions 
superimposed on an electron energy band 
diagram of a quantum well. When light 
hi ts this structure, carriers are exci ced 
across the absorption gap. If the well is 
biased with an electric field, che energy 
bands are cilced as shown in Figure 5B; che 
absorption gap is reduced (shifted) and 
weakened because of the spacial separation 
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Figure 4. Sectional view of a bundle-integrated-guide distributed-Bragg-reflector dynamic-single-mode laser diode, after Tohmori et al. (1 986). 

of the carriers . Therefore incident light is 
less strongly absorbed. This so-called 
quantum-confined Stark effect is the basis 
of the quantum-well modulator. It is so 
significant first because the structure is 
directly compatible with high-speed elec­
tronics and second because the quantum­
confined Stark shift is very large (by atom­
ic standards): about 40 times the exciton 
binding energy (which is on the order of 
milli-electron volts) . 

The quantum-well effects have been 
championed by industry researchers, par­
ticularly Emilio Mendez at IBM's Thomas 
J. Watson Research Center and Daniel 
Chemla at AT&T Bell Laboratories . At 
CLEO in April, the Bell Laboratories group 
discussed a quantum-well modulator inte­
grated with an FET and a photodiode. This 
experiment demonstrates optical 1/0 per­
pendicular to the chip--the photodiode 
detects an optical signal and drives the 
FET , which drives the quantum well, 
modulating a second beam . This optoelec­
tronic three-terminal amplifier showed a 
gain of 25 . Arrays of such multiple-quan­
tum-well modulators could provide the 
technology for the spatial light modula-
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tors called for in some optical computing 
schemes . Alternatively, if combined with 
free-space or fiber propagation between 
circuit boards, such OEICs could be the 
basis of optical interconnects in otherwise 
conventional computers. 

• UNDERLYING TECHNOLOGY 

Many demonstration experiments have 
shown the various optical devices integrat­
ed with MESFET or MODFET circuits . Most 
of the progress so far is in the AlGaAs 
alloy system, which is sensitive to radi­
ation at 0 . 9 µm and shorter wavelengths. 
These devices are used in short-haul com­
munications. InGaAsP alloys are used for 
applications at 1.3- and 1.55-µm wave­
lengths, which are the locations of the 
low-loss windows of optical fiber used in 
long-distance networks. The most highly 
developed technology is the AlGaAs/GaAs 
system, which covers most of current opti­
cal device applications. For both optical 
and electronic characteristics, InP-based 
devices might ultimately be preferred over 
the GaAs-based ones. Although this mate­
rial system is employed to make long­
wavelength lasers and detectors today, it is 

generally less. well advanced. Finally , 
some effort is being applied to GaAs-on­
silicon epitaxy as a means of integrating 
GaAs optical functions with silicon elec­
tronic functions. 

In any technology, one overriding prob­
lem in integrating optical sources and 
electronic devices is the grossly different 
vertical profiles of the two types of device . 
Although laser diode active layers are 
thin, the associated buffer and cladding 
layers may add up to 5-10 µm of thick­
ness. In contrast, MESFETs and MODFETs 
are usually fabricated within a few hun­
dred angstroms of the surface. If the laser 
layers are etched away, leaving mesas of 
optical devices, fine-line patterning of 
electronics on the steeply stepped· surface 
is extremely difficult . Some OEIC schemes 
involve "digging a trench" in which to 
regrow epitaxial layers for the laser diode . 
Toshiba's approach for building the trans­
mitter IC mentioned previously is to do the 
fine-line lithography before the mesa lay­
ers are grown. 

Another key obstacle is how to produce 
the mirrors on the ends of the laser cavity. 
In some cases, one may be able to obtain 
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one end mirror by conventional cleaving, 
but certainly not both. The Fujitsu group 
has tried "microcleaving," in which the 
active layer is undercut by etching and 
then vibration or pressure is used to snap 
off the end. The alternative is to use 
gratings to obtain reflection, as described 
above in connection with laser sources. 

In assessing materials systems for opto­
electronic ICs, both the material quality, 
which is critical for laser sources, and the 
isolation of electrical and optical elements 
must be considered (Forrest, 1987). lnP 
substrates, which host the InGaAsP al­
loys, are generally smaller and of poorer 
quality than GaAs substrates . However, 
lnP offers an advantage in terms of cross­
talk: the electronics can be fabricated in 
lnP, which has a wider bandgap than the 
lnGaAsP alloys used for laser diodes. 
Therefore light emitted on chip won't be 
absorbed by the electronics.Just the oppo­
site situation obtains in GaAs, where the 
light sources are in the wider-bandgap 
AlGaAs, whose radiation is absorbed easi­
ly by GaAs-based electronics. 

Although the lnP system is attractive 
for its transparent substrate and for the 
high electron velocity that can be obtained 
in InGaAs, it has some shortcomings. For 
one, Schottky barrier heights are too low 
to make MESFETs easily, and passivation is 
too difficult to make MISFETs. So we're left 
with the less common JFET, which is un­
dergoing some development for OEICs. 
Ultimately , having a two-wavelength net­
work (AlGaAs in short-haul or LAN appli­
cations and InGaAsP in long-distance 
ones) may be a necessary inconvenience, 
particularly if the GaAs-based technol­
ogies can achieve low-cost OEICs. 

GaAs-on-Si technology may be the way 
to achieve that goal. It has evolved very 
rapidly over the past four years. Workers 
in both Japan and the United States are 
achieving results that suggest GaAs-on-Si 
may make it possible to exploit the superi- . 
or electronic and optical properties of 
GaAs, yet retain many of the very signifi­
cant manufacturing advantages of silicon 
technology. GaAs wafers are relatively 
small, brittle, and expensive compared 
with silicon wafers. Because of the special 
care and special equipment required , as 
well as the smaller wafer area for devices , 
GaAs manufacturing is generally much 
more expensive than silicon manufactur­
ing. GaAs-on-Si, ideally, would provide 
GaAs layers on standard 6-inch substrates 
that could be handled by standard fabrica­
tion line equipment. 

To succeed in this area, the precise 
control and ultrahigh-vacuum conditions 
of molecular beam epitaxy appear to be 
essential. By MBE, you can deposit Ga and 
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Figure 5. Energy bands and carrier distributions in a 
quantum well under zero bias (A) and with an applied 
field (B). 

As on clean Si substrates. Because the 
GaAs and Si crystal lattice constants differ 
by 4%, misfit dislocations must form as 
the GaAs layer grows. The substrate sur­
face preparation and the detailed growth 
conditions will affect the number of de­
fects and their propagation through the 
growing crystal. In addition, researchers 
have found that strained-layer superlat­
tices of GaAs-based compounds can be 
effective in absorbing the defects or turn­
ing them away from device active regions. 

The other major outstanding problem 
in GaAs grown on Si is the 2. 5 times 
larger coefficient of thermal expansion of 
GaAs compared with Si. Because growth 
takes place at an elevated temperature, on 
cooling the two materials contract differ­
entially and tremendous tensile stress is 
applied to the GaAs layer. Unless the 
GaAs layer is very thin, the result is 
cracking of the epitaxial film. Clearly, 
these are serious problems. However, re­
cent results continue to be promising. At 
CLEO in April, J . Paslaski, H .Z. Chen, H. 
Morkoc, and A. Yariv of the California 
Institute of Technology reported the first 
ac performance measurements on GaAs­
on-Si p-i-n photodiodes fabricated by 
MBE. They found an impulse response 
with a 45 -ps pulse width and a - 3-dB 
corner frequency above 4 GHz. 

The real acid test, however, is laser 
sources. Experience with GaAs in the 
1970s clearly correlated laser diode reli-

ability with material quality. At present, 
GaAs-on-Si material is coming out with 
dislocation densities of about 10 7 cm - 2, 

and the defects are limiting the perfor­
mance that can be achieved. 

• P ROSPECTS FOR OEICS 

Drive electronics integrated with laser 
diodes and amplifiers integrated with 
photodetectors allow the optical devices to 
be properly impedance-matched to the 
prevalent electronic environment. For the 
near-term applications in long-haul com­
munications and switching, a hybrid ap­
proach to optoelectronic integration is 
most likely , with GaAs- or InP-based 
OEICs performing transceiver functions 
only. A hybrid approach would also be the 
most direct path to optical interconnec­
tions in computers. A longer term interest 
is to develop optical I/O perpendicular to 
the IC surface, for high capacity and low­
interference interconnections. Not until 
the GaAs and InP material systems have 
developed much further will it be possible 
to assess the best way to reach this goal. • 
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I N DEVELOPING ITS new Symmetry multiprocessor computer 

system, Sequent Computer Systems integrated board-level simula­

tion mto its design methodology. Just 11 months after the start of 

Symmmetry's design implementation phase, we installed beta site units. 

Much of this compressed product development cycle can be attributed to 

extensive simulation at both the board and the ASIC level. 

The three complex ASICs developed for the project were prototyped and 

powered up in just seven months, and the final production version was 

readied in parallel with the alpha and beta site evaluations. The three 

PCBs involved were sent straight to prototyping without the construction 

of an intermediate breadboard, and like the ASICs, the production 

versions were readied in parallel with the 
system evaluation phase. 

Usually, a project of this scope would 
require several breadboard iterations that 
would add months to the schedule. With­
out "software breadboarding"-that is, 
board-level simulation-the Symmetry 
design group could not have achieved its 
time-to-market goals and would have 
spent more money in the development 
process. 

• SYMMETRY ARCHITECTURE 

The Symmetry series is a follow-on to 
Sequent's original Balance product line. The 
Balance series machines are shared-memory 
multiprocessor systems employing up to 30 
processors and are based on the 32-bit Na­
tional Semiconductor 32032 microprocessor 
family. The Symmetry architecture is simi­
lar but is based on the Intel 80386 micro­
processor family (Figure 1) and an extended 
system bus structure and protocol. All pro­
cessing units (packaged two to a PCB) have 
symmetric access to up to 240 MB of main 
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memory via the common system bus . The 
I/O portion of the architecture is divided 
among three units: an SCSI controller card, 
which also handles serial and Ethernet 
interfaces and diagnostics; a dual-channel 
SMD disk controller card; and a Multibus 
interface card that attaches to a separate 
Multibus card cage . 

The I/O sections were essentially carried 
forward from the original Balance design, 
but the rest of the system required an 
extensive design effort. The major ele­
ments in the design are the processor PCB, 
which holds either one or two identical 
32-bit processing units; the 16-MB mem­
ory controller PCB; and a companion 24-
MB memory expansion board. Finally, the 
design required three new ASICs : a 
14,000-gate standard-cell chip, a 10,000-
gate gate array, and an 8,000-gate gate 
array. All three were implemented in 1. 2-
µm CMOS technology and are packaged in 
180- or 208-pin PGAs. 

ASIC development was required to deal 
with one of the more unusual features of 

the design, a write-back, or copy-back, 
cache memory system . Such systems have 
frequently been described in the technical 
literature, but a bus-based copy-back sys­
tem for a parallel computer was never 
commercially implemented until now. 

• WRITE-BACK MEMORY 

A shared-memory multiprocessor sys­
tem must have a method of ensuring that 
the individual processing units remain 
consistent, or coherent . The usual ap­
proach is a write-through caching proto­
col, which requires that all memory writes 
by a processor be sent both to its local 
cache memory and to the global memory. 
All other processors observe this write 
activity on the system bus and update or 
invalidate their local caches as required. 

As the number of processors grows, 
however, the write-though scheme gener­
ates a large amount of write traffic on the 
system bus . This traffic, which also is an 
inefficient consumer of the available bus 
and memory bandwidth, is usually the 
primary limitation on processor scaling, or 
the ability of a particular system bus to 
support additional processors. 

The copy-back approach removes this 
write-through overhead by requiring each 
processor to perform writes locally (into 
the cache). Consequently, writes that miss 
at the cache are translated into memory 
reads followed by a cache installation (allo­
cation) and a local write . All subsequent 
writes to this "modified" cache line may 
be performed locally, without system bus 
traffic. Since writes are performed only 
during each replacement (reallocation of 
the line to another area of memory) of 
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these modified lines (to write back the 
modified data into the global memory) , 
processors observe memory reads on the 
bus instead of memory writes to effect 
cache consistency. When a processor de­
tects a bus-level read that is accessing a 
locally modified copy of the data, it aborts 
the memory controller's response and 
sends its cache data to the processor initi­
ating the read. The control logic to imple­
ment this write-back system requires in­
teraction among all three of the ASICs. 

• SYMMETRY PROCESSOR 

Figure 2 shows a high-level block dia­
gram of one of the processing units on the 
processor board (each PCB also contains a 
second processing unit identical to the 
first) . The highlighted blocks represent 
the sections implemented as ASICs. The 
bus data path (BOP) chip is the standard­
cell IC , and the cache memory controller 
(CMC) and bus interface controller (BIC) 
chips are gate arrays. This chip set, along 
with the cache memory itself, act as an 
intermediary between the system bus and 
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the 80386 processor. These same system 
bus interface components-the BOP and 
BIC-not only are used on the new proces­
sor and memory controller boards, but 
also will be used on future 1/0 boards. 
Other major functional blocks on the pro­
cessor board include a serial link interface 
controller (SLIC). The SLIC provides a sys­
tem-wide serial data path that is indepen­
dent of the main bus ; it is used for certain 
control and diagnostic operations, includ­
ing interrupt prioritization. 

The design goals for the processor board 
included a 5 X increase in processing 
speed over the 32-bit processor boards in 
the original Balance system and up to an 
8 X boost in floating-point performance. 
The floating-point goal was met through 
the use of a standard 80387 coprocessor, 
augmented by an optional Weitek float­
ing-point accelerator based on the WTL-
1167 chip set. The physical constraint was 
11 X 14 inches for a PCB that would hold 
two complete processor subsystems. Addi­
tionally, the design had to accommodate 
future performance upgrades, such as 

higher clock rates, larger caches, and next­
generation microprocessors . 

• BOARD-LEVEL MODELING 

The design automation environment 
consisted of eight Mentor Graphics Idea 
series workstations configured in a net­
work with two 500-MB DSP90 server 
disks for centralized data storage. This 
environment includes schematic capture 
and simulation tools for both the boards 
and the ASICs. The simulation strategy was 
to simulate the ASICs in a board-like "sur- · 
rounding" environment and also to simu­
late the board design as a whole, including 
its interaction with the system bus. 

The key to the board simulation was the 
mix of models that produced accurate re­
sults yet allowed simulation runs to be 
accomplished in a reasonable amount of 
time. The three boards contain a wide 
variety of devices, including TTL drivers 
and buffers, PROMS, PALS , the 80386, the 
80387, the 1167 VLSI chip set, multiple 
instances of the three ASICs, the SLIC chip, 
some high-speed static RAMs, error detec-
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Figure 1. The architecture of the shared-memory multiprocessor Symmetry series is similar to that of the earlier Balance series. All processing units have symmetric access to 
as much 240 MB of main memory through the system bus. 

tion and correction chips, and 1-megabit 
dynamic RAMs. 

The 80386 was modeled through a bus­
level model suppied by Logic Automation 
Inc. to run on the Mentor Graphics 
QuickSim digital simulator. The 80387 
was not modeled, because it was assumed 
that its transactions with the 80386 were 
well established and tested. However , the 
transactions of Weitek's floating-point 
chip set with the CPU were simulated. 
This simulation was done through a bus­
level model, also developed for Sequent by 
Logic Automation , that simulated the 
WTL 1163 interface chip, which handles 
CPU-floating-point transactions . In addi­
tion, Logic Automation produced a trans­
actional model of the 1-Mb DRAMs for the 
simuation of the memory controller board . 

Many of the other parts were modeled 
through standard-parts libraries , either 
purchased from outside vendors or devel­
oped internally. Other, more complex 
parts used Mentor Graphics ' QuickParts 
models, which are compact functional and 
timing descriptons for devices of medium­
scale complexity . Finally , certain aspects 
of system 's behavior were modeled 
through behavioral-language models 
(BLMs), as were many of the memory de­
vices used within the board design. 

One of the more important aspects of 
the simulation environment was the use of 
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a system bus model, which allowed many 
board-level functions involving bus trans­
actions to be simulated. For example, it 
was possible to simulate an operation 
where the processor would initiate read 
and write accesses as if it were executing a 
program . This execution sequence allowed 
the cache memory controller and its sur­
rounding environment to be stimulated, 
so that various cache hits and misses could 
be investigated. In the case of a cache 
miss , the entire cycle, from processor 
board to memory controller board and 
back, could be simulated and investigated 
in detail. 

The ASICs were developed using a simu­
lation strategy that complemented the 
board simulations. Since a board-level 
simulation environment existed, it was 
possible to simulate and analyze the func­
tionality of the ASICs in the context of 
their target system . The gate arrays were 
designed on Mentor Graphics ' worksta­
tions from vendor libraries that included 
simulation models targeted at the Quick­
Sim digital simulator. 

• ASIC SIMULATION 

The ASICs were modeled usrng gate­
level representations based on the sche­
matics constructed from vendor libraries. 
The team had intentions of developing 
behavioral models of the ASICs using Men-

tor Graphics ' BLM approach, but the task 
proved to be too time-consuming. The 
availability of a robust and well-integrated 
hardware description language (HDL) 
would have simplified the job. 

During development, the individual 
AS!Cs were either "surrounded" by a be­
havioral shell or model or embedded in a 
mixed gate and behavioral model , which 
allowed the designer to exercise them in a 
manner representative of the intended ap­
plication. The gate-level models and BLMs 
were "wired" together through schematic 
sheets . The state of the individual signal 
inputs to a BLM was then a function of the 
overall design and the applied stimulus 
during a test sequence. 

For example , the cache memory con­
troller gate array was embedded in a sche­
matic sheet, with various three-state buff­
ers and RAM BLMs. It was stimulated 
within this environment by simulated 
processor requests and system bus re­
quests. As the requests occurred , the 
CMC's output was monitored. The RAM 
BLMs were accessed, updated , and reac­
cessed during the test sequences. Essen­
tially, the surrounding environment pro­
vided a means of automating the analysis 
process to a degree . Device outputs could 
be used to realistically control external 
address and data paths. Also, the state of 
the simulated cache RAMs could be al-
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tered , and a new stimulus that is depen­
dent on this altered state could be generat­
ed. The bus interface controller and bus 
data path devices were developed in a 
similar manner. 

After the individual ASICs were devel­
oped in the surrounding environment, and 

before tape-out of the designs to the ven­
dor , they were linked into the board-level 
environment and the files expanded for 
simulation. This allowed the devices to be 
exercised as a complete chip set. In addi­
tion , it ensured that any errors introduced 
by the stand-alone surrounding environ-

men ts were uncovered . 

• SIMULATION PERFORMANCE 

The ASIC foundry accepted the Symme­
try design team 's netlists without per­
forming its own prelayout simulation. 
Once the ASIC layout and routing process 

MSPICE Backp lane Simulation 

I n addition to the board-level logic simulation of the entire 
Symmetry system, the design team performed a number of 

analog simulations of the system backplane using Mentor 
Graphics ' MSPICE, an interactive analog simulator based on 
Berkeley SPICE. The goal of the MSPICE simulations was to 
determine the maximum number of backplane board connec­
tions that could be supported and to analyze extender card 
performance. More backplane connections would allow cus­
tomers to expand the systems as their needs expanded, ensur­
ing a long product life. Additionally, by verifying that the 
backplane delivers the same signal quality when extender 
cards are used, we could ensure ease of testing in the engineer­
ing lab and on the manufacturing floor. 

Simulation results indicated that we could reliably imple­
ment 21 slots on the backplane. Also, we learned that we 
could loosen tolerances on the backplane impedance without 
affecting performance and thus reduce manufacturing costs. 

Model development time for the backplane simulation was 
minimal. The impedance of the unloaded backplane was 
modeled by taking into account only significant capacitance 
and inductance effects. A SPICE model of the output driver was 
supplied by the IC manufacturer and receiver gate models were 
developed with the MSPJCE modeling language. Because only 
simple high-level models were needed, the backplane design­
ers were able to progress from knowing nothing about MSPICE 
to a working simulation in three weeks. 

MSPICE provided a convenient interface for defining compo­
nent values, circuit power supplies, and the type of analysis to 
be performed. Setup and run commands were preprogrammed 
using Mentor Graphics ' macrocommand capabilities, allow­
ing conditions under varying loads to be entered and simulat­
ed with a few keystrokes. Sequent's most recent backplane 
simulations were performed on an Apollo DN460 platform 
and took under an hour to run. Achieving the same analysis 
conditions with a physical breadboard would require weeks of 
work and considerable expense. 

Various backplane configurations were simulated to address 
questions such as, Should connections be strung out or packed 
in tightly? How long and wide should traces be? and What is 
the optimal termination method? 

In the final design, connections for 21 slots are staggered on 
the front and back sides of the backplane. A 4/ 10-inch trace is 
allowed between each connection and a 2-inch trace is speci­
fied from the backplane to ICs on each board. To keep the 
low-to-three-state transition within 21 seconds, signals are 
terminated to 5 V using a 220-il resistor, with a diode added 
to clamp the signals at the 3-V transition point. To maintain 
signal fidelity, the signal path along the bus is kept to 
approximately 1 foot . 

Since customers can configure a Symmetry system with 
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anywhere from very few boards to a fully loaded backplane, it 
was important to simulate how the backplane would perform 
under varying loads . 

Worst-case measurements of backplane performance were 
made for the three-state-to-low transition with varying loads 
while driving from slot 1 and analyzing results at slot 20. As 
loads are added to the backplane, this transition becomes more 
difficult to make, because backplane capacitance increases. 
Multiple end-to-end propagation delays were specified for the 
bus to allow for the drivers ' inability to drive the very low 
effective impedance. This problem is magnified during a 
low-to-three-state transition . 

The MSPJCE simulation revealed that intrinsic backplane 
impedance could vary within ± 20 n without significantly 
affecting the electrical characteristics of a loaded system. This 
conclusion was surprising given that backplane tolerances for a 
high-performance computer system are typically kept within 
± 5 il. However, the results were supported by the fact that 
the effective impedance of a configured system varies in 
proportion to the load. For example, if the intrinsic imped­
ance of the unloaded backplane were 100 n' once load 
capacitance was considered the effective impedance might 
only be 20 il-an 80% reduction. If the intrinsic impedance 
were only 80 n, load capacitance would again reduce it by 
four fifths, so that the effective impedance would be 16 n. 

Though the simulation results seemed accurate, the back­
plane designers verified them before loosening the backplane 
tolerances by comparing the MSPICE-generated waveforms 
with actual measurements made with a prototype backplane. 
The two sets of waveform measurements could almost be 
overlayed, indicating the high reliability of the simulation 
method and models. 

One instance where intrinsic impedance does have a signifi­
cant impact on signal quality is when extender cards are used. 
Extender cards lengthen the distance from a PCB to the 
backplane by approximately 16 inches. When the backplane 
team simulated some existing extender card designs, the 
results showed that extender cards translated slight reflections 
caused by a mismatch between backplane impedance and the 
impedance of the etch from the driver to the backplane into 
very large signal swings. 

The design team concluded that new extender cards were 
needed with the impedance matched to that of a fully loaded 
backplane. They then ran additional simulations, each time 
varying parameters to approach a matching impedance. Based 
on the results of these simulations, we now build 18-il 
extender boards to a tolerance of ± 3 il . Although these 
boards are more expensive to manufacture than conventional 
designs, they allow accurate and easy~ debugging of both the 
Balance and Symmetry product lines. • 
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Figure 2. Each processor (there are two to a PCB) contains multiple VLSI chips. Besides the 80386 and 80387 and 
the optional WTL 1167 floating-point chip set, there are three semicustom devices: the bus data path, a standard­
cell design, and the bus interface controller and cache memory controller, implemented with gate arrays. 

was complete, the design was back-anno­
tated to include timing information based 
on actual metal run lengths and fan-out. 
This updated file was then used to perform 
postlayout simulations using the vendor's 
simulator so that the best- and worst-case 
timing could be examined and verified. 

The ASICs were developed on Apollo 
3000 platforms with either 4 or 8 MB of 
memory and a 170- or 380-MB hard disk . 
The board-level simulations were run on 
DN460 platforms with either 12 or 16 MB 
of memory and a 380-MB disk. 

The ASIC simulations were typically de­
composed into groups of test sequences 
(scripts, macros, or force files), with each 
sequence intended to exercise some par­
ticular function or operating mode. An 
individual test took from tens of minutes 
to several hours, depending on the num­
ber of vectors applied, the complexity or 
size of the design , and the speed and 
memory capabilities of the simulation 
platform. 

The board-level simulations were like­
wise decomposed into groups of test se­
quences. Owing to the size of the design 
being simulated (70,000 to 100,000 in­
stances), the amount of physical memory 
on the platform had a large impact on 
simulation throughput. With more mem­
ory, less paging across the network is 
necessary . The DN460s were used for 
board simulation primarily because they 
could hold twice as much physical mem­
ory as the new 3000 series platforms. 
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Initializing the board-level simuation 
of the Symmetry processor was a complex 
task. For example , various BLMs, such as 
certain RAMs and PROMS , required initiali­
zation. Also , individual scripts were re­
quired for each of the Logic Automation 
bus-level models . Additionally, the sys­
tem bus model had to be initialized. As a 
result, the task of initializing the simula­
tion environment took several hours. Once 
it was accomplished, the actual board­
level simulation was started. 

The simulation process began by apply­
ing a RESET command and then initializ­
ing the modes of the VLSI models using a 
simulated connection to the system's boot 
and diagnostic processor subsystem. Only 
then was the simulation environment 
ready to run the desired test sequences. 
Usually , these sequences consisted of pro­
cessor and/or system bus requests and asso­
ciated reference information. An overall 
simulation run , including a few hundred 
system bus or processor cycles, typically 
required 8 to 16 hours of wall-clock time 
to complete. Another 2 to 4 hours would 
then be needed to interactively examine 
the results and identify any problems. 

One advantage of ASJC simulation in the 
board environment is the ability to re­
create and examine functionality problems 
discovered in the physical prototype. 
When a problem with an ASIC occurs in 
the laboratory, it becomes very difficult to 
infer the cause of the problem from the 
stimulus and response at the pin level on 

the board. It is often easier and more 
complete to re-create the situation in the 
simulator in terms of the pin-level 1/0 and 
then examine the resultant internal activ­
ity at the gate-level inside the ASIC circuit­
ry. The QuickSim si mulator allows the 
schematics to be "probed" so that activity 
at any internal ci rcuit node can be selec­
tively observed. By rapidly pinpointing 
problems, this capability saved many days 
of tri al and error during the project. 

Board simuation also served as a tool for 
testing basic diagnostic code and power­
on sequences . Diagnostic software se­
quences were used to emu late the output 
of the serial link interface control ler's 
board-level interface (Figure 2). The sue 
is used to interface with the ASICs and to 
provide a remote link for diagnosing, ini­
tializing, and configuring . These se­
quences simulated the instruction flow to 
the BIC, CMC, and BOP chips necessary to 
configure them , test them , and run diag­
nostic sequences. As a conseq uence, it was 
possible to test and debug several of the 
critical power-up and initialization se­
quences before the hardware ever reached 
the laboratory . 

• EVALUATING THE RESULTS 

Both quantitative and qualitative bene­
fits derived from the board simulation 
strategy. On the qualitative side, it al­
lowed the verification of several key design 
decisions . One was the use of the copy­
back cache scheme. Also, software bread­
boarding was mandatory to verify the 
functionality of the three ASICs . These 
chips were essential to implementi ng the 
product and were far too complex to de­
sign and analyze without design automa­
tion tools. Since they functioned as a chip 
set, it was important to simulate their 
operations in a board environment. 

On the quantitative side, at least 95 % 
of the design errors were identified before 
we developed the initial prototype hard­
ware . Further, we estimate that the board 
simulation strategy cut the time for prod­
uct development-which was done using 
a core hardware development team of only 
four design engineers-by up to a third. • 
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Common Design 

Environments 

Are Embracing 

Many Tasks 

DESIGN Automation 
Conference consistently disgorges a multi­
tude of new products that are too numer­
ous to categorize. However, the trend this 
year clearly seems to be integration: the 
integration of design and simulation, of 
hardware and software design, of simula­
tion capabilities, of design and test, and of 
design environments. 

Not all of this year's products attempt 
to link individual steps in the design 
process. New approaches for specific 
tasks-such as VHDL simulation sup­
port-will also appear. We've attempted 
to compile some of the significant an­
nouncements to be made at the show. 

• INTEGRATED D ESIGN AND 
SIMULATION 

Through new database techniques, ven­
dors of simulators are beginning to elimi­
nate some of the compilation steps nor­
mally required between schematic capture 
and simulation. Older design systems use 
separate databases for graphical schematics 
and list-oriented simulation. The two 
products eliminating most compilation, 
therefore, are relatively young products. 

In its behavioral simulator, Vantage 
Analysis Systems Inc. (Fremont, Calif.) 
combines a unified database structure with 
concurrent execution of schematic cap­
ture, simulation, and waveform-viewing 
programs. All programs are initiated at 
the beginning of a session and reside in 
separate windows on the screen. Users 
move from one program to another by 
changing windows. Updated schematics 
can be simulated immediately, with re­
sults appearing in the waveform window. 
The unified database structure eliminates 
lengthy compilation between steps. 

Vantage's simulator is the first to ex-
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Figure 1. The Calveras algorithm allows the Saber analog simulator and Cadat digital simulator to use the time steps 
most natural to each. Only when an event in one simulator affects the other simulator does the algorithm lock Saber 
to a time step in Cadat. 

ecute directly on VHDL models; models in 
the VHDL format will be available from 
Logic Automation Inc. (Beaverton, Ore.). 
The combination of behavioral modeling 
and no compilation steps speeds up the 
design process through a concept the com­
pany calls "incremental design": iterative 
changes in the schematic are immediately 
analyzed through simulation, and their 
effects can be viewed immediately in the 
waveform viewer. 

Aldec (Newbury Park, Calif.) has up­
dated its Susie logic simulator to mini­
mize compilation and to execute in the 
80386 native mode. Susie-5 can simulate 
designs as large as 100, 000 gates that have 
been created with PC-based schematic cap­
ture tools. Users can toggle switches, re­
place chips, load JEDEC fuse maps and hex 
files for PLDs, and move jumpers without 
recompiling the design for resimulation. 
Susie-5 is rated at 265 ,000 AND-OR eva­
luations/s on an 80286-based PC and more 
than 500,000 evaluations/s on an 80386-
based PC. 

• INTEGRATED EMBEDDED 
SYSTEM D ESIGN 

The System Design Environment from 
Interact Corp. (New York) could represent 
the prototype of future design systems 
that combine hardware and software de­
sign. According to company information 

available at the time of this writing, de­
signers will be able to use the system to 
design, simulate, and debug embedded 
systems, including hardware and software 
components. It allows software engineers 
to run theii.- programs on simulated hard­
ware designs, and hardware designers to 
test their designs, integrated with soft­
ware components, before building proto­
types. It also provides a feedback mecha­
nism between hardware and software tools 
to simplify verification. 

The design environment contains mod­
els of standard microprocessors that are 
capable of running as many as 5000 in­
structions/s, whereas most software mod­
els of microprocessors can execute only a 
few instructions each second. The System 
Design Environment models can work 
with behavioral models of other system 
functions for a complete system simula­
tion. The environment also includes soft­
ware development tools, design capture 
tools, a software debugger, and a library of 
standard components. 

The design environment is based on an 
object-oriented database that, with con­
figuration management and version con­
trol, tracks the library elements and user 
designs. An integrated "rule base" can 
automate the control of the execution of 
the design tools, making it easier for the 
user to concentrate on the design process. 
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BUILT-IN TEST FOR VLSI 
Pseudorandom Techniques 
P.H. Bardell, W.H. McAnney & 
J. Savir 

Provides comprehensive, state-of-the­
art information on the analysis and de­
sign of built-in self-test theory and prac­
tice. Includes scores of solved ex­
amples. 

1-62463-2 1987 360pp $49.95 

(circle#: 110) 

DIGITAL TEST 
ENGINEERING 
J.M. Cortner 

Presents the faults most likely to occur 
and the methods used to detect them. 
Describes test equipment, including 
automatic test equipment, interface 
hardware and test programming lan­
guages. 

1-85135-3 1987 337pp $45.95 

(circle#: 111) 

MI CROW A VE SOLID 
STATE CIRCUIT DESIGN 
I. Bahl & P. Bhartia 

A comprehensive discussion of the 
design of passive circuits, solid state 
devices and microwave solid state cir­
cuits. Examples and problem sets. 

1-83189·9 1988 944pp $59.95 

(circle#: 112) 

ANALOG MOS 
INTEGRATED CIRCUITS 
FOR SIGNAL 
PROCESSING 
R. Gregorian & G.C. Ternes 

Explains the operating principles of 
analog MOS integrated circuits and 
presents tested design techniques. 

1-09797-7 1986 598pp $49.50 

(circle#: 113) 

THE THEORY AND 
PRACTICE OF MODEM 
DESIGN 
J.A.C. Bingham 

Examines the new theories, techniques 
and applications of modem design. 
Includes practical examples of how to 
choose and design all the major compo­
nents of a modem. 

1-85108-6 1988 384pp $49.95 
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DIGIT AL FILTER DESIGN 
T.W. Parks & C.S. Burrus 

Provides a step-by-step approach to the 
most powerful methods used to design 
FlR and IIR digital filters. Detailed 
design examples included. 

1-82896-3 1987 342pp $3295 

(circle#: 115) 

THE 80960 MICROPRO­
CESSOR ARCHITECTURE 
G.J. Myers & D.L. Budde 

The authoritative book on Intel's new 
high-performance microprocessor se­
ries, the 80<)60 architecture family, 
written by its leading designers. Em­
phasizes the "whys" and "hows" of 
these devices. 

1-61857-8 1988 240pp $31.95(tent) 

(circle#: 116) 

BIPOLAR AND MOS 
ANALOG INTEGRATED 
CIRCUIT DESIGN 
A.B. Grebene 

Treats fundamental design principles, 
capabilities and applications of mono­
lithic integrated circuits. 

1-08529-4 1984 894pp $6250 

(circle #: 117) 
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THE HANDBOOK OF 
MACHINE SOLDERING 
Second Edition 
R.W. Woodgate 

Presents in one volume, all the informa­
tion required to select, install and oper­
ate machine soldering equipment. Fea­
tures a more rigorous review of the use 
of computer control, and an expanded 
section on Zero-Defect soldering. 

1-85779-3 1988 275pp $31.95 

(circle#: 118) 

HANDBOOK OF SURFACE 
MOUNT TECHNOLOGY 
S.W. Hinch 

A comprehensive and practical hand­
book which shows how to design for 
surface mounted components, how to 
set up an assembly system, and how to 
keep it running problem-free. 

0-21094-x 1988 512pp $74.95(tcnt) 

(circle#: 119) 

PRACTICAL MICROPRO­
CESSOR INTERFACING 
S.A. Money 

Offers a solid treatment of the principles 
and techniques for transferring data to or 
from the CPU. Reviews important in­
terface circuit arrangements. 

1-63788-2 1987 247pp $31.95 

(circle#: 120) 

OPERATIONAL 
AMPLIFIERS Second Edition 
A. Barna & D. Porat 

Presents principles and applications, as 
well as a detailed treatment of the high 
speed properties of the latest operational 
amplifiers. 

1-84715-1 1988 350pp $3295(tcnt) 
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PHYSICS OF SEMI -
CONDUCTOR DEVICES 
Second Edition 

S.M Sze 

Provides thorough descriptions of the 
underlying physics and operational 
principles of all major semiconductor 
devices. Contains critically evaluated 
references and over 600 technical illus­
trations. 

1-05661-8 1981 912pp $59.95 

(circle#: 122) 

VLSI FABRICATION 
PRINCIPLES 
Silicon and Gallium Arsenide 
S .K. Ghandhi 

Covers the principles underlying semi­
conductor devices made from both sili­
con and gallium arsenide. Emphasizes 
those processes which arc useful for 
VlSI schemes, using extremely small, 
densely packed devices and compo­
nents. 

1-86833-7 1983 (i65pp $58.50 
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Figure 2. Aida's Memory and Logic CoSimulator proces­
sor can model circuits with up to 8 million gates. 

Interact says that its new design environ­
ment is extensible, so that users can inte­
grate other tools into the environment. 

•INTEGRATING SIMULATION 
TOOLS 

HHB Systems (Mahwah, N.J.) will show 
some of the fruits of its push to span the 
full range of analysis of electronics de­
signs. Most significant is its analog-digi­
tal simulation capability, developed in 
conjunction with Analogy Inc. (Beaver­
ton, Ore .). The Saber/Cadat simulator 
provides modeling from the behavioral 
level to the implementation level for both 
digital and analog portions of systems. It 
accepts a single EDIF netlist, automatically 
parses the netlist into analog and digital 
portions that execute within the Cadat and 
Saber simulators, respectively . 

Users can interact with either simula­
tor's interface to initiate and control simu­
lation. Both simulators are active under 
the control of a proprietary "Calaveras" 
algorithm (Figure 1). The algorithm al­
lows the simulators to execute asynchro­
nously- using the most efficient time 
steps for each-but still remain in syn­
chronization. Similar products usually re­
quire the time steps of the analog simula­
tor to match up with events in the digital 
simulator. 

Saber/Cadat provides models that are 
automatically inserted at the boundary 
between analog and digital circuitry . 
These models permit the user to control 
such details as how X states are presented 
to analog circuitry. 

The simulator runs on platforms from 
Apollo Computer, Sun Microsystems, and 
Digital Equipment . Prices range from 
$35,000 to $67 ,000. 

HHB has also acquired Simucad (Menlo 
Park, Calif.), a company that provides 
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logic and circuit simulation for MOS IC 
designs. Simucad's Pacsim circuit simula­
tor and Silos digital simulator (for logic 
and fault simulation) will be integrated 
into HHB's design environment, providing 
some balance to HHB's higher exposure in 
PCB design. 

For design capture and model develop­
ment, HHB acquired the rights to the 
Dash-Cadat Plus product line and the Ac­
culib software from Data I/O's FutureNet 
Division (Redmond, Wash.). HHB has 
hired Data I/O engineers who will continue 
to develop the Dash-Cadat design entry 
and simulation system for personal com­
puters. Acculib will be used to create ASIC 
libraries for HHB's simulators. 

For high-end system simulation, HHB is 
bolstering its behavioral modeling by de­
veloping a link to the Helix behavioral 
language and simulator from Silvar-Lisco 
(Menlo Park, Calif.). More details of the 
link are expected to be revealed at DAC. In 
addition, Logic Automation has an­
nounced that it is creating versions of its 
SmartModel behavioral models for Cadat. 

In terms of hardware, HHB not only has 
moved its Cadat simulator to the Sun-4 
workstations, but it also has implemented 
its CATS hardware modeler on the Sun-4. 
The new modeler is called the Model 
12000. Both products are available now. 
In addition, behavioral models from Logic 
Automation are becoming available for 
Cadat. 

HHB has assimilated this variety of dis­
parate tools to become more competitive 
with broader-based CAE suppliers. Hope­
fully, in Anaheim the company will give 
us a clearer picture of how it will tie all of 
them together. 

• INTEGRATING SIMULATION 
AND TEST 

Compass Development (San Jose, Cal­
if.) produces a set of tools to simplify the 
development of stimulus vectors for simu­
lation and test. Its SAV program allows 
designers to identify mnemonics that cor­
respond to particular sets of waveforms. 
For example, a mnemonic may identify a 
setup-and-hold test, within which the de­
signer specifies only the relative timing of 
data and clock edges. 

The designer builds a stimulus vector 
set from these mnemonics. The tools then 
verify that the stimulus vectors can be re­
created on the targeted production tester 
and produce an input file for simulation. 
After testing, the tools can also compare 
the output of test and simulation to high­
light discrepancies. The software runs on a 
personal computer, a workstation, or VAX 
computer and starts at $5,000. 

Compass's other program, ATOP, serves 
as an interface between simulators and 

testers. It interprets simulation output 
files to build tester files, automatically 
creating timing sets and formatting vec­
tors. It can also translate files from one 
tester to another. It has other features that 
assist the creation and analysis of tester 
input and output, such as highlighting 
glitches in output waveforms. The tool 
costs $ 15, 000 for a basic version that 
provides an interface between one simula­
tor and one tester; additional tester out­
puts cost $7 ,000 to $8,000. 

• INTEGRATION FROM 
ACCUMULATION 

The three design automation arms of 
Teradyne Inc. (Boston)--recently ac­
quired Case Technology Inc. (Mountain 
View, Calif.) and Aida Corp. (Santa Clara, 
Calif.), plus Teradyne's Data Systems 
group, which manages the Lasar logic 
simulator-will be demonstrating inter­
activity among their design environ­
ments. Teradyne has applied its Middle­
man translation program to bring the 
large Lasar libraries to the Aida simulation 
accelerator. Using Case's Common Simu­
lation Data Format (CSDF) interface, Lasar 
can now operate in Case's Vanguard de­
sign environment. The company plans to 
show design files passing between the 
three design environments. The software 
will be running on networked platforms 
ranging from a personal computer to a 
VAX . 

Case will also demonstrate an updated 
PCB layout program with both higher de­
sign completion rates than its predecessor 
and support for surface-mount packages 
placed on both sides of a PCB. The software 
also incorporates fine-line routing and rip­
up-and-retry routing. On an 80386-based 
personal computer, the software package, 
which can use up to 16 megabytes of main 
memory, is priced at $5,500. Versions are 
also available for workstations from Apollo 
Computer and from Sun Microsystems 
($10,000). 

Aida will show its new CoSim/ML simu­
lation accelerator (Figure 2), which ex­
ecutes as many as 10 million evaluations/s, 
five times faster than earlier CoSim prod­
ucts. It has a capacity of 8 million gates , 
and supports hardware modeling of 
memories, a first for Aida. The first model 
uses the PC AT bus and connects to Apollo 
Domain 3000 and 4000 workstations; this 
fall, a new version using the VMEbus will 
connect to workstations from Sun Micro­
systems. A 1-million-gate configuration is 
tagged at $135,000, and an 8-million­
gate version runs $275 ,000. 

• DISPARATE DEVELOPMENTS 

Silvar-Lisco has unveiled th~ successor 
to the Cal-MP standard-cell layout system. 
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The new tool, called SC II, adds more 
routing layers; better placement algo­
rithms, including horizontal and vertical 
standard-cell rows; and better silicon effi­
ciency. It can combine big blocks, such as 
memories, with custom blocks and fixed­
height standard cells, a process that Silvar­
Lisco has dubbed "silicon assembly." 

The user supplies SC II with a hierarchi­
cal netlist, and the program uses the hier­
archy in developing a placement strategy, 
creating a floorplan from the netlist auto-

EIA Boosts 
EDIF 

The Electronic Industries Associ­
ation (EIA) is sponsoring a 

booth at DAC that will host a multi­
vendor demonstration of EDIF 2. 0. 0. 
The EDIF schematic technical sub­
committee selected six of the compa­
nies supporting EDIF to participate 
in the demonstration: Cadnetix, 
Hewlett-Packard, Mentor Graphics, 
Texas Instruments, Valid Logic Sys­
tems, and Viewlogic Systems. They 
will transfer library parts and sche­
matic information in a multivendor 
software and hardware environment. 

The 2. 0. 0 version of the EDIF 
standard, which was approved by 
the EIA this past winter, was ap­
proved by the American National 
Standards Institute on March 14. It 
is now officially ANSI/EIA RS-548-
1987 (SP2086), or ANSI-RS-548 
for short. Final approval thus comes 
less than five years after the EDIF 
technical committee held its first 
meeting at the International Confer­
ence on Computer Aided Design. 

In addition, this year for the first 
time, the Design Automation Con­
ference is offering paid, full-day tu­
torials at the end of the conference. 
The tutorial, "Using EDIF to De­
scribe Electronic Design Data," will 
be held in Grand Ballroom A of the 
Marriott Hotel in Anaheim, Calif., 
on Thursday, June 16, starting at 
9:00 A.M. The registration for the 
tutorial, as well as for the other three 
tutorials that the DAC is offering, 
will be open only to those profes­
sionals who register for at least one 
day of the conference. • 
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matically. The floorplan influences the 
execution of subsequent placement algo­
rithms to deliver the higher silicon effi­
ciency. It also provides global and local 
routing with tapered power and ground 
buses. As many as three layers of routing 
are currently supported, and Silvar-Lisco 
expects to expand the number of routing 
layers in the future. 

SC II can lay out designs with as many as 
20,000 cells in each layer of hierarchy. 
According to Silvar-Lisco, there are no 
limits on the number of hierarchies. This 
$60,000 product is compatible with exist­
ing Cal-MP design libraries. 

A new fault simulator from Gateway 
Design Automation Corp. (Westford, 
Mass.), Verifault-XL, uses the same 
mixed-level hardware description lan­
guage and algorithms as the Verilog-XL 
logic simulator, so it should demonstrate 
the same rapid execution rate as the logic 
simulator. It supersedes the previous fault 
simulator from Gateway, TestGrade, by 
providing full use of the hardware descrip­
tion language, concurrent and distributed 
fault simulation, and the passage of faults 
through behavioral models. 

Since behavioral models within Veri­
fault can propagate the effects of faults, it 
allows fault simulation to begin earlier in 
the design process. Concurrent fault simu­
lation techniques evaluate several faults 
during each simulation run; distributed 
fault simulation divides the fault list into 
sections, each of which are simulated on 
separate workstations (for more informa­
tion on these techniques, see VLSI Systems 
Design, October 1987, p. 28). 

Verifault-XL models and simulates 
faults at both the gate and switch levels. 
Fault collapsing minimizes the number of 
faults in each pass, while incremental sim­
ulation allows interactive control and 
modification of each pass. Workstation 
versions of Verifault-XL start at $30,000. 

Daisy Systems Corp. (Mountain View, 
Calif.) will show its design tools running 
on the recently announced 386i worksta­
tion from Sun Microsystems . This move 
signals the end of Daisy's development of 
workstation hardware, although it will 
continue to sell and support its lower-cost, 
80286- and 80386-based, proprietary 
platforms, to interested users. These pro­
prietary boxes, incidentally, will be run­
ning under the SunOS operating system 
from Sun by the end of the year. Design 
systems based on the Sun machine won't 
be shipped till September, with bundled 
system prices starting at $23,000 for a 20-
MHz 386i including 8 MB of main memory 
and 155 MB of disk storage. 

Daisy will also continue to develop ac­
celeration hardware, such as the Gigalogi-
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The International Test Conference is where test­
ing's technical and business leaders meet-and reach 
new frontiers. For almost 20 years, ITC has remained the 
best place to learn, discover and improve electronics 
testing techniques of integrated circuits, boards 
and systems. 

In 1987, over 3,500 participants demonstrated the 
importance of testing in today's marketplace. This year, 
over 150 technical papers are scheduled 
for presentation to attendees from around 
the world. 
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Washington, DC 
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Figure 3. Mentor Graphics' QuickPath static timing-analysis tool examines signal path timing and provides worst­
case min/max signal path analysis. 

cian. The Gigalogician (see VLSI Systems 
Design, May 1988, p. 64) should be pre­
sent on the floor of the Design Automa­
tion Conference. 

Mentor Graphics Corp. (Beaverton, 
Ore.) has developed a static timing-analy­
sis tool, QuickPath (Figure 3), that exam­
ines signal path timing without input 
stimulus patterns. It performs worst-case 
min/max analysis along all signal paths in 
a design, looking at paths between 
clocked elements and comparing path de­
lays with clock specifications and setup­
and hold-time requirements. It also ana­
lyzes circuits with multiple clocks and 
clock phases and removes common 
ambiguities. 

QuickPath works with all types of Men­
tor systems. It runs in the batch or interac­
tive mode and displays timing violations 
graphically on schematic diagrams. It is 
priced at $9,900. However, users trading 
in Mentor's Tver timing analysis program 
will receive a 50% discount on the new 
package. 

Mentor also has enhanced its recently 
announced packaging analysis product, 
Package Station. The AutoTherm thermal 
analysis tool now automatically calculates 
convection coefficients and ambient tem­
peratures for each component on a board, 
given specifications for airflow rate and 
temperature. 

Valid Logic Systems Inc. (San Jose, 
Calif.) will be unveiling a new line of 
hardware modeling products in its DAC 
exhibit this month. Valid Logic has re­
leased its "second-generation" hardware 
modeling system, called Realchip II. Sec­
ond-generation hardware modelers are 
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characterized by utilization as a network 
resource (instead of as an adjunct to a 
workstation) and by "virtual" pattern 
memory, a technique whereby all available 
pattern memory can be utilized within any 
simulation. Less sophisticated hardware 
modelers partition memory among the 
resident devices, resulting in the potential 
for wasted memory if some devices need 
relatively few simulation patterns. Real­
chip II has a price tag of $65,000. 

An interesting application of Realchip 
II is the design of computer products 
around the SPARC architecture originated 
by Sun Microsystems. Valid now offers a 
hardware model for two of the SPARC chips 
offered by Fujitsu Microelectronics Inc. 
(Santa Clara, Calif.): the MB86900 SPARC 
integer unit and the MB86910 floating­
point controller. Each model is priced at 
under $5 ,000. 

Quadrupling the capacity in its accel­
eration products, Ikos Systems Inc. 
(Sunnyvale, Calif.) now offers a 64K­
primitive evaluator board that increases 
the maximum capacity in its Ikos 1900 
simulation system to about 1 million pri­
mitives. Ikos has also added four more 
signals and four more states for signal 
modeling. The Design Automation Con­
ference will be the first opportunity for 
many users to see Ikos's recently an­
nounced versions of simulation systems 
based on workstations from Sun (joining 
products based on PC ATs and Apollo 
workstations). Ikos also is expected to 
make an announcement at DAC about be­
havioral modeling support. 

Chip designers can get a look at the 
Desire IC design translation tool from Do-
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Figure 4. Hewlett-Packard's Japanese version of its Design Capture System displays schematics and generates 
reports with kanji characters. 

sis GmbH (Dortmund, West Germany). 
Desire accepts an IC design file in the GDS 
II format, a set of target design rules, and 
specifications for special handling of user­
defined objects. The program translates 
the design, even those including nonorth­
ogonal and circular structures, to the new 
design rules. Dosis will also show a 
mixed-level simulator called Dacapo-III. 

Designers of microprogrammed sys­
tems should take a look at the Step-50 mi­
croprogram development station from 
Step Engineering (Sunnyvale, Calif.) Its 
160-bit-wide writable control store (4K 
deep) is built with 25-ns RAMs. A real­
time trace memory stores 4K bits for 80 
channels running at 20 MHz, and a built­
in state analyzer provides clocking and 
breakpoint controls with multiple break­
point trigger levels. Controlling the PC 
AT-based station through a menu running 
under Microsoft Windows, users create 
microprograms with Step's Metastep lan­
guage. The Step-50 costs $15,000. 

Logic Automation has developed a be­
havioral model of the 88000 RISC family 
from Motorola. The SmartModels for the 
88100 processor and the 88200 cache and 
memory management unit are available 
for operation with simulators from Mentor 
Graphics, Valid Logic Systems, and Gate­
way Design Automation. 

Logic Automation also has announced 
upcoming support for Daisy Systems' and 
Hewlett-Packard's simulators. It is devel­
oping translators that will create models 
for those simulators from its SmartModel 
library. Daisy is adding an interface to the 
behavioral models for its simulation envi­
ronment; the interface and SmartModel 
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libraries are scheduled for release in Janu­
ary. A 12-month subscription for the 
SmartModels for HP' s Electronic Design 
System will run $6,000; deliveries will 
begin in the fourth quarter of this year. 

• HP BECOMES MULTILINGUAL 

Hewlett-Packard Co. (Fort Collins, 
Colo.) will be attempting to woo Japanese 
visitors at the Design Automation Confer­
ence with a new version of its design 
capture system that provides schematics 
with kanji characters (Figure 4). The kanji 
version will also generate reports such as 
bills of materials in the Japanese charac­
ters. To demonstrate its worldwide com­
mitment, HP will also demonstrate a Span­
ish version of its HP ME Series 10 design 
and drafting system and a German version 
of the HP Engineering Graphics System. 

HP's support of GenRad's latest Hilo 
simulator and Logic Automation's Smart­
Model behavioral models will be featured 
at the company's booth . In addition, the 
company will roll out its revised HP print­
ed circuit design system, which adds a 
new rip-up-and-retry automatic router 
that rips up only traces that were placed in 
the current routing run. This approach 
protects critical routes that were manually 
placed in previous routes. The revised tool 
kit will include adaptive gridding to allow 
traces to be bent around obstacles and 
between different grids; real-time panning 
and zooming; enhanced SMT capabilities, 
such as board flipping, larger pin counts, 
and metric support; and a link to HP's 
ME30 solids modeling system for 3D vi­
sualization of PCB layouts. • 

-David Smith 

System-Level Design Automation 

THE 
MILITARY'S 

SECRET 
WEAPON 

FOR 
SYSTEM 
DESIGN. 

Advanced defensive systems call 
for advanced development strate­
gies. That's what ENDOT system­
level design tools deliver. Whether 
it's radar, weapons, C31, computers, 
or avionics, we understand and sup­
port your system design issues. 

With our system-level design 
tools you can describe and verify 
the performance and function of an 
evolving design's hardware, firm­
ware and software before a proto­
type is built. This reduces risk, 
saves time and money, and lets you 
readily evaluate design alternatives. 

ENDOT ADDRESSES FOUR MAJOR 
ISSUES IN SYSTEM DESIGN: 
1. Management of concurrency 
2. Speed/power/space trade-offs 
3. Integration of hardware and 

software development 
4. Performance 

evaluation 
For a free copy of 
our system design 
tutorial, call us 
toll-free: 

SYSTEM-LEVEL 
DESIGN 

AUTOMATION 
GUIDE 

1-800-545-8765 

EN DOT 
CIRCLE NUMBER 23 
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Continued from page 12 
in writing an equivalent algorithm is jus­
tified by an increase in throughput. Algo­
rithms give the compiler a potential per­
formance advantage that is important in 
an iterative design environment. 

Like Socrates, the Design Compiler ac­
cepts netlists, truth tables, and equations 
similar to Boolean expressions. Optimiz­
ation is aided by three types of RC timing 
models and several modes of timing analy­
sis. The output is expressed in netlists or 
schematics for gate arrays and standard-

Design Advisor, NCR Design Synthesis 
runs in a window in the Mentor Graphics 
design environment. The two tools even 
share some common design rules, so they 
complement each other. The output is 
described in standard and compiled cells 
from NCR's 2.0- and 1.5-µm libraries, 
which also include analog cells. As a ser­
vice, the program runs $5 ,000 per func­
tional block; it's $51,500 for a tool 
license . 

• OPTIMIZATION FOR PLDS 

Logic synthesis tools for PLDs, includ­
ing DS23 and the FutureDesigner from 

based on the Espresso and MIS software 
from the University of California at Berke­
ley. Subsequent tools within Xilinx's tool 
suite simulate, place, and route the design 
on the LCA family of devices. 

• FRONT END TO COMPILATION 

Logic synthesis is the front end that 
silicon compiler tools should have had. 
Complaints about the first silicon compil­
ers-that they enforced a particular design 
style, that they required some IC-level 
expertise, and that they produced results 
that were inferior to custom designs­
highlight the potential benefits of logic 

TRANSLATION 1 
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RTL BLOCKS -----

STATE M ACHlNE 
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I 
I 

USING 
BOOLEAN FOR TARGET 
ALGEBRA LIBRARY 

. 
LOGIC 

NETLIST 

SYNTHESIS t---------' I 

BOOLEAN EQUATIONS OF RTL 
BLOCKS 

RTL 
K NOWLEDGE 

BASE 

AND P LA TRUTH TABLES 
LOGJC 

KNOWLEDGE 
BASES 

Logic synthesis consists of two steps: translation (on the left), which replaces high-level descriptions with lower-level implementations, and optimization (on the right), which 
tunes the design for size, power, and timing constraints of the system. Trimeter's Design Consultant adds the translation step to its optimizing Logic Consultant. 

cell ICs from LSI Logic and Harris Semicon­
ductor. It runs on platforms from Apollo , 
Digital Equipment, and Sun Microsys­
tems. A single-user license costs $35,000. 

The SilcSyn program from Sile Tech­
nologies breaks a design expressed in be­
havioral statements (as well as the other 
input formats described for the Design 
Consultant) into control and data path 
resources of a "data control machine ." 
Control sections are optimized through 
minimization, and data path functions 
that can be shared among portions of the 
design are identified. The design is then 
mapped into cells for a specific library. 
The use of a behavioral description lan­
guage and a behavioral simulator for func­
tional verification are unique to SilcSyn. 

NCR Microelectronics (Fort ColGns, 
Colo.) is expanding its expert-system­
based tool suite, called the Knowledge­
Based Engineering Environment (KE 2), 

with the SilcSyn-based NCR Design Syn­
thesis. Like NCR's expert-system tool, the 
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Data 110 FutureNet (Redmond, Wash .) 
don't accept RTL or behavioral descrip­
tions, although we can expect upgrades to 
these types of entry formats in the future. 
At this point, such formats aren't neces­
sary because the majority of users of PLDs 
are implementing relatively simple de­
signs that are adequately expressed in 
Boolean equations or state machines. 

DS23 assists designers who are convert­
ing designs built in TTL logic and PLDs 
into generic logic proper for Xilinx's pro­
grammable gate arrays. The user can build 
schematics using Xilinx' s generic models 
or TTL function models. DS2 3 accepts 
completed schematics as netlists from 
schematic entry programs from several 
CAE vendors, including FutureNet, View­
logic Systems, Daisy Systems, Valid Logic 
Systems, and Case Technology . Other 
portions of the PLD designs can be entered 
in the PALASM format or as logical 
equations. 

Designs are optimized using algorithms 

synthesis. Designers can create designs in 
the format they are most comfortable with 
or in the format that is most efficient for 
the type of circuit they are creating, and 
because optimization and mapping to a 
semi custom IC is automatic, they need 
know little about the specifics of IC de­
sign. Vendors of logic synthesizers offer 
numerous case studies in which, in terms 
of size, power consumption, and propaga­
tion delay, synthesized circuits were as 
good as, or better than, circuits produced 
by chip designers. 

The efficacy of logic synthesis, in com­
parison to nonsynthesized methods, de­
pends a good deal on the type of design . 
Logic synthesis can, however, always pro­
duce designs much faster, enabling de­
signers to make more iterations on a de­
sign. Synthesis proponents point out that 
such iterations provide the insight for de­
signers to find better solutions to their 
system requirements. • 

-David Smith 
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Continued from page 8 

processors, printed circuit boards, wafer­
scale assemblies, hardware and software, 
process and test data management, fault 
modeling and simulation, design for testa­
bility, and computer-aided test genera­
tion. For more details, contact Doris 
Thomas, Executive Secretary, Internation­
al Test Conference, Millbrook Plaza, Suite 
104D, P.O. Box 264, Mount Freedom, 
N.J. 07970. (201) 895-5260. • 

2ND INTERNATIONAL WORKSHOP 

ON VLSI DESIGN 

December 15- 18 
Bangalore, India 

T his year's workshop will be held in 
Bangalore, which is also known an 

the "Silicon Valley" of India. It will fea­
ture tutorials and panel discussions, as 
well as technical presentations. Topics 
will include design rule checking, layout 
and routing, testing and test program 
generation, CAE/CAD systems, implemen­
tation algorithms, logic and circuit simu­
lation, timing analysis and verification, 
silicon compilation, fault modeling, and 
fault simulation. By August 1, authors 
should submit a manuscript, not exceed­
ing 4,000 words, that clearly explains the 
problem, solution, and final results. To 
submit a manuscript or to obtain addi­
tional information, contact Dr. Ravi M. 
Apte, Valid Logic Systems, MIS 01, 2820 
Orchard Pkwy., San Jose , Calif. 95134. 
(408) 432-9400. • 

DEXPO EAST '89 
February 8-10, 1989 
New York , N. Y. 

T he theme of the third annual DEXPO 
East conference is "The Corporate 

VAX." Papers are invited on topics that 
include symmetrical multiprocessing, 
networking in multi vendor environments, 
on-line transaction processing, distributed 
databases, distributed system services, 
storage and output technology for corpo­
rate systems, VMS vs. Unix, open and 
closed architectures, Apple-DEC comput­
ing, graphics, MIS programming environ­
ments, managing PC-VAX environments, 
and end-user programming tools. By July 
31, interested authors should submit a 
150-word abstract, session length descrip­
tion, audio-visual requirements, and bio­
graphical data to Sandy Krueger , Confer­
ence Director , Expoconsul International 
Inc., 3 Independence Way, Princeton, 
N.J. 08540. Additional information may 
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be obtained by calling Mr. Krueger at 
(609) 987-9400. • 

IEEE PHOENIX CONFERENCE ON 

COMPUTERS AND COMMUNICATIONS 

March 22-24, 1989 
Scottsdale, Ariz. 

T his international conference provides 
a forum for the presentation and ex­

change of current work on a wide variety 
of topics in computers and communica­
tions. Topics of interest include theory, 
design, implementation, applications, 
and evaluation aspects in such areas as 
array processors, data-flow architecture, 
storage devices, fault tolerence, operating 
systems, performance evaluation and mea­
surement, integrated software develop­
ment environments, software tools, design 
specification and code generation, real­
time systems, database systems, artificial 
intelligence, computer applications, 
VLSI/VHSIC, and networking technology. 
Interested authors should submit five 
copies of both an abstract and a complete 
paper by July 15. For more details about 
submitting a paper, contact Dr. Antonio 
Pizzarello, Program Chairman, Hon­
eywell Bull Inc., P .O. Box 8000, MIS Z-
10, Phoenix, Ariz. 85066, (602) 862-
5281. Those interested in presenting a 
tutorial at this conference should contact 

Dr. Paul Jorgensen, Computer Science 
Dept., Arizona State University, Tempe, 
Ariz. 85287. (602) 965-6385. • 

EUROPEAN TEST CONFERENCE '89 
April 12- 14 , 1989 
Palais des Congres 
Paris, F ranee 

P receded by a day of test-related tuto­
rials, ETC '89 will provide a forum for 

the discussion of technical developments 
in electronic product testing. Papers are 
invited on topics that include application­
specific JCs, microprocessors, memories, 
surface-mount technology, fault models, 
simulation, fixturing, failure mecha­
nisms, automatic test generation, hard­
ware and software, contactless probing, 
diagnostic techniques, scan design, built­
in self-test, data collection and analysis, 
testability analysis, silicon compilers, wa­
fer-scale technology, and expert systems. 
By August 1, authors should submit a 50-
word abstract and either a 500-word sum­
mary or a full paper, including figures, 
that does not exceed 10 pages to ETC '89 
c/o SEE, 48 Rue de la Procession, 75724 
Paris Cedex 15, France. Further informa­
tion may be obtained by contacting Colin 
Maunder, British Telecom Research Labs, 
Martlesham Heath, Ipswich, Suffolk IP5 
7RE, U.K. Phone: (44) 473-642706. • 

At Calogic Corporation, we otter years of experience in the sub-contract manufac­

turing of /C 's in water or packaged form • Your design and tooling, or ours 

• Were conveniently located in Silicon Valley • And, were one of very few water 

foundries that specialize in: Linear or digital meta/gate C-MOS • Linear or digital 

Bi-polar • Production and engineering quantities • Call Manny at (415) 656-2900 

to find out about our proprietary quality control, and to get a tour of our facilities 

• The next time you think of water fabrication, think of Calogic • 

~::m~~;:ngx~:Jg ~1~11i~/ls°?1016 cal~c 
CORPORATION 
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D E s G N E 

ANALOG CIRCUIT ANALYSIS 
ECA-2 

R 

ECA-2 is a high performance , low cost analog circuit 
simulator. ECA-2 2.31 includes more models , increased 
graphics capabilities, increased AC analysis speed , and 
expanded documentation . Now available for the Macintosh . 

ECA-2 Offers 
• AC, DC, Transient • Twice as fast as SPICE 
• Fourier , Temperature • Over 500 nodes 
• Worst-case, Monte-Carlo • Detailed 525 page manual 
• Full nonlinear simulator • Sine , Pulse, PWL , SFFM, 
• Interactive or batch and Exponential generators 
• SPICE compatible models • Money back guarantee 

ECA-2 IBM PC or Mac $675 
ECA-2 Apollo $3000 

Call 313-663-8810 For FREE DEMO disk 

7Jtl 
Tatum Labs, Inc. 

1478 Mark Twain Court , Ann Arbor, Ml 48103 

CIRCLE NUMBER 31 

IC MASTER 

s ' 

ALTERNATE SOURCE DIRECTORY Software 

The world famous IC MASTER Alternate 
Source Directory is now available in floppy 
disk form. The program allows extensive 
modification to suit individual needs. The 
database includes exact pin for pin replace­
ments for over 100,000 ICs. It is organized 
by original manufacturer and shows page 
references in the IC MASTER. Everything 
you need to find the alternate source you 
need ... fast! For IBM XT/AT and compati­
bles. US $149.50. 

Hearst Business Communications 
645 Stewart Ave. 

Garden City, NY 11530 

516-227-1300 FAX 516-227-1901 

CIRCLE NUMBER 33 

M A R K E T p L A c E 

THE SOFTWARE DRIVEN 
PROGRAMMER THAT 
WON'T G O OBSOLETE 

CERTIFIED B Y 
IC Manufacturers 

You can now program just about any fuse programmable device 
such as PLDs, EPLDs, EE/ EPROMs, PROMs, MICROs, etc. on 
one single socket without requiring any modules or adaptors. 
Over 1800 different devices supported and new ones are added 
by the hour. ALLPRO is today 's lowest cost programmer in its 
class of product. 

All From A Name You Can Trust 

LOGICAL DEVICES INC. 
Represented In 18 Countries 

1201 N.W. 65th Place, Fort Lauderdale, FL 33309 

For More Details Now Call: 1-800-331-PROM 
(305) 974-0967 Telex 383142 Fax (305) 974-85 31 

CIRCLE NUMBER 32 

IC MASTER 
ENGINEERING DESIGNS 

BEGIN HERE 

All new in 1988. The complete guide to integrated 
circuits. Now in three volumes covering all commer­
cially available I Cs including 10,000 new devices 
and related products. Has complete alternate source 
directory listing over 92,000 replacement devices, 
master selection guides, ASICs, part number guides 
and more. If you don't have the new 1988 IC MASTER 
you are wast ing time and money. Regular price (US) 
$130 plus $10 shipping and handling. 

IC MASTER 
645 Stewart Ave. 

Garden City, NY 11530 
5 16-227- 1300 FAX 516-227-1901 
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G N E R s ' 
EPROM PROGRAMMER 

$349 

THE EP-1's A GREAT VALUE & HERE'S WHY: 
• READS, PROGRAMS, COPIES OVER 300 EPROMS AND EEPROMS FROM 29 

MANUFACTURERS INCLUDING 2716-27513, 2804-28256, 2701 1 
• READS & WRITES INTEL, MOTOROLA, STRAIGHT HEX AND BINARY 
•OPTIONAL HEADS PROGRAM INTEL 874X, 8751 , 87C51 , 8752, 8755 
• MENU-DRIVEN CHIP SELECTION BY MFG & PIN; NO MODULES 

• FAST, SLOW, QUICK PULSE PROGRAMMING ALGORITHMS 
•SPLITS FILES BY BASE ADDRESS AND ODD/EVEN (16&32 BIT) 
• ALL INTELLIGENCE IN UNIT; Z80 MICROPROCESSOR BASED 
• 5, 12.5,21 ,25 VOLT PROGRAMMING FOR CMOS AND -A SUFFIX PARTS 
• FREE PC-DOS SOFTWARE • RS232 TO ANY COMPUTER 
•GOLD TEXTOOL ZIF SOCKET • 8 BAUD RATES TO 38,400 
•SAME DAY SHIPMENT •GENERATES, CHECKS CHECKSUMS 
•ONE YEAR WARRANTY •TWO FREE FIRMWARE UPDATES 
• MONEY-BACK GUARANTEE • UV ERASERS FROM $34.95 

CALL TODAY FOR MORE INFORMATION 
(713) 461 -9430 TELEX 1561477 

BP~ 
10681 HADDINGTON #190 

HOUSTON, TX 77043 

FOR IMMEDIATE ACTION CALL: 

(800) 225·2102 
CIRCLE NUMBER 27 

Does flat verification leave you flat? 

Introducing HIVE"' 

H ,, ,, 
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• Incremental checking of unfinished layout 
• turn blocks Into outlines for graphic systems 
• verify any layout, Including PC boards or hybrids 
• suspend checking of silicon compiler layouts 
• treat memory arrays as pure "black boxes" 
• archive files allow centralized maintenance 
• check licensed standard cells without contents 

HIVE (Hierarchic IC Verification Enhancement) is available NOW, and cuts 
through the usual buffer limit and missing cell database problems by allowing 
you to verify design rules and interconnect, plus extract parasitics, the right 
way - hierarchically! Remember the days before software required you to 
flatten your data? It is once again possible to lay out a block, verify it, and 
then leave it alone - future checks operate without all of that raw data. 

HIVE is truly hierarchic, unlike pretenders that really flatten everything to 
one level, and creates the equivalent of layout "symbols" which are archived 
and checked against netlist "symbols" at higher levels of nesting. HIVE's 
open database (with only ASCII and GDS fiTes) allowsJou to customize the 
program and build symbols for unfinished blocks or printe circuit boards! 

HJVE provides speed and disk space benefits, in addition to error reports that 
are easier to interpret than those produced by any flat tool. By reporting 
terminal errors, HIVE can give the user fast natural reports of terminal and 
instance names, instead of a list of every transistor on a problem node. 

CIRCLE NUMBER 29 

'7111rN l~~ms 
~ 

CAD WORKSTATION 
Z-386 32 BIT Computer System 

• 2 MB Ram • 80386 Processor 
• 40 MB Fixed Disk • 80387 Co-processor 
• VGA Video • 2 Serial Ports 
• 1 _2 MB Floppy • 1 Parallel Port 

• 14" VGA Color Monitor 
• Summasketch Digitizer 
• AutoCAD Release 9 
• Microsoft Windows/386 

==$7 499°0 == 
Lease Available 

We are a full line distributor of CAD Systems and 
peripherals, Call for Specials_ (Authorized Autocad Dealer) 

PC Services 
Williamsville, NV 14221 

AUlOCAD® (716) 633-1887 
CIRCLE NUMBER 28 
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Having trouble with "square peg" databases? 

Introducing GDSMOD"' 

With most design systems, it's not 
enough to have good layout and 
verification tools. You have to 
translate databases between 
incompatible systems, upgrade archived 
files to current practices, etc. 
GDSMOD makes these tasks easy, fast, 
and reliable for GDSll"' and CIF 
layouts, so put away your hammer and 
get the right tool! 

hA/ tpf/Jl. 

• Interface university software to commercial tools 
• screen Incoming databases for tape or software errors 
• swHch layers or datatypes wHhout aHerlng other data 
• add muHl-reel GDS2 capability to any software 
• shrink databases without structure magnification 
• snap libraries on grid to avoid PG errors or warnings 
• re-block GDS2 databases after network transfer 
• re-format CIF with long lines or no structure names 

GDSMOD is an efficient translator, using very little system memory and 
CPU time. Other translation methods usually build a complete internal 
database and/or flatten your design, but GDSMOD eliminates intermediate 
disk requirements entirely. Since no flattening is done, the output is 
suitable for efficient viewing and editing on a graphic system. 

GDSMOD also has multi-level listing options for intelligent database 
dumps (tired of huge hex listings that make you guess?). We welcome 
requests for proprietary database formats or custom options. 
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FO R DESIGNERS OF HIGH-PERFORMANCE SYSTE M S 

Thinking 
about a 

job 
ehange 

Test the waters before 
you get your feet wet. 

VLSI SYSTEMS DESIGN's 
recruiting/career opportunities section 
is the place to see what's available m 
the job market for engineers and 
managers involved with VLSI 
technology and CAD/CAE. Look for it 
in the back of every issue. 

FOR DESIGNERS OF HIGH - PERFORMANCE SYSTEMS 

116 VLSI SYSTEMS D ESIGN 

CAREER OPPORTUNITIES 

The 
Formula for 
ASIC CAD 
Success. 

You 'll find it at Tangent Systems 
Corporation , as have major ASIC 
makers around the world . Our 
TANGATE, TANCELL and TANSURE 
software products, based on proprie­
tary algorithms, automate the design 
and analysis of gate array, cell­
based and block ICs. Find out more. 
Look into these opportunities with 
Tangent today. 

Software 
Engineers 
The following positions are available 
in our Santa Clara, CA 
headquarters. 

• Layout Algorithms - automatic 
placement, routing and 
verifications 

• Performance Optimization - logic 
synthesis, timing verification and 
network modeling 

• Database - design and 
implementation 

• Applications - graphics, user 
interface, netlist translators, and 
porting 

• Quality Assurance - test plans, 
data preparation , results analysis. 

An appropriate degree and 2 plus 
years' industry experience preferred 
for the above positions. 

Applications 
Engineers 
Provide pre-sales technical support, 
demonstrations and product plan­
ning for ASIC place/route CAD tools. 
Opportunities exist in Dallas, TX, 
Irvine, CA, and our headquarters in 
Santa Clara, CA. You should be 
familiar with IC design. Prefer a 
BSEE and 3 plus years' industry 
experience. 

An integral part of the Tangent 
success formula includes excellent 
compensation and a comprehensive 
array of benefits. Send your resume 
in confidence to TANGENT 
SYSTEMS CORPORATION, Profes­
sional Staffing , File AH , Suite 200, 
2840 San Tomas Expressway, Santa 
Clara, CA 95051. We are an equal 
opportunity employer. 
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The Intel 
Influence 

It's Excitement. It's Challenge. 
It's Opportunity. It's Pride. 

We ' re on the move. Lots of growth. Exciting 
projects and breakthrough technologies in 
systems and components. In short, there's 
never been a better time to be at Intel. 

We have the influence and the resources that 
can make a profound impact on your career. If 
you thrive on hands-on responsibility and would 
like a chance to excel, look into the following 
opportunities. 

CAD Group or Workstation 
Managers 

Requires hands-on experience in CAD/CAE 
industry with at least 3 years in a management 
capacity . MS in CS or EE required . 

CAD/ Applications Engineers 
Requires 3+ years experience developing or 

supporting CAD tools utilized by Design Engi­
neers for ASICs. microprocessors, microcon­
trollers , peripherals , memories or other devices. 
In-depth knowledge of simulation , timing 
analysis , modeling , APR, widows or graphics 
experience is high ly desirable . MS/BS in CS or EE 
requ ired. 

CAD Software Networking 
Engineers 

Requires l +years of UNIX or TCP-IP networking 
experience. 

Product/ Test Engineers 
Requires 3-5 years experience in full custom or 

ASIC product testing with Trillium. Sentry or 
Teradyne equipment . BS/MS in EE required . 

Product Marketing Engineers 
Components & Systems 

Requires a BS/MS in EE with an MBA preferred . 
Individuals will be considered for marketing 
positions in the 80486, microcontroller . graphics. 
systems, telecommunications and ASIC areas . 
Both tactical and strategic positions are avail ­
able. 

Design Engineers 
Microprocessors/Memories/ EPROMs/ 
Graphics/ ASICs/Microcontrollers/Systems 

Requires 3+ years experience in logic or 
circuit design . Experience with CAD tools such 
as circuit /logic simulators and layout verifiers for 
designing CMOS desired. Some positions 
require experience in mixed A/Dor microcode 
development/logic design . Assembly lan­
guage (286/ 386) , computer architecture. 
memory management techniques, pipelined 
implementation . microsimulators . 80x86 based 
architecture. functional design . RTL modeling . 
EGA or PC/ AT systems design experience 
required along with a MS/BS in CS or EE . 

We welcome your interest in Intel. .. please 
send your resume to the location of your 
choice . 

Arizona : Intel Staffing . Dept . M495 . 5000W. 
Chandler Blvd .. Chandler, AZ85226 

California : Intel Staffing . Dept. M495. 3535 
Garrett Drive , Santa Clara , CA 95050 . or call 
Rebecca at 408-7 65-1546 if you do not have a 
resume and would like to be considered for one 
of these sites 

California : Intel Staffing . Dept . M495 . 1900 
Prairie City Road . Folsom . CA 95630 

Equql Opportunity Employer M/F /H 
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Some managers 
are never satisfied. 

We need four of them. 
We're running this ad because we have four 
immediate openings in the Design and Analysis 
Division (DAD) of Mentor Graphics. 

The people who do well here are looking to 
break out of the paQ.k. You know the type. Rule 
Changers. Pathfinders. Pioneers. People with a 
vision and passion so intense it makes others 
enthusiastic. 

That's why to succeed in these opportunities 
you'll need to share our vision of design auto­
mation. A vision of a world-class systems solu­
tion to design tools. A vision where application 
and integration are equally important. 

If you live for challenge, explore these opportu­
nities at Mentor Graphics' headquarters in the 
Portland, Oregon area: 

Logic Simulation Manager 
You have professionally honed management 
skills. A strong understanding of the logic simu­
lation market. Now come set the technical 
direction for the development of our QuickSim 
logic simulator. Some enhancements to our 
existing product will have to be made, of 
course. But mainly you'll oversee the develop­
ment of new simulation tools. An MSCS or 
MSEE and a minimum of 6 years' industry 
experience including hands-on development of 
software products are required. At least 2 years 
in a managerial role are essential. 

Engineering Manager 
Graphical Design Capture 
You 've successfully brought an electronic CAE/ 
CAD schematic capture system to market. So 
tell us about it. You may qualify to lead the 
design and implementation of a product to cap­
ture system, architectural and logic schematics. 
To do this, you must have the ability to assem­
ble a design team and help team members 
develop a product. Your innovative approaches 
to design capture will find an attentive 
audience here. 

Engineering Manager 
Design Interfaces 
Only those with proven project management 
experience and software talents need apply. 
That's you if you can successfully lead our 
Design Interfaces team in the development of 
software applications. You 'll also be working 
with consultants which means you 'll negotiate 
the functional design, test and acceptance 
specifications and schedules. You will be 
responsible for sticking to that schedule and 
making sure everyone else does. Your back­
ground must include experience with database 
and interface development in multi-organization 
or multi-company teams. 

Engineering Manager 
Design Creation 
Taking a graphical design capture project, you 'll 
supervise its evolution , including architecture 
and planning for system design aids, graphical 
behavioral modeling, logic synthesis, system 
design process managers and more. To make 
this a success, you 'll need a thorough under­
standing and experience with the development 
of several delivered CAE/CAD products. Soft­
ware expertise and excellent interpersonal skills 
are crucial. Your ability to visualize future devel­
opments will be key. 

Satisfied? 
We hope not. Because we want you to learn 
more about the many benefits to a career with 
Mentor Graphics. Located in Beaverton, Ore­
gon, we offer you everything from a private 
office to an affordable house - with a very 
short commute between the two. 

To apply, please send your resume to Profes­
sional Staffing, Mentor Graphics Corporation , 
8500 S.W. Creekside Place, Beaverton, Oregon 
97005-7191. Principals only. 

We are an equal opportunity employer com­
mitted to affirmative action. 

GMm1or ratn 1ICS® 
The whole world designs on us. 
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MOS/VLSI 
OPPORTUNITIES 

To Meet The Sharp Upswing In Demand For Circuits, 
we Have Excellent career Opportunities At All Levels 

At our Suburban, Long Island Headquarters! 
Standard Microsystems corporation is a leading developer and manufacturer of 
advanced·MOS / VLSI circuits for computer peripheral , communications, semicustom and 
full custom applications. High levels of funding in new product and semiconductor 
development in the past three years as well as an on-going emphasis on world-wide 
business development have positioned Standard Microsystems at the forefront of our 
rapidly growing markets. we are seeking highly qualified individuals for the following 
positions: 

MANAGEMENT 
• Director of computer-Aided Engineering • Manager of Product Engineering 
• Area Sales Manager <San Jose based-11 state territory> 

• VLSI <ASIC> Design Engineers 
• Product Engineeers 
• Field Applications Engineers 

<San Jose, Europe, or Far East> 

ENCINEERINC 
• CAE Engineers 
• Test Engineers 
• Process Engineers 
• Failure Analysis Engineers 

You must have the appropriate educational background with a stong academic record 
(a master's degree is preferred) plus significant achievements in the area in which you 
are interested. 

Standard Microsystems, one of the most successful and stable companies in the industry, 
offers excellent salaries, a full range of insurance coverages, financial benefits programs 
such as tax deferred stock purchase and profit sharing , bonus, and stock options plans; 
comprehensive relocation assistance; advancement opportunities; a progressive, 
employee-oriented work environment; and job security. You and your family will also 
appreciate our desirable Suffolk county, Long Island location, approximately so miles 
from New York City and all its advantages while close to the finest beaches and boating 
plus educational institutions in the country. To apply, please send your confidential 
resume, including your salary history and th~ area of your interest to: A. P. Solowey, 
Manager, Recruitment, Dept. v, standard Microsystems corporation, 350 Kennedy Drive, 
Hauppauge, New York 11788. SMC is an equal opportunity employer m/f. 

STANDARD MICROSYSTEMS 
CORPORATIONli 
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PROGRAMMABLE LOGIC 
CONSULTING SERVICES 

So you would like to have 
the advantages offered by 

PROGRAMMABLE LOGIC 
Smaller Circuit Boards 

More Logic on Your Boards 
Reduced Assembly Costs 

Improved Reliability 
Reduced Time to Repair 

BUT 

You are not quite sure you want to 
Tackle Something NEW Right Now. 

Or you are not ready to make 
The Capital Investment. 

Let us help you get to 
Working Systems 

without having to memorize all the new 
Part Numbers, Busswords and 

Characteristics. 

Send us your Logic Diagram, Karnaugh 
Map, Boolean Equations 

or 

just tell us what you want it to do. 
We can, supply : 

TTL, OR ECL, 
PROTOTYPES or 

PRODUCTION QUANTITIES. 

MICROCIRCUrl DESIGNERS 
21 15 Green Slope Drive 

Saint Louis, Missouri 63136 
31 4-868-9541 
3 14-388-5299 
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HOW TO SU ~CEED IN 
ASIC PROTOTYPE VERIFICATION. 

FIRST TIME. EVERY TIME. 

Even first-time 
ASIC designers 
can put Tek's new 
turnkey prototype 
test system to 
work, with total 
confidence in the 
results. 

There are no 
languages to learn, 
no d iff icu It setups, 
no complex inter­
pretations, no incomplete 
answers. 

You simply advance 
from one menu to the next. 
Use the same test vectors 
you developed during 
design. Debug with highly 
flexible, interactive pattern 
editing and timing charac­
terization routines. 

Test vector data from 
your logic simulator is 
translated and checked 
for tester compatibility 
automatically. 

Copyright© 1986, Tektronix, Inc. All rights reserved . LAA-369 
CIRCLE NUMBER 25 

Test up to 
50 MHz for at­
speed analysis, 
with balanced 
resolution and 
accuracy for 

unprecedented signal 
measurement quality. The 
test fixture adapts to your 
OUT quickly. 

The system can be 
easily reconfigured to help 
with many other complex 
problems-including 
integrating your ASIC onto 
the circuit board . 

To learn more about 
Tek's DAS9200 Personal 
ASIC Verification System, 
call : 1-800-245-2036 
In Oregon, 231-1220 

lektron~ 
COMMITTED TO EXCELLENCE 



AUTOMATIC SCHEMATIC. 
FUTUREDESIGNER: DRAW LESS. DESIGN 
MORE. Introducing FutureDesigner™ -
the only advanced design entry work­
station that lets you describe your cir­
cuit in compact, high-level terms and 
create more complex designs faster. 
FutureDesigner's flexible, new tech­
niques encourage creativity and 
experimentation, helping you pro­
duce innovative products quickly and 
more accurately. 

MULTIPLE DESIGN ENTRY MODES FOR 
SPEED AND FLEXIBILITY. Describe 
your circuit with any combination of 
structural and behavioral representa­
tions. Use schematics to enter the 
structural portions of the design, such 
as data paths in a memory array. For 
portions easier to describe behaviorally, 
like sequencers or decoders, simply 
enter equations, truth tables or state 
diagrams using on-screen input forms. 

ADVANCED DESIGN VERIFICATION 
HELPS YOU GET IT RIGHT THE FIRST 
TIME. For the behavioral portions of 
your design, use FutureDesigner as a 
"what if" tool to try different design 
approaches. Immediately verify that 
your circuit wor-ks as you intended. For 
the structural portions, design check 
tools detect and help you correct con­
nectivity and other common design 
errors. Together these features signifi ­
cantly shorten the design iteration cycle. 

LOGIC SYNTHESIS CONVERTS YOUR 
EQUATIONS INTO SCHEMATICS. Once 
you've entered equations, state dia­
grams or truth tables, FutureDesigner's 
logic synthesizer eliminates redundant 
circuitry and optimizes your design for 
size/speed trade-offs. FutureDesigner 
is the only design entry workstation that 
will then automatically produce the 
correct schematics and integrate them 
with the total structural design . 
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MORE CHOICES IN TECHNOLOGIES, 
VIENDORS AND SYSTEMS. Future­
Designer is technology independent. 
Choose the most convenient mix of 
TTL, PLDs, gate arrays or other 
ASICs from a wide range of semi­
conductor manufacturers. You can 
easily migrate from one technology 
to another without redesign . 

FutureDesigner output is an 
industry standard, widely accepted 
by engineering service bureaus and 
semiconductor vendors. You'll also 
have access to both FutureNet® and 
other CAD systems for simulation 
and PCB layout. 

Call us today and learn how a 
FutureDesigner workstation gives 
you the flexibility and accuracy to 
design innovative products faster. 

1-800-247-5700 
Dept. 125 

FutureNet 
A Data 1/0 Company 


