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Elevate

Your
Thinking.

The power and flexibility of
VHDL integrated into a complete
EDA environment. We call it
System-1076." It’s a comprehen-
sive architectural design and anal-
ysis tool suite. And there’s nothing
else like it.

System-1076 eliminates the barriers
between architecture and logic design.
In a single automated environment,
designers conceive and analyze a sys-
tem from the highest possible level to
its detailed implementation.
System-1076 features the industry-
standard VHDL for high-level design
description. And since hardware
designers know that a picture often
says more than a thousand words, we
developed an interactive graphical
interface.
System-1076 is more than a clever
HDL, however. Much more. VHDL
models execute directly in Mentor
Graphics’ QuickSim™ logic simulator,
and QuickGrade™ and QuickFault™

fault simulators. No translations
. required. There’s also a powerful
source-level debugger to quickly
spot architectural design flaws.

System-1076. System design
from top to bottom.

For more information about
System-1076, call toll-free
1-800-547-7390.
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We Stand Behind Every Custom Card
Cage Like our Life Depended on it.

Because it Does.

I’'m Leonid Besprozvanny, and | stand about a custom cage, for instead of Call us today for a card cage, and you'll

behind every card cage we make. Or on top an order taker you’ll be talking to an get a packaging solution. We've been build-

of it. Or whatever it takes to make it right. applications engineer. Someone who is ing tough card cages for over 30 years, and
| earned my Ph.D.-EE degree at the Union equally knowledgeable about our high- if you're already an Electronic Solutions

Scientific Institute of Tractor in Moscow, speed VME and Multibus backplanes, the customer, you know they’re tough —

where “delicate” was a dirty word. We nuts and bolts of card cage mounting, and Because our life depends upon it.

were taught that every design had to stand the BTU’s of board-level system cooling.

up to the winter in Siberia. Or else the And who knows about tough engineering,

designer would. too.

So | make sure every Electronic Solutions
card cage, whether it’s one of a kind or one
of a thousand, gets the same tough
engineering attention that assures
it will be strong as a Russian
bear.

You'll immediately
be aware of this
when you call

—Dr. Leonid R. Besprozvanny = \ﬁ i

Director of Engineering Recent ~

Custom Cages:

1. Enclosed, proprietary bused 2. Enclosed
front & rear loading 3. 12U/6U x 220mm

split 4. 4-tier, color-coded 8. 9U x 400mm
(Sun) & 6U x 160mm split 6. Trimmed-

down Multibus 7. Wall-mounted VME

8. Color-coded card slots 9. 6U x 280mm
4-slot EuroCage 10. 8-slot PC-AT compatible

a\ Electronic
& Solutions

UNIT OF ZERO CORPORATION

’ the facts'
We " FA¥ aylgl:a hurry?

Want the lateste(: than Electronic Solu-

Nothi,rlgeis fﬁﬁAx the FACTS" program:

tions' new chine, just call 6790 Flanders Drive, San Diego, CA 92121
have a FAX ma FAX
'fYOHBC‘;’O,, number, give Us yf')]l’!r:e o (619) 452-9333 Telex II(TWX): 910-335-1169
r Ci '
mberarggt;g,‘:‘;oui,"eﬁﬂiom Call Toll Free: (800)854-7086
e 10 you immediatl. In Calif: (800)772-7086
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SMC' introduces the most tightly integrated
LAN system solution ever. Plus, you can
change its stripes.

Check out SMC’s new COM90C65. Clearly, it’s a
LAN controller. But there’s also transceiver functions.
And even support logic. So, when you step back and
realize how it all comes together, you'll know we've
got a whole new, remarkable type of animal here.

It’s a single chip that takes SMC’s industry
standard ARCNET® technology to the next
generation, combining LAN controller, transceiver,
even PC bus interface all in one. Plus, it pulls “glue
chip” functions such as the crystal oscillator and
reset circuit on-board. Considering ARCNET’s highly
reliable token passing protocol, the COM90C65
is surely the most complete, tightly integrated LAN
system solution ever on this earth.

But the COM90C65 doesn’t stop there. As
tightly integrated as it is, there’s still room for SMC
to add-on proprietary functions to your specifications,
if desired. Change its stripes, so to speak. We call it
our SuperCell™ adaptability capability; using all of
SMC'’s considerable expertise to make the COM90C65
perfect for you. You'll call it incredible because it’ll
be done within budget and on time.

This approach can be applied to virtually all of
our vast library of Standard ASICs; which is why we
call them adaptable. And it means that our unique
products can make your product unique. Without all
that costly, from-scratch designing, endless engineering,
complex manufacturing and acres of real estate.

SMC® is a registered trademark and SuperCell ™ is a trademark of Standard
Microsystems Corporation
ARCNET® is a registered trademark of the Datapoint Corporation

CD—5/89
'_Yes! I'd like to know more. 3

[[] Please send me your Data Sheet on the COM90C65.

[] Please send me your most recent Short Form Product Catalog.

[] My need is immediate. Please have a salesperson call.
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COMPANY :
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|

TELEPHONE

STANDARD MICROSYSTEMS

35 Marcus Boulevard, Hauppauge, NY 11788 516-273-3100
SMC-The Better Breed Of ASICs.
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~Atabout
strange things happen to

As rise times approach 3ns, all cable/ Newer, faster logic families require Creating controlled impedance

connector assemblies become trans- controlled impedance cable assem- assembies to these standards demands

mission line assemblies. blies. Designed for high-speed per- extensive CAD/CAE use. Plus a wide
But not necessarily good ones. formance. Engineered for controlled range of specialized connector choices.

impedance and propagation rate. And  Plus the capability to custom design
manufactured for absolute conformity ~ quickly. Plus intimate knowledge of
to specifications. the various termination techniques,
including advanced wire attachment
techniques.

Our people are equipped to work

AMP is a trademark of AMP Incorporated




t=3ns,

ordinary cable assemblies.

with you early in the design stage to
provide an optimum solution to your
requirements. We help you determine
the characteristics for impedance and
propagation velocity that you need
to match timing requirements, and
the crosstalk figures you have to meet.

We engineer and manufacture
controlled impedance assemblies in
a way you’ll especially appreciate.

Our manufacturing facilities are
unmatched in the industry. Every
assembly is individually inspected
and 100% electrically tested. All
work is part of the overall statistical
process control system at AMP, and
comes under our corporate-wide
quality program.

For technical literature and more
information on high-speed controlled
impedance assemblies—for logic rise
times from 3ns down to the sub-nano-
second range—call 1-800-522-6752.
AMP Incorporated, Harrisburg, PA
17105-3608.

ANP Interconnecting ideas
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We have 8 CMOS PAL® ChlpS That
totals up to 8 million different ways to
program your logic. Quite enough of a
choice to meet your most exacting low
power logic needs. From universal PAL
architectures to zero stand-by power PAL
devices. You can have the system you
want without compromise. And without

costly delays.

Our all-purpose CMOS architec-
tures give flexibility without draining pre-
cious power. The 24-pin industry standard

PALC22VI10 uses just 90mA—even when
its running at 25ns.

If you liked us in bipolar, you
should see us in CMOS.

We have five CMOS ZPAL™ devices
based on familiar bipolar architectures.
You can use them in battery powered and
low duty-cycle applications. And they use
virtually no power when in stand-by. Two
versions are electrically erasable. You
can get the functions you're used to and
you can change your design as fast as
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you change your mind. software up to date with our parts and
What did you expect from the your needs.

people who invented PAL devices? Most important, you can get your
The largest and most experienced hands on our parts. They're all in high

Field Application Engineer force is as volume supplies.

close as your phone all during your design- Call (800) 222-9323. It's hard enough

in process. to get what you want in life without pass-
Our TestPro™ Centers give you ing up 8000000 more chances.

access to superior testing and program-

ming support. Just call your AMD sales Advanced Micro Devices .1

office for the center nearest you. Monolithic Memories [}
And we've kept the classic PALASM® 901 Thompson Place, PO. Box 3453 Sunnyvale, CA 94088,

PAL and PALASM are registered trademarks, TestPro and ZPAL are trademarks of Advanced Micro Devices, Inc. © 1989 Advanced Micro Devices, Inc
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Write SHARP WR1

File Edit Search Character Paragraph Document

WITHOUT OUR
DOUBLE SUPER-TWIST
DISPLAY,

THIS AD WOULD BE

If it weren't for Sharps new tech-
nology, chances are youd still be
trying to read the headline above.
Thats because our display screen
offers unsurpassed brightness
and clarity, with three times the
contrast of conventional LCDs.
Along with an increased viewing
angle, our double super-twist
display provides an 1mage quality
which approaches that of a
printed page.

What’s more, Sharp is the
first to successfully develop and

mass-procluce this tec}mology—

THREE TIMES
AS DULL.

which means we have DST

displays available now in

of the first hand-held calculators,

Sharp has been an innovative

quantity. Each
o ) 5 SHARP’S DOUBLE SUPER-TWIST DISPLAYS
unit is fitted with
DOT OUTLINE VIEWING DOT
MODEL # | FORMAT |  DIMENSIONS AREA SIZE
a durable CCFT WxHxD (mm) WxH (mm) | WxH
baeckls g ht for [M24010z| 240x128 176x96x22 134x76 | 0.490.49
) LM64135Z| 640x400 300x166x26 218x139 | 0.30x0.30
})rlght, clear dls‘ LM64148Z| 640x480 280x180x25.5 205x155 | 0.28x0.28
pl ay. Asi d &a c}l LM64048Z| 640x480 310x240x25 237x180 | 0.33x0.33
LM72060Z| 720x400 | 320.4x170.4x34 | 260x147 | 0.32x0.32

offers low drive
leader in LCD displays. To

find out more about our new

voltage, low power consumption,

and fewer temperature—depend—

double super-twist units, call

SHARP (01)5298757

ELECTRONIC COMPONENTS DIVISION

IFITSSHARP, IT'S CUTTING EDGE:

© 1988 Sharp Electronics Corporation, Sharp Plaza, Mahwah, N.J. 07430.

ent tone variations.

Since the clays
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NEWS BRIEFS NEWS BRIEFS NEWS BRIEFS NEWS BRIEF

Motorola unwraps 32-bit
single-chip microcontroller

Motorola (Austin, TX) has un-
veiled its long-awaited 32-bit, single-
chip controller, the 68332. The

chip, designed around General Mo-
tors’ requirements, surrounds a
modified 68020 CPU core with a
variety of intelligent peripheral
modules and 2 kbytes of static RAM.
Additional family members under
development will add on-chip ROM
to the design.

In the 68332 design, the latent
power of the 68020 CPU core is
unleashed by protecting the core
from event-driven interrupts. This
is accomplished by upgrading the
traditional serial, parallel and timer
I/0 devices into full-blown pro-
grammable processors in their own
right, capable of performing even
complex application-specific opera-
tions without CPU intervention.
The timer module, for example, can
accelerate, drive, coast and halt a
stepper motor on its own, without
CPU intervention.

Major modules on the 68332
include the CPU core, the program-
mable timer module, an intelligent
synchronous/asynchronous serial
communications module, the SRAM,
and a system integration module
(which contains most of the bus,
control and debug functions nor-
mally implemented in off-chip logic).

—Ron Wilson

Western Digital publishes
8514/A register specs

Third-party graphics software de-
velopers eager to write more efficient
code to the IBM 8514/A display
adapter will be able to get register
specifications for the IBM silicon
through Western Digital (Irvine,
CA). IBM has declined to publish
the register specification and has
insisted instead that graphics de-
velopers write to a software protocol
layer called the adapter interface
(AI). Since many feel that the Al
imposes a performance penalty,
several companies have been rush-
ing to discover the IBM register
details and produce functionally
equivalent silicon.

Western Digital is releasing the
IBM registers that the Al uses, so
developers can bypass the AI and

write directly to the registers. The
chip set Western Digital is devel-
oping, called the PWGA-1, will have
extended registers. Specifications
for these extended registers will be
offered to Western Digital’s OEMs
under nondisclosure agreement.

In addition to discovering the
register specifications, Western
Digital claims to have uncovered
a memory conflict between the
range used by IBM’s 8514/A BIOS
EPROM and that used by third-party
extended VGA. The conflict could
cause a system crash if both extended
VGA and 8514/A are used in the
same system. Western Digital is
proposing standardization on BIOS
address ranges for extended VGA
and third-party 8514/A systems. In
addition, the PWGA-1 will eliminate
the need to use an interlaced moni-
tor, a major hindrance of IBM’s
8514/A. No availability date for the
chip set has been announced.

—Tom Williams

VESA approves
extended VGA standards

The Video Electronics Standards
Association (VESA) has reached pre-
liminary agreement on a standard
BIOS interface for the 800- x 600-
pixel 16-color Super VGA mode.
The VESA standard is significant
because Super VGA, a natural
extension of IBM’s 640- x 480-pixel
16-color VGA mode, isn’t an IBM
standard. Each Super VGA card
from every vendor, therefore, has
required a different set of application
drivers. The VESA standard has
established a common mode number
(6Ah) that will let software devel-
opers write one driver for all cards
that follow the VESA standard.

Not addressed in the prelimi-
nary document is the issue of BIOS
memory-range conflict reportedly
discovered by Western Digital (Ir-
vine, CA) in its research into the
IBM silicon (see story above). Since
the document covers software
standards only, it likewise doesn’t
address the issue of differing moni-
tor frequencies. According to VESA,
these issues may be raised under
new business when the association
meets to formally organize and to
vote on the standards document.

—Tom Williams

HP buy of Apollo
draws mixed reaction

The $476 million purchase last
month of workstation pioneer Apollo
Computer (Chelmsford, MA) by
Hewlett-Packard (Palo Alto, CA)
both surprised competitors and
reassured customers. The move came
as a shock to Apollo’s competitors,
notably Sun Microsystems (Moun-
tain View, CA), which had been
exploiting the financial uncertainty
surrounding Apollo. Conversely,
major Apollo customers cheered the
move, saying the purchase removes
any financial doubts about a sup-
plier they perceive to be a technol-
ogy leader.

Perhaps most directly affected
by the purchase will be Apollo’s
major customer, Mentor Graphics
(Beaverton, OR). “We can’t imagine
a better combination than Apollo’s
technology and HP’s financial, mar-
ket and support strengths,” says
Gerard Langeler, president and chief
operating officer of Mentor. “It will
make Mentor customers feel better
about using Apollo products.”

Mentor anticipates no conflict
from HP’s growing presence in the
electronic CAE market. “They have
handled a similar situation quite
well already in their relationship
with McDonnell-Douglas in the
mechanical area,” Langeler notes.

—Ron Wilson

Sun shows new lineup
of Sparc workstations

The next generation of worksta-
tions announced by Sun Micro-
systems (Mountain View, CA) in-
cludes a number of firsts, including
Sun’s first response to Digital
Equipment Corp’s challenge in the
under-$10,000 arena and Sun’s

first use of the Cypress 7C601 Sparc
processor.

Two lines of Sparc products were
introduced: the Sparcstation 1, with
a 20-MHz LSI Logic-supplied Sparc
CPU based on the familiar Fujitsu
Sparc implementation, and the
Sparcsystem 300, using the Cy-
press Semiconductor Sparc integer
unit at 25 MHz.

The Sparcstation 1 seems in-
tended as a direct challenge to DEC’s
R2000-based DECstation 3100.

The Sun system starts at $8,995 for a

(continued on page 10)
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(continued from page 9)

desktop unit with small mono-
chrome monitor and no disk, and
quickly moves up the price curve
to a still-impressive $15,495 for a
system with color display and disk.
Sun rates the unit at 12.5 Mips. The
Sparcsystem 300, meanwhile, is
rated at 16 Mips, with prices ranging
from roughly $30,000 to $74,000.

Many design automation ven-
dors have already announced their
support for the new machines.
Vendors supporting the new systems
include Valid Logic Systems (San
Jose, CA), Teradyne EDA (Santa
Clara, CA), Cadence Design Sys-
tems (San Jose, CA) and Daisy/Cad-
netix (Mountain View, CA).

—Ron Wilson and Bill Harding

Active-matrix LCD
displays 16 colors

At this month’s SID (Society for
Information Display) conference,
IBM Japan and Toshiba America
(Irvine, CA) will demonstrate a
large, high-resolution active-ma-
trix LCD that doubles the color
capability of displays of this type.
Whereas color LCDs typically use
a triad of RGB filters to generate
eight basic colors, this prototype
14.26-in.-diagonal, 720- x 550-
pixel display uses a quad-filter ar-
rangement with a fourth, white
filter that lends two brightness levels
to whatever color is generated by
RGB combinations. “You can, for
example, have a deep, saturated
red or a kinder, gentler red,” says
Denis Arvay, manager of informa-
tion for IBM’s Research Division
(Yorktown Heights, NY).
Although the 16 colors possible
with this display are nowhere near
the 256-color capability that would
make the thin-film LCD a viable
CRT replacement for today’s color
graphics applications, its pseudo-
grayscale capability should give it
an advantage when true grayscale
versions compete on the grounds of
the depth of their color palettes.
—David Lieberman

Heavy investment
pays off for Toshiba

The recent success of Toshiba (To-
kyo, Japan) in the memory IC arena

is proof that long-term, steady
investment can earn formidable divi-
dends. In five of the last six years,
the company has outspent its rivals
on semiconductor manufacturing
and on research and development.
Not surprisingly, the Japanese
manufacturer has maintained a
dominating 30 percent market
share of the 1-Mbit dynamic RAM
market over the last two years.
That’s an uncommon achievement
in the rapidly maturing and cost-
sensitive DRAM market.

Toshiba appears ready to accom-
plish a similar feat in the 4-Mbit
DRAM market. The company has
already gained a lead in these next-
generation memories with the in-
troduction of twenty-four 4-Mbit
parts in various speeds and config-
urations. Company officials expect to
begin production on faster 60- and
70-ns devices shortly.

Toshiba is also staking a claim
to the high-speed SRAM pie. At
Electro last month, Toshiba un-
veiled a series of 1-micron CMOS,
256-kbit SRAMs with speeds of up
to 20 ns. The parts come in two
64k x 4-bit versions, one with out-
put enable and one without. The
company also offers a 32k x 8-bit
configuration and a 32k x 9-bit part
that allows for bit parity. —John Mayer

Parallel computing gets
serious...and friendly

During the next three years, the
Defense Advanced Research Projects
Agency (DARPA) will reportedly
sink $7.6 million into a project on a
massively parallel computing sys-
tem. The system will link from 20 to
2,000 processing nodes based on In-
tel’s recently announced 80860 chip.

Hypercube manufacturer Intel
Scientific Computers (Beaverton,
OR) will be responsible for devel-
oping the first prototype, code-named
Touchstone, which is slated for
first demonstration by the end of
1991. In its maximum configura-
tion, Touchstone is expected to be
able to crunch through more than
128 billion 64-bit Flops.

A significant portion of the
DARPA funds will go toward making
the prototype as easy to use as a
garden-variety workstation, accord-
ing to Justin Rattner, director of
technology at Intel Scientific. “We

expect Touchstone to improve par-
allel-computing performance levels
100 times over what they are
today,” he says, “as well as to create
a software environment to give
these powerful machines the look
and feel of conventional systems.”
—David Lieberman

Widebus doubles
/O functions

Texas Instruments (Dallas, TX)
will provide twice as many I/Os as
standard 24- and 28-pin devices by
using a space-saving, very small
outline package in its new Wide-
bus Series ICs.

Fabricated in 1-micron CMOS
technology, the products will operate
at speeds comparable to those of
advanced bipolar chips but will effec-
tively reduce the amount of board
real estate needed for line drivers,
transceivers, flip-flops and regis-
ters by using 25-mil center-to-center
pin spacings.

Designers will be able to use
each Widebus function at its full
width or as dual, independently
controlled 8-, 9- or 10-bit functions.
TI hopes to have engineering sam-
ples by the third quarter of 1989,
with production slated for the
fourth quarter. —Mike Donlin

High-speed NuBus boards
debut at Electro/89

In addition to the April Electro/89
introduction of its MXIbus backplane
bus, National Instruments (Aus-
tin, TX) chose the same conference to
introduce two very high-speed
data-acquisition board additions to
the company’s line of Macintosh II
NuBus products. One of these boards
samples waveforms on one of four
available channels at rates of up to 1
Msample/s with a 12-bit resolution,
says Audrey Harvey, engineering
manager. Use of all four channels
simultaneously allows sampling at
250 ksamples/s on each channel.

In addition, a 32-bit block-mode
DMA interface board offloads some of
the work of the Macintosh II co-
processor by transferring data from a
compatible data-acquisition board
directly to memory. This offloading
also lets the Mac II function as a
GPIB controller.

—Syd Shapiro
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Who gave Sun
a license fo speed?

Sun’s new SPARCstations 330,
370 and 390 deliver 16 MIPS.

The engine? Our 7C601 RISC
CPU, running at 25MHz.

An engine that is also available
at 33MHz, for up to 24 MIPS. It is
part of a complete RISC chipset
that includes memory manage-
ment, multiprocessing, floating
point, and cache, all tailored to

give you high performance at very

competitive prices. '
Plus access to the

broadest library of appli-

cations, software, utilities,

*1-(800) 387-7599 in Canada

Hot Rod RISC.

languages, graphics, and producti
ity software available under the Sun.

Cypress Hot Rod RISC )1
Another blast from our latest data
book. Call for your copy.

Data Book Hotline:
1-800-952-6300
Ask for Dept.

caa

220 in Europe. ©1989 Cypress Semiconductor, 3901 North First Str

San Jose, CA 95134 Phone: (408)943 y 821032 CYPRESS SNJ UD, TWX: 910-997-075
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Oki helps you achieve faster, easier
DSP application development with a
complete portfolio of support tools.

Oki Semiconductor meets your DSP needs by
bringing you the best price/performance available,
with our MSM6992 and MSM699210 DSP devices.
We also offer powerful hardware and software support
tools at various price points to speed and simplify
your DSP application development.

A full set of powerful DSP support tools

»  Software Simulator—the SIM92 simulates all
internal operations of the MSM6992/10 devices,
allowing you to test routines without hardware. It
utilizes the emulator command set and offers
advanced options such as a dump-restart facility,
efficiency parameters, and histograms.

»  High-Level Language—the OSL92 programs

as a subset of C and speeds DSP software
development, with one line of OSL92 code equivalent
to six lines of assembly code. Specifically tailored

for the 6992 architecture, it exhibits remarkable
performance when compared to hand-assembled
code, with efficiencies of up to 95%.

»  Emulators—OKki offers a choice of stand-alone
in-circuit emulators for real-time emulation, with the
EMU92 and EMU92L.

»  Software Libraries of User Routines—these
libraries contain many of the most commonly used
routines in DSP programming.

»  Development System—the PSP92 permits real-
time processing of analog signals through separate
“digital” and “analog” PC-AT cards. It also allows
for sophisticated 16-color EGA-compatible graphics.

CIRCLE NO.

The best DSP
choice

Oki’s full
complement of DSP
supports tools have
the power to help
you get your product
to market faster.
And Oki makes them
easy to use. They
are all PC-based,
fully documented
and use the same debugger language. So if you are
evaluating DSPs for a new design, make the smart
choice. Oki gives you the devices and the support to
streamline your DSP application development.

l—_ CD0589

Streamline DSP with Oki

[ Please send me your new brochure

Keys to faster, easier DSP application development

containing detailed technical data/specs on Oki’s MSM6992/10
DSP devices and complete portfolio of DSP support tools.

[ Please call, we have immediate needs.

Name lgusiness Ph)one
Title

Company

Street Address

City State Zip Code

Mail coupon to:
Marketing Communications, Oki Semiconductor, 785 N. Mary
Avenue,

unnyvale, CA 94086. Or call (408) 720-1900.

SEMICONDUCTOR



H EDITORIAL

The time's
arrived for a
show where

system designers
can kick
all the tires.

John C. Miklosz
Associate Publisher/
Editor-in-Chief

Where can you go
to kick the tires?

I f you're interested in ICs, that’s a tough question to answer. The
second and third weeks in April brought the spring blossoming of
electronics/computer shows. There was Electro in New York City,
Comdex Spring in Chicago and NCGA in Philadelphia. But there’s
been a shift in focus in these shows over the past few years, which is
making it hard for a designer or a design manager whose primary
interest lies in ICs—microprocessors, SRAM and DRAM, A-D
converters, op amps, PLDs, etc., etc.—to find enough to make it
worthwhile to trek to the Big Apple, the Windy City or the place
where W.C. Fields would rather be.

In this regard, Electro was a complete bust with no more than a
half-dozen IC vendors showing their wares, among them Advanced
Micro Devices, Analog Devices, Harris and Toshiba. An interest in
design and development tools goes hand in hand with an interest in
ICs, and here the representation was equally sparse with only Data
/O, P-CAD, Orcad and a few smaller players making a showing. And if
you wanted to “kick the tires” at each of these vendors’ exhibits, you
had to hunt them out from a Miracle Mile of connector, cable, cabinet,
switch, power supply and passive component vendors.

It’s not that I have anything against cabinet, power supply and
switch vendors; after all, you don’t power up the microprocessor until
you’ve turned on the switch. But there’s no conference or exhibition
running today —not Electro, not Wescon, not Comdex, not even the
Design Automation Conference—whose primary appeal is to the
designer or design manager who wants to talk about, learn about or
sample the full breadth of the latest architectural components. By
architectural components, I mean those components that determine
the intrinsic functions, performance and features of an electronic/
computer product or system. Microprocessors, RAMs, EEPROMs,
peripheral interface or controller chips, for example, are architectural
components. So are single-board computers, graphics controller
boards, digital-signal processor boards and I/O boards. And so, too, is
software—operating systems and real-time kernels, for example.

From studies we’ve done of our readers, the odds are better than
60/40 that if a designer is using off-the-shelf boards, he (or she) is also
designing boards or subsystems using standard ICs or ASICs. The
reverse is also true; a large percentage of designers developing their
own boards or subsystems are interested in off-the-shelf board-level
products because there’s no point in building what you can go out
and buy.

For the most part, designers and, especially, design managers can
no longer be pigeonholed into chip-level or board-level, or even
hardware or software. More often than not, their responsibilities and
interests span the complete spectrum of architectural concerns and
architectural components. The time’s arrived for something we’d call
the Architectural Components Conference and Exposition. The time’s
arrived for a show where system designers can kick all the tires.
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Check DY-4 for the widest choice in VIMIE
commercial, ruggedized and Mil-Spec NDI

DY-4 NDI

PRODUCT | COMMERCIAL | RUGGEDIZED | MIL-SPEC |
Dy 4 offers the widest variety of Single Board Computers (680x0/88000) | v v ‘ v
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All Star Line

Tackle your application with Mizar’s
STD Bus products.
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You'll rush toward the goal line with STD Bus boards
from Mizar. We've been attacking diverse applications
for more than a decade, from process control and ATE
to data communications and medical electronics. With
proven reliability and performance, Mizar's STD boards
can score touchdowns for your team. All at prices that
are simply unbeatable.

Plus, Mizar has STD Bus boards for every application
need: CPUs, memory cards with up to six MB of DRAM,
serial and parallel I1/0, and peripheral controllers. Put
Mizar in your STD lineup. Call today. 1-800-635-0200.

Mizar. The shortest distance between concept and reality.

MIZAR

1419 Dunn Drive * Carrollton, TX 75006 « (214) 446-2664

CIRCLE NO. 9 ©1989, Mizar, Inc.
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have been rating this magazine
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live up to your expectations.
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Why the TP32V

is the best single board computer

e The Design

e The Philosophy e

For optimum system performance from a single IEE1014  DMA driven SCSI transfers, on-board I/0 and ethernet and
VME board, the TP32V with its 16-33Mhz MC 68030 has a  advanced dram arbitration techniques.
tightly coupled processor memory design, 4Mb/sec sustained

* The Specification e

MC68030 16-33MHz NCR 53C90 DMA-driven synchronous or asynchronous
MC68450 4-channel DMA controller SCSl interface e Floppy disk controller

e 4Mb multi-ported nibble-mode DRAM Full VME Rev C.1 IEEE 1014 interface

AMD Lance IEEE 802.3 Ethernet with DMA 64-512Kb EPROM e Battery-backed RTC/SRAM
78530 SCC giving two DMA-driven RS232 sync/ Full debug monitor e Optional MC68881/2 FPU
asynchronous ports and two further RS232 asynchrous ports TP-IX/68K version of UNIX V.3.1* e NFS, RFS,TCP/IP

e The Evidence e

TP-32
T

Ta}/g’ole Technology

driving force in 32-bit design
Titan House, Castle Park,Cambridge CB3 0AY, UK 1601 Trapelo Road, Waltham, Massachusetts, 02154, USA 2157 0'Toole Ave., Suite F, San Jose, California, 95131, USA
Fax: 0223 460727 Tel: 0223 461000 Fax: 1-617 890 7573 Tel: 1-617 890 8898 Fax: 1-408 435 8482 Tel: 1-408 435 8223

Or outside Massachusetts call 1-800-232 6656
Unix is a trademark of AT & T Ethernet is a trademark of the Xerox Corporation VHTX is a trademark of Ready Systems *TP-IX V.3.1 is derived from Unix V.3.1 CIRCLE NO. 10



B TECHNOLOGY UPDATES

Ron Wilson, Senior Editor

ecognizing that it must defend

the IBM PC market against

RISC chips, Intel (Santa
Clara, CA) has taken an unprece-
dented gamble: going for both 20-
Mips performance and complete
80386 binary compatibility at the
same time in one CPU: the new
80486. But the cost of 1.185 million
transistors—the largest transistor
count ever attempted for a mass-
production product—is startling.

The monster die has an 8-kbyte
cache, an 80386-compatible memo-
ry-management unit (MMU) and an
80387-compatible floating-point unit
(FPU) on-chip. The chip maintains
binary compatibility all the way
from 80386 instructions to trigono-
metric codes for the FPU and the
venerable 8086 compatibility mode.

The 80486 designers carefully
culled good ideas from the latest
RISC CPUs and incorporated those
notions into a machine that would
execute the 80386 instruction set.
The innovations begin with sharply
reduced clocks per instruction in the
execution units of the 80486. But
this RISC-like timing forced the de-
signers to carefully nurture band-
width throughout the CPU and
memory system.

The first challenge for the design-
ers was to reduce the number of
clock cycles per instruction on the
existing instruction set. As in RISC
machines, most 80486 register-to-
register operations require only one
clock cycle. Load and store instruc-
tions also take a single cycle, with
the loaded data available to the next
instruction. “This data had to be
available immediately,” explains
Bill Rash, 32-/64-bit microprocessor
product manager, “because in many
386 programs, the data is used in the
instruction right after the load.”

B Fighting for bandwidth

The ability to execute one instruc-
tion per clock puts enormous stress
on memory bandwidth. Clearly, the
execution unit’s speed can only be
maintained by using caches with
very good hit rates. Most recent

Intel 80486 carries complex
instruction set to RISC speeds

.

RISC designs have chosen to use
separate code and data caches, off-
chip, to keep the execution unit fed,
but the 80486’s single external bus
makes this approach impossible. In-
stead, the chip architects chose to
put a large primary cache on-chip.

Once the cache moved onto the
CPU, cache design became a trade-
off between performance and space.
To select their approach, the archi-
tects took traces of existing OS/2 and
Unix codes, and simulated various
strategies. Their choice was an 8-
kbyte unified, code and data, four-
way set-associative cache. “On our
samples, this cache delivers a 1 to 5
percent miss rate on DOS programs,

and only 6 to 8 percent on Unix
programs,” claims Rash.

With only a single cache, though,
there’s still a throughput problem.
Since the cache can only be read
once per clock, the designer has to
find a way to get more than one
word per read. Otherwise, all the
cache bandwidth would be taken by
instruction fetches, and the designer
would have to stall the CPU to get in
a load or a store.

Intel’s solution was wider data
paths: data flows over a pair of 32-bit
buses, and instructions are loaded
into the 32-byte prefetch queue 16
bytes at a time. So the prefetch unit
can swallow up several instructions
in one clock, leaving the cache for
higher-priority loads and stores.

The chip designers achieved sim-
plicity—and saved space—by using
a unified cache instead of separate
code and data caches. Other simplifi-
cations they chose include a clever

THE 80486 CPU
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Starting with nearly 1.2 million transistors, Intel packaged a CPU, a floating-point unit, a
memory-management unit, and a cache onto a single die for the 80486.
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218t Century CMOS Technology, NOW

0.4 micron/6ns SCRAMSs

First of a New Generation of 3.3V Center-Pin
Power and Ground Products.

Performance now offers two 6ns SCRAMs: P3C3148 1Kx4 and P3C3147
4Kx1. These SCRAMs are superfast Static CMOS Random Access
Memories. Future superfast products, using center-pin power and
ground with a 3.3 volt power supply, will include SCRAMs with 4Kbit to
256Kbit densities and popular logic parts such as buffers, transceivers,
latches, flip-flops, comparators, registers and gate arrays.

‘It has been clear for some time that the primary consideration which could
limit the use of future generations of CMOS technology in the highest speed
applications were issues associated with constraints that have been
hangovers from bipolar TTL circuit implementations. If those constraints
are not removed, then either performance will be compromised or serious
application problems will result. It is easy to see the value of the changes
that are needed to take maximum advantage of the attributes of the fine
line CMOS technology in the sub half-micron regime (PACE IIl). Therefore,
we have decided to invest a significant part of our Company’s technical and
marketing resources to help make the
transition from a TIL environment to
an optimized CMOS environment.

As the 3.3 volt supply, low lead
inductance product line emerges

with 0.4 micron PACE IIl Technol-
0gy, the uncompromised perform-
ance will overcome resistance to
change and we will have a

Tom Longo

kinder & gentler’ speed.”

CIRCLE NO. 11

4K Bit Density Static RAM Speeds
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Performance’s PACE 11 Technology,whichfeatures 0.4 micron effective
gate length, 0.75 micron line widths and 250ps gate delay, offers a 40
percent speed improvement evenwith a 35 percent voltage reduction.
Superfast 6ns SCRAM performance is available now with significantly
lower power dissipation.

Typical Address to Dataout Delay: 4Kx1 SCRAM

Performance’s superfast 3.3 volt products incorporate multiple center
power and ground pins as well as reduced signal swings to dramatically
reduce ground bounce and simplify signal interconnection issues such as

reflections, cross talk and ringing.

For further information or to order SCRAMs call or write:

PERFORMANCE

SEMICONDUCTOR CORPORATION

610 E.Weddell Drive, Sunnyvale,CA 94089 (408)734-9000

PERF0001/S



B TECHNOLOGY UPDATES

“sort-of least-recently-used” replace-
ment algorithm, as design manager
Pat Gelsinger describes it, and a
write-through, rather than copy-
back, policy.

B Dealing with on-chip cache

But putting the cache on-chip has
important implications for other
parts of the system design. For one
thing, the on-chip cache virtually
requires that the MMU be on-chip as
well. This has been Intel’s policy

Using ideas from
RISC architectures,
Intel’s 80486

great improvement in performance.”
Intel claims the chip is capable of 6.1
MWhetstones.

Another serious challenge posed
by the on-chip cache involves only a
few Intel customers: those who use
multiple CPUs in servers or parallel
computers. Here there are a number
of issues.

First is the bus bandwidth. If one
chip uses 50 percent of the bus,
a five-chip multiprocessor system
should spend most of its time wait-

reaches perfor-

mance levels 45
previously reserved 40
for RISC purists <>
but maintains | 9 3 ;
80386 object | &
compatibility. | ©
Jo 25 -
7
>-
T 20
o)
X 15

>

80486

32-BIT PROCESSOR PERFORMANCE

SPARC 88000
(ALL AT 25 MHZ)

R3000

since the 80386, and the full 80386-
compatible MMU has the familiar
segmentation and paging units.

A more important issue involves
coprocessors. Any coprocessor that
has to have ready access to the in-
struction stream at high speed will
have to be on the chip too, since the
instruction stream runs between the
cache and the execution unit, not
directly out of main memory. This
required Intel to put an 80387-com-
patible FPU on the chip.

Rather than just duplicate the ex-
isting coprocessor, the design team
decided to reimplement the FPU
from a functional description. The
unit executes the 80387 instructions,
but with entirely new hardware.
One result is a substantial decrease
in clock cycles. “We were able to cut
down on cycles per instruction in the
FPU by a factor of 2.5 to 3,” Gel-
singer says. “That improvement, to-
gether with eliminating the off-chip
handshaking and having a 64-bit
path into the cache, has meant a

ing for bus cycles—hardly ideal. The
solution is more caches. “It’s abso-
lutely essential to use secondary
caches with the 486 in multiproces-
sor configurations,” says Gelsinger.

To keep the demands manageable
in shared-memory systems, design-
ers will need to deploy large copy-
back caches between the 80486 and
the central memory. “In addition, it’s
very important to support the burst-
mode operation of the memory bus,
and to do everything possible in the
memory design to keep write cycles
down to at most one wait state,” says
Gelsinger. In practice, that means
using nibble-mode or page-mode dy-
namic RAM, or interleaving, to pro-
vide the 106-Mbyte/s bursts the
voracious CPU demands, and pro-
viding write buffers in the memory

cache’s four-word write buffer and
the paging unit’s translation buffer,
that need to be kept coherent. Any of
these devices could have its data
invalidated by another processor.
The 80486 solution is extensive bus
snooping, using the chip’s address
pins as inputs when another device
is driving the external bus.

The 80486 approach to multipro-
cessing contrasts sharply with that
of the 64-bit 80860 CPU, which re-
lies entirely on software for coher-
ency management. The difference
turns out to be another reflection of
Intel’s commitment to compatibility:
“We felt we had to support the 80386
customers who were using the chip
in tightly coupled multiprocessing
architectures,” explains Rash.

That commitment to compatibility
is one of the most remarkable
threads running through the 80486
architecture. Binary code compati-
bility is an essential component of
the commitment. But it’'s evident
from the details of the design that
the 80486 architects attempted to
preserve not only the function, but
even the performance of existing
80386 software.

A memory-to-register add takes
the same number of cycles as a
RISC-style register load followed by
a register-to-register add, for exam-
ple. Software vendors won’t have to
change coding techniques, or compil-
ers, to get excellent performance
from the new chip, despite the
80486’s focus on pipelining and sin-
gle-cycle instructions.

In perspective, the new CPU is an
object lesson in the application of
new technology. The Intel architects
have studied at the temple of RISC,
but they haven’t worshiped there.
Instead, they have systematically
taken the best lessons in system
design from the RISC school and
applied them in the context of the
most widely used architecture in the
computer industry. The result is a
microprocessor that will carry the
enormous body of PC software into
the performance range once occupied
only by the best of the RISC CPUs.[]

system to keep the DRAM write
cycle time from holding up the bus.

The second major design issue in
multiprocessor systems is coherency.
There are lots of subsystems in the
80486, including the cache, the

For more information about the technol-
ogies, products or companies mentioned in
this article, call or circle the appropriate
number on the Reader Inquiry Card.

Intel
(408) 765-4581
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How P-CAD Put A
mile On Over 10000
PCB Designers

I |
COSTS

Lower costs and higher productivity
add profits to your bottom line.

Work with P-CAD" and you’ll be
smiling every time you finish a design
orafiscal year.

Because we know successful
PCB design requires more than soft-
ware alone.

That’s why we offer the industry’s
most complete PCB design solution.
Including training. Superior tech
support. User groups. Bug reports.
Plus, the best maintenance, upgrades,
user guides, and reference documenta-
tion you’ll find.

| |

REVENUES

All elements that help reduce
redesign, project delays, rework, and
manufacturing costs. But even all that
wouldn't mean much if our system
didn’t deliver. And it does!

P-CAD software is modular, with

aconsistent system command structure.

Learn one and you know how to use
all our modules. That means greater
productivity and lower training costs.

P-CAD also works with all
current technologies— SMT, analog,
high speed, and fine line. So designers
who use P-CAD will always be the
most competitive.

You get a complete, upward
migration path, too. As your require-
ments grow, you can take your P-CAD
investment with you. No throw-away
software. No obsolescence.

Architecture? It’s “open” for easy
integration with CADAM? AutoCAD;
Ventura; Interleaf,” and other CAD

environments. So your options are
open now, and in the future.

Finally, with over 10,000 users
in 37 countries, we have the largest
installed base in PCB design. So when
you're looking for experienced P-CAD
designers, there’s no need to look far.
They’re everywhere.

Let us show you how increasing
PCB productivity can
enhance your profits.
Call now for details
and a free copy of
our PCB CAD
Buyer’s Guide:
800-523-5207,in ™%
California, 800-628- 8748, -

What we have to say will make
you smile. P-CAD, 1290 Parkmoor
Avenue, San Jose, CA 95126.

l PERSONAL CAD SYSTEMS INC.

P-CAD is aregistered trademark of Personal CAD Systems, Inc. CADAM is a registered trademark of CADAM, Inc. AutoCAD is aregistered trademark of Autodesk, Inc. Ventura is a registered trademark of

Xerox Corporation. Interleaf is a trademark of Interleaf, Inc.
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B TECHNOLOGY UPDATES

INTEGRATED CIRCUITS

Ron Wilson, Senior Editor

hile many of the architec-
tural details aren’t yet
available, it's clear from

early information that the 68040 from
Motorola (Austin, TX) and the 80486
from Intel (Santa Clara, CA) have
gone down very similar roads in most
aspects of CPU design. Yet differences
do exist, and these differences will
probably influence the pattern of de-
sign wins for the two chips.

The 80486 and the 68040 use a
similar number of transistors, about
1.2 million, to implement the same
on-chip functional blocks: an integer
execution unit, a floating-point unit
(FPU), a memory manager, large
caches and a sophisticated bus con-
troller. Both chips retain strict ob-
ject-level compatibility with existing
members of their respective families,
while adding a few new op-codes.

68040 moves toward RISC camp
with redesigned pipelines, caches

And both chips boast significant per-
formance improvements over their
previous-generation relatives. Mo-
torola hasn’t released official figures,
but rumor puts the 68040 speed at
around 13 Mips.

The two vendors have taken very
similar paths to increased perfor-
mance, using a three-step process:
first, redesigning integer and float-
ing-point execution units to empha-
size deep pipelines and single-cycle
execution; second, moving the FPU
on-chip to eliminate interpackage
delays; and third, feeding both exe-
cution units from very large on-chip
caches.

B A different cache strategy

One of the key parts of this perfor-
mance strategy is that everything
depends on the caches. If the cache

THE MOTOROLA 68040

INSTRUCTION DATA BUS

32-BIT

ADDRESS
INSTRUCTION =i
CACHE l l
O INSTRUCTION
INSTelerion °CHESS BUS
ADDRESS |77
TAG CACHE
A
5| s2BIT
PHYSICAL = DATA
AbDRESS . | ©| BUS
MMU e }-(‘,.,,.
FLOATING-POINT INTEGER 7777777 = i,
o UNIT @ PROCESSING CONTROL r~aand -\
UNIT % o
/ =)
o
A
DATA z /
ADDRESS 22777/ %
TAG CACHE DATA /
, ADDRESS |/
BUS
{/ BUS
- ' CONTROL
HATA S SIGNAL
CACHE CONTROLLER h

>

OPERAND DATA BUS

miss rate is high for a particular
application, that application will be
slow on the new chip at any clock
frequency. So both Intel and Motor-
ola teams have paid careful atten-
tion to cache design. And in this one
area, their strategies have diverged
significantly.

Both the 80486 and 68040 caches
are organized as four-way set-asso-
ciative systems. Each chip reported-
ly has a total of 8 kbytes of cache.
And the caches in both chips were
designed from simulation data taken
from customer code. But there’s one
big difference—unlike the 80486,
the 68040 has two separate caches:
one for instructions and one for data.

“We have maintained the on-chip
Harvard architecture we pioneered
with the smaller caches in the
68030,” explains Jeff Nutt, technical
marketing manager. So to deal with
the problem of contention between
fetch and data cycles, which Intel
fights by extra-wide buses, the
68040 uses parallelism. Instruction
fetches and data reads/writes can
occur simultaneously because they
happen in separate caches.

Motorola has added a further de-
gree of sophistication to the 68040
cache controllers. The chip can oper-
ate its caches in either write-
through or copy-back mode. This
difference would appear to help less-
en bus-bandwidth problems on some
routines, although it complicates de-
sign of on-chip cache coherency
hardware. Motorola claims other sig-
nificant advances in bus manage-
ment but is unwilling to discuss
them due to patent requirements.

The most important observation
about the two chips may be not their
differences, but their similarities.
Both have taken a CISC architec-
ture to a new level of performance by
reducing not the instructions, but
the clocks per instruction. And be-
cause CISC architects have learned
from their enemies, both designs
may succeed in fending off chal-
lenges from RISC CPUs. O

The 68040 maintains the dual-bus Harvard architecture Motorola introduced with the
68030 CPU. But the new CPU brings floating point on-chip and enlarges the on-chip caches.

For more information about the technol-
ogies, products or companies mentioned in
this article, call or circle the appropriate
number on the Reader Inquiry Card.

Intel
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Motorola
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[tyou're in the market
fora UNIX workstation,
we're the compary
youshould be

talking to.



$5490 $6490 $9400

DN3000 with 15" 1024 x 800 monochrome display ~ DN3000 with 19" 1280 x 1024 monochrome display DN3000 with 15" 1024 x 800 color display

$8490 $9490 $9990

DN3500 MC68030-based workstation with DN3500 MC68030-based workstation with DN3000 with 15" 1024 x 800 monochrome display
15" 1024 x 800 monochrome display 19" 1280 x 1024 monochrome display and a 155MB ESDI disk

We can talk price.

We'd like to begin this conversation by making six points. Price points, that is.

Because within our family of UNIX®workstations are six machines whose prices are as low as their
technology is high.

Take for example, our family of personal workstations. Machines that offer superior networking
ability and even MC68030 performance for less than $10,000.

Prices that become even more impressive when you realize they include 4MB of memory, a floating
point coprocessor, an IBM PC AT®-compatible bus, and a choice of Ethernet® Apollo® token ring, or IBM
token ring networks.

So when you're ready to talk price, ask us about our Series 3000™ and Series 3500™ Or better yet,
just let the numbers speak for themselves.

apollo
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We can talk performance.

Price isn’t the only attribute of our workstations that speaks for itself.

Recent tests pitting the Apollo Series 10000™ against workstations, minis, superminis and main-
frames declared the 10000 an undeniable victor. Expertly running complex applications up to seven
times faster than its challengers.

Such an outcome could hardly be achieved by conventional means. Instead, the Series 10000
required an entirely new architecture, making it the only office-sized UNIX® server and workstation to
yield true supercomputer performance.

With up to four CPUs, the 10000’'s PRISM™ architecture delivers performance 100 times that of a
VAX® 11/780. Yet costs as little as $6500/MFLOP, one-tenth that of the competition.

All of which suggests that if extraordinary performance is what you're after, the Series 10000 from

Apollo will leave you speechless.
apollo
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Andwe can talk to any computer
youd ever want to talk to.

The only story bigger than our performance capabilities is our open computing environment. As a
founding member of the Open Software Foundation, Apollo is committed to providing a broad range of
computing alternatives

Today every Apollo workstation can communicate over OSI, DECnet,® Ethernet or IBM token
ring networks and accept VME-, SCSI- or PC AT-compatible equipment. Our support for UNIX®
(Berkeley 4.3 and System V.3 SVID compliant), MS-DOS™ and X Window System™ assures that your
application software is truly portable. And our adherence to standards such as PHIGS and GKS stream-
lines graphics-intensive applications.

Whats more, Apollo’s de facto industry standard for distributed computing, the Network
Computing System,” allows users to share data and computing power in a single integrated environ-
ment. Resulting in a new way of computing that’s both more elegant and more efficient than any other.

Give us a call soon. You'll find that our actions speak even louder than words.

apollo

For more information, call 1-800-323-1846 (Massachusetts, 1-800-847-1011) or write Apollo Computer, 330 Billerica Road, Chelmsford, MA 01824

Apollo is a registered trademark and Personal Workstation, Series 3000, Series 3500, Series 10000, PRISM, and Network Computing System are trademarks of Apollo Computer Inc
UNIX is a registered trademark of AT&T. AT is a registered trademark of International Business Machines Corp. Ethernet is a registered trademark of Xerox Corporation. VAX and
DECnet are registered trademarks of Digital Equipment Corporation. MS-DOS is a trademark of Microsoft Corporation. X Window System is a trademark of MIT
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Vendors ponder interconnect schemes
in search for new PLD architectures

Ron Wilson, Senior Editor

he avalanche of programmable
logic architectures started with

one bright idea: that sum-of-
products combinatorial logic could
be embedded in a chip’s intercon-
necting circuitry. Since those orig-
inal combinatorial devices, PLD
vendors have shifted their attention
from the interconnecting logic to the
/O macrocells, resulting in an al-
most obsessive fascination with in-
creasingly complex macrocell
designs. But recent product an-
nouncements from such vendors as
Intel (Folsom, CA), Signetics (Sun-
nyvale, CA) and International
CMOS Technology (San Jose, CA)
have focused attention back on the
interconnection scheme as a way to
beat the growing complexity of PLD
designs.

Several vendors, most recently In-
tel, have observed that in some ap-
plications only part of the inter-
connecting logic is really needed in a
PLD. In address-decoding applica-
tions, the full sum-of-products struc-
ture isn’t necessary—the product
terms are used directly to enable the
other chips in the system. So by
stripping away all of the OR circuit-
ry from the typical PAL design,
these vendors can build an extreme-
ly fast address decoder.

The Intel 85C508 address decoder
illustrates this principle. From 16
dedicated inputs, the chip derives
eight product terms, via a single
AND array. Each of these p terms
goes unmodified through a transpar-
ent latch, clocked by an address-
latch-enable signal, to one of eight
dedicated outputs. The design’s ex-
treme simplicity liberates most of
the potential speed of Intel’s
CHMOS IIIE process, resulting in a
7.5-ns propagation delay.

B Back to the full OR array

In its most recent device, Signetics
has reexamined the sum-of-products
interconnection for a different set of
reasons. To meet the special needs of
state-machine designers, the compa-
ny has pioneered the use of fully
programmable OR arrays, feedback

terms and buried registers. These
innovations have mostly been of-
fered in proprietary sequencer de-
signs rather than in standard
PAL-like formats.

But designers haven’t exactly
flocked to the proprietary Signetics
sequencer designs. “People are still
building sequencers out of conven-
tional 22V10 PALs,” laments Joel
Rosenberg, PLD marketing manag-
er at Signetics, “even though it
means giving up all of the features
intended specifically for state-ma-
chine designs.”

Upon investigation, the Signetics
team discovered that several factors
contributed to this obstinate re-
sponse. Some designers were simply
unaware of the Signetics family.
Others didn’t understand the issues,

B TECHNOLOGY UPDATES

or didnt want to learn a whole
new—and admittedly complex —part
when they could get the job done
with something familiar.

So Signetics decided not to fight it.
The design team created a program-
mable sequencer, with all of the
usual Signetics features, in the for-
mat of the ubiquitous 22V10. The
part, called the 42VA12, may be the
industry’s first attempt to deal with
both design problems and designers’
problems.

The new part has the pinout of a
22V10. In fact, according to Rosen-
berg, the VA12 can use the same
development tools and JEDEC files
as a 22V10 when the new part’s
unique features aren’t in use. “That
compatibility, combined with the in-
ternal sequencer design features,
should make the VA12 the next
generic multifunction part,” says
product manager Kathryn Douglas.

In addition to the standard 22V10
AND array and configurable macro-
cells, the 42VA12 adds a number of
specific improvements. Most obvious

THE INTEL 85C508
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leaving a very fast
device that brings
p terms directly

to the chip out-
puts. Via a single
03 | AND array, the chip
derives eight p
terms from 16
dedicated inputs.
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is the OR array, replacing the
22V10’s notorious p-term allocation
scheme with complete PLA flexibil-
ity. The new part also provides a
complement-array term, as used in
Signetics’ sequencers, and elaborate
control over macrocell flip-flop func-
tion and clocking.

Perhaps most significant for de-
signers who must bury registers
within their chips, the VA12 has
altered the macrocell to completely
isolate the flip-flop from the I/O pins.
Each macrocell contains not only a
flip-flop, driven by a pair of OR
terms, but an additional, “bypass”
OR term.

This latter term feeds back into
the AND array, but it can also be
routed past the flip-flop to the I/O
pin. A macrocell thus can still drive
its I/O pin with a combinatorial out-
put, even if the macrocell is already
being used as a buried register and a
combinatorial feedback path.

Signetics hopes that the part’s
similarity to the 22V10, together
with the added sequencer features,
will appeal to designers who haven’t
used programmable sequencer parts

in the past. In many designs, the
added features save not just p terms
but whole packages.

B Halfway toward gate arrays
While Signetics is working to widen
the audience for its ideas on se-
quencers, International CMOS Tech-
nology (ICT) has also been
reexamining the all-important inter-
connect of PLDs, but for yet another
reason. ICT wanted to bridge a per-
ceived gap between conventional
PALs and denser field-programma-
ble gate array designs.

“Users of programmable gate ar-
rays have great flexibility and cir-
cuit density,” says Robin Jigour,
director of marketing at ICT. “But
they often have to redesign and re-
test the circuit several times before
it works, because the timing effects
of automatic placement and routing
can be so unpredictable.”

These timing discrepancies can
creep up in at least two ways, says
Jigour. First, since the individual
logic elements on field-programma-
ble gate arrays have low fan-in, de-
signs must use many levels of logic

The Signetics PLC42VA12 may look like a typical 22V10 PAL on first inspection. In fact,
the device is 22V10-compatible. But the VA12 adds a full OR array and several details in the
macrocell design to increase the part’s flexibility.

to emulate a high-fan-in gate. Sec-
ond, the placement and routing pro-
cess itself can introduce significant
unanticipated—and unsimulated —
delays into a circuit.

ICT wanted to develop a PLD that
could combine the density of gate
array-like devices with the timing
predictability and wide fan-in of con-
ventional PALs. The company’s pur-
suit took it back once again to the
design of PLD interconnecting logic,
to develop a synthesis of gate array
and PLA architectures.

The result is the Peel array fam-
ily. Like all other PLDs, the Peel
arrays use a combination of inter-
connect and logic cells. But the topol-
ogy of the new devices is unlike any
other in the industry. Instead of a
chip composed of a large AND array,
perhaps an OR array, and a group of
/O macrocells attached to I/O pins,
the Peel arrays are—like field-pro-
grammable gate arrays—an array of
macrocells. But unlike field-pro-
grammable gate arrays, which don’t
embed logic functions in their inter-
connect, the Peel arrays use PLA-
style sum-of-products interconnect.

Perhaps the most helpful way to
visualize the device is as a huge
conventional PLA, with both AND
and OR arrays, but with a very large
number of logic macrocells. The
smallest Peel array has 20 cells, the
largest 40. These logic cells aren’t
dedicated to any particular pin: a
signal can be taken from either the
flip-flop or an OR term in any logic
cell to any pin. Similarly, any pin
can serve as an input to the AND
array. The design results in a dense,
extraordinarily flexible logic array
that retains the virtues of high fan-
in and predictable delays.

The physical implementation of
the device is quite elegant. There
isn’t a single AND array, but rather
a series of AND array strips that go
horizontally across the chip. Similar-
ly, the OR array is broken into a
series of vertical strips. This lattice
of arrays forms a matrix of open
spaces on the die, into each of which
is placed a logic cell. '

Each logic cell in a column draws
four OR terms from the vertical OR
strips to its left. Outputs from the
logic cells in a column can go either
to a pin-driver cell or to a vertical
strip of input lines immediately to
the right of the column. These input
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SOLUTIONS.
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MOTOROLA DELIVERS A

At Motorola, an Open Environment is
more thanjust talk.It’s the very essence
of the way we design, build, deliver
and support our Delta Series” computer systems
for OEMs and system integrators. Worldwide.
Instead of erecting barriers with proprie-
tary hardware, we throw our Delta Series archi-
tecture wide open —enriching your applications
environment with hundreds of industry-standard
options in networking, VME controllers, mass
storage and peripherals. And we provide on-site
design-in support to make it all work for you.
Instead of fencing you in with proprie-
tary software, we encourage and support compati-
bility standards that open unlimited horizons in

Delta Series computer applications. Working in

Delta Series
Price/Performance
60

industrial applications
with standard real-time
software, X Window
System," TCP/IP or
DECnet™? Working with
SVID and BCS compliant
UNIX" software? Net-
working under X.25, SNA,
or OSI standards? The
Delta Series open software
and networking environ-
ment will work for you.
Instead of
forcing you to take great
leaps in performance,
Motorola’s Delta Series SK 75 12 40 50 85




WIDE OPEN ENVIRONMEN

networking. Open manufacturing. And most

offers a smooth upward continuum of price/
performance options. The Delta Series 3000 family
climbs in easy steps from 3 to 7 MIPS.. . and our
Delta Series 8000 continues upward to 60 MIPS
and beyond. You can configure exactly the system
you need — from a small team of users to over 500.

And instead of stonewalling you with
rigid attitudes, Motorola offers a manufacturing
environment that’s totally open and responsive.
You have control over your Delta Series system,
right down to your individual configuration, with
Just-In-Time delivery.

Talk to Motorola today about your
computer system needs. We guarantee you’ll find
better solutions in our wide open Delta Series
environment. Open architecture, software and

important, open minds.

Phone: (800) 556-1234, Ext. 2301. In
California, (800) 441-2345, Ext.2301. Or write:
Motorola Microcomputer
Division, 2900 S. Diablo Way, ﬁ;;‘l;{z,“;;d;i“

Quality
DW283, Tempe, AZ 85282. A
Delta Series is a trademark of Motorola, Inc. DECnet ~
is a trademark of Digital Equipment Corp. UNIX is ,
a trademark of AT&T Bell Laboratories. X Window
System is a trademark of M.I. T.

MOTOROLA INC.

Computer Group
Microcomputer Division

Approaching our technology from your point of view.
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CROSS

DEVELOPMENT
SOFTWARE
THAT'S MAKING
NETWORK

And the news is network
pricing. Validate®/XEL, the cross
development software with the best
support in the business, has network
licensing. So now you can have all the
cross development power you need for
all the engineers who need it. Without
paying for individual licenses for each
workstation.

With Validate/XEL your develop-
ment team can stop playing musical
chairs. And contribute more in less
time for less money.

Validate/XEL is a high perfor-

VLDATE
il

mance package for your Sun, VAX
or PC. It includes a source level debug-
ger, a compiler and an assembler that
work with either a simulator or emula-
tor. And whenever you need help, our
large staff of qualified field and in-house
applications engineers is at your service.
When you use Validate/XEL with
one of our real time, transparent emu-
lators, you'll be even more efficient and
productive. You'll have the ability to
debug your code inside the target

In Europe contact Applied Microsystems Corporation Ltd., Chiltern Court, High Street, Wendover, Aylesbury, Bucks HP22 6EP, United Kingdom. Call 44-(0)-296-625462.
In Japan contact Applied Microsystems Japan Ltd., Nihon Seimei, Nishi-Gotanda Building, 7-24-5 Nishi-Gotanda, Shinagawa-KU, Tokyo T141, Japan. Call 03-493-0770.
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' system in real time. And with

~ our high speed SCSI interface to
" your Sun or PC, you'll be able
to download to your target system in
record speed.

For more information or a demon-
stration on your network, call toll-free.
In WA call (206) 882-2000. Or write
Applied Microsystems Corporation,
P.0.Box 97002, Redmond, Washington,
USA 98073-9702.

i

Applied Microsystems Corporation
1-800-426-3925



(continued from page 28)
lines make the logic cell output sig-
nals available to the horizontal AND
strips, interconnecting the cells with
the rest of the chip.

Any signal from an input pin or
logic cell output thus can be routed
to any logic cell or output pin
through the sum-of-products array.
ICT claims that the interconnect de-
lay between any two cells is 17 ns,

Functionally, ICT's
new Peel arrays are

faster in high fan-in applications
such as address decoders or specific,
well-ordered functions.” Haines sug-
gests that the ability of the PAL-
type architecture to adapt to a
particular configuration will encour-
age the development of very fast,
application-specific PLDs.

“You can get high gate utilization
in a conventional PLD only if you're
doing something close to what the
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independent of routing.

The range of PLD architectures is
already somewhat bewildering to
the casual observer. It almost seems
as if every possible combination of
interconnect strategy and logic cell
design, from AND array intercon-
nect with no logic cells to passive,
gate array-style interconnect with
huge macrocells, is available. What
isn’t available is a clear set of guide-
lines for choosing an architecture.

“The proliferation of architectures
for high-density devices has been
fast and furious,” says Andy Haines,
director of marketing at Actel (Sun-
nyvale, CA), “but I think this is only
the beginning. About the only clear
distinction remaining is between
programmable gate arrays and con-
ventional PLDs. In the arrays, wires
aren’t dedicated to logic blocks, so
you end up with a more general
device, better suited to implement-
ing high fan-out circuitry like arith-
metic elements or random logic.

“In conventional PLDs, intercon-
nect gets dedicated to logic blocks.
This can make the devices much

designer intended,” says Haines.
“The farther away you get, the lower
the utilization. Programmable gate
arrays, on the other hand, can deliv-
er very high utilization over a wide
range of applications. So in the end,
the decision may come down to a
trade-off between high board density
and speed.”

Of course, most designers would
rather not have to make that choice.
So we can expect to see further at-
tempts, not only to produce fast ap-
plication-specific PLDs, but to use
innovative PLA structures in the
pursuit of high-density, high-speed
programmable logic. O

For more information about the technol-
ogies, products or companies mentioned in
this article, call or circle the appropriate
number on the Reader Inquiry Card.
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Using the new HP 64000 AxCASE
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Instincts.
Something happens when you work
with HP’s new design environment.
Reliable software development
becomes elementary. You ferret out
bugs long before they throw you off
schedule. Unhappy customers seem
to vanish. And your software main-

tenance expenses stop robbing you
of profits.

With the HP 64000 AxCASE as your
assistant, you'll have a complete
design environment and some of the
most powerful CASE tools ever
offered. So you'll develop more relia-
ble software, right from the start.
Our new Basis Branch Analyzer
delivers an integrated, direct means
to measure the effectiveness of
software tests within the cross
development environment. Run the
program under test on the AxDB
simulator/debugger—or on proto-
type hardware with the emulator/
debugger—to produce the test
metrics. It performs all the detec-
tive work. To find untested program
branches that may be redundant.

Or indicate flaws in your testing
strategy.

Support for industry standards
means that AXCASE is an open
system that is compatible with
your development environment.
And it’s backed by HP’s worldwide
support network.

Learn more about the HP 64000
AxCASE system. It will give you the
time to turn your ideal embedded
system into more than just a pipe
dream. Call 1-800-752-0900 today.
Ask for Ext. 786Y and we’ll send
the HP 64000 AxCASE Solutions Kit.
Better still, call to see it firsthand -
after all, it's available now, so put it
to work.
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B TECHNOLOGY UPDATES

Ron Wilson, Senior Editor

ost first-generation RISC

CPUs were clearly aimed

at the Unix workstation
market: they were deeply pipelined,
register-intensive processors requir-
ing elaborate MMUs and caches. But
as vendors began to explore opportu-
nities in embedded computing, they
began to see a different set of design
requirements. Now some RISC chips
are responding more directly to the
needs of embedded systems.

“The biggest benefit of RISC CPUs
comes in servicing compute-inten-
sive tasks,” claims Jerry Fiddler,
president of kernel developer Wind
River Systems (Emeryville, CA). But
speed needs to be blended with re-
sponsiveness. “Typically, a system
will have some tasks that need to be
optimized for throughput and some
tasks that need deterministic re-
sponse. If you're clever, a RISC pro-
cessor will let you meet both those
needs at once,” Fiddler says.

The most recent entrant in embed-
ded RISC computing is VLSI Tech-
nology (Tempe, AZ), a vendor
perhaps better known for its cell-
based semicustom products. But in
addition to its application-specific IC
lines, VLSI Technology has for some
time offered what may be both the
most imaginative and the most over-
looked of the RISC processors, the
Acorn RISC Machine (ARM).

Acorn (Cambridge, England), the
British personal computing compa-
ny, developed the ARM to meet the
company’s own needs in the low-cost
PC arena. The chip uses RISC tech-
niques not so much to achieve blind-
ing speed as to achieve startling
simplicity, and hence low cost, at the
system level as well as in the chip
itself. VLSI Technology recognized
the potential of the ARM as an em-
bedded processor and picked up
North American marketing rights.

With the recent release of a sec-
ond-generation ARM, Acorn has en-
hanced the CPU’s performance and
affordability, as well as added some
features that will prove useful to
embedded-system architects.

VLSI Technology calls the new

RISC CPUs tune up
for embedded computing

ARM the 86C020. The chip retains
the RISC core processor from the
earlier 86C010 but adds a 4-kbyte
cache. Bringing the cache on-chip
has significant advantages for speed,
cost containment and chip count con-
trol, but it also raises some new
issues.

The most obvious effects are on
the plus side. “The on-chip cache
decouples the CPU clock from the
memory speed,” explains Ron Cates,
RISC program technical manager at
VLSI Technology. “It lets us execute

CLOCKS

MEMORY CONTROL

have to cross a chip boundary to get
to it, so the cache speed can scale up
right along with the CPU speed.”
But moving the cache on-chip cre-
ates some complications. The first
question that comes up is what sort
of cache should be built. There are
many choices, covering size, organi-
zation, contents and so forth. Should
there be separate code and data
caches? Should the caches be direct-
mapped, n-set associative or fully
associative? How big should they be?
Not surprisingly, Acorn’s research
indicated that the best solution for
most applications was a large, fully
associative combined code and data
cache. Unfortunately, the logic over-
head for full associativity wouldn’t
fit on an affordable die. So the com-
pany worked out a compromise quite

| By moving a

_| sophisticated

cache on-chip,

the designers of the
86C020 RISC CPU
have eliminated
one of the nas-

tier design jobs
facing designers

of embedded com-
puters. In addition,
the on-chip cache
decouples CPU
speed, and to some
extent system
performance, from
main memory
speed.

INTERRUPTS
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at high speed even with inexpensive
slower RAMs, or execute directly
from ROM without having to copy
the code to faster memory first.”
Cates suggests that this decou-
pling will become more important in
the future. “Right now, we’re build-
ing the 020 in our standard 1.6-
micron process. When we go to 1
micron, we expect to see clock fre-
quencies up around 30 to 50 MHz.
Since the cache is on-chip, we don’t

unlike any other in microcomputing:
a mixed code and data, 64-way set-
associative, write-through cache.

To minimize logic cost, the cache
uses a random replacement scheme
instead of the more sophisticated
least-recently-used replacement al-
gorithm. Acorn discovered that the
difference in performance between
the two algorithms was minimal.
The fine-grain structure of the cache
seems to adapt it to a wide range of
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‘ Here’s the train of thought
behind our new low priced VME board.

Introducing CPU 33.
A high speed, economical
VME computer.

Here's your ticket to high
performance
at an extra-
ordinarily low
price. '
In fact, at less than ™
$2500; our new CPU-33 ¥
is the most affordably priced,
performance-driven CPU board
available.

And it’s available at just the
performance level you need.
Including 16.7 MHz versions,
with or without a turbocharging
68882 co-processor. Or a 25 MHz
version with 68882, for those
faster-than-a-bullet applications.

The CPU-33 starts with a 68030
processor that can easily deliver
over 4 MIPS. And that’s only the
beginning.

The CPU-33 also features one
megabyte of shared DRAM
memory. Local and global accesses

are interleaved to provide faster,
more efficient management of
VMEbus traffic.

Throughput is further enhanced
by two message broadcasting

channels, which allow for simul-

taneous data transmission
to more than one CPU. Up
to 256 messages can be
defined and transmitted to
up to 20 boards.

And if that still isn’t enough,
eight mailbox interrupts also
support interprocessor commu-
nications. So you have lots of
flexibility in designing multi-
processing systems.

CPU-33 also incorporates
VMEPROM" our real-time multi-
tasking kernel with debug monitor.
It's designed to take full advantage
of FORCE architecture. Best of all,
it comes at no extra charge.

And to get your project to
market soonet, FORCE provides
a total system solution. Which
includes third party software
along with FORCE integration
support. Including VxWorks,
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pSOS, VRTX32, OS-9 and PDOS.
You also get extensive documen-
tation. Plus access to FORCE's
regional support staff, who are
always ready to answer your appli-
cation or system design questions.
For more information on
the CPU-33, call FORCE at
800 BEST-VME. Or fax us at
(408) 374-1146 for an immediate
response.
If you want high performance
ata low price, CPU-33 will put
you on the right track.

PN

K XCE

VME at its best.

OMPUTERS

FORCE COMPUTERS INC.
3165 Winchester Blvd., Campbell, CA 95008-6557
Phone (408) 370-6300, Fax (408) 374-1146

FORCE COMPUTERS GmbH

Prof.-Messerschmitt-Strasse 1, D-8014 Neubiberg/Munich
Telefon (0 89) 6 08 14-0, Telex 524 190 forc-d

Telefax (0 89) 6 09 77 93

*US. price. © 1989 FORCE COMPUTERS INC.

VxWorks is a trademark of Wind River Systems, Inc. pSOS is a trademark of Software
Components Group. VRTX32 is a trademark of Ready Systems, Inc. 0S-9 is a trademark

of Microwave Systems. PDOS and VMEPROM are trademarks of Eyring Research
Institute, Inc



B TECHNOLOGY UPDATES

Despite multipro-
cessing’s current
popularity, some
vendors wonder
whether the ap-
plications really
justify the added
hardware for cache
coherency in some
chips. “Spending
money on cache-
coherency hard-
ware that you
don’t use just
doesn‘t make
sense,” says Ron
Cates, RISC pro-
gram technical
manager at VLSI
Technology.

embedded applications, and increas-
ingly, they’re asking for optimiza-

| tions that require ASIC technology,”
| reports John Reno, product manager

for LSI’s microprocessor group. “One
obvious motivation is cost. About
half of the MIPS chip is devoted to
the MMU. If you’re doing an embed-
ded application and don’t need an
MMU, why not take it out, or maybe
subset it to get just the protection

features?”

Reno also sees a trend for caches
to move on-chip. “A lot of people are

/| putting a small, primary cache on-

computing needs, from computation-
ally intensive routines to rapid con-
text switches.

B The coprocessor interface

But the choice of a cache strategy
still leaves open some questions. One
is what to do about the coprocessor
interface. While coprocessors might
not be all that common among VLSI
Technology’s embedded-computing
customers, they’re vital to Acorn’s
PC business. So the problem of how
to expose the instruction stream to
the coprocessor became an issue.
Acorn decided to bring a copy of the
cache data bus out to pins, so a
coprocessor could monitor the in-
struction stream and trap its own
codes. This cost a few pins but
proved a much simpler solution than
the alternatives.

The other big issue in on-chip
caches involves multiprocessing.
While multiple-CPU systems are a
popular item of discussion in high-
end general-purpose computing,
they’re a way of life in embedded
computing. And if multiple devices,
such as other RISC chips, microcon-
trollers or even DMA controllers,
can alter system memory, the CPU
needs to have some way of warning
itself that the data in its cache is no
longer valid.

The ARM chip hasn’t dealt with
this issue in hardware. “It’s true that
multiprocessing is the hot topic this
year,” says Cates. “But 1 wonder
whether all the added hardware for
cache coherency in some chips is

really justified by the applications.”

Cates admits that some symmetric
multiprocessors absolutely need bus-
snooping hardware. “But most of our
applications don’t even use a DMA
controller,” he points out. “By taking
advantage of the fast interrupt mode
on the chip, our users are even han-
dling high-speed data-moving chores
on the single CPU. You can handle
up to 100-kHz free-running inter-
rupts with no problem. And when
the object is to cut system cost by
concentrating tasks on one chip,
spending money on cache-coherency
hardware that you don’t use just
doesn’t make sense.”

In cases where bus snooping is
essential, the system designer’s best
approach is to start with the 86C010
CPU core and construct an ASIC
solution that incorporates exactly
the right caching strategy and coher-
ency hardware for the application,
suggests Cates. “A lot of these situa-
tions will be best served by ASIC
technology,” he claims.

B RISC as a CPU core

The theme of the RISC CPU as the
core in a semicustom chip is popular
with at least one other major vendor,
LSI Logic (Milpitas, CA). LSI offers
standard-product versions of the Fu-
jitsu-style Sparc CPU, the Cypress-
style Sparc CPU and the MIPS
R3000 CPU. In addition, the compa-
ny has been offering the MIPS CPU
as a library element for some time.

“We have a significant number of
customers using the MIPS CPU in

chip and then using a larger, second-

| ary cache off-chip if they have to

handle large data structures.” He
also observes a trend for designers to
push complex control circuitry off
the CPU chip. One way of doing this
is to make the primary cache a sim-
ple write-through design and then
use a more complex, copy-back ap-
proach in the secondary cache, for
example.

Reno expects that the use of RISC
cores in ASIC devices will grow
slowly, becoming really important in
three to five years. “Right now, stan-
dard parts are most important to
us,” he says.

But as the move toward RISC
CPUs in embedded computing
grows, and as it involves more ASIC
designs, system architects will have
to face a number of issues. Problems
of optimal cache design, the best way
to handle coherency in asymmetric
multiprocessing environments, and
even what to do about memory man-
agement remain to be solved.

For many of these issues, there
probably are no single answers. In-
stead, the subjects will be at the
center of an increasingly informed
dialogue between chip vendors and
system architects, two authorities
whose turfs are beginning to overlap
significantly in the realm of embed-
ded systems. O

For more information about the technol-
ogies, products or companies mentioned in
this article, call or circle the appropriate
number on the Reader Inquiry Card.

LSI Logic

(40B)433-T6BA. ... ... L. shnsabiiamsns Circle 309
VLSI Technology

(602) 7526220 ... . vs s asresezessisnon Circle 310
Wind River Systems

(A15) 4282623 . 1. o fesiiomstrarsion Circle 311
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16-Bit CMOS
Microcontrollers.
More Functions
and More Memory

On-Chip.
OW
From Mitsubishi.

32K bytes EPROM or ROM. 2K
bytes RAM. Two UARTS, with on-
board baud rate generator. 8-bit,
8-channel A-D converter. Eight
multi-function 16-bit timers that
operate in five modes (timer, event-
counter, one-shot, pulse-period and
pulse-width), and pulse-width modu-
lation. 12-bit watchdog timer. Inter-
rupt controller. 68 independently
programmable 1/0 ports. All on-chip.

Plus, linear access for 16 mega-

IBM is a registered trademark of International Business
Machines Corporation.

bytes external memory. Powerful
instruction set optimized for high-
performance operation. High effi-
ciency hardware multiply and divide
instructions. And, configurable for
8 or 16-bit external operation. All
in low power, 1.3 um silicon-gate
CMOS technology. All part of a
broad 16-bit MCU product line.
IBM®-PC based development and
software support tools. Plus, masked
ROM, ROM-less and OTP ROM

versions and prototyping adapters.

All available now from Mitsubishi.
Driven by your applications, we put
more on-chip and give you more
choices, so you can reduce system
component count, save board space,
lower overall design costs and get
products to market fast. For more
information call now. (408) 730-5900
Ext. 2106. 1050 E. Arques Avenue,
Sunnyvale, CA 94086.

MITSUBISHI
ELECTRONICS

Applications-Driven Microcontrollers
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National
Semiconductor

Is this the way your 16-bit
controller comparly does business?




Call National.

THE HPC FAMILY.
NOTHING ELSE GIVES YOU
THE SAME DEGREE OF
FLEXIBILITY AND CHOICE.

If you've been confronted
with a “take it or leave it—that’s all
you need” attitude on the part of
your 16-bit controller vendor, we
suggest you take a new look at
National’s HPC™ family. Because for
today’s complex designs in infor-
mation control, including printers,
faxes, scanners, data storage and
communications, you need a choice
of optimized solutions that fulfill
all your requirements.

Specifically, you probably
need more in the way of intelli-
gence, connectivity, interface and
data handling. And much less in
overall system costs. The HPC family
more than measures up to these
considerations. Let’s look at just
how well.

MAKE THE
INTELLIGENT CHOICE.

Multiple functions mean
multiple benefits. Including much
faster context switching and inter-
rupt response, due to our compact
54-instruction set. And higher
system performance, because of
our fast 30MHz clock rate, 67-ns
instruction cycle, and 16-bit mem-
ory mapped architecture. And our
ANSI-standard C compiler is just
one way the HPC family can lower
engineering costs, and speed
your time to market.

© 1989 National Semiconductor Corporation

HPC is a trademark and TapePak is a registered trademark of National
Semiconductor Corporation.

HPC PRODUCT FAMILY SUMMARY

16-bit Memory

Part#  |Timers|UPI|I/O{ ROM RAM Features
HPC16003* 8 [Yes|32| 0 [256 4ICRs
HPC16004 8 |Yes{32| 0 |512 41ICRs
HPC16064 8 |Yes[52| 16K | 512 4ICRs
HPC16083* 8 |Yes|52| 8K |256 4ICRs
HPC16104 8 |[Yes|32| 0 [512 8CHA/D
HPC16164 8 |Yes|52| 16K | 512 8CHA/D
HPC16400 4 [No|52| 0 |[256|2HDLC&4DMA
HPC16083MH| 8 |Yes|52[8KUV| 256 | UV Emulator

Standard features: Watchdog, Synchronous Serial Peripheral
Interface, Uniform Memory Address Space, UART, 32X16-bit
divide, 16X16-bit multiply, and available as standard cell.
DEVELOPMENT TOOLS:

PC-based development system

Relocatable C compiler, linker and symbolic debugger

ICRs = Input Capture Registers
HDLC = High-Level Data Link Control

*MIL-STD 883C

Another
is packaging,
and specifically,
our unique fea-
ture called TapePak®As the latest™
generation in VLSI packaging,
TapePak gives you a wide variety of
industry-standard, high-density,
high-leadcount options.When you
put it all together, then throw in
eight timers and up to 11 addressing
modes, you can easily see why
members of the HPC family are
considered smart cookies indeed.

OPT FOR INTERFACE
AND CONNECTIVITY.

The HPC family has more
on-chip integration, and increased
I/O. And that can mean a lot more
capacity to manage system functions.
It can also mean a lot less, when
it comes to reducing board space
and chip count. In addition, our
Universal Peripheral Interface (UPI)
allows you to partition your system,
by using the HPC as a peripheral
to a host processor for high-end
applications.
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PUT THROUGHPUT AT
THE TOP OF THE LIST.

Thanks to our on-and-off
chip uniform memory mapped
peripherals, all data manipulation
can be accomplished on any mem-
ory location, regardless of whether
it'’s part of an external device, or
on the HPC itself. Which can be
very important in ISDN, SCSI and
LAN applications.

ASK ABOUT OUR
NEW COMMUNICATIONS
CONTROLLER.

For data communica-
tions, and especially for those
& applications requiring protocol

£
&
£
-

LLT T

conversion, we offer the newest
member of our HPC family: the
HPC16400. It's a complete solution,
supported by a full library of appli-
cation-specific software. With two
full-duplex HDLC channels, driven
by 4-channel DMA, plus one full-
duplex programmable UART chan-
nel for rate adaption, the HPC16400
is completely optimized for TE,
TA, and line-card applications.

CALL AND FIND OUT MORE.

To get a free brochure on our
full HPC family, call us today at
800-825-5805, ext. 100. Once you
discover how we do business, you'll
agree that when it comes to 16-bit
controllers, there’s only one
company of choice: National.

National
Semiconductor



BRINGING WORKSTATION
3-D GRAPHICS TO THE
PERSONAL COMPUTER.

NTH 3D ENGINE.

interactive 3-D Performance on a PC
*Fast 10 MIPS, 3 MFLOPS Graphics Processor on the Board
*2nd Pipelined Processor Coupled with Custom ASIC
for Fast Rendering
*Resolutions from 640 x 480 up to 1280 x 1024
256 Colors from a Palette of 16.8 Million
*Standard On-Board 3-D Display List and Optional Z-Buffer
*On-Board Hardware Floating Point Math

Realistic Display of Complex Objects and Data
*Flat Shading at a Continuous 5000 polygons/sec
*Gouraud Shading at a Continuous 3000 polygons/sec
*3-D Vectors Transformed at a Continuous 40,000/ sec
®2-D Vectors Transformed at a Continuous 50,000/ sec

Complete with Powerful HOOPS Graphics Software
Tool Kit - On the Board
*Full DOS 640k Available for Application Software
*Object-Oriented with Hierarchical Segmented Object-Oriented Database
*Hidden Surface and Line Removal, Smooth and Flat Shading Routines,
Multiple Light Sources, Transparency, Built-in Windowing and Picking,
Event Manager, and a lot more
*Bindings for “C”, FORTRAN and Pascal - Easy to Interface

Prices Start at $6995

For More Information,
Call 800-624-7552

Y CONTROLLER

3DD’SDLA

Nth Graphics 1807-C West Braker Ln. Austin, Texas 78758 512-832-1944 (collect in TX)

Nth 3D Engine is a trademark of Nth Graphics, Ltd. HOOPS is a trademark of Ithaca Software.
Models courtesy of Circuit Studios, Inc. and Versacad Corporation.
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80860 may force rethinking
of graphics system architectures

Tom Williams, Senior Editor

introduction of Intel’s 80860

RISC-based 64-bit microproces-
sor, user evaluations of the chip’s
potential are looking enthusiastic.
Bruce Borden, vice-president of stra-
tegic planning for Ardent Computer
(Sunnyvale, CA), calls the 80860
“the most interesting development
in Silicon Valley in a year, maybe
two.” The chip’s great potential is
causing system designers to consider

J ust a short time after the formal

new approaches to system architec- |

ture and software.

Even companies that may already
be committed to other RISC designs
for their main CPUs are seriously
evaluating the 80860 for a possible
role as a coprocessor. In some cases,
that would mean a coprocessor sig-
nificantly more powerful than a
system’s main CPU. On-chip, the
processor contains not only a RISC
core, but also a vector floating-point
multiplier, an adder and register set,
a memory-management unit, data
and instruction caches, and pixel-
generation circuitry that’s needed for
shaded three-dimensional graphics.

Ardent, for example, is looking at
the chip as a possible coprocessor for
the Titan graphics supercomputer.
The Titan has a multiple CPU based
on RISC processors from MIPS Com-
puter (Sunnyvale, CA). “We're going
to stay with the MIPS chip and the
MIPS instruction set for an integer
unit,” says Borden. “We're very con-
cerned about binary compatibility,”
While binary compatiblity can’t be
changed midstream, it can be ex-
tended without affecting the ability
of existing software to run. The
80860 is a good fit for a role as a
coprocessor for both number crunch-
ing and graphics, and Ardent will
begin using the chip in such an
auxiliary role.

As a number cruncher, the 80860
has been demonstrated on a Micro
Channel card under joint develop-
ment by Intel and IBM. The card,
dubbed the Wizard, will be a Micro
Channel master. A Wizard prototype
running fractal graphics generated
by Mandelbrot equations was on dis-

play at the recent Uniforum show.
Fractals require both heavy float-
ing-point operations and graphics
output. In the demo, the 80860 card
running in a PS/2 386 machine out-
stripped several other workstations
with RISC processors using exter-
nally attached floating-point units.
One reason for this ability appears
to be a degree of on-chip integration
that answers the needs of many po-
tential power users such as Ardent.

B TECHNOLOGY UPDATES

The 80860’s degree of integration
“solves a major problem that I've
been harping on for years,” says
Borden. That problem is the slow-
down caused by having to go off-chip
for certain functions such as floating
point or for memory references. Al-
though the industry knows how to
make very fast processors—40 MHz,
50 MHz in CMOS, 80 to 100 MHz
with ECL—the speed gets bogged
down when one tries to go off-chip.
This slowdown is caused by varying
combinations of external bus band-
width, interface logic and the slower
speed of memories—all of which
have trouble keeping up with the
speed of the processor.

Because cache control for both in-

INSTRUCTION ~ “%
ADDRESS % ADDRESS DATA
EXTERNAL DATA %

FP INSTRUCTION

EXTERNAL

DESTINATION 7

SOURCE 1 EZ
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The Intel 80860 combines a very high degree of on-chip functional integration with
parallelism among functional units to keep all sections occupied for optimal throughput.
The on-chip efficiency is forcing designers to rethink their chips’ external architectures
to make optimal use of the 80860's capabilities, probably by implementing parallelism in
the system design as well. The RISC core is rated at about 1.3 instructions/cycle. The 128-
bit-wide path between the data cache and the floating-point control unit represents the
widest on-chip data path in a microprocessor to date.
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B TECHNOLOGY UPDATES

structions and data, as well as for
cache memory itself, is on-chip,
there’s enough cache—4 kbytes of
instruction and 8 kbytes of data—for
most inner loops to run entirely on-
chip without tying up the already
amazingly wide 128-bit internal
data bus with instructions when exe-
cuting. For floating-point operations,
Borden notes, the cache is usually
irrelevant since most matrices are
larger than any cache.

Still, thanks to a large, flexible
register set, a two-stage pipeline,
and parallelism among functional

Intel’s 80860 RISC
chip could fill a need
for three-dimen-
sional graphics in
the PC platform
arena. With its
pixel-generation
circuitry, the 80860
could substantially
change 3-D graph-
ics within the next
six to twelve
months, predicts
Bruce Borden, vice-
president of strate-
gic planning at
Ardent Computer.

units, the floating-point unit can be
kept busy while more data is being
fetched from external memory. The
result is a floating-point perfor-
mance of about 80 single-precision
MFlops and 10 double-precision Lin-
pack MFlops at 40 MHz.

B On-chip graphics potential

Of particular interest to Ardent and
to other companies looking at three-
dimensional graphics is the 80860’s
on-chip graphics capability. For 3-D,
the chip’s floating-point capability
must be included in consideration of
graphics functionality since scaling,
rotation, transformation, clipping
and the calculation of lighting mod-
els and viewpoints all require heavy
amounts of floating-point calcula-
tions. But the 80860 also has circuit-
ry to perform pixel calculations for
shaded surfaces; the circuitry calcu-
lates the values that define the color
of individual pixels and writes them
to the frame buffer.

The 80860 is designed for Gour-
aud shading, in which a surface is
defined as a set of connected triangu-
lar patches. The values of the pixels
at each vertex of a triangle are taken
as starting points for calculating the
pixel values within the triangle by
interpolating values between the
vertices. The 80860 graphics section
contains interpolation and adder log-
ic to render 50,000 shaded 100-pixel
triangles/s.

This same graphics section can
also produce 100,000 vectors/s or
50,000 to 60,000 antialiased vec-

tors/s. Antialiasing makes lines ap-
pear smooth rather than jagged. The
processor figures out how far the
pixel it’s writing is from the actual
mathematical line it has calculated
and shades the pixel proportionate-
ly. Pixels farther from the axis of the
line are less intense, resulting in a
smoother-looking line.

The graphics section also has logic
that reads and compares the con-
tents of an external Z buffer. The
logic determines whether a pixel the
Z buffer will render is behind or in
front of another pixel in the model
displayed. Only pixels whose Z buff-
er values put them in front of other
pixels at the same 2-D screen coordi-
nates are written to the frame buff-
er. Use of the Z buffer requires that
triangle-fill routines access external
memory both for Z buffer references
and for frame buffer writes, even
when executing in the cache.

The need to access Z buffer and
frame buffer memory can result in

about six out of 16 cycles involving
off-chip activity. Still, the amount of
pixel processing that can be done
from the cache represents a consider-
able speed advantage. The cache
contains the pixel addresses and val-
ues and will only write pixel data to
the frame buffer if the Z buffer com-
parison tells it that the cache’s cur-
rent pixel is in front of the one in the
frame buffer, thus avoiding unneces-
sary frame buffer writes.

B Using multiple 80860s

One might expect that an architec-
ture like that of the 80860 would
spawn some innovative design idea,
and that is indeed the case. One
company, Synergy Microsystems
(Encinitas, CA), is developing a
graphics controller that will use four
80860s. The chip’s high pixel-render-
ing speed creates a problem in trying
to use multiple 80860s to their full
potential in a controller design, ac-
cording to Jim Jonas, graphics man-
ager for Synergy.

“In Gouraud shading, the problem
isn’t the calculations; it’s the mem-
ory references and the burden they
place on the hardware,” Jonas says.
In other words, bandwidth to exter-
nal memory isn’t wide enough to
easily accommodate multiple proces-
sors trying to reference it. At 40
MHez, a single chip can output 160
million pixels/s.

In the Synergy design, three
80860s are intended for use primar-
ily as drawing engines to render
pixel data. A fourth 80860 will be
used for floating-point operations to
supplement the on-chip floating-
point capacities of the other three
and will keep the pipeline fed with
triangles and vertices to be drawn as
pixels.

To provide enough memory band-
width, Jonas is using every trick in
the book, including interleaving ref-
erences to Z buffer and display mem-
ory among the processors, physically
splitting the memory bus into two
separate paths, and using a multiple
page-mode memory scheme. “The
thing that’s the most trouble is the
simple case, the one it’s built to do—
Gouraud shading,” says Jonas. “Be-
cause it’s so damn good at that,
you've really got to stretch to get
your memory to take advantage of
its capability.

The problem of fully utilizing the
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THE UNISITE PROGRAMMER:

BECAUSE STATE-OF-THE-ART
IS A STATE OF CHANGE.

RAMMING TECHNOLOGY THAT
SUPPORTS ADVANCED DESIGNS—
DAY AND TOMORROW. The
UniSite™'s universal programming
technology is the fastest and easiest
way to keep up with new devices
and packages. Its software-config-
ured pin driver system provides a
single site for programming any DIP
device up to 48 pins, including PLDs,
PROMs, IFLs, FPLAs, EPROMs,
EEPROMs and microcontrollers.
The optional ChipSite™ module
supports logic, memory and micro-
controllers in the most popular
surface-mount packages—PLCCs,
LCCs and SOICs. Or add SetSite™
to gang program up to eight 40-pin
EPROMSs, or set program a single file
into multiple EPROMs.

INSTANT ACCESS TO NEW DEVICES.
The UniSite's device algorithms and
system software are stored on 32"

micro diskettes, which are updated
several times per year. To update
the UniSite, simply load new master
diskettes.

FAST, EASY PROGRAMMING. Menu-
driven operation with step-by-step
prompts makes programming simple.
For added convenience, you can
operate the UniSite from an ASCI| ter-
Data I/0 Corporation 10525 Willows Road N.E., P.O. Box 97046, Redmond, WA 98073-9746, U.S.A. (206) 867-6899/ Telex 15-2167

Data I/0 Canada 6725 Airport Road, Suite 302, Mississauga, Ontario L4V 1V2 (416) 678-0761

Data I/0 Europe World Trade Center, Strawinskylaan 633, 1077 XX Amsterdam, The Netherlands + 31 (0) 20-6622866/ Telex 16616 DATIO NL

Data I/0 Japan Sumitomoseimei Higashishinbashi Bldg., 8F, 2-1-7, Higashi-Shinbashi, Minato-Ku, Tokyo 105, Japan
(03) 432-6991/ Telex 2622685 DATAIO J

©1989 Data I/0 Corporation CIRCLE NO. 25

minal or from a PC using the provided
terminal emulator. On-screen help
messages are available throughout
operation.

To speed parts selection, the
UniSite provides a built-in list of
devices by manufacturer name and
number. You can also save your most
frequently used programming param-
eters and jobs for instant recall.

DESIGN FREEDOM FOR TOMORROW.
When leading-edge designers need
to use the latest devices, they need
the programming freedom only the
UniSite provides. Call Data I/0® today,
and ask about the UniSite. Because
state-of-the-art never stops changing.

1-800-247-5700
Ext. 662

DATA 1/0

Corporation




MUCH TIME ON SNA DESIGN,

YOURE LEAVING OUT ONESTE

Most likely, if you need SNA com-
patibility, youlll buy the software source
code from one company and hardware
from another. Then youll spend sev-
eral months desperately working out
the integration.

Or worse, youll design it from
scratch.

Systech knows you've got better
things to do with your time. So we've
created a way to cut down that lengthy
process. With OneStep.™

OneStep is a complete SNA/DCP
board package. Which makes it the
quickest and easiest off-the-shelf solu-
tion for IBM communication. In fact,
with our help, the OneStep can be
up-and-running in just five days.

To make this unique integration

work, we teamed up with the most
reputable and experienced company
in IBM compatibility around—
Systems Strategies, Inc. With their
superb emulation software and
Systech’s modular design, OneStep
gives you the wide-area links you need
for VME and Multibus systems. What's
more, the OneStep takes a load off
your CPU. That way, you have more
power and improved system perfor-
mance overall.

Systems Strategies, Inc’s extensive
variety of popular protocols includes
SNA 3270, RJIE and LU6.2. BSC 3270
and RJE. Plus, X.25 and QLLC. All
thoroughly tested and successfully
ported to Systech’s hardware.

Along with easy installation, the
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OneStep will keep your up-front costs
down. And its modularity makes it
easy to maintain and upgrade.

Most importantly, with the experi-
ence and expertise of Systech and
Systems Strategies, Inc., you'll be in
step with the latest software and hard-
ware developments. And youll always
be OneStep ahead of the competition.

For a demonstration or more infor-
mation, call Systech at (619) 453-8970.
Or write: Systech Corp., 6465 Nancy
Ridge Dr., San Diego, CA 92121.

SYSTECH

WE OPEN UP A LOT OF POSSIBILITIES.

OneStep is a trademark of Systech Corporation.



80860’s potential decreases as the
complexity of the graphics problem
increases. In a more complex shad-
ing algorithm such as Phong shad-
ing or texture mapping, more of the
chip’s time is taken up with floating-
point calculations, resulting in a
closer balance between floating-
point and pixel calculations. This
leads to a somewhat slower pixel
output that’s more closely matched
to available memory bandwidth.

Phong shading requires multiple
floating-point calculations for every
pixel rather than the value interpo-
lation across a line of pixels that
Gouraud shading requires. The
floating-point calculations result in
a considerable increase in computa-
tion load. “If you want to do a fancy
calculation for each pixel, that’s fine
as far as [—the hardware guy—am
concerned,” Jonas quips.

Ardent’s Borden appears to agree
with Jonas’s assessment of the pixel
bandwidth issue. Ardent plans to
increase pixel rates, requiring band-
width in the Titan well beyond what
the 80860 can do, but will take ad-
vantage of the chip’s floating point
and capabilities other than pixel
generation. But Borden sees the In-
tel chip filling a role in the PC
platform arena, where there’s no se-
rious 3-D graphics to date. “In 3-D
today, there’s nothing of any real
interest on the PC. The 80860 will
change that in the next six to 12
months,” he says.

B Economical 3-D color images

The existence of an economical en-
gine that can render 3-D color im-
ages will be an important factor in
letting 80386- and 80486-based PC
platforms operate in the networked
Unix environment with machines
running the 3-D PEX extensions to
the X-Window System. It will also
mean that it will be possible to bring
graphics software originally target-
ed at high-end workstations into
lower-cost desktop systems.

Ardent has ported its Direct Ob-
ject Rendering Environment (Dore)
to the 80860. Dore is a general-
purpose software rendering system

that lets the user select the level of |

detail (for example, wire frame, flat
facet, Gouraud or Phong shading, or
surface mapping) in which to view
an object. Synergy also plans to in-

corporate Dore in its product, which |

B TECHNOLOGY UPDATES

will be a VME-based, three-board
set consisting of a 68030 single-
board CPU, the four-processor
graphics controller and a 6-Mbyte,
video RAM-based frame buffer
board. If the memory access for the
three drawing processors can be opti-
mized, a speed of 150,000 Gouraud-
shaded triangles/s is possible, Jonas
predicts.

Although the user can choose a
degree of detail and speed, Dore
makes few assumptions about how
various levels of rendering are per-
formed. Figuring out how best to use
the 80860’s resources—essentially,
how to implement the levels of ren-
dering Dore can handle, in both sin-
gle- and multiple-processor designs,
will involve a learning process in
system software design.

“A lot of the evolution will be in
software,” says Jonas. When the
80860 is used in a graphics copro-
cessing role, the host CPU will prob-
ably be relegated to very high level
setting of global parameters and ma-
nipulation of display lists.

“There’s no way even the fastest
central CPU can think about adding
just 1 to all the vertices in the time
that this thing can draw the display
list. There’s no way the hottest pro-
cessor can even DMA a new list in
time on the VMEbus, even if you've
already calculated it somewhere
else,” Jonas says. The host will thus
be managing the relationship be-
tween clusters of triangles and set-
ting viewpoint registers and global
display parameters, for example.

At this point, it sounds as though
anything approaching a complaint
designers may have about the 80860
stems from the fact that its capabili-
ties call for new design approaches
that mean rethinking basic architec-
tural assumptions—in both hard-
ware and system software. As
Synergy’s Jim Jonas puts it, “The
thing that surprises me most about
this is that it does have the kitchen
sink.”

ol 0 BUS HAS

[HE SOFTWARE

The low cost bus structure of choice for
industrial applications, the STD Bus is not
only rugged, reliable and simple to design
with, it also has the best software support
of the industrial busses.

Development Tools
A wide variety of development tools are
available for dedicated PROM-based
applications, as well as operating system
implementations.

The Cost Effective
Industrial Computer
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THE BEST 5%" DISK DRIVES AVAILABLE.

Performance Second to None

The WREN family of 5%" disk drives delivers
the highest performance available today. For
example, the WREN RUNNER™ has an average
seek of only 10.7 ms. And all WREN products use
a patented balanced straight-arm actuator. This
reduced-mass design, unique to WREN, results
in precision read/write head positioning and
faster seek times.
A Lasting Quality

WREN drives feature a 40,000 hour MTBFE,
lower power consumption, special shock mounts,
lifetime internal HDA environmental control,
automatic actuator restraint and a dedicated head
landing zone. It all adds up to years of trouble-
free operation.

Introducing WREN VII

We've made the fastest, most reliable 5%"
disk drives better than ever. The new WREN VII
has a capacity of 1200 Mbytes and is available
with the SCSI interface. What’s more, it uses
IMPRIMIS ZBR™ variable track capacity recording.
ZBR offers higher capacity, performance and
reliability than standard recording techniques.
We’ve Made a Commitment to You

Our commitment to you is the same as our
commitment to ourselves: To be the best. We're
fulfilling it by building the most advanced, high
performance, high quality, 5" rigid disk drives
in the world. And we're backing them with top-
notch service and support. It’s a commitment to
quality that goes into every WREN drive, from
50MB to 1200MB.

Get the High Performance Edge. . .
WREN disk drives from Imprimis

IMPRIMIS

Performance to Match Your Needs

Capacity Avg. | Transfer
Model (Mbytes) Interface | Seek Rate
(UF)/(F) (ms) (MHz)
WREN VII 1200/1050 | *SCSI | 16.0| 15-23
766/676 | *SCSI | 165| 15
WREN VI 766/676 | ESDI | 155 | 15
383/338 | *SCSI | 15.0| 18-20
Ssaaan | AT |160| 15
383/3: .
WRENVIH/H | 974949 | AT |160]| 15
164/145 | AT |160| 15
meny T sl g
WRENV 442/390 | ESDI [ 160 10
383/338 | ESDI | 145| 10
WRENVH/H | 209/183 | *SCSI | 180 9-15
376/330 | *SCSI | 17.5| 10-15
WREN IV 350/307 | *SCSI | 165| 9-15
182/160 | *SCSI | 16.5] 10
WREN III 182/160 | ESDI | 165| 10
106/94 | *SCSI | 18.0] 10
WRENTITH/H | j06/94 | ESDI | 180 10
135/115 | RLL |28.0] 7.5
96/80 | ST506 |28.0| 5
WREN I 86/71 |ST506|280| 5
85/71 |ST506{280| 5
86/71 | ESDI |280| 5
81/74 AT |280| 75
74/65 AT |280]| 75
WRENIIH/H | 77/65 RLL [280| 75
51/41 |ST506|280| 5
H/H = Half Height Models. (UF) = Unformatted Capacity. (F) = Formatted
Capacity at 512 Bytes/Sector. All WREN Disk Drives have 40,000 hours
MTBEF. *Apple Mac compatible interface available.

For the authorized distributor nearest you write:
Imprimis Marketing and Sales Support Services,
3 Roundwood Avenue, Stockley Park, Uxbridge,

UBI1 1AG

Northwest Region

Central Region
Eastern Region
Southwest Region

1-800-395-3502
1-800-395-3517
1-800-395-3511
1-800-395-3501

A Subsidiary of Control Data
CIRCLE NO. 28
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B TECHNOLOGY UPDATES

Tom Williams, Senior Editor

complete environment for de-

veloping, characterizing and

debugging MIL-STD-1750A
computer systems has resulted from
the joint efforts of four companies
supplying integrated hardware and
software development tools.

The environment is built around
the Orbiter 1750A coprocessor board
from Sabtech Industries (Yorba Lin-
da, CA). The board plugs into an AT-
compatible bus and uses a two-chip
set from LSI Logic (Milpitas, CA)
that fully implements the 1750A in-
struction set. Grid Systems (Fre-
mont, CA) supplies an 80386-based
portable computer for field engineer-
ing and development, and Ready
Systems (Sunnyvale, CA) provides
development software and operating
systems for real-time Ada embedded
applications.

The 1750A, a 16-bit instruction-
set architecture developed by the
Society of Automotive Engineers,
has been mandated by the U.S. Air
Force for use in real-time embedded
systems for avionics and control of
air- and spaceborne systems. Since
MIL-STD-1750A defines an instruc-
tion-set architecture, its implemen-
tation doesn’t place constraints on
pin designations or the physical par-
titioning of functions. Developers
thus often have to find or build a
computer on which to develop code,
then port software development tools
to the new environment, a process
that can consume several engineer-
years. The four-vendor offering is
intended to provide a one-stop shop-
ping approach so the OEM can start
developing code right away.

The LSI Logic implementation,
used on the Orbiter board, is imple-
mented as two chips: the L64500
CPU and the L64550 memory and
block protect unit peripheral device.
The 164550 contains both a mem-
ory-management unit and a block
protect unit with protection RAM, a
memory fault status register and a
start-up ROM interface. Since the
military standard specifies compli-
ance with an instruction set, soft-
ware developed on the LSI Logic

Integrated environment eases
development of military systems

chip set will run on other hardware
implementations that fully comply
with the MIL-STD instruction-set
specification.

The LSI Logic chip set was partic-
ularly attractive for use in Sabtech’s
Orbiter board because of the high
degree of integration—MMU and
block protect unit in one chip. But
the fact that the chip set is a CMOS
implementation was even more im-
portant, according to Rahim Saba-
dia, president of Sabtech. “We
needed the capability to put more
than one board in a single PC with-
out worrying about the power sup-
ply,” Sabadia says. With multiple
boards, designers can more easily
model avionics and control systems

The Orbiter itself contains up to 2
Mbytes of dual-ported RAM. The de-
signer has the option of mapping the
board into the 384-kbyte memory
space above the 640-kbyte DOS limit
or into DOS program space. Multiple
boards can look into PC memory and
pass data among themselves.

The significance of mapping the
board into PC memory space is that
it gives the designer access to the
1750A’s internal registers and mem-
ory without disturbing software run-
ning on the Orbiter. This
transparent access “lets external
stimulus be injected into the Orbiter
as it would in a real environment,”
says Sabadia. That permits a differ-
ent approach to modeling and algo-
rithm verification than just writing
and debugging code and then sub-
jecting that code to isolated test
cases to check whether it works.
With the ability to jump into the
system from the PC, random and
worst-case scenarios can be tested on

THE RTADA ENVIRONMENT

The RTAda devel-
opment environ-

REQUIREMENTS HOST
CODE
AND TEST

i

TARGET

ment from Ready
Systems is a host-
and target-based
set of integrated
tools that span

E development needs,

encompassing
A o O | everything from re-
quirements anal-
= ysis to the
integration and
test of the target
ADA APPLICATION | hardware. The
CODE environment in-
J cludes Ready'’s

RTAda operating
system, adapted
especially for the
Orbiter 1750A
coprocessor board
from Sabtech In-
dustries.

that consist of several interacting
1750A-based computers.

The Orbiter is supplied with two
50-pin bus connectors that allow di-
rect access to the native bus of the
L64500 CPU for hardware prototype
and interface development. But the
board is also accessible in a trans-
parent mode via the memory of the
PC. The board occupies a sliding 64-
kbyte window that can be located
anywhere in available PC memory.

very complex systems to see how
they hold up.

B software support

Supplementing the Ready Systems
software, Sabtech supplies software
support in the form of an assembler
and debuggers that run on the PC.
Sabtech also recognizes that most
1750A development tools are hosted
on minis and mainframes, however,
and that there’s a need to preserve
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| FLUKE AND PHILIFS ¥ HE GLOBAL ALLIANCE IN TEST & MEASUREMENT

FLUKE

PHILIPS

The Philips PM 3655. It’s the first
true 100 MHz logic analyzer for under
$10,000! That means it comes with

a feature no other low-cost analyzer
in the world can offer you: Freedom
to use 100% of its capability 100%

of the time.

UNRESTRAINED PERFORMANCE

= High-speed timing and state analysis:
Get full 100 MHz synchronous and
asynchronous sampling on up to 96 chan-
nels. And never again sacrifice width for
speed.

= Deep memory; 2K memory depth per chan-

nel lets you measure complex data flows—
with no loss of width, speed or glitch cap-
turing potential.

= GLITCH mode: 5 ns glitch capture at
100 MHz on all channels. Again, without
forfeiting speed, width or depth.

Finally! e one

| i
you've always wanted in a
low-cost logic analyzer:

No restraint.

. Flexible triggering plus Trace: Powerful,
multi-level triggerword sequence, range rec-

ognition and four clock qualifiers help you
find and display exactly the data you're
looking for.

« Expandability: Add 24-channel modules

any time for 24, 48, 72 or 96 channel
configurations.

« Broad support: Choose from a wide range

of disassemblers and dedicated personality
modules.

SIMPLE OPERATION PLUS PC

« Immediiate familiarity: All this capability and

so easy to use—menu-driven operation;
extensive user-defined labeling; and stan-
dard PC-style keyboard interface.

« Plus full MS-DOS-based PC: Adds ver-

satility and value without compromising
logic analysis. On-line disk storage for
measurement data and instrument set-ups.

CIRCLE NO. 29

Expansion slots for extra memory, modem
or other PC options.

UNRESTRAINED SUPPORT

Count on a one-year warranty and all the
application and service assistance you'll
ever need. From Fluke—the people who
believe that extraordinary technology
deserves extraordinary support.

TEST THE DIFFERENCE

Call Fluke today at 800-44-FLUKE
ext. 77. And look into a logic analyzer
that unleashes your potential instead of
tying your hands.

John Fluke Mfg. Co., Inc., P.0. Box C9090, M/S 250C,
Everett, WA. 98206

U.S.: 206-356-5400 CANADA: 416-890-7600

OTHER COUNTRIES: 206-356-5500

© Copyright 1988 John Fluke Mfg. Co., Inc
All rights reserved. Ad No. 0581-P3655

PM 3655 - 100 MHz - LOGIC ANALYZER

FLUKE
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COMPUTERS AND SUBSYSTEMS

access to those resources.

Most 1750A programs hosted on
VAXes and mainframes are in the
Integrated Tool Set (ITS) file format
specified by the Air Force. Sabtech’s
ITS program loader can be used to
transfer executable code generated

by compilers on minis and main-
frames to the PC environment. Once
downloaded to the PC, the code will
execute on the Orbiter in real time,
according to Sabadia.

The software development contri-
bution from Ready Systems consists

RISC

IMPACT ON THE COMPUTER MARKET

A 204-Page Comprehensive Market Report
Analyzing the Applications and Competitive
Trends for RISC Technology

$1250

This report was researched
for manufacturers, users, or
anyone interested in the cur-
rent and future development
in the RISC market.

The report analyzes the
current market for RISC
chips, boards, and systems.

It also provides a clear, organized view of RISC products
offered by semiconductor manufacturers, computer system

manufacturers, and OEMSs.

A detailed forecast of the market by price class and a
discussion of the key issues of concern to both users and
manufacturers are also provided.

Order your copy NOW.

2,235,000}
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1000

UNIX UNITS
(THOUSANDS)
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of Ready’s Computer Aided Real-
time Design Tools (Cardtools) and
the Real-Time Ada (RTAda) devel-
opment environment that provides a
range of Ada tools for both the host
and target systems. In addition,
Ready supplies a real-time Ada oper-
ating system (RTAda/OS) to run the
LSI silicon on the Sabtech board.
Cardtools is a host-based toolset
for support of requirements analysis
and real-time design methodologies
via a graphical user interface. The
user can manipulate data-flow dia-
grams that also provide exact timing
information and show the interac-
tion of code modules via semaphores,
mail boxes, flags and so forth.
When Cardtools is used to com-
plete a design, the resulting Ada
code can be compiled and debugged
using debugger, target environment
simulation and profiler tools that
run on the host—either a VAX/VMS
or Sun-3 workstation. The target
simulation environment gives the
designer the option of developing
software and hardware simulta-
neously by simulating hardware be-
havior in software. On the other
hand, the RTAda run-time system
lets the designer implement deter-
ministic, predictable algorithms on
the target hardware itself and pro-
vides fixed timing for task resched-
uling, synchronization primitives
and rendezvous calls and intercepts.
The Sabtech Orbiter with its sup-
port software and the Ready Sys-
tems’ real-time Ada support can run
in any PC-DOS-/AT-compatible en-
vironment, but Grid Systems also
supplies a 12.5-MHz 80386-based
laptop computer with a snap-on/-off
expansion tray that provides for two
expansion card slots. The four com-
panies have stated that a bundled
system based on the Grid computer
will be available in addition to what-
ever individual components (chips,
boards, software) customers need. []

For more information about the technol-
ogies, products or companies mentioned in
this article, call or circle the appropriate

Call 408-996-7416.

number on the Reader Inquiry Card.

’ i Grid Systems
Electronic Trend Publications (415) 656-4700, ext. 493.................... Circle 304
12930 Saratoga Ave., Suite D1 LSI Logic
Saratoga CA 95070 (408()1433-7818 ............... Circle 305
- 4 Ready Systems
Tel: 408-996-7416 {408} 572734l o il ) Circle 306
Fax: 408-996-7871 Sabtech Industries
(714)524-3299 ext 8. ... 0. ... Circle 307

CIRCLE NO. 30
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Timing verifiers branch out
to overcome analysis constraints

Bill Harding, Senior Editor

iming errors, not functional er-

rors, now account for most of

the failures that occur when
a new application-specific IC is
plugged into a system. Locating and
identifying timing problems is the
job of timing verifiers, but tradition-
al timing verifier technologies suffer
from limitations that reduce their
usefulness for both ASIC and system
timing analysis.

Most timing verifiers are either |

dynamic or static. Dynamic timing
verifiers can analyze any type of
circuit, but they require test vectors
to excite any path that the designer
wants to analyze. Static timing veri-
fiers require no test vectors and lo-
cate all timing errors, but they also
locate and report errors in paths that
are never used.

To overcome the limitations of tra-
ditional timing verifiers, some com-
panies now offer hybrid tools that
combine the characteristics of dy-
namic and static timing verifiers in
a single package. Gateway Design
Automation (Lowell, MA), for exam-
ple, mixed both types of techniques
in its recently introduced Veritime
timing verifier. Veritime can be used
as a standard static timing verifier
or as a simulation-driven path ana-
lyzer for timing analysis of designs
at the gate level or at higher levels
of abstraction.

Epic Design Technology (Santa
Clara, CA) took a similar approach
with its upcoming Verimill timing
verifier, a tool that targets transis-
tor-level timing analysis of digital
IC designs. Veritime is available
now, while Verimill is scheduled for
formal introduction later this year.

B Min/max simulators

Dynamic timing verifiers are built
into many logic simulators. These
so-called min/max simulators have
timing characteristics included in
device-simulation models, giving
them the ability to perform timing
verification during simulation. Val-
idSIM from Valid Logic Systems
(San Jose, CA) and Verilog from
Gateway Design Automation, for ex-

ample, are min/max simulators.

Dynamic timing verifiers work
with just about any type of circuit,
either synchronous or asynchronous.
The verifiers accurately (within the
limits of their models) analyze the
paths that are excited by the simula-
tion test vectors.

But the test-vector requirement
causes problems in dynamic timing

 VERITIME
@ MIN_ MAX
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ONE TIMING ONE RANGE/
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The Veritime hybrid timing verifier (a)
from Gateway Design Automation mixes
both static and dynamic timing verifica-
tion in a single tool. Veritime uses a timing
template as stimulus to the dynamic
timing verifier rather than the detailed test
vectors that are required by min/max sim-
ulators (b).

verifiers. The timing verifier won’t
analyze any path that isn’'t excited
by the vectors, so some critical paths
may be missed. As Ben Tang, simu-
lation product manager at Valid,
points out, “If you already know that
a path is long, you can excite it and
cause it to fail. But what happens if
you don’t know that it’s long?” Find-
ing long paths without the need for
test vectors is the province of static
timing verifiers.

Static timing verifiers use an ap-
proach that’s completely different
from that of dynamic timing verifi-
ers. Static timing verifiers don’t re-
quire test vectors of any sort, so they
can locate and analyze any signal
path in a design. A static timing
verifier traces all paths between
memory elements in a design and
calculates their delays. It can ana-
lyze only the longest and shortest
paths (critical path analysis) or it
can analyze all paths (exhaustive
path analysis).

The ability to locate all long and
short paths is a mixed blessing, how-
ever. Static timing verifiers tend to
be pessimistic in their analysis of a

design; they don’t miss any critical

paths, but they may report errors on
paths that are never used. When
that happens, the engineer must in-
terpret the error report accordingly.
A second problem with static tim-
ing verifiers is that they can’t ana-
lyze all designs. A static timing
verifier is very fast and very accu-
rate, but it works best on synchro-
nous designs with relatively simple
clocks, according to Valid’s Tang. “If
a designer is willing to abide by very
strict synchronous design rules, stat-
ic timing analysis is a very powerful
tool,” says Tang. “Computer designs
tend to be synchronous, but just
about all other designs have asyn-
chronous elements that make it diffi-
cult to use static timing verifiers.”

B Combining static and dynamic

Hybrid timing verifiers attempt to
overcome the major limitations of
both dynamic and static timing veri-
fiers. A designer can use a hybrid
timing verifier on any type of circuit,
either synchronous or asynchronous.
When used on designs containing
asynchronous elements, hybrid tim-
ing verifiers require test vectors to
excite asynchronous control and tim-
ing paths, but allow synchronous
portions to be analyzed using static
techniques.

When Gateway’s Veritime is used
as a static timing verifier, it requires
no test vectors. When it’s simula-
tion-driven, however, Veritime
needs a small set of test vectors to
exercise control and clock logic, and
define data states.

“Mixing simulation-driven timing
analysis with static timing analysis
lets Veritime analyze both synchro-
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nous and asynchronous circuits,”
says Prabhu Goel, president of Gate-
way. “It also lets the designer isolate
certain segments of a design for
analysis.”

In its simulation-driven mode,
Veritime requires timing analysis
“templates” that serve as test vectors
to the design. A template usually
consists of simulation patterns to
activate timing and control signals
for the segment of logic to be ana-
lyzed, and a description of when data
paths are stable and when they may
be changing, but no specific data
values since Veritime analysis isn’t
data-dependent.

Veritime simulates the design us-
ing the timing analysis templates.
When the simulation activates the
inputs to a storage device, Veritime
traces back along the paths from the
storage device to the input sources.
Since paths are analyzed only if they
cause a change at an input to a
storage device, false timing errors
are less likely to be reported.

B Pros and cons of hybrids

Critics of the hybrid approach claim
that it suffers from the same limita-
tions as dynamic timing verifiers do
because using test vectors means
that some critical paths may be
missed. Proponents of the hybrid ap-
proach point out that while a hybrid
timing verifier simulates clocks and

“The move toward
synchronous designs
means a greater
reliance on static
timing verifiers.”
—Dick Kaiser, Mentor Graphics

control logic fully, it doesn’t do full
logic simulation. It isn’t necessary to
apply specific data patterns to data
paths, so it’s less likely that critical
paths will be missed.

A second criticism of hybrid tim-
ing verifiers is that they really
aren’t that new; some static timing
verifiers have many of the capabili-
ties that are claimed as “new” in
hybrid tools. Quickpath from Mentor
Graphics (Beaverton, OR), for exam-
ple, is one verifier that can perform
timing analysis on asynchronous as

e | osenw
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Quickpath from Mentor Graphics detects any design path that’s either too fast or too
slow, highlighting violations directly on the schematic for easy recognition. The path of
a violation is highlighted in the lower window. Quickpath is fully integrated into the
Quicksim logic simulator and the rest of Mentor’s design and analysis toolset.

well as synchronous designs, says
Pat Wolfran, Quickpath product
manager.

The key to its wide applicability is
Quickpath’s interactive mode of op-
eration. “There are several tech-
niques for using Quickpath with
asynchronous designs,” says Wol-
fran. “A designer can simply point at
both ends of a path, and Quickpath
will calculate the delay. Or a design-
er can specify stable times for asyn-
chronous paths in a design and then
run a Quickpath analysis on the
design using those specifications.”

Quickpath lets the designer selec-
tively enable and disable the analy-
sis of segments of logic. This lets
designers concentrate on trouble-
some design segments, or turn off
segments that are exhibiting false
errors.

Graphical displays can help de-
signers evaluate error reports and
sort out false errors. Quickpath dis-
plays troublesome logical paths in
their entirety, including hierarchical
moves. This type of display lets a
designer evaluate the path and de-
termine whether a reported error on
the path is real or false. Such evalu-
ation is much more difficult if the
path is displayed only as a text file.

The Chipcrafter timing verifier
from Seattle Silicon (Bellevue, WA)
also allows interactive analysis of
asynchronous as well as synchro-
nous designs. Part of the company’s
Chipcrafter compiler tools, the tim-
ing verifier is a static tool with both
critical and exhaustive path-analy-
sis algorithms. To reduce false error
reports, a path-disable utility lets
designers disable illogical paths. To
facilitate asynchronous circuit anal-
ysis, users can assign states to pri-
mary inputs.

Dick Kaiser, a product manager at
Mentor Graphics points out that de-
sign managers are moving toward
synchronous designs, thus enhanc-
ing the appeal of static timing verifi-
ers. “Complex structured designs are
easier to implement using synchro-
nous techniques, and synchronous
designs can more readily accommo-
date designed-in testability such as
scan paths,” he says. “The move to-
ward synchronous designs means a
greater reliance on static timing ver-
ifiers in the future.”

B Special problems with ICs

System designers aren’t the only de-
signers who are plagued with timing
problems. “Our chip manufacturing
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Embedded systems designers have already used CrossCode C in over 357 different applications.

How to choose a 68000 C compiler
for your ROMable code development

These twelve important CrossCode C features could
make the difference between success and failure

t’s hard to know ahead of time what

features you’ll be needing in a
68000 C compiler. But if you're using
CrossCode C you won’t need to think
ahead, because CrossCode C is already
equipped with these twelve important
features for your ROMable code devel-
opment:

1. A 100% ROMable Compiler:
CrossCode C splits its output into five
memory sections for easy placement into
ROM or RAM at link time.

2. Integrated C and Assembler: You
can write your code in any combination of
C and assembly language.

3. Readable Assembly Language
Output: The compiler generates assem-
bly language code with your C language
source code embedded as comments, so
you can see each statement’s compiled
output.

4. Optimized Code: CrossCode C uses
minimum required precision when eval-
uating expressions. It also "folds" con-
stants at compilation time, converts
multiplications to shifts when possible,
and eliminates superfluous branches.

5. Custom Optimization: You can op-
timize compiler output for your applica-
tion because you control the sizes of C
types, including pointers, floats, and all
integral types.

6. Register Optimization: Ten regis-
ters are reserved for your register vari-
ables, and there’s an option to automati-
cally declare all stack variables as
register, so you can instantly optimize
programs that were written without
registers in mind.

7. C Library Source: An extensive C
library containing over 47 C functions is
provided in source form.

8. No Limitations: No matter how large
your program is, CrossCode C will com-
pile it. There are no limits on the number
of symbols in your program, the size of
your input file, or the size of a C function.

9. 68030 Support: If you're using the
68030, CrossCode C will use its extra
instructions and addressing modes.

10. Floating Point Support: If you're
using the 68881, the compiler performs
floating point operations through the
coprocessor, and floating point register
variables are stored in 68881 registers.

11. Position Independence: Both posi-
tion independent code and data can be
generated if needed.

12. ANSI Standards: CrossCode C
tracks the ANSI C standard, so your code

will always be standard, too.

There’s More

CrossCode C comes with an assembler,
a linker, and a tool to help you prepare
your object code for transmission to
PROM programmers and emulators. And
there’s another special tool that gives you
symbolic debugging support by helping
you to prepare symbol tables for virtually
all types of emulators.

CrossCode C is available under MS-
DOS for just $1595, and it runs on all IBM
PCs and compatibles (640K memory and
hard disk are required). Also available
under UNIX, XENIX, and VMS.

CALL TODAY for more information:

1-800-448-7733

(ask for extension 5001)
Outside the United States, please dial

PHONE: 1-312-971-8170
FAX: 1-312-971-8513

SOFTWARE DEVELOPMENT SYSTEMS, INC.
DEPARTMENT 51

4248 BELLE AIRE LANE

DOWNERS GROVE, ILLINOIS 60515 USA
CrossCode™ is a trademark of SOFTWARE DEVELOPMENT
SYSTEMS, INC. MS-DOS® is a registered trademark of

Microsoft. UNIX® is a registered trademark of AT&T. XENIX®
is a registered trademark of Microsoft.
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With Valid Logic’s new
graphics interface

for the Timemill event-
driven simulator

from Epic Design Tech-
nology, engineers

can easily create input
stimuli and view
output waveform
results.

customers say that they want to
make chips run faster, but they have
trouble locating the critical delays
that limit performance,” says Sang
Wang, president of Epic Design
Technology. “That’s causing a great-
er interest in timing verifiers among
both chip designers and chip manu-
facturers.”

Timing verifiers that work at the
gate level can’t test full-custom and
cell-based IC designs adequately. An
individual IC doesn’t contain gates;
it contains transistors that happen
to make up gates and flip-flops. The
timing limits on an IC have to do
with the characteristics of transis-
tors, so transistor timing must be
analyzed to extract maximum per-
formance from an IC design.

For years, IC timing verification
depended on the experience and in-
tuition of the design and layout engi-
neers. “You would eyeball an IC
layout and try to figure out where
the longest path was,” says Donna
Rigali, Valid’s product manager for
IC design tools. “Then you would run
Spice simulation on that path to
determine its timing -characteris-
tics.” Although Spice simulation
could be run on an entire IC and
would produce a very accurate pic-
ture of the IC’s timing characteris-
tics, few designers would want to put
a design containing 500,000 transis-
tors through a Spice simulator.

The same timing verification algo-
rithms (dynamic and static) that
work at the gate and behavioral
levels work at the transistor level,
except that the transistor model
must include some of the transistor’s
analog characteristics. “A transistor
on an IC looks exactly the same in

an analog circuit as in a digital
circuit,” says Dave Millman, mar-
keting vice-president at Epic Design
Technology. “To determine a tran-
sistor’s timing characteristics, you
must model the analog characteris-
tics that affect timing.”

For IC-level timing analysis, Epic
provides three tools: Timemill, a dy-
namic timing verifier; Pathmill, a
static timing verifier, and the soon-
to-be-introduced Verimill, a hybrid
timing verifier. Valid Logic Systems
also markets the Epic timing verifi-
ers as part of the Valid set of IC
design tools.

Timemill is an event-driven,
switch-level simulator that models
the resistance and capacitance prop-
erties of transistor circuits to deter-
mine their timing characteristics.
Timemill also keeps track of internal
voltages, such as the voltages in
RAM sense amps. Because it’s event-
driven rather than timeslice-driven,
and because it doesn’t model all of
the analog properties of transistors,
Timemill is much faster than Spice
simulators. A 50,000-gate design, for
example, can be evaluated in about
10 minutes on a Sun-3 workstation.

Pathmill is a static critical path
analyzer for IC designs. In much the
same manner as the tools that work
at the gate level and above, Pathmill
locates and identifies critical, perfor-
mance-limiting paths in IC designs.

A hybrid timing verifier, Verimill
can handle IC designs with multiple
clocks and multiple clock cycles.
Similar to Gateway’s Veritime tim-
ing verifier in both name and capa-
bilities, Verimill will dynamically
handle all signals that need states
for analysis, such as clocks and con-

trol signals. All other signals are
handled using static techniques.

B A matter of time

The available timing verification
tools aren’t perfect solutions to tim-
ing problems. Dynamic timing veri-
fiers can miss timing errors if the
designer doesn’t include the right
test vectors. Static timing verifiers
can report false errors because they
report every long signal path, re-
gardless of whether the path is used.
With these limitations, a designer
who can develop effective test vec-
tors or weed out false error reports
will be able to use today’s timing
verification tools most effectively.
There’s no one “right” timing veri-
fication tool that will handle every
timing analysis problem. Hybrid
timing verifiers with their limited
use of test vectors and their ability
to analyze both synchronous and
asynchronous designs may well be
the first step toward a more univer-
sal class of timing analysis tools. But
for pure synchronous designs, a stat-
ic tool may still be the best solution.
In the final analysis, it’s up to the
engineering manager to match the
tools to the tasks at hand. O

For more information about the technol-
ogies, products or companies mentioned in
this article, call or circle the appropriate
number on the Reader Inquiry Card.
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Technical publishing tools
streamline documentation process

Bill Harding, Senior Editor

ngineering managers are well
aware that the job’s not over
until the paperwork’s done,
but the paperwork on even a moder-
ately sized design can be staggering.
With regulations such as those laid
down by the Department of Defense
(DOD) for weapons systems and by
the Federal Aviation Administra-
tion (FAA) for commercial aircraft,
an engineering manager may well
face a documentation problem that
rivals the design job itself.
Runaway design complexity can
be blamed for most of the engineer-
ing manager’s documentation prob-
lems. Since it’s very likely that
designs will become even more com-
plex in the future, the electronic
engineering manager can expect to
see documentation requirements in-
creasing rather than decreasing.

B Electronic technical publishing

The massive problems associated
with producing documentation in a
timely manner prompted the emer-
gence of a new class of tools called
electronic technical publishing
(ETP). Don’t confuse ETP with desk-
top publishing. ETP includes many
desktop publishing capabilities but
goes far beyond the process of gener-
ating printable pages.

“At one time, a word processor
was an effective technical publishing
tool,” says Bruce Foster, product line
manager in the Context Division of
Mentor Graphics (Beaverton, OR).
“Today, writing technical documents
is a team process that requires group
productivity tools. It's also a mas-
sive, complex process that requires
document management tools, and
it’s an exacting process that requires
tools to help meet contractual re-
quirements or government regula-
tions.”

Like a word processor or a desktop
publishing system, an ETP toolset
must provide certain basic capabili-
ties, according to Foster. Integrated
text and graphics, and graphics cre-
ation and editing are obvious re-
quirements. For large documents,
automatic section numbering with

automatic renumbering following
revisions is a necessity.

An ETP system should automati-
cally generate matter such as tables
of contents, lists of figures, and in-
dexes. Since many documents, such
as parts catalogs, contain large num-
bers of tables, an ETP system should
have a tool that helps with table
creation and editing. To bring exist-
ing documentation under electronic
control, an ETP system should sup-
port image scanning and optical
character recognition.

Mentor’s Context Division offers a
set of ETP tools—Context Writer,
Context Editor and Context Docu-
mentor—that support a procedure
called inclusion by reference. This
procedure may be used to handle a
schematic that may be kept up to
date by the engineering department
but needed in a maintenance man-
ual, for example. Rather than copy
the schematic from the engineering
system to the publishing system, the
writer of the manual can include the
schematic by simply telling the ETP
system the schematic’s location. The
schematic is then copied only when a
manual is ready to print. By main-
taining only one master copy of the
schematic, the documentation auto-
matically includes any changes

B TECHNOLOGY UPDATES

made by the engineer.

ETP tools must provide a way to
access data from outside the docu-
mentation group. For Context ETP
tools and Mentor EDA tools, direct
contact can be maintained via the
engineering network. But some-
times other tools are used to gener-
ate text or drawings. In this case, a
graphics gateway is used to import
the information. External data
brought into the Context system via
the gateway can’t be included by
reference (that data isn’t automati-
cally updated in the Context system
when it’s updated in its original sys-
tem), but it can be processed and
included in finished documents.

If an ETP facility is implemented
on a network with access to the
engineering network, on-line re-
views of documents are feasible. In
the Context system, security proce-
dures can be invoked that let review-
ers check a document in a read-only
mode, but with the ability to add
annotations or comments to the doc-
ument without changing the docu-
ment’s text.

In a manner similar to what oc-
curs in desktop publishing systems,
templates can be set up to define the
format for documents. If a system is
being designed under government
contract, the DOD-mandated CALS
(Computer-aided Acquisition and
Logistic Support) standards may ap-
ply (see “DOD standardizes docu-
mentation process,” p. 60). If that’s
the case, templates conforming to
the CALS standards may be pre-

The engineering
documentation
process has
changed a great
deal in recent
years. Documenta-
tion has become
“an exacting pro-
cess that requires
tools to help

- | meet contractual
requirements or

| government regu-
lations,” says

| Bruce Foster, prod-
uct line manager
in the Context Divi-
| sion of Mentor
Graphics.
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pared and will automatically be used
for all document preparation. The
template may effectively outline
how a document is to be prepared,
thus letting technical writers “fill in
the blanks” when preparing seg-
ments of a document.

B Managing the load

To help manage the documentation
effort, ETP tools help with structure
maintenance, change control, and
file security and access control. ETP
systems should provide a means for
limiting document access (such as a
password or other identification
scheme) and should also provide a
way to limit what can be done to a
document.

Access rights may change as a
document progresses through its life
cycle. In the very early stages of
document preparation, a particular
engineer—as well as the author—
may have the right to change a
document. That right may be
changed to read-only as the docu-
ment approaches the first review

cycle. Once a document is in sign-off,
a writer may be denied access rights.

Many elements of structure main-
tenance are handled automatically
in an ETP package. The Context
package, for example, automatically
renumbers nested sections and lists
whenever changes are made to a
document. It also automatically up-
dates embedded references such as a
reference to a table or figure. If the
table or figure designation is
changed, the embedded reference is
changed accordingly. Much as a
CAE system can automatically gen-
erate an engineering netlist, Con-
text can automatically generate a
table of contents, a list of tables and
a list of figures.

B Keeping track of changes

Any product that has a relatively
long life, such as a commercial air-
craft or a weapons system, will prob-
ably undergo numerous changes.
Getting the changes documented
and distributing the changes and the
documentation to the field is a sig-

Although many system manufac-
turers may consider the Department

of Defense a very good customer, the
DOD is also one of the strictest customers
when it comes to technical documen-
tation. But even with its tough regula-
tions, the DOD still has problems
managing the documents it receives
from its contractors, even if those
documents meet every existing specifica-
tion and regulation.

To help regulate documentation
procedures, the DOD recently mandated
the implementation of the CALS
(Computer-aided Acquisition and Logis-
tic Support) program. CALS defines
how documents will be prepared and
delivered, as well as how changes will
be accomplished.

In the past, industry has tended to
adopt military documentation practices.
CALS should be no exception, particu-
larly since companies such as the Context
Division of Mentor Graphics (Beaver-
ton, OR) will provide documentation
tools aimed directly at helping meet
CALS standards.

When CALS is fully implemented,
defense contractors will no longer deliver
their documentation in printed form.

CALS has a threefold documentation
objective. First, digital tapes will be the
delivery method of choice for future
documents. Second, the DOD must
implement internal procedures that will
let the DOD use the digital documents.
Third, the hoped-for result is that
reliability and maintainability will be inte-
grated into designs.

Switching from paper to magnetic
tape is a major undertaking on both
the contractor and DOD sides of the
fence. Recognizing this, the DOD plans
to implement CALS standards in two
phases. Phase | involves converting paper
documentation flow into electronic
flow using available technology and
industry standards. Phase Il is much
more ambitious. It involves total integra-
tion of product data bases among all
contractors, with the data bases main-
tained by the contractors with on-line
access and ownership by the DOD.

To implement Phase I, the DOD is in
the process of defining a number of
documentation standards. MIL-STD-
1840A is the CALS technical publishing
subset, covering such things as text
formats, graphics formats, and standards
for recording and transmitting graphics.

nificant problem.

“Failing to distribute changes in a
timely manner can be very costly to
the customer,” Context’s Foster said.
“If an FAA investigator finds writ-
ten notes in the margins of an air-
line maintenance manual, for
example, the airline is subject to a
stiff fine. Mechanics don’t define how
aircraft should be repaired; engi-
neers do. And they publish their
decisions in change notices.”

An ETP system helps manage the
document change procedure by
maintaining an audit trail and keep-
ing a copy of every level of a docu-
ment. At any point, any revision
level of a document can be produced,
including all changes made to bring
it to the specified level and the
changes that took it to the next
level. Similarly, during on-line re-
view of changes, both the old text
(with strike-overs) and the new text
are available to the reviewers.

Variant documents may be creat-
ed and maintained in a similar man-
ner. A variant document is one
that’s generally the same as a base
document but describes a different
version of the system —different con-
figurations of the same basic air-
craft, for example. In the Context
system, all portions of the base docu-
ment that aren’t changed in the
variant document are included by
reference rather than being copied to
the variant document. The variant
document thus contains only text
that’s different from the base docu-
ment. Any changes to the base docu-
ment are automatically made in the
variant document.

B ETP will grow rapidly

ETP is still a relatively young disci-
pline, but the DOD mandates should
cause it to mature very rapidly.
Even companies that don’t do much
DOD work won’t escape from docu-
mentation standards. Big companies
that use a lot of subcontractors are
setting up their own documentation
standards and electronic document
delivery systems.

The C-3 data pipeline from Gener-
al Motors (Detroit, MI) is a case in
point. General Motors works with
some 90,000 subcontractors who de-
sign various automotive parts. Sub-
contractors used a variety of design
systems, so design data wasn’t com-
patible from one subcontractor to
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another, resulting in major integra-
tion problems for GM engineers.
With the implementation of the C-3

data pipeline, GM subcontractors
must submit their designs in electron-
ic formats approved by the company.

Preparing design
documentation is a

THE DOCUMENTATION TEAM

team effort that

involves writers,
editors, illustrators
and engineers.

The documentation
team usually
works on the same
types of work-
stations as the en-
gineers do. The
documentation
network should

be linked to the
engineering net-
work to provide a
means for ac-
cessing source in-

ETHERNET

EDITOR

COMMUNICATIONS
GATEWAY

1 ILLUSTRATOR
—

formation and

neering data bases.

graphics from engi- I H

FOREIGN
SYSTEMS

While the text and graphics inte-
gration of an ETP tool may not be
that much greater than what would
be possible with a desktop publish-
ing package (which would be less
expensive), the documentation man-
agement tools should prove to be
worth the extra cost. Tools such as
access control, inclusion by refer-
ence, revision control, audit trails for
changes, variant document produc-
tion and format templates can go a
long way toward bringing the engi-
neering manager’s documentation
problems under control.

For more information about the technol-
ogies, products or companies mentioned in
this article, call or circle the appropriate
number on the Reader Inquiry Card.
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FASTFRAME

Bus-~board development
1n miniature.

Adding to Dage’s successful Foundation enclosure family is Fastframe, a completely self-
contained miniature bus-based board system. Fastframe offers a full-system capability
while its compact design and low cost combine to make it ideal for bench-top
prototyping, exhibitions, field service or as a ‘one per student’ training station.
Compatibility with VME, STE or Multibus Il boards provides users with a
comprehensive operating environment. Fastframe has its own integral power supply and
backplane, and an open-sided construction allows easy access to boards under test or
development. External devices are powered via rear-mounted 5 and 12V connectors.
Foundation Fastframe further enhances Dage's wealth of in-depth hardware and
software expertise for real-time system builders. For a single source of standard products
and full custom facilities make Dage your first choice.
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Warren Andrews, Senior Editor

our industry leaders recently
merged workstations, Ada de-

velopment tools, a real-time op-
erating system and a Sparc-based
VMEDbus target system into an inte-
grated real-time Ada development
and run-time environment. Key to
the quartet’s development is the
smooth integration achieved with
the Ada development tools and real-
time operating system and the inter-
active debugging capabilities shared
by the workstation and target sys-
tem. Verdix (Chantilly, VA), Wind
River Systems (Emeryville, CA), Mi-
zar (Carrollton, TX) and Sun Micro-
systems (Mountain View, CA)
pooled their efforts to create a
smooth-running environment that
lets designers interactively write,
debug and compile Ada code on a
Sun workstation and download it to
a Sparc-based target running a real-
time operating system.

On the host workstation end is the
Verdix Ada Development System
(VADS) running on a Sun Worksta-
tion. VADS provides tools for han-
dling library management, com-
pilation and program generation,
debugging, programming support
and customer services. VADS is
combined with Wind River Systems’
VxWorks network operating system
and its network and programming
support tools. The resulting product
has been dubbed VADSworks.

Program development is done on a
Sun 3 or Sparc-based Sun 4 worksta-
tion or, alternatively, on Mizar’s
Hybrid Ada Development System
running Unix or the SunOS en-
hanced version of Unix. The system
is used to develop real-time Ada
applications that will run on Mizar’s
line of fully configured Adaserver
Systems based on Fujitsu’s imple-
mentation of a Sparc RISC or Motor-
ola 680X0 microprocessors.

The code developed in the VADS-
works software environment is
downloaded onto one or more embed-
ded target processors from the Unix
host via Ethernet or, in the case of
the Mizar development system, di-
rectly across the VME backplane.

Industry quartet plays
real-time Ada on Sparc

On the real-time target, Ada pro-
grams run under the VxWorks real-
time operating system.

B Not just for military

Though Ada is largely considered
part of the military domain—about
95 percent of today’s Ada appli-
cations are dedicated to military
projects—the language is rapidly
finding its way into commercial ap-
plications, according to Omar Ah-
med, Verdix director of technical
support. The same features that led
to the selection of Ada as the stan-

“The reusability
of Ada modules
is @ major
advantage.”
—Sid David, Draper Laboratories

dard for military projects are endear-
ing the language to many commer-
cial applications, he says.

The key features that Ada offers
over other languages include man-
ageability, maintainability, disci-
pline and portability, says Ahmed.
Ada’s modular-oriented design leads
to programs that are extremely easy
to manage. By creating a division
between the definition of a module’s
interface and its implementation,
management teams can define mod-
ule interfaces from the onset of a
project.

With this division, individual en-
gineers can separately develop code
for segments of a program with rea-
sonable confidence that the code will
function properly when integrated
into a final program. In addition to
the manageability of program mod-
ules, Ada can protect data through
its unique capabilities for data ab-
straction and data hiding.

Because Ada modules are isolated,
the programmer can easily identify

changes to any specific module and
understand the effect of the modifi-
cation. According to Verdix’s Ah-
med, Ada’s object-oriented approach
also lets developers take advantage
of modules developed in past proj-
ects—or off-the-shelf—and use them
in new programs. Ada allows the
creation of libraries that can often be
interchanged from application to
application.

“In addition to the commonly
known benefits of Ada, the reusabil-
ity of Ada modules is a major advan-
tage,” says Sid David, associate
division leader of the applications
department at Draper Laboratories
(Cambridge, MA). “Ada makes the
concept of commercially available
software packages for embedded ap-
plications more a reality today than
ever before.”

Off-the-shelf Ada software offer-
ings can range from low-level opera-
tions such as sorting and
manipulating link lists to high-level,
application-specific routines for hu-
man and graphics interfaces or the
manipulation of sophisticated ma-
chines.

B Program development

In the new development environ-
ment, initial Ada coding is done on
the Unix-based host system after the
programming support environment
is set up and the VADS system is
configured to the specific applica-
tion. The configuration depends on
the size and complexity of the soft-
ware product and involves creating
the necessary VADS libraries,
search lists and library hierarchies.
Configuration can vary from a sim-
ple, single library for small applica-
tions with only a few programmers
to a high-level breakdown that de-
termines the number of libraries to
create as well as the dependencies
and search lists needed. Hundreds,
or even thousands, of programmers
can be part of the effort.

If necessary, the problem can be
further broken down into lower lev-
els after the initial VADS libraries
have been set up. Libraries can be
completely independent, be fully de-
pendent on one another or share any
dependency relationship. If depen-
dent, the libraries can be hierarchi-
cal in structure—code developed at
higher levels would be independent
of the code developed at lower levels,
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while lower-level code would be de-
pendent on each higher level.
Some of the functional testing and
debugging can be done directly on
the Unix-based development system.
Other parts of the development,
however, must take place on the
target processor—in this case, the
Mizar Adaserver. During coding,

small segments of the code can be
separately compiled, linked, run on
the server or in the Sun environ-
ment, and debugged. During debug-
ging, the VADS Ada source-level
debugger can be used on both the
Unix-based host system or the target
real-time system. After individual
units have been coded, they can be

THE VERDIX ADA DEVELOPMENT SYSTEM

e VERDIX ADA COMPILER
> FRONT END
1. LEXICAL ANALYSIS
2. SYNTACTIC ANALYSIS
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LIBRARY
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A
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CODE GENERATOR /_\
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2. OPTIMIZATION b e
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RUN-TIME
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S A EXECUTABLE T
IMAGE
FILE

The Verdix Ada Development System incorporates a variety of development tools to
accompany its optimizing Ada compiler. These include a program library, library-man-
agement tools, error processing, object linking and symbolic debugging. The library-
management tools let either off-the-shelf or custom-developed modules be easily

incorporated into larger Ada programs.

integrated and debugged as a single
unit. The piecewise integration con-
tinues until the entire product is
integrated, tested and debugged on
the Sparc-based target system.

B Full integration

One of the powerful aspects of this
real-time Ada development environ-
ment is the full integration that
provides efficient tools for code de-
velopment with a direct connection
to a real-time embedded target envi-
ronment, says Jerry Fiddler, pres-
ident of Wind River Systems.
Integration is accomplished by pro-
viding a common user interface and
programmer access to key functions
such as windowing and networking
capabilities, a standard operating
system with editors, optimizing com-
piler technology, downloading and
symbolic debugging capabilities.

To simplify the entire develop-
ment cycle and provide a seamless
integration of development subsys-
tems, a window-based, mouse-driven
interface is provided. It serves to
simplify Ada applications develop-
ment by saving the programmer
from having to remember the large
assortment of Ada commands and
options. Further, the interface lets
users execute programs by using a
mouse to select the necessary com-
mands and options from a menu or
other graphics display.

In addition to the conventional
productivity tools, the development
environment gives designers a fully
interactive window into the execu-
tion and debugging of their applica-
tion. With the Ada tasking model,
tasks need to be examined and de-
bugged concurrently. Debugging of a
multitasking Ada program thus be-
comes not just a process of sequen-
tially examining the state of each
executed statement from the top to
the bottom of a program, but also a
process of manipulating objects.

Most debuggers provide only the
capability of examining and viewing
the program being debugged as a list
of statements executed in sequence.
Debugging should allow the exami-
nation—or even modification—of a
task’s state at any time when that
task becomes active, however. The
windowed environment of VADS-
works provides this capability.

The need for integration between
the host and target environment be-
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B TECHNOLOGY UPDATES

comes increasingly critical as users
demand that code will run similarly
on both the target and host. This
prompted Verdix and Wind River to
integrate the development process
with the real-time operating system
and thus support Ada at both the

target and host sides. To round out
the environment, Mizar provides the
high-performance target hardware.
It offers several levels of integration
and support ranging from a single-
board target processor to the compa-
ny’s hybrid server approach (using

VME

to DEC, GOULD/SEL...

T

VMIVME-DMA

VMIVME-VMEnet II'™

CIRCLE NO. 34
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Sun VME processor cards to substi-
tute for the workstation and work
across the same backplane as the
target system) to real-time embed-
ded systems.

One of Mizar’s fully packaged hy-
brid servers incorporates the capa-
bilities of a Unix workstation and
Ada software development tools with
a real-time subsystem running a
real-time operating system—Vx-
Works. The server philosophy lets
the user take advantage of a Unix
environment in a real-time Ada ap-
plication. In addition, Mizar offers a
networked hybrid system that uses
Ethernet to connect one or more
Unix workstations with several em-
bedded target systems. When pro-
gram development is complete, the
target system can run as a stand-
alone system without the Unix
workstation serving as a host.

The key to the four companies’
approach is in the integration, says
Thomas Kane, marketing manager
at Mizar. While other Ada develop-
ment systems exist, the code gener-
ally has to be written, compiled and
debugged on the host and then port-
ed to the target system. The task of
repeating this operation for iterative
generations is not only time-consum-
ing, but often leads to an incomplete
programming job.

This highly integrated approach
brings many advantages to the de-
signer. One, Ada can enjoy the same
sophisticated tools that are available
in C. The development environment
has a seamless connection to the
target environment, and it lets real-
time characteristics be incorporated
into the Ada run-time. The approach
also provides a familiar window-
based, mouse-driven interface. In ad-
dition, the solution is based on
standards, and it provides single-
vendor integration and support. []

For more information about the technol-
ogies, products or companies mentioned in
this article, call or circle the appropriate

number on the Reader Inquiry Card.
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Today, Varta leads the world in / ¥ making cells
for the smaller NiCd batteries. The reason lies in understand-
ing the two ways cells are made. One is Varta's original
development: the mass-plate NiCd button cell. Its electrodes
are thick, solid masses with small surface areas. Result: a
very low self-discharge which provides up to four times
longer stand-by life and reduced charging current.

In the other cells, the long, thin, sintered electrodes, which
are wrapped around in a cylindrical shape, have a large
surface area. Result: cylindrical cells with an inherently fast
self-discharge. Most of these NiCd batteries have a useful
stand-by life of less than 3 months and, in use, require more
frequent charging with “heavier” charging current.

Better operational characteristics. Mass-plate construction
results in NiCd batteries with no “memory” effect, so they
can be trickle-charged long-term without reduction in effec-
tive capacity. They have a longer, 1000-cycle life, according
to IEC 509. And they can be stored in any state of charge
for over five years

Self discharge comparison at 20°C without significant

e performance loss.
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Electrodes in mass-plate button cells have far less surface
area, so self-discharge is far less, stand-by life is up to four
times longer, and charging requirements are much smaller.

cells perform better under vibration, as shown by MIL STD
810C. Key cell sizes are Ul-recognized. They can be wave-
soldered for up to 10 seconds in a fully charged state.

More sizes and types for any application. Mass-plate
cells range from 4 mAh (world’s smallest) to 1000 mAh.
Taking up to 40% less space, batteries are available flat
or stacked with all types of connections. Safetronic and
Mempac batteries are pin-equipped for easy plug-in.

New “high-temperature” types. The Varta DKT Series can
operate up to 65°C, 15° higher than before.

Most cost-effective. Despite their advan-
tages,mass-plate buttons are competitively
priced. For more information, on Varta
button cells and batteries, please ask for
our booklet “Eight Reasons Why..."”. Call
1-800-431-2504, Ext. 260, or write below.

u VAR I A VARTA Batteries, Inc., 300 Executive Bivd., Eimsford, NY 10523
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Eanding your
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[YOCRSSING and control,

‘ Today, signal processing and control means much more to you than
itdid just a few years ago. Increasingly sophisticated applications are blurring

the boundary between signal processing—both analog and digital—and data
processing. And your future designs are certain to require further integration
of these functions. . For The New Harris Semiconductor—a company
combining the strengths of Harris, GE, RCA and Intersil—signal processing
and control is both our heritage and our future. . We understand the
myriad requirements of designing products for the real world. That's why we
specialize in providing both performance and application-oriented solutions to
your design problems. At many levels of integration from discrete semi-
conductors to systems on a chip. . No matter what your signal processing
and control requirements—from DC to microwave frequencies, from low
power consumption to high speed operation, from precision input to high
power/high voltage output—The New Harris Semiconductor has what you
need. With a full range of amplifiers, switches, opto-isolators, discrete power,
smart power, data acquisition, logic, digital signal processing, microprocessors
and microcontrollers. And our expertise in analog anddigital lets us put them
both together to meet your most complex system requirements. . In
signal processing and control, The New Harris Semiconductor is what your
vision of the future demands. Today. . For more information, call toll-free,
1-800-4-HARRIS, Ext. 1989. (In Canada, 1-800-344-2444, Ext. 1989.)

WARRIS - RCA - BE INTERSIL

What your vision of the future demands. Today
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STD Bus
Software Challenge:

CpBIT’s C-Engine vs STD-DOS

‘,!

C-Engine Features:

« Borland Turbo C Professional Package
- Source Level Debug on STD Bus CPU
» Efficient Embedded System Code

Harness the power of Borland’s Turbo C Professional
Package for your STD Bus development system. Develop
your code on a PC, then try it out on Cubit's powerful
80186 based CPU. The C-Engine allows you to run the
Turbo C debugger right on our CPU board.

Turbo C includes the compiler, assembler, editor, source
level debugger, error checking with built-in Lint and a
large library of functions with source code. Code runs
faster and is more compact than code written with leading
competitive C compilers. Thorough documentation gets
you started fast.

Cubit’s C-Engine includes our Model 8600 CPU board
with a 10 MHz 80186 microprocessor, Turbo C Professional
Package, a serial interface board and all necessary inter-
facing software including automatic ROM generation for
only $995. You will have all the tools needed to produce
fast, efficient ROM based code, which
may be run on our $595 Model 8600
CPU without any additional software.

C is the language of choice for
computer control professionals.
Cubit makes it easy and
inexpensive to run on STD Bus.

STD-DOS:
« Fills Surplus Memory!
« Helps Spend Your Budget!
* Runs Flight Simulator!

Where’s the Disk? DOS stands for Disk Operating Sys-
tem, but few embedded control applications use a disk.
You waste dollars, memory and system speed for functions
that few embedded control systems need.

Real OEM’s Don’t Use DOS. You want to use DOS as a
develoBment tool, but when you complete your develop-
ment, DOS sticks around. Since your application runs
under DOS, you will need to ship DOS with every system.
OEM's can save big money by ditching DOS.

DOS is great if your system needs to run Flight Simulator.
But for embedded control system development, keep DOS
on your PC where it belongs. Cubit's C-Engine lets you
develop code using DOS and Turbo C on your PC, while
keeping the final code fast, clean and without DOS clutter.

C BIT DIVISlON
PROTEUS
Jl INDUSTRIES

340 Pioneer Way
Mountain View, CA 94041-1577
Telephone: (415) 962-8237

MS is a trademark of Microsoft Corp.
Turbo C is a trademark of Borland International, Inc.

FAX: 415-965-9355
Telex: 797377 PROTEUS USA
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Designers hang on
to Multibus |

A seemingly
interminable upgrade
path. The sometimes
irresistible appeal of
familiarity. This old bus
is—at least for now—
still in its prime.

David Lieberman
Senior Editor

How is it that the 12-year-old
Multibus is posting record reve-
nues? And why, when design wins
are so clearly few and far between,
is this old 16-bit bus architecture
now reaching record volumes?

The Computer Design 1988/1989
Bus Board Survey showed that
roughly 22 percent of our readers
who use boards are designing with
Multibus I today, down from at
least a 32 percent share in the past.
By 1991 or so, the survey respon-
dents told us, only about 10% percent of them will be doing new Multibus
designs. Yet, despite this decline in design wins, most marketing figures
show Multibus to have the largest market share of any open-architecture
bus today, representing at least a $600 million market, and it’s not
expected to top out until the mid-1990s.

Where are all those dollars going? It appears that most of them are
going into upgrades and enhancements to existing designs, into new models in
scalable product families and into field enhancements accomplished with
simple board swaps. Running out of processing headroom? Swap out an 80286
or 68020 CPU board and swap in an 80386 or a 68030. Hitting an I/O wall?
Swap in a denser communications board. Needing faster access to disk? Swap
out an ST506 subsystem and swap in ESDI or SCSI.

The machines of the early and middle ’80s are due for their mid- or late-
life kickers, and it was Multibus I that captured most of the design-ins back
then, before VMEbus and Multibus II had become viable alternatives.

Some of the dollars, though, are also going into real design wins for
Multibus I, and the capabilities of systems using Multibus I are being
stretched in some interesting ways. Here, the appealing aspects of using an
old bus—above all, no learning curve or substantial software reinvestment—
are enticing many designers to hang on.

Two major strengths of the Multibus I standard are that it’s relatively
easy to design to and lacks compatibility problems. It has been an
exemplary story of bus success, attracting hundreds of vendors with

The board swap

is a quick and easy
way to upgrade
an existing Mullti-
bus I system
without making a
substantial rein-
vestment in new
software.
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H MULTIBUS |

thousands of products. Although it’s
now clearly an old-technology bus,
vendors have continually applied the
latest semiconductor and packaging
technology to their boards to give
Multibus I customers a seemingly
interminable upgrade path. Over
time, as limited bandwidth has be-
come a hindrance, the Multibus I
spec itself has also evolved.

If you're looking for a Multibus I
CPU today, you can get everything
from a multi-hundred-dollar Z80 or
8080 board with about 64 kbytes of
memory to a multi-thousand-dollar
80386 or 68030 board with as much
as 16 Mbytes of memory. Want a
68000-based CPU? There are almost
20 around, available from about 10
vendors. Need an 80867 You can
choose from about 30 8086 CPUs
from 15 companies or so.

Will the strengths of Multibus I,
then, be able to carry it through the
1990s? Probably not, though it may
survive in some niche or other. Some
designers, in expectation of a Multi-
bus I decline, are moving to a differ-
ent 16-bit bus—the PC/AT—where
the third-party support is even more
copious and the dollars required far
less. But more of them are going 32
bits, where bang for the buck is so
clearly superior. “Most companies
currently shipping Multibus I prod-
uct have a 32-bit bus either in devel-
opment, announced or beginning to
ship,” says Chappell Cory, senior
vice-president for marketing opera-
tions at Xylogics (Burlington, MA).

Then, too, the appeal of Multibus I
will lessen over time as new genera-

The VMEbus and

tions of engineers, brought up on the
32-bit buses, take over the bench,
and the “I've used it before” appeal of
Multibus I will no longer be a signif-
icant factor.

And there’s the embarrassment
factor. The marketing departments
of over half of the Multibus I users
contacted for this article either in-
sisted on anonymity or declined to
participate. “We don’t want our com-
pany name publicly associated with
old technology,” one source ex-
plained. “That’s not the image we
want to project.”

“Isn’t it amazing!” says Russ Gam-

“There are a
tremendous number
of closet Multibus |
users out there.”
—Russ Gamble, Zendex

ble, general manager at Zendex
(Dublin, CA). “There are a tremen-
dous number of closet Multibus I
users out there.”

B Why not change?

Despite the unwillingness of some to
admit they use Multibus I, there’s no
question that the bus retains a
strong following. “The majority of
our customer base is sticking with
Multibus,” reports Jack Blevins, di-
rector of new product development
at Central Data (Champaign, IL).
“We haven’t seen anybody change

Multibus | and Il
buses are at dif-
ferent stages of 900 -
their life cycles.
Although Multibus | —
is in its mature SO0 ek
phase, it continues
to resist market a0
decline by support-
ing performance | ,, %0 7]
upgrades, and its 5
revenues aren’t | 5 500 7| MULTIBUS II
expected to level | 3
off until the mid- > 400
1990s. P
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0
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over to Multibus II in a big way, and
the changeover to VMEbus stopped
being significant over a year ago.”

“I'm surprised at the strength of
the Multibus I market,” says Tom
Powell, director of marketing at Syn-
ergy Microsystems (Encinitas, CA).
“Engineers don’t change the bus un-
less they’re doing a new project.”

Don Peterson, director of market-
ing at Ciprico (Plymouth, MN), sees
it this way: “It’'s a time-to-market
thing a lot of companies went
through. A lot of people took on
VME in 1983 or 1984, and the
boards didn’t play together as well
as expected. Also, there weren’t as
many vendors and boards as in Mul-
tibus I, so people may have had two
or three more types of boards to
build themselves, which some lacked
the expertise to do. Development
took a lot longer than expected, and
a lot of projects ran very late. Mean-
while, there was the old Multibus I
system, working just fine.”

Then, too, Multibus I has been
popular for government and military
programs, which tend to be long-
term. “Because of the government’s
way of doing business, the product
life cycle there is longer and there’s
more of a desire to keep a product
out there longer, supporting it and
maintaining it and extending its life
and spreading the cost of the pro-
gram over a longer period,” says
Michael Wells, president of Meta-
comp (San Diego, CA).

B Customizing the bus
Like a number of other board ven-
dors, Micro Industries (Westerville,
OH) is seeing a lot of Multibus I
activity, reports president Michael
Curran. “We’re seeing a lot of new
custom board designs,” he says.
“Many of our OEM customers are
reducing cost or adding features to
existing systems, and most are still
anticipating getting quite a few
more years out of the products.
There’s a strong tendency to com-
bine the functions of, say, three
boards into one. It’s a real selling
point that we can do the software so,
where necessary to maintain com-
patibility, on-board accesses look
just like off-board accesses.”

Other board companies also report
a lot of demand for customization of
board-level Multibus I products. Mi-
crobar Systems (Sunnyvale, CA), for
example, has had success with the
company’s “application-specific pro-
cessor” prototyping program, accord-
ing to spokesperson Jacqueline



Goddard. The program is based on a
CPU concept that populates about
half of a board with basic CPU func-
tionality and leaves the rest free for
memory modules, a daughter board
and a large wirewrap area. Prototyp-
ing in this fashion, says Goddard, is
a real boon to time-to-market.

According to Synergy’s Powell,
“The level of board integration is
now very aggressive. People want
slightly custom things, they want it
quickly and they don’t want to have
to buy an extra card. Today, it’s
usually possible to put any critical
function you’d normally go to the
bus for on the board or a daughter
board instead,” he says.

B Leveraging through upgrades

The greatest appeal of “a bus I've
used before” is the ability to leverage
past investments—in hardware,
software and staff expertise—that
were made when the bus was first
taken on. And some, who took on
Multibus I as their first open-archi-
tecture bus in the mid-'80s, think it’s
a bit early to give it up, choosing
instead to upgrade. “Those people
whose applications are running fine
on Multibus I but could use some
additional processing power are up-
grading,” says Blevins. “Upgrading
lets you postpone a bus decision. If
you can avoid the expense of chang-
ing buses and still make your cus-
tomers happy, there’s no reason to
change.”

Gamble concurs. “The marketing
figures say Multibus I is capturing
only about 7 percent of design wins,
but that doesn’t include upgrades.
There’s a continuous flow of up-
grades going into established mar-
kets. That’s why there’s a ground-
swell of activity in Multibus 1.”

Multibus I users are upgrading
with 68020/68030 and 80286/80386
CPU boards, intelligent peripheral
boards and network boards and/or
denser I/O boards. And many are
moving from ST506 disk controllers
to SCSI host adapters. “Customers
are seeing that they can upgrade
from an ST506 disk to a SCSI disk
that costs about the same, has lower
access time, higher data rate and a
lot more capacity,” Peterson says.
“SCSI also lets them hook up all
sorts of other peripherals and write a
single driver that can support them
all.” While the customer making
such a change will need to write a
SCSI driver, if he moved to a new
bus instead of upgrading an existing
one, he’d need at the very least to

Wlﬁam Gage, president of SBE
(Concord, CA), recounts a story of a
customer in the mid-1980s who

geared up for VMEbus, then decided to
stick with Multibus | instead. ““He
discovered that, because of the real
estate needed for the VME interface
and the smaller form factor, he'd need to
do two VME boards to do what he did
on one Multibus board,” says Gage.

Although the economics are shift-
ing, VME real estate is a good deal more
expensive than Multibus | real estate.
DIN connectors, front panels, shielding
and various machined parts, tapped
screw holes and bolts all add cost. The
appearance of VME interface chips
from a number of vendors has opened
up some real estate, but with the cost
of the chips factored in, a VME board can
still run several hundred dollars more
than a Multibus | equivalent.

The VMEbus real-estate penalty and
the need to stay competitive have
pushed board technology and, simul-
taneously, raised costs. “Because it's a
smaller card, it ends up having more
layers and requiring a more complex
assembly process,” says Gage. “'‘Our
most popular Multibus | card is just four
layers, while we never do less than
eight layers for VME and have had to do
some 10- and 12-layer boards.” The
need to move to application-specific ICs
and/or surface-mount technology to
get the needed functions on-board also
extracts its price.

Fierce competition in VMEbus mar-
kets, however, has exerted an opposite
influence on pricing. Pete Czuchra,
marketing manager at Omnibyte (West
Chicago, IL), sees nearly comparable
pricing between Multibus | and VMEbus
at the board level. “"VME has matured
a little more and, consequently, develop-
ment costs of designs built in the past
four years or so have pretty much been
paid back,” he says.

A simple, Multibus I-to-VME com-
parison of price doesn’t get at the
price/performance issue, however.

And because of the differences between
the two buses, truly equivalent prod-
ucts are fairly rare. “In the markets we
serve,” says Chappell Cory, senior
vice-president for marketing operations
at Xylogics (Burlington, MA), "price
isn't the main issue since VME gives more
performance and throughput and /0
throughput per dollar than Multibus |
does. If a VME disk controller lets you
use one file server instead of two, who
cares if it costs 10 percent more?”

Price/performance aside, the re-
ports are extremely disparate on the
relative economies of putting together
a Multibus | vs. VMEbus system, running
from rough parity to about a 100
percent VMEbus cost premium. “What-
ever the difference is, it's relatively
insignificant,” says Tom Powell, director
of marketing at Synergy Microsystems
(Encinitas, CA), "‘since most of the cost of
VME is in switching over.”

write drivers for all his new
boards—no small task.

Intel reports ongoing upgrades
from ST506 to ESDI, and Xylogics’
Cory notes that some designers are
upgrading from 10-MHz to 15-MHz
ESDI disk subsystems. “Some people
are also trying to move down from
SMD class drives to 5% inchers,”
Cory adds. “They’re downsizing to a
more compact version of an existing
machine.”

As with other buses, the move-
ment toward ever higher board func-
tionality on Multibus I has
culminated in the workstation-on-a-
card concept. “With multimegabytes
of memory, SCSI, Ethernet and/or
full graphics on the board itself, you
can get much better performance
than anything you can get on the
VMEDbus,” claims Powell.

Pete Czuchra, marketing manager

at Omnibyte (West Chicago, IL),
notes a movement toward upgrading
with intelligent I/O. Not only does
the strategy offload the CPU, he
says, but it also reduces the traffic
that would occur normally between
a CPU and dumb I/O controllers.

Granted, there are many systems
out there for which a 16-bit bus is no
hindrance. Where it is, though, Mul-
tibus I designers have moved mem-
ory traffic off the bus onto an
auxiliary bus or kept the bulk of the
traffic on the CPU board itself. “If
your board has a 32-bit processor
with a 32-bit local bus to lots of 32-
bit memory, a 16-bit data bus isn’t
an issue as far as execution time
goes,” says Blevins.

B Who is hanging on?

“Those people who need to maintain
software compatibility with a previ-
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When a system based on an old bus starts to run out of steam, substantial performance
improvements can be made by swapping the CPU and, if necessary, one or more /O
subsystems. To get the full force of upgrade potential, however, it’s usually necessary
to tweak the system software. As shown here, for example, if an operating system can
request data in larger chunks, more of the potential performance possible with a more
advanced processor and disk drive subsystem can be reached.

ous system or maintain some conti-
nuity in enclosure design are staying
with Multibus 1,” says William
Gage, president of SBE (Concord,
CA), “unless they’re running out of
horsepower. One strong reason to
continue with an old bus is the abili-
ty to upgrade systems in the field. If
you can stay with the same packag-
ing and merely change boards, then
you have the relatively easy prospect
of boosting performance for existing
customers by just swapping some
boards.”

“Sure, the Multibus I boards are
slow and the window on timing is
wide,” admits Gamble, “but it’s easy
to design a compatible board and it
gives you reliability down the road.”

“There are always tradeoffs when
deciding between a previously used
bus and a new bus,” says Michael
Pritchard, product marketing man-
ager at Intel’'s OEM Modules Opera-
tion (Hillsboro, OR). “If the
attraction of staying is greater than
the cost of going, why throw away
something that’s making money?”

It appears that designers locked
into the Intel processor architecture
have been among the most reticent
to bite the bullet and move on from
Multibus I to a 32-bit bus. While the

VMEDbus, conceptually similar to
Multibus I, abounds with Motorola
processor architecture products,
there are only a handful of CPU
companies in VME who serve the
Intel camp.

“There doesn’t seem to be a lot of
cross-pollenization between buses
and processors,” Peterson says. On
the other hand, Multibus II is not a
“quick and easy” transition for the
Intel processor world. It suffers from
a relative dearth of product, high
entry costs and a narrower appeal
than either VME or Multibus L

B The problem with multiprocessing

One area in which Multibus I does
not fare well is multiprocessing. “It’s
obvious that anybody doing any kind
of distributed or parallel multipro-
cessing has got to get off Multibus I,”
says Gamble. “The bus simply won’t
support it. Multibus I is a dog for
doing any kind of interprocessor
communications. For I/O-intensive
things, though, it’s the king.”
Intel’s Pritchard puts the issue in
a different light. “If you look at the
architecture of a typical multipro-
cessing Multibus I system, it’s what
I'll call ‘functional,” as opposed to
‘distributed’, multiprocessing: that
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is, there’s only one real master and
maybe three or four intelligent
slaves,” he says. “That method
doesn’'t take up much backplane
bandwidth, and it suits a lot of appli-
cations. We don’t run into many
Multibus I backplanes that are satu-
rated.”

One large industrial controls com-
pany continues to put its new opera-
tor console designs on a multi-
processing Multibus I. The
engineering group leader clearly
prefers Multibus II but, he says, “I've
got an installed base to support.”
Atypically, the company is substan-
tially modifying its software archi-
tecture to incorporate concepts being
used in VMEbus and Multibus II
architectures. In the new architec-
ture, six CPUs will use the Multibus
I only for I/O, for access to a global
data base, and for short message
bursts among themselves. “There’s
nothing to say that you can’t put
Multibus II-like message passing on
a multiprocessing Multibus 1,” says
the group leader. “It has nothing to
do with the backplane. You could do
message passing on S-100 if you
wanted to!”

Another factor dictating against
successful distributed multiprocess-
ing on Multibus I is its lack of a
fairness algorithm in its arbitration
protocols. Such an algorithm pre-
vents low-priority masters from suf-
fering bus starvation. In functional
multiprocessing, though, lack of fair-
ness represents no hindrance.

As one source explains: “If all the
processors have exactly equal priori-

“Upgrading lets you
postpone a bus
decision. It buys you
time.”

— Jack Blevins, Central Data

ties, then fairness makes sense. But
if certain processors are dealing with
real-time data channels, such as an
Ethernet data link or something like
that, you need different priority lev-
els, so a fixed priority system makes
sense. If Multibus I had fairness, I'd
have to go to the trouble of disabling
it to get my system to work.”

B Evolution and mutation

Multibus I has continually mutated
outside of the standards committee



arena. In late 1987, for instance, the
Tru-32 32-bit Multibus I extension
scheme from Zendex appeared and,
in mid-1988, the Multibus Plus ex-
tension scheme arrived from Syner-
gy, which added a burst-mode
transfer function to an extended 32-
bit capability. Titan Sesco (Chats-
worth, CA) has been working with a
militarized Multibus I for some time,
as has Radstone Technology (Mont-
vale, NJ) with a Euro Multibus.
According to Doug Patterson, mili-
tary product marketing manager at
Radstone, new military designs are
running about 80 percent VMEbus,
20 percent Multibus I

Siemens (Munich, West Germany)
and Micro Industries also market a
Euro Multibus for the factory auto-
mation arena. “Some Multibus II
customers were upset when they
found out about the Advanced Multi-
bus System,” says Curran, “because
they paid a heavy price to change
when all they needed was the Euro-
card and a little more capabilities on
the boards.”

Gamble reports that three or four
Zendex customers are working with
the Tru-32.

As for Multibus Plus, Powell says:
“It got tremendous reception, but
hardly anyone is actually interested
in using it. There’s some interest in
Multibus Plus at one customer doing
parallel processing, which is where
you’d see the most performance gain.

“Since a lot of people don’t opti-
mize their code when they move to
the 68020, they’'d have to do a little
bit more software work than they
might like to take advantage of an
extended Multibus,” Powell adds. “It
would be less trouble than switching
over to VMEbus and changing all
the drivers. But many will just keep
going with the Motorola processor
family and Multibus I because
they’re very familiar with it and it’s
a lot less work.”

One director of engineering has
done his own 32-bit Multibus I “bas-
tardization” for a small business
computer. Getting third-party
boards to use in his mutation was no
problem, he reports; Ciprico and his
other vendors made the required ad-
aptations on their boards for the new
design. His next design, however,
will be on VMEbus. “Multibus I is
too restrictive for the kind of multi-
processing I want to do,” he says.

B Where it's thriving

Many companies have chosen to
hang on to Multibus I as long as it’s

feasible (and profitable) to do so. The
old bus is alive and well, to mention
just a few examples, in data commu-
nication controllers in Disneyland,
in pipeline control systems for Tex-
aco, in the security system at Law-
rence Livermore Labs, in the
manufacturing operation at Sumi-
tomo Metals, in medical instrumen-
tation from Nicolet Biomedical
Instruments, in flight simulators
from Frasca International, and in IC

test equipment from Semiconductor
Test Solutions.

When Ford Aerospace (Beltsville,
MD) needed a bus to get its Tracking
Processing System developed quick-
ly, it chose Multibus I. “To drive the
antenna that tracks low earth orbit
satellites for the Goddard Space
Flight Center network, we needed 5
to 10 Mbytes/s of bandwidth,” says
Herb Emerson, senior system engi-
neer. “We did an extensive evalua-

' The life cycle of Multibus |

Roducts and
technologies go
through five dis-
tinct phases in their
life cycle:

1. Research
and development
and initial intro-
duction phase.
Sales growth is indeterminate in this
period. Most inquiries aren’t from those
working on a funded project. Rather,
those making inquiries are seeking infor-
mation for future projects or are
building a system for internal evaluation.

2. Market development phase.
Sales growth below 50 percent.

3. High growth phase. Sales growth
above 50 percent.

4. Maturity. Sales growth between
10 and 30 percent.

5. Decline. Sales growth below 10
percent, eventually becoming negative.

Multibus | is clearly in the mature

OFFICE
COMMUNICATIONS 7.94%

6.35%

4.76%

INDUSTRIAL
36.51%

14.29%

phase of its life cycle, but it's showing no
signs of entering the decline phase at
this time. It has received midlife kickers
with the introduction of 80286 and
68000 processors and again, just recent-
ly, with the introduction of 80386 and
68020/30 processors.

MULTIBUS | MARKET SEGMENTS

GRAPHICS/SIMULATION

AEROSPACE

In this phase of a bus's life cycle, the
project-driven systems integrator buy is
dominant. OEMs are generally going
to newer bus technologies such as
Multibus I, which is still in the market
development phase of its life cycle.

A market research study by the
Multibus Manufacturers Group (Aloha,
OR) released late last year revealed
some interesting patterns of bus usage.
In military and aerospace markets, for
example, there’s a clear migration from
Multibus | to Multibus II. In the factory
automation arena, on the other hand,
Multibus | and Il participate in two
distinct subsegments of the market.
Multibus | manufacturing process con-
trol applications are almost universally
traditional single-point control appli-
cations where programmable logic con-
trollers and micros have been widely
employed in the past. Multibus Il applica-
tions are almost universally multipoint
applications where minis and main-
frames had been
the norm.

Likewise, there’s
a difference in
the use of Multi-
bus | and Il in the
office automation/
commercial data
processing segment
of the market. The
use of Multibus I
here is almost ex-
clusively at the de-
partmental
computer and high-end engineering
workstation level. The Multibus | posi-
tion appears to be almost exclusively in
the area of Unix/Xenix-based depart-
ment computers serving fewer than 12
simultaneous users.

MILITARY
30.16%

Daniel Fink, executive director, the Multibus Manufacturers Group
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Semiconductor
Test Solutions
(Santa Clara, CA)
builds its midrange
IC testers around
the Multibus |
using the M68CPU
board set from

SBE and the Regu-
lus operating
system from Alcyon
(San Diego, CA).
The company chose
a bus based on
compatibility, reli-
ability and a
moderate pricing
structure.

tion of Multibus I, VMEbus, STD
Bus and the AT bus, and chose Mul-
tibus I. Part of the reason was that
everyone in the Goddard network is
familiar with the bus, which reduced
the learning cycle tremendously,
and that was an important factor.”

Clearly, however, Multibus I
won’t live forever. When Redondo
Systems (Torrance, CA) needed “a
well-supported, well-defined indus-
try-standard bus with lots of avail-
able product” on which to build its
radar simulators, it chose Multibus
I. Nevertheless, Multibus II is in the
company’s future as that bus at-
tracts more support, according to
company spokesman Lloyd Sutton.

Among the habitual upgraders, a
raster image processor company
making newspaper composition sys-
tems will be putting its new designs
on VMEDbus in times to come. As a
company hardware design engineer
explains, it will cost the company
less to buy a Sun workstation than
to manufacture its own Multibus I
system.

Harris Graphics (Dayton, OH) will
also be moving on to VMEbus as its
bindery equipment automates more
functions in that industry, explains
Andy Bruce, member of the compa-
ny’s software group. One important
issue in the decision to change over
was the availability of a Unix link
for VMEbus systems to the real-time

operating system the company has
been using.

Even such a strong Multibus I
advocate and habitual upgrader as
Nicolet (Madison, WI) will be mov-
ing onto a PC platform, says soft-
ware project manager Michael
Christie. “The PC bus supports the
operating system we've been using,
we can get comparable performance
with some careful planning and de-
sign, and there will be fewer types of
boards we’ll have to design internal-
ly,” he says.

B Multibus futures

Most bus watchers expect Multibus I
to enjoy no more than three to four
more years of growth before the in-
evitable decline sets in. Is it, then,
the right time for designers to move
on? “If my customer can get all the
performance he needs for the next
five years on Multibus I—that is,
with XXX processor at XXX MHz—
I'd tell him to stick with Multibus I,”
says Pete Yeatman, vice-president of
marketing at Radstone. “If it won’t
suffice or his competition will beat
the pants off him with a 32-bit bus,
I'd say it’s time to switch.”

“I can’t think of a situation where
I'd recommend Multibus I today,”
says Powell, “but the people who
stay with it have compelling reasons
for doing so. Obviously, changing
from a 68020 CPU to a 68030 is a
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very cheap way of getting tremen-
dous compute power without making
a whole lot of changes. When Motor-
ola introduces the 68040, you’'ll see
another resur<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>