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An Experimental Investigation of Wide-Angle 
Sidelobe Suppression in a Pyramidal Horn­

Reflector Antenna 

by c. A. SILLER, JR.* 

(Manuscript received September 22, 1983) 

An experimental investigation into the suppression of wide-angle radiation 
from a pyramidal horn-reflector antenna is reported in this study. We show 
that lining the sidewalls or diffracting edges of this antenna with microwave 
absorber in the region of the visible aperture can lead to a marked reduction 
in sidelobe energy when the antenna is transversely polarized. Specifically, 
sidelobe reductions of as much as 10 dB are attainable over angular regions 
40 degrees or more from the main beam. Though the described absorber 
treatment reduces wide-angle radiation, it can simultaneously increase and 
distinctly modify the character of near-in sidelobe structure. Data reported in 
this study are related to those of a recently published paper on selective near­
in sidelobe reduction for a pyramidal horn-reflector antenna. 

I. INTRODUCTION 

The judicious application of microwave absorber as a method to 
modify reflector antenna sidelobe levels is a well-known and powerful 
technique. The approach is especially useful in the design of large­
aperture antennas for terrestrial radio communications, where RF 
interference into or from other radio links is of paramount and 
increasing concern. 

In a recent paper, R. A. Semplak1 presented data from an experi­
mental investigation of selective near-in sidelobe reduction of a pyram-
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idal horn-reflector antenna. That work is especially important for 
those interference situations occurring at small angles from the an­
tenna beam, where the antenna discrimination is naturally less than 
that at large angles. On the other hand, wide-angle antenna radiation 
often limits the number of converging routes into a microwave radio 
station, a potentially acute situation at metropolitan junctions. For 
the' pyramidal horn-reflector antenna, this latter problem was amelio­
rated for longitudinal polarization* by modifying radome attachment 
methods3 and for transverse polarization by attaching multiple-edge 
blinders to the sidewalls of the antenna.4

,5 This paper is related to 
Semplak's, in that we also report the results of an experimental 
investigation into sidelobe suppression in a pyramidal horn-reflector. 
Unlike Semplak's investigation, however, our focus is on broadband, 
wide-angle sidelobe suppression. We show, as Semplak did, that side­
lobe suppression is dependent on where the absorber is specifically 
situated, some locations being preferable to others. Additionally, our 
findings highlight the fact that radiation from this antenna is not 
completely modeled in prior analytic studies, since they fail to com­
pletely predict the radiation patterns of this antenna. 

Pyramidal horn-reflector antennas, one generic type in a family of 
horn-reflectors, are of considerable practical significance.6 They are 
widely deployed throughout the world, with domestic use alone ex­
ceeding more than 10,000. In Semplak's study a scaled-down precision 
antenna was measured at 30 GHz. For this study we used a precision, 
fiberglass antenna specifically designed for line-of-sight operation in 
the 4-, 6-, and II-GHz common carrier bands.7 This antenna stands 
approximately 16 feet high, has a 70-inch offset paraboloid illuminated 
by a 29-degree radial pyramidal horn, and is equipped (for a portion 
of this study) with 17-edge blinders.s A photograph of this antenna 
appears in Fig. 1. Though this fiberglass antenna has an aperture area 
only 60 percent that of the standard pyramidal antenna used in the 
AT&T Communications network (with a 90-inch focal length), it 
affords uncommonly good wide-angle sidelobe suppression. Indeed, in 
some cases this antenna provides far-out sidelobe levels lower than 
that of the larger pyramidal horn-reflector. These last observations 
are noteworthy since we demonstrate in this paper that the wide-angle 
radiation can be further suppressed by as much as 10 dB using absorber 
on the sidewalls of the antenna aperture. Unfortunately, this absorber 

* We use the conventional definitions for longitudinal and transverse polarizations 
for this antenna.2 For terrestrial applications, the pyramidal horn axis is perpendicular 
to the local plane of the earth, and longitudinal polarization corresponds to aperture 
electric fields perpendicular to that horizontal plane, while transverse polarization 
corresponds to electric fields parallel to the earth's surface. All patterns are measured 
in the transverse plane, an azimuthal plane parallel to the earth's surface. 
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Fig. I-Fiberglass, pyramidal, horn-reflector antenna equipped with multiple-edge 
blinders. 
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treatment simultaneously increases the near-in radiation lobes. It may 
well be that a combination of Semplak's methods, with selected 
microwave absorber placement like that described herein, could sup­
press sidelobe energy throughout major regions of the antenna's azi­
muthal radiation plane. 

II. EXPERIMENTAL MEASUREMENTS AND INTERPRETATION 

The experimental measurements reported in this study were carried 
out in two phases. In the first phase the antenna was equipped with 
17 -edge blinders, and the interior sidewalls in the region of the visible 
aperture were covered with 2-inch-thick, hair-type absorber. This 
absorber has a near-normal, specular power reflection coefficient less 
than 0.01 at 4 GHz, with an even smaller reflection at the higher 
frequencies used for part of this study. Absorber installation in the 
antenna is schematically illustrated in Fig. 2, where the multiple-edge 
blinders are omitted for clarity. In the second phase of the study, the 
blinders were removed, and a 3.5-inch strip of 2-inch-thick absorber 
was recessed and placed adjacent to the side diffracting edges. This 
situation, illustrated in Fig. 3, will be deferred for subsequent discus­
sion. 

2.1 Absorber-lined antenna interior 

For this first phase of the investigation, complete principal and 
cross-polarized patterns were measured at a single frequency in each 

ABSORBER-LINED 
NTERIOR SIDEWALLS 

Fig.2-Absorber installation on sidewalls of antenna. Edge blinders omitted for 
clarity. 
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of the 4-, 6-, and 11-GHz common carrier bands. Typical radiation 
pattern measurements, with and without absorber modification, are 
presented in Figs. 4 and 5, respectively. Complete 360-degree azimuthal 
plane patterns are measured in two stages. For radiation near the 
main beam, a 30-dB RF attenuator is used to limit power into the RF 
receiver. In the vicinity of 10 degrees, where the power is significantly 
lower, the attenuatar is removed and the remainder of the pattern is 
measured. Patterns like those in Figs. 4 and 5, therefore, appear 

..... ABSORBER-LiNED EDGES 
// 

Fig.3-Absorber installation along exterior, recessed, side diffracting edges. Edge 
blinders omitted for this portion of study. 
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Fig. 4-Radiation pattern of antenna equipped with sidewall absorber and multiple­
edge blinders. Transverse polarization, transverse (azimuthal) measurement plane; 3.95 
GHz. (Note 30-dB change in ordinate scale near ±10 degrees.) 
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Fig. 5-Radiation pattern of antenna equipped with multiple-edge blinders but with­
out absorber. Transverse polarization, transverse measurement plane; 3.95 GHz. (Note 
30-dB change in ordinate scale near ±10 degrees.) 

discontinuous with a corresponding 30-dB change in the ordinate. 
Because the absorber differentially affects near-in and wide-angle 
radiation sidelobes, results are most conveniently presented in sepa­
rate subsections. 

2.1.1 Absorber-lined antenna interior: effect on near-in sidelobes 

Figures 6 and 7 present typical near-in sidelobe performance for 
3.95-GHz longitudinal and transverse polarization. These figures also 
include comparative patterns for the antenna without absorber. The 
presence of absorber has little effect for longitudinal polarization (Fig. 
6), while it notably raises the sidelobe levels and changes the character 
of sidelobe structure for transverse polarization (Fig. 7). 

It will be remembered that the projected aperture fields for this 
antenna correspond closely to the illumination provided by dominant 
mode square waveguide. For longitudinal polarization, aperture fields 
are tangent to, and therefore vanish at, the antenna sides. Thus, for 
this polarization state, the aperture fields are unperturbed and hardly 
affect the near-in pattern except for a very slight decrease in aperture 
width (approximately 5.4 percent). 

For transverse polarization, aperture electric fields are normal to 
the sidewalls and are greatly affected by the presence of absorber. 
Though one might initially think that the absorber attenuates and, 
therefore, acts to taper the aperture field, giving rise to reduced near­
in sidelobes, Fig. 7 indicates this is not the case. This somewhat 
unexpected result could be attributable to aperture phase errors or 
blockage. Aperture phase errors tend to dominantly fill in the first 
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Fig.6-Near-in radiation pattern. Antenna equipped with multiple-edge blinders. 
Longitudinal polarization, transverse measurement plane; 3.95 GHz. 
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Fig.7-Near-in radiation pattern. Antenna equipped with multiple-edge blinders. 
Transverse polarization, transverse measurement plane; 3.95 GHz. 
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Fig. 8-Smoothed radiation pattern. Antenna equipped with blinders. Transverse 
polarization, transverse measurement plane; 3.95 GHz. 

radiation null, with secondary nulls only secondarily affected.9 Our 
measurements indicate that the first null is invariably preserved, with 
filling in occurring beyond that point. Moreover, phase errors could 
cause beam shifting in the longitudinal (vertical) plane, an effect not 
observed in these measurements. A more likely explanation is the 
excitation of certain higher-order modes, since the absorber was not 
recessed but partially blocked the aperture. (This effect would be 
minimal for longitudinal polarization since the fields are already low 
along the antenna sides.) This hypothesis is difficult to confirm 
without recessing the absorber, an impossibility in this particular 
design and an almost intractable problem from an analytic standpoint. 
It is worth noting though, that even radiation from the higher-order 
modes should be insignificant beyond several beamwidths (e.g., see 
Ref. 10), suggesting that the absorber fundamentally causes increased 
sidelobe levels in the approximate 15- to 40-degree region. This point 
is discussed further in Section III. 

2.1.2 Absorber-lined antenna interior: effect on wide-angle sidelobes 

Figures 4 and 5 show that absorber can significantly affect wide­
angle sidelobe levels, especially for transverse polarization. This point 
is further illustrated in Figs. 8 through 11, which present smoothed* 
directivity patterns for 3.95-GHz principal and cross-polarized opera­
tion. Note that when the antenna receives a transversely polarized 

* Smoothed radiation patterns are prepared by the widely accepted technique of 
drawing an envelope across peaks in the antenna radiation pattern. We show a 180-
degree envelope that represents the worst sidelobe performance over the full 360-degree 
transverse measurement plane. 
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Fig. lO-Smoothed radiation pattern. Antenna equipped with blinders. Transverse 
polarization response of longitudinal polarization illumination, transverse measurement 
plane; 3.95 GHz. 

signal (co- or cross-polarized), sidelobes beyond approximately 40 
degrees are generally reduced, sometimes by 10 dB or more. Even for 
longitudinally polarized reception, some improvement can be attained, 
though the differences are not as significant. Radiation patterns were 
also measured for 6- and II-GHz operation. These measurements 
show the same qualitative effects as discussed above and are therefore 
omitted for brevity. 

Wide-angle sidelobe suppression, like that noted above, is commonly 
attributed to reduced edge diffraction. If that were the case, a narrow 
strip of absorber adjacent to the side diffracting edges would accom-
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plish the same function. This issue was explored in the second phase 
of the investigation. 

2.2 Absorber-lined diffracting edges 

In the second phase of our study, the multiple-edge blinders were 
removed, and a 3.5-inch strip of 2-inch-thick absorber was recessed 
and placed adjacent to each of the side diffracting edges, as illustrated 
by Fig. 3. Transverse polarization patterns were measured, with a 
typical result shown in Fig. 12 (near-in sidelobes were unaffected). We 
have noted that beyond approximately 40 degrees, the narrow absorber 
strip reduces sidelobes by 4 dB or more. This performance, while less 
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polarization response to transverse polarization illumination, transverse measurement 
plane; 3.95 G Hz. 
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impressive than the more consistent suppression exemplified by Fig. 
8, shows the benefit of using absorber, and more clearly defines the 
diffraction-limited region of this antenna as lying beyond 40 degrees 
in the azimuthal plane. 

After comparing the two absorber placement tests described above, 
we conclude: (1) within approximately 15 degrees of the main beam, 
lining the antenna sidewalls increases sidelobe levels, an effect prob­
ably due to the excitation of higher-order modes; (2) beyond approxi­
mately 40 degrees, the radiation pattern is dominantly affected by 
exterior aperture edge diffraction, and absorbent materials can signif­
icantly reduce that contribution to the far-field pattern; and (3) in the 
intermediate angular region of 15 to 40 degrees, absorber on the 
sidewalls affects the radiation pattern in unexpected ways. This last 
point is further developed in the next section. 

III. ANALYTIC METHODS FOR DESCRIBING RADIATION FROM 
PYRAMIDAL HORN-REFLECTOR ANTENNAS 

The Aperture Field Method (AFM) and Geometrical Theory of 
Diffraction (GTD) are the principal analytic methods used to describe 
radiation from large-aperture, reflector antennas. A number of differ­
ent studies have shown the AFM to be quite accurate in predicting 
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Fig. 13-Measured and theoretical patterns of a pyramidal horn-reflector antenna 
without multiple-edge blinders. Transverse polarization, transverse measurement plane; 
4 GHz (adapted from Ref. 13). 
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sidelobe behavior down to -40 dB and within approximately 10 degrees 
of the main beam of a pyramidal horn-reflector antenna,2,1l,12 Theo­
reticallimitations associated with this method for wide-angle radiation 
are well established. 

Wide-angle radiation patterns are predicted using GTD. Transverse­
plane analyses of the pyramidal horn-reflector by Thomas4

,5 and Siller8 

considered single diffraction from the exterior aperture edges with 
equivalent magnetic line sources. Their theoretical patterns showed 
good qualitative agreement with measured characteristics. Mentzer 
has used both the AFM and a more complete GTD model to analyze 
radiation from this antenna.13 This latter analysis includes radiation 
from both the top and bottom aperture edges, using slope wave 
diffraction, as well as reradiative multiple diffraction. A result from 
Mentze~' s study is presented in Fig. 13 for transverse polarization of 
the aforementioned standard horn-reflector antenna. Envelope dis­
crepancies beyond 120 degrees, where the pattern is nearly 80 dB 
down, are not important and are probably due to radiation leakage 
during the measurements and/or small inadequacies in the analytic 
model. The pattern disparity between approximately 10 and 45 degrees 
is more prominent, however, and suggests radiating sources heretofore 
unconsidered. 

Mentzer's analytic study did not include two sources of radiation 
that are intimately affected by absorber on the sidewalls of the visible 
antenna aperture. The first of these sources corresponds to wedge 
diffraction at the interface of the paraboloid and horn sidewalls. 
Radiation from these two wedges would be influenced by Semplak's 
absorber placement, as well as our own (see Fig. 2, appropriate to the 
first phase of this study). The second of the unconsidered sources 
corresponds to an infinite set of surface currents imaged into the walls 
of the visible aperture from the offset paraboloidal reflector. These 
imaged sources would also be influenced by our first absorber treat­
ment. Simple ray optics and diffraction theory indicate that both of 
the aforementioned sources would radiate predominantly into the 0-
to 45-degree region, though their relative contribution to the composite 
radiation pattern is presently unknown. 

IV. CONCLUSIONS 

An experimental investigation into the suppression of wide-angle 
radiation from pyramidal horn-reflector antennas is reported in this 
study. We first show that lining the sidewalls of the antenna dramat­
ically affects sidefube structure and energy, with sidelobe reduction 
occurring over a wide angular region for transverse polarization oper­
ation. Elevated near-in sidelobes are probably due to some aperture 
blockage, as well as the modification of radiation sources that have 
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not previously been considered in theoretical analyses of this antenna. 
Subsequent absorber placement on the antenna's side diffracting edges 
also leads to wide-angle sidelobe suppression and helps to identify the 
pattern region beyond approximately 40 degrees as predominantly 
diffraction limited. 

These experimental results are related to a recent study by R. A. 
Semplak on selective near-in sidelobe reduction for a pyramidal horn­
reflector antenna. Taken together, the investigations suggest that 
judicious microwave absorber placement could suppress sidelobe en­
ergy throughout major (i.e., near-in and far-out) regions of the azi­
muthal radiation plane. 
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This paper presents a study of the Bit Error Rate (BER) degradation 
resulting from base station switching in digital mobile radio systems using 
base station diversity to combat shadow fading. The degradation is caused by 
the discontinuities of the signal received by the mobile unit when transmission 
is switched from one base station to another. To evaluate this effect, a simple 
statistical model has been devised for the spatial variations of shadow fading. 
It consists of a one-parameter spatial autocorrelation function for the (Gaus­
sian) decibel value of the fading loss, which can be easily simulated. The single 
parameter is a correlation length, which can be varied to emulate different 
fading conditions in the urban environment. The shape of the autocorrelation 
function can similarly be varied. This model was used to evaluate the BER 
degradation of mobile radio systems using Phase-Shift-Keying (PSK) modu­
lation. The results show that, in worst-case conditions, the BER is insignifi­
cantly affected by switching for BER values above 9 X 10-5 for two-PSK and 
1.5 X 10-4 for four-PSK. Adding a threshold into the switching test can reduce 
or increase the switching degradation, depending on the threshold value. 

I. INTRODUCTION 

Shadow fading in mobile radio propagation is caused by large 
obstacles blocking the transmission path. This effect is combated in 
cellular systems by using base station diversity.! The arrangement 
consists of several base stations at different locations in the cell, which 
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provide path diversity. Only one base station transmits to the mobile 
receiver. Switching tests are done at regularly spaced intervals, Llx, to 
compare the signals received by the base stations. As the mobile unit 
moves, the transmission is switched from one base station to another 
according to the base station receiving the strongest signal. 

In mobile radio systems using digital modulation, the signal discon­
tinuities caused by base station switching give rise to transient errors 
in the recovery of the digital information. The purpose of the present 
study is to evaluate the degradation of the Bit Error Rate (BER) due 
to switching in a cellular system using Phase-Shift-Keying (PSK) 
modulation and three-corner base station diversity. 

Section II defines the mobile radio system used for this evaluation. 
A simple shadow model (including spatial variations) is proposed in 
Section III to emulate the shadow fading conditions in an urban 
environment. This model is used in Section IV to determine the 
statistics of the distance traveled by a mobile unit between consecutive 
switches. This is done for different mobile paths covering the surface 
of a cell and for different fading conditions. Section V evaluates the 
number of errors caused by switching, and Section VI evaluates the 
BER degradation caused by switching for two-PSK modulation. These 
calculations are done for different signaling rates, different distances 
between switching tests, and different fading conditions. The same 
evaluation is then replicated in Section VII for four-PSK modulation. 
Finally, Section VIII assesses the effect on the BER of a threshold 
condition in the switching test. 

II. THE MOBILE RADIO SYSTEM 

Consider a cellular, digital mobile radio system having a three­
frequency reuse plan, and with three base stations per cell located at 
alternate corners (see Fig. 1). Shadow fading is combated by selecting 
the base station receiving the strongest mobile signal. This is achieved 
by periodically comparing the medium-term power of the mobile 
signals received by the three base stations; the power is measured over 
a time period adjusted so as to average out the Rayleigh fading. 2 

The power measured by a base station depends on the distance 
between the mobile receiver and the base station, and on the shadow 
attenuation affecting that transmission path. The measurement cor­
responding to the jth path, j = 1, 2, or 3, can be expressed by 

L· 
(Sj)=So ~, (1) 

rj 

where rj is the distance in miles; So is the median power received at a 
distance of one mile; Lj is a random variable with a log-normal 
distribution, representing the shadow attenuation; and 'Y is the prop-
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Fig. 1-Three-frequency reuse cellular configuration, with base stations that interfere 
with desired signal at mobile receiver. 

agation law exponent. In our calculations, we assume that l' is 3.8 and 
that the standard deviation of the Gaussian variable 10 loglO{L} is 8 
dB.3,4 

The signal modulation is either two-PSK or four-PSK, with differ­
ential encoding. (Differential encoding is required because the mobile 
receiver cannot retrieve the absolute value of the carrier phase.) The 
signal at the receiver output of the mobile unit consists of several 
maximal-ratio-combined space diversity signals, where we ass~me 
three branches for two-PSK and four branches for four-PSK. The 
number of combining branches in each case represents the minimum 
number required to obtain a medium-term bit error rate (BER) below 
10-3 with 90-percent probability. The combining can be done at both 
sides of the transmission path or at the base station only by using 
time-division retransmission;5 the switching-induced degradation 
studied here is independent of which scheme is used. 

The system performance is assumed to be primarily limited by the 
interference originating from transmitters using the same radio chan­
nel in other cells. Most of the interference comes from the nearest 18 
cells4 (see Fig. 1). The medium-term signal-to-interference ratio 
«SIR») is given for the jth base station to mobile unit pa~h by 

(SIRj) = (L~) /.~ L~ j = 1, 2, or 3. (2) 
rj 1=1 rj 
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For the reception at the mobile unit, the quantity ri represents the 
distance between the ith interfering base station and the mobile unit; 
Li is the shadow attenuation of the same path; and N is the number 
of interfering base stations, a quantity varying between 0 and 18, 
depending on which base stations are transmitting in the 18 interfering 
cells. The quantity (BER) is a function of (SIR) for an uninterrupted 
base station-mobile radio link. When the base station is switched, 
additional errors caused by the signal discontinuity increase the 
(BER). The resulting value of (BER) thus depends on the switching 
frequency. For a given mobile unit path, the switching frequency varies 
according to the position of the mobile unit relative to the three base 
stations and with the values of the shadow attenuation of the three 
corresponding paths. A shadow fading model is proposed in the next 
section for use in calculating this effect. 

III. THE SHADOW FADING MODEL 

Measurements of the spatial variation of the shadow fading in an 
urban environment have been reported previously.6 No statistical 
analysis has been made for results of this kind. It was therefore decided 
to represent shadow fading along a mobile unit path by a simple one­
dimensional spatial autocorrelation function for the Gaussian random 
variable 10 10glO(L}, which can be easily simulated. The dependence of 
the autocorrelation function on the perpendicular direction to the 
mobile unit path is neglected by assuming a relatively large spacing 
between parallel paths. The autocorrelation function is characterized 
by a single parameter, defined as a correlation length, which can be 
varied to emulate different fading conditions in the urban environ­
ment. The same effect is also achieved by changing the shape of the 
autocorrelation function. This is done in the present study by using 
two different shapes. The first one, given by 

(3) 

simulates fading conditions having a relatively fast decorrelation be­
tween fades. The second one, given by 

P2(X) = e-x
/ x2(1 + X/X2), (4) 

represents fading conditions having a slower decorrelation for dis­
tances that are small relative to the decorrelation length. The two 
constants, Xl and X2, are adjusted so that the decorrelation length is 
the same for both functions, the correlation length being defined as 
the distance X, which makes both correlation functions decrease to 
O.l. 

The autocorrelation function P2(X) represents more realistically the 
spatial variation of shadow fading than does PI (x), which we believe 
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to be pessimistic because it decays faster near the origin. The shadow 
fading model is used in the next section to analyze the switching 
statistics, specifically, the statistics of the distance traveled by a mobile 
unit between consecutive base station switches. 

IV. SWITCHING STATISTICS 

The switching statistics are evaluated using a Monte Carlo computer 
program simulating a mobile receiver moving along a given path 
covering the entire cell. For simplicity, the simulation is assumed to 
be statistically stationary for the shadow fading process, including a 
fixed correlation length over the path. The same calculations are 
repeated for different values of the correlation length and for the two 
autocorrelation functions cited above. By assuming an artificial envi­
ronment (e.g., statistically stationary, with fixed correlation length), 
but considering different shapes and parameter values, we aim to 
identify the critical features of the shadow fading process. 

The signal received by the mobile unit originates from the base 
station that received the strongest medium-term power (Sj) [see eq. 
(1)] during the past measurement. A switching test is done after each 
mobile unit displacement, .dx, to compare the updated value of (Sj) 
to the similar quantities measured by the two other base stations. 
When (Sj) falls below one of the two other measurements, transmis­
sion is switched to the base station providing the strongest value. 
Otherwise, transmission is continued from the same base station until 
the next test. 

The simulation is done for three different mobile unit paths to 
determine the influence of the path on the switching statistics. The 
diagonal of the hexagonal cell is taken to be 3000m. The first path is 
a meander made of parallel lines spaced every (150~)/2 meters, 
starting at base station 2 and directed towards the apex located 
between base stations 2 and 3 (see Fig. 2a). The second path is also a 
meander, perpendicular to the first one, starting from the apex located 
between base stations 1 and 2 and directed towards base station 1 (see 
Fig. 2b). The third path consists of concentric circles about the cell 
center, which is the origin of the mobile unit path (see Fig. 2c). 

The distributions of the cumulative probability of the distance 
traveled by the mobile unit between consecutive switches is evaluated 
for fading conditions having decorrelation lengths of 50, 100, and 
200m. This is done in each case for various values of the displacements, 
.dx. Two significant results emerge. First, the distributions correspond­
ing to different decorrelation lengths can be fitted on the same curves 
when the distance, x, and the displacement, .dx, are both normalized 
by the decorrelation length, Xd. Second, the results are almost inde­
pendent of the path followed by the mobile unit. Both these findings 
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Fig. 2-Three different mobile unit paths used for calculations of switching statistics. 
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Fig. 3-Cumulative probability distribution of distance traveled by mobile unit be­
tween consecutive base station switches, calculated using autocorrelation function Pl. 

are confirmed by the thickness of the curves in Fig. 3, which represent 
the spreads due to superimposing results for the three paths and the 
three decorrelation lengths. Note that the distributions are, however, 
dependent on the parameter ~x. These curves are all for the autocor­
relation function Ph [see (3)]. 

Similar results are obtained for the autocorrelation function P2 [see 
(4)], as shown in Fig. 4. In this case, the spread due to the different 
paths is slightly larger, but the dependence on the parameter ~x is 
smaller and becomes almost nil for normalized values equal to or below 
0.2. This effect is shown in Fig. 5, which compares the distribution 
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Fig. 4-Same results as in Fig. 3, for the autocorrelation function P2. 
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Fig. 5-Comparison between cumulative probabilities obtained with Pi and P2 for 
same normalized mobile unit displacement values of 0.1,0.2,0.4, and o.s. 
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obtained for the two autocorrelation functions, calculated for a decor­
relation length of 50m and displacements of 5, 10, 20, and 40m. As we 
expected, the divergence between the distributions is significant for 
~x values below 10m, but becomes almost nil when ~x is increased to 
20m-a value above which both autocorrelation functions are almost 
identical. Similar results are observed for the distributions calculated 
for the longer decorrelation lengths. 

Another statistical result of interest is the average distance (x) 
traveled by the mobile unit between switches versus the mobile unit 
displacement, ~x. This quantity is averaged over all the distances 
given by the distribution for a given path, correlation function, and 
decorrelation length. These results corresponding to the autocorrela­
tion functions PI and P2 are shown, respectively, in Figs. 6 and 7, where 
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Fig. 7-Same results as for Fig. 6, calculated with P2. 

< x) and ~X are normalized by Xd. The spread shown by these curves 
is again due to superimposing the results for the paths and different 
decorrelation lengths. The other curves shown in these figures repre­
sent the switching frequency, measured as the ratio of the number of 
switches to the total number of tests along the path. Note that the 
frequency increases to about one third when the displacement is above 
one decorrelation length. This maximum frequency is equal to that 
given by random switching between the three base stations. Note also 
that the switching frequency is substantially reduced only when ~x/ 
Xd < 0.1, a condition fulfilled for fading distribution having long 
decorrelation lengths. 

V. ERRORS CAUSED BY SWITCHING 

Switching between base stations causes phase and amplitude dis-
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continuities in the signal received by the mobile unit. These effects 
generate errors in the demodulation process, in addition to those 
produced by the interference corrupting the desired signal. The num­
ber of switching errors depends on the type of demodulator used for 
recovering the data. Differential detection, which is only sensitive to 
phase discontinuities, gives rise, on average, to one-half error per 
switch because the phase discontinuities are random and uniformly 
distributed. The switching errors generated by a coherent demodulator 
lead to a more complex calculation, which depends on the phase and 
on the amplitude discontinuities. 

The amplitude discontinuity is equal to the difference between the 
instantaneous signal levels received before and after the switch. In the 
radio mobile environment, these quantities vary randomly over very 
short distances. Note that the amplitude of the preswitch signal can 
be larger than that of the postswitch signal, even when the mean value 
of the latter signal is larger than that of the former. The two instan­
taneous amplitudes are described by independent random variables 
having a chi -square distribution of order three for two-PSK signals 
and order four for four-PSK signals, according to the diversity design 
defined in Section II. 

The number of switching errors is evaluated for a demodulator using 
"modulation wipeoff" carrier recovery, according to a recently pub­
lished technique.7 This is done by assuming that the preswitch and 
postswitch signals have the same medium-term power and the same 
medium-term SIR. This approximation is valid when the interval 
between switching tests is relatively small compared to a decorrelation 
length. Under these assumptions, one finds that the average number 
of errors varies between one and two per switch for two-PSK differ­
entially encoded signals, when the (SIR) increases from 0 dB to 
infinity. The same quantity for four-PSK differentially encoded sig­
nals varies between 1 and 2.6 errors per switch for the same range of 
(SIR) values (see Fig. 8). 

Differential detection thus provides better protection against 
switching errors. For two-PSK, it also gives nearly the same perform­
ance as coherent detection in the absence of switching. For example, 
the values of (BER) given by the differential and coherent detection 
are, respectively, 4.8 X 10-4 and 3.1 X 10-4 for (SIR) = 9.6 dB in the 
case of a three-branch combiner. (The value 9.6 corresponds to the 
90-percentile (SIR) given by the cellular configuration described in 
Section II.) This result comes from relations8 

and 

1 1 
(BER)zct>,Dif ~ 2 [1 + (SIR)]3 

554 TECHNICAL JOURNAL, APRIL 1984 

(5) 



3r-------------------------------------------, 

::I: 
C,) 
I-

~ 
a: 
w 
Q. 

en 
a: 
o 
a: 
a: 2 
w 
LL 
o 
a: 
w 
co 
::2: 
:::> 
z 
w 
t.'J 
<X: 
a: 
w 
> 
<X: 

25 

MEDIUM-TERM SIGNAL-TO-INTERFERENCE RATIO IN DECIBELS 

Fig. 8-Averagenumber of switching errors versus (SIR), calculated for two-PSK 
and four-PSK coherently demodulated signals. 

(BER) 2<1>,Coh = 1 
,.-----

"\ / (SIR) { 1 3} 
- V 1 + (SIR) 1 + 2[1 + (SIR)] + 8[1 + (SIR)]2 . 

(6) 

For four-PSK, on the other hand, differential detection is consid­
erably less efficient than coherent detection. In this case, the (BER) 
expressions (5) and (6), applied to a four-branch combiner, become, 
respectively,S 

1 
(BER)4<1>Dif:::::: [ (1 )]2 

1 + (SIR) 1 - J2 

and 

"\ / (SIR)/2 
(BER)4<1>Coh = 1 - V 1 + (SIR)/2 

(7) 

+ ( l~SIR) y}. (8) 
48 1 +-2-
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The (BER) calculated for the same (SIR) value is within the required 
value of 10-3 for coherent detection, but it increases to 5.5 X 10-3 for 
differential detection. In this case, the number of combiner branches 
would have to be increased by one to fulfill the (BER) requirement, a 
solution which may not be acceptable. 

Consequently, the switching-induced degradation of (BER) will be 
computed assuming coherent demodulation for four-PSK signals, and 
differential detection for two-PSK signals. 

VI. PERFORMANCE DEGRADATION DUE TO SWITCHING FOR TWO-PSK 

6.1 Calculation of the (8ER) 

The degradation is evaluated by comparing the cumulative distri­
butions of (BER) obtained with and without switching errors. The 
distributions are calculated using Monte Carlo simulations, which 
assume a mobile unit moving along the path shown in Fig. 2a subjected 
to cochannel interference and shadow fading. (The results are essen­
tially path independent, as noted in Section IV.) 

The (BER) component due to the interference is calculated every 
10m along the mobile unit path according to (5). Switching tests are 
simulated at regularly spaced intervals, the spacing being a parameter 
varying from 10m to several times this value. When a switch occurs, 
the (BER) is incremented by 

A(BER) = Ne ~ 
Sr ox' 

(9) 

where Ne represents the number of switching errors, one-half in the 
present case; Sr is the signaling rate; v is the mobile unit speed; and 
ox is the distance between (SIR) measurements. The calculations are 
made for the maximum mobile unit speed of 55 mph to obtain 
conservative estimates of degradation. 

The results are first presented for the autocorrelation function P2, 
which more realistically simulates shadow fading; and for a pessimistic 
correlation length of 50m, the approximate length of a city block. The 
results are given for different signaling rates and several values of Ax. 
The results are then compared to those obtained for longer decorre­
lation lengths, simulating less severe fading conditions. Finally, the 
results are also compared to those obtained with the autocorrelation 
function Pl. 

6.2 Effect of signaling rate 

The cumulative probability distribution was calculated for signaling 
rates of 16, 32, and 64 kb/s, using the autocorrelation function P2, a 
correlation length of 50m, and a switching interval of 10m. Figure 9 
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Fig. 9-Cumulative probability of (BER) for two-PSK signals, with signaling rate as 
a parameter. 

shows the results and compares them to the ideal case, i.e., a receiver 
without switching errors. The results show very little switching deg­
radation for (BER) values above 10-4

• Below this value there is a 
significant degradation that shifts to lower (BER) values when the 
signaling rate increases. For the above three signaling rates, the rapid 
change of the distribution begins, respectively, at the (BER) values of 
6.8 x 10-5,3.8 X 10-5

, and 1.9 x 10-5
• These (BER) values are almost 

equal to those given by (9) for the same signaling rates: 7.65 X 10-5
, 

3.82 X 10-5
, and 1.9 X 10-5

• At these points, the switching errors 
increase the cumulative probability by, respectively, 76, 58, and 45 
percent. 

6.3 Effect of switching interval 

Figure 10 shows the cumulative probabilities calculated for the same 
autocorrelation function, P2, and the same correlation length, 50m, 
but for different switching intervals, ~x, varying from 10 to 40m. In 
this case, the signaling rate is 16 kb/s. The results show that the 
amplitude of the "jump" occurring at the (BER) value given by (9) 
decreases as ~x increases. This effect is explained by noting that the 
frequency occurrence of the switching tests decreases in inverse pro­
portion to ~x and the resulting degradation decreases accordingly. On 
the other hand, the use of a large ~x degrades the distribution for the 
large (BER) values because the switching tests are likely to miss the 
instant at which (Sj) [see eq. (1)] falls below that received by one of 
the two other base stations. This effect increases with the switching 
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Fig.lO-Cumulative probability of (BER) for two-PSK signals, with switching 
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interval. For example, the gO-percentile value of the cumulative prob­
ability shifts from a (BER) value of 5 x 10-4 to the (BER) values of 
8 x 10-4, 1.6 X 10-3

, and 2.5 X 10-3 when the switching interval 
increases from 10m to, respectively, 20, 30, and 40m. 

6.4 Effect of correlation length 

Figure 11 illustrates the effect of the correlation length on the 
cumulative probability distribution of (BER). The results are calcu­
lated for the autocorrelation function P2, a signaling rate of 16 kb/s, 
and the correlation lengths of 50, 100, and 200m. The same normalized 
switching intervals-0.2 and 0.6-are used for the three correlation 
lengths. As we found previously for the switching statistics, the (BER) 
statistics corresponding to these three correlation lengths fit nearly 
on the same curve for the same normalized switching interval, except 
for the section of the distribution on the left of the discontinuity; the 
amplitude of the discontinuity decreases when the correlation length 
increases. The explanation of this effect is the same as that given in 
the previous section. 

6.5 Effect of autocorrelation function 

The cumulative probabilities obtained with the autocorrelation 
functions PI and P2 are compared in Fig. 12. The results correspond to 
a correlation length of 50m for both functions, a signaling rate of 16 
kb/s and the three switching intervals of 10, 20, and 30m. The two 
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autocorrelation functions give nearly the same distribution for the 
lowest switching interval value. Above this value, the distributions 
corresponding to each autocorrelation function diverge increasingly 
with the length of the switching interval. For example, the 90-percen­
tile point of the cumulative probability shifts from a (BER) value of 
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Fig. 12-Cumulative probability of (BER) for two-PSK signals, with autocorrelation 
shape function as a parameter. 
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8 X 10-4 to 1.8 X 10-3 for a switching interval of 20m, and from of 4.5 
X 10-3 to 6 X 10-3 for a switching interval of 30m. 

VII. PERFORMANCE DEGRADATION DUE TO SWITCHING FOR FOUR­
PSK 

The switching degradation for four-PSK is evaluated for coherently 
detected signals, using the same simulation as for two-PSK. In this 
case, however, the number of switching errors is given by the relation 
shown in Fig. 8, and the (BER) resulting from the interference is 
calculated according to (9). The results are presented as functions of 
the same parameters and for the same conditions as for two-PSK. 

7.1 Effect of signaling rate 

Cumulative probability distributions were calculated for signaling 
rates of 16, 32, and 64 kb/s, using the autocorrelation function P2, a 
correlation length of 50m, and a switching interval of 10m. The results 
are shown in Fig. 13 and are compared to the ideal case without 
switching errors. The discontinuities of the distribution are now 
shifted to higher (BER) values, as expected from (9), since the number 
of switching errors is larger for four-PSK. They occur for the above 
signaling rates at, respectively, 1.3 X 10-4, 7 X 10-5

, and 4 X 10-5
• 

These are about twice the values given for two-PSK. 

7.2 Effect of switching interval 

>< 
VI 
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co 
::-
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The effect of the switching interval is illustrated in Fig. 14, which 
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Fig. 13-Same results as in Fig. 9, for four-PSK signals. 
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Fig. 14-Same results as in Fig. 10, for four-PSK signals. 

gives the cumulative probabilities calculated for intervals varying from 
10 to 40m. They are obtained using the autocorrelation function P2, a 
decorrelation length of 50m, and a signaling rate of 16 kb/s. The effect 
of the switching interval is essentially the same as that found for two­
PSK. The differences are that the discontinuities are shifted to higher 
(BER) values, as previously discussed, and the cumulative probability 
increases at this point by 100 percent (instead of 76 percent, as for 
two-PSK). 

7.3 Effect of autocorrelation function 

The effect of the autocorrelation function is illustrated in Fig. 15, 
which shows the cumulative probability for both autocorrelation func­
tions calculated for a correlation length of 50m, a signaling rate of 16 
kb/s, and the switching intervals of 10, 20, and 30m. 

As in the two-PSK case, the two autocorrelation functions give 
nearly the same distribution for a switching interval of 10m. Above 
this value, the results are similar to those given by two-PSK, except 
for the positions of the discontinuities. Also, as before, the effect of 
the correlation length is small. 

VIII. EFFECT OF A SWITCHING THRESHOLD 

We conclude the study of the (BER) degradation by evaluating the 
effect of adding a threshold condition in the switching tests. The 
threshold consists of a reference to which the medium-term power 
(Sj) received by the transmitting base station is compared; switching 
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Fig. 15-Same results as in Fig. 12, for four-PSK signals. 

is done only if (Sj) is smaller than the reference. This condition is 
added to reduce the switching frequency and thus to decrease the 
resulting (BER) degradation. 

The threshold is adjusted relative to the median value of (SJ) (in 
dB) received by the base stations when the mobile unit is at the center 
of the cell. This quantity is the same for the three base stations. 

The simulation was done for four-PSK, the autocorrelation function 
P2, a decorrelation length of 50m, a switching interval of 10m, and a 
signaling rate of 16 kb/s. The results are shown in Fig. 16 for the 
threshold values of 0, -4, and -8 dB, and are compared to the 
cumulative probability obtained without a threshold for the same 
parameter values. The comparison shows a significant reduction of 
the discontinuity caused by switching, but at the cost of degrading the 
system performance for the (BER) values above fl(BER). The best 
compromise is obtained for a threshold of 0 dB. 

IX. CONCLUSION 

A simple statistical model has been devised for the spatial variations 
of shadow fading, consisting of a one-parameter spatial autocorrelation 
function for the log-normal fading loss variable. The shape of the 
function and the value of the parameter can be varied to emulate 
different fading conditions in the urban environment. This model was 
used to simulate shadow fading for a mobile unit moving along a given 
path in a radio mobile cellular configuration using three-corner base 
station diversity. 
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Two significant geometric results emerge from this simulation study. 
First, the cumulative probability curves for the distance traveled by a 
mobile unit between consecutive switches, obtained for different fading 
conditions, can be fitted on the same curves when the distance between 
switches, and the length of the interval between switching tests are 
both normalized by the correlation length. Second, the above distri­
bution, the average distance between switches, and the switching 
frequency are all nearly independent of the path followed by the 
mobile unit. 

The above results were used to evaluate the (BER) degradations 
due to switching, for both two-PSK and four-PSK modulations. We 
found that, in the worst condition-a mobile unit moving at 55 mph, 
a decorrelation length equal to a city block, switching tests done every 
10m, and a (low) signaling rate of 16 kb/s-the distributions are 
insignificantly affected by switching for (BER) values above 9 X 10-5 

for two-PSK, and above 1.5 X 10-4 for four-PSK. These (BER) values 
are found to be about equal to the (BER) increment caused by 
switching for the respective modulation. The cumulative probability 
roughly doubles below these values. The amplitude of this effect is 
reduced by increasing the length of the switching test interval, but the 
improvement is more than canceled by an overall degradation of the 
cumulative probability distribution. 

It was found, as expected, that the switching degradation is reduced 
when the correlation length increases. The same effect is obtained by 
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Fig. I6-Cumulative probability of (BER) for four-PSK signals, calculated with a 
threshold switching condition. 
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using a higher signaling rate or for a mobile unit moving at lower 
speed (if the switching tests are done at the same intervals). 

The addition of a threshold condition in the switching test reduces 
the amplitude of the discontinuity of the cumulative probability func­
tions. However, this is achieved at the cost of degrading the distribu­
tion for large (BER). An acceptable compromise between these two 
effects is obtained for a threshold of 0 dB. 

Finally, the (BER) statistics are found to be nearly independent of 
the shape of the autocorrelation function if the switching tests are 
done at intervals smaller than or equal to 0.2 times the correlation 
length. Above this value, the results obtained for different shapes 
diverge increasingly with the length of the interval. 
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A channel-bank spectrometer produces weighted samples of its input spec­
trum, the weighting function being determined by the shape of the channel 
filters. We desire to compare two different input spectra, with similar shape 
but different widths, from their corresponding weighted samples. This problem 
arises in millimeter-wave astronomy. For example, a given astronomical source 
may contain two isotopes of the same molecule. If we know their rest frequen­
cies, comparison of their observed spectra, with appropriate frequency shifts 
and scale changes, can determine whether the two isotopes have the same 
velocity distribution. Given the weighted samples for a particular input spec­
trum, we find the optimum way to calculate the samples for a narrower 
spectrum having the same shape. We determine the noise and distortion both 
for this optimum method and for an approximation to it. These results are 
compared for a particular example with those obtained from an ad-hoc 
algorithm called "Squish", currently used for this purpose; in this case Squish 
is almost as good as the approximation to the optimum method. The present 
results permit such comparisons in other cases that may be of interest, where 
the present method may offer significant improvement. 

I. INTRODUCTION 

Consider two well-separated spectral lines observed in a particular 
radio astronomical source. The intrinsic line widths are usually much 
smaller than the Doppler spread. If the lines correspond to two isotopes 
of the same molecule and have the same velocity distribution, these 
two lines will have the same normalized shape, the higher-frequency 
line being wider. Let their spectral densities be PSl(f) and PS2(f), 
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centered on frequencies fl and f2' respectively, with f2 > fl. Since 
Doppler frequency shift Jj.f and relative velocity v are related by 
Jj.flf = vic, where c is the velocity of light, the line widths are 
proportional to the ratio of center frequencies 

f2 
P == K > 1, (1) 

and the line shapes are related by 

PS2(pf) = C.Ps1(f - f2 + fl) (2) 

if the two isotopes have the same velocity distribution, where the 
"shrink" parameter p is given by (1) and C is a line strength parameter. 
We call PS2(pf) the "shrunk" version of PS2(f). 

The spectral density is not observed directly, but rather measured 
with a channel-bank spectrometer. This consists of a fixed bank of 
equally spaced filters of identical shape, each with its own detector. 
The input spectrum is first translated in frequency so that it lies at 
the center of the band covered by the filter bank. The detector outputs 
represent weighted, noisy samples of the input spectral density. 

Let the translated spectra of the two isotopes be denoted PS1(f) and 
PS2(f); their centers now coincide. Then if 

(3) 

the two isotopes have the same velocity distribution. We must deter­
mine whether this is so by examining the spectral samples, correspond­
ing to PS2(f) and PS1(f), produced by the spectrometer. To do so, we 
must compute the spectral samples of the shrunk spectrum PS2(pf) in 
terms of the measured spectral samples of the actual input spectrum 
PS2 (f)· 

We therefore consider the following problem. A spectrometer with 
input spectral density PA f) produces weighted spectral samples Xk, 

with sample noises nk. Expressions for Xk and for the statistics of the 
nk are given in the next section, and derived in the appendix.' Denote 
the noiseless samples of the shrunk spectrum Ps( pf) by Xp,k. Then we 
wish to estimate the set {Xp,k} from the set {Xk + nk}, and determine 
the mean -square estimation errors due to noise and distortion. This is 
accomplished by standard linear estimation techniques. 

II. CHANNEL-BANK SPECTROMETER ANALYSIS 

A typical section of a channel-bank spectrometer is illustrated in 
Fig. 5 in the appendix. The input signal plus noise are filtered, square­
law rectified, and integrated to produce the output spectral sample. 
Equation (67) gives the spectral sample in terms of the input spectral 
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density and the common channel filter shape. For convenience, we 
consider an analogous time-domain model, in which approximate 
samples of a pulse x(t) are obtained as follows: 

Xk '" L: x(t)a(t - kT)dt, -00 < k < 00. (4) 

The spectrum being measured is represented as x(t), and hence is real, 
positive, and symmetric; the weight function a(t) represents the square 
magnitude of the baseband equivalent channel-bank filter transfer 
function (64), and so it is real and positive, but not necessarily 
symmetric: 

x(t) = x*(t) = x( -t) ~ 0; a(t) = a*(t) ~ O. (5) 

Denote the Fourier transforms of x(t) and a(t) by X(f) and A(f), 
respectively. If x(t) is passed through a filter with transfer function 
A( -f), as in Fig. 1, the Xk are sample values of the filter output. X(f) 
is real and symmetric (but not necessarily positive), while A(f) is 
Hermetian. The weight function is normalized to unity at t = 0, its 
nominal center: 

a(O) = L: AU)d! = 1. (6) 

This corresponds to unit gain at midband of the channel-bank filters. 
A constant input will yield constant samples scaled by A(O), the dc 
gain of the weighting filter: 

x(t) = C, Xk = c L: a(t)dt = C .A(O). (7) 

The second-order sample noise statistics for a simultaneous chan­
nel-bank spectrometer are given in (76) and (86) when the integration 
time g for the integrator in Fig. 5 is large compared to the reciprocal 
channel-bank filter bandwidth (75). Thus, sample noises nk are added 
to each of the samples Xk of (4); the resulting noisy samples are 

-00 < k < 00. (8) 

00 

nIt) T ~ 8(t-kT) 

K =-00 

Fig. I-Model of channel-bank spectrometer. 
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The nk have the following statistics: 

(n~> = N 

and 

L: a(t)a(t + KT)dt 

rJ>, = L: a2(t)dt • 

(9) 

(10) 

The noise power N (77) is directly proportional to receiver noise 
temperature squared and inversely proportional to integration time. If 
different channel-bank filters overlap very little, i.e., if the weight 
functions a(t - kT) for different k in (4) have little overlap, then 
different noise samples will have small correlation (10). 

Finally, we recover an output y(t) by a linear stationary operation 
on the infinite set of noisy samples (8), 

y(t) = T L (Xk + nk)h(t - kT). (11) 
k=-oo 

The weight function h(t) chosen for reconstruction depends on what 
we desire as output. 

The above set of operations may be represented by the block diagram 
of Fig. 1. The pulse x(t) is passed through a filter with transfer function 
A( -f), where A(f) is the Fourier transform of a(t) of (4): 

A(f) = L: a(t)e-j2•f'dt. (12) 

Bandlimited Gaussian noise n(t) is added, with spectral density 
00 

Pn(f) = NT L cJ>me-j2trmfT, 
m=-oo (13) 

Here cJ>m is the normalized discrete covariance of the noise samples, 
given in terms of the channel-bank filter characteristic a of (4) by (9) 
and (10). If the different filters overlap very little, the noise spectrum 
of (13) will be almost white. The noisy filtered output is sampled at 
interval T; finally, a reconstruction filter with transfer function 

H(f) = L: h(t)e-j2,iftdt (14) 

yields an output y(t) composed of a signal component xr(t) and noise 
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component nAt) as shown. From (11) we get: 

Xr(t) = T L xkh(t - kT) 
k=-oo (15) 

nr(t) = T L nkh(t - kT). 
k=-oo 

Returning to the problem in the introduction, from the noisy sam­
ples (8) we wish to estimate 

X"k = i: x(pt)a(t - kT)dt, -00 < k < 00, (16) 

with 

p> 1, (17) 

i.e., the spectrometer response to the shrunk spectrum. In the noiseless 
case if we require that this be done without error, then we must be 
able to perfectly reconstruct x(t) from Xk of (4); this requires that x(t) 
be bandlimited: 

X(f) = 0, I> W; WT< 0.5. (18) 

There is no aliasing as long as the bandwidth W of x(t) is less than 
1/(2T), where T is the sampling interval. Since only noise exists 
outside this band, I I I > W, we take the reconstruction filter transfer 
function to be zero there, whatever its purpose: 

H(f) = 0, III> W. (19) 

The output noise nr(t) of Fig. 1 is stationary, as we see by (13) and 
(19). 

We now determine H(f), I I 1< W, in order to recover the "shrunk" 
samples (16) from the noiseless samples (4). 

III. DISTORTIONLESS ESTIMATE OF SHRUNK SPECTRUM 

Assume that x(t) is bandlimited (18) and that the added noise (9) is 
zero, N = 0. We wish to choose h(t) in (11) such that the samples 
xr(pkT) of (15) and Xp,k of (16) are equal: 

xr(pkT) = Xp,k. (20) 

From (18), (19), and Fig. 1 we see that 

Xr(f) = A( -f)H(f)X(f). (21) 

For (20) we require 

(22) 
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Comparing (21) and (22) we get 

H(f) = 

A (-pf) 
A(-f) , III < W; 

0< WT< 0.5. 

0, I II > ~V; 

(23) 

Equation (23) gives the transfer function for the ideal reconstruction 
filter for the bandlimited case (18), in the absence of noise. The band­
limited case in our time-domain model corresponds in the appendix to 
an input spectral density Ps(f) that varies sufficiently slowly compared 
to the channel-bank filter spacing, F. We will use the filter (23) 
throughout, and calculate the resulting errors due to noise, and to 
linear distortion and aliasing when (18) is not satisfied. 

The noise nr(t) in Fig. 1 is stationary; consequently, the noise 
associated with the samples (20) is 

WT< 0.5, (24) 

where Pn(f) is given by (13). If the noise is almost white, we may set 
Pn(f) = NT. 

The reconstruction filter characteristic (23) depends on the shrink 
factor, p. If for a given p we desire a fixed filter for all spectra that can 
be handled by the spectrometer, we take WT = 0.5. However, if we 
know that a given spectrum varies more slowly, we can improve the 
signal-to-noise ratio by taking a smaller value for W. The minimum 
value for W, for bandlimited x(t) (18), is determined by our present 
requirement that the aliasing be zero. 

IV. DISTORTION IN ESTIMATE OF SHRUNK SPECTRUM 

Suppose now that x(t) is not strictly bandlimited as in (18), but 
merely that X(f) falls off rapidly for I I I > 1/(2T). Suppose further 
that we estimate the shrunk spectrum by the reconstruction filter of 
(23) with W = 1/(2T) (recall that W is no longer the bandwidth of 
x(t». There will now be linear distortion and aliasing in the estimate. 
The principal aliasing will come from the first-order modulation 
products at the sampler output in Fig. 1. Assume that the added noise 
(9) is zero, N = O. Then (20), (21), and (22) become, respectively: 

xr(pkT) = Xp,k + d(pkT), (25) 
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X,(f) = X(f)A(-pf) + [X (I -~) A (-I +~) 

( 1) ( 1)] A(-pf) + x I + T A -I - T A (-f) , 

x, m = A(-f)x(~) + D m· 

1 
I II < 2T 

1 
I II> 2T· 

(26) 

(27) 

If we compare (26) and (27), the distortion D(f) is given by 

D(f) = [x V - ~) A ( -I + ~) + x (I + ~) A ( -I - ~) ] ~«?:/ ' 
1 

I I I < 2T ' (28) 

D(f) = -A( -pf)X(f), 
1 

I II> 2T· 

The inverse transform of (28), d(t), determines the distortion in the 
reconstructed samples of the shrunk spectrum (25). The noise remains 
as given by (24). 

If X(f) is strictly bandlimited (18) to I I I < 1/(2T), d(t) = 0, and 
we have perfect reconstruction of the shrunk spectrum (Section III) 
in the absence of noise. 

v. SUMMARY OF RESULTS 

An input spectrum x(t) is analyzed by a channel-bank spectrometer, 
producing spectral samples Xk (4) with additive noise samples nk (8) 
through (10). 

A shrunk spectrum x(pt), 1 < p, will similarly produce spectral 
samples Xp,k, with the same noise samples nk. 

We estimate Xp,k by y(pkT), with y(t) given by (11) with h(t) the 
inverse transform of (23). Then: 

y(pkT) = Xp,k + nr + d(pkT). (29) 

In the absence of noise and distortion, the second and third terms 
of (29) are zero, and y(pkT) gives perfect results for the spectral 
samples Xp,k of the shrunk spectrum x(pt). Zero distortion requires 
that X(f) be bandlimited (18), i.e., X(f) = 0, I> 1/(2T). 

The noise power (n;) is given by (24). 
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The distortion d(t) is approximately the inverse Fourier transform 
of (28). This may be evaluated if we know the input spectrum x(t). 
However, normally this is what we are trying to measure; it is of course 
obvious that d(t) cannot be determined merely from the spectral 
samples Xk, even in the absence of noise. Consequently, (28) is of value 
only for calculating the distortion in representative cases, not for 
removing its effects in a given set of measurements. 

VI. SINGLE-POLE FILTER 

Assume the channel-bank filters are single pole. For this character­
istic the above results are readily written out in closed form. Then 
a(t) of (4) and its Fourier transform A(f) are: 

and 

1 
a(t) = (t)2 

1 + -
to 

(30) 

(31) 

The 3-db half-width of the filter is to. Assume the spacing between 
adjacent filters is such that their transfer functions coincide at the 
3-db points: 

T = 2to. 
The noise sample correlation is 

1 
¢m = 1 + m 2 • 

The power spectrum of the added noise (Fig. 1) is 
00 1 1 

Pn(f) = NT~~oo 1 + m2 e-j27rmTf, I fl < 2T 

1 
If I > 2T· 

The transfer function of the reconstruction filter is (23) 
1 

H(f) = e-
7rT

(p-
1>lfl, I f I < 2T 

H(f) = 0, 
1 

If I > 2T· 

The impulse response of the reconstruction filter is 

7fT(p - 1) 1 - e 2 cos 7fT + 27fte 2 sin 7fT 

(32) 

(33) 

(34) 

(35) 

[ 

-!(p-l) t] -!(p-l) t 
h(t) = 2 (36) 

[7fT(p - 1)]2 + (27ft)2 
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Observe that as p ~ 1, h(t) ~ [sin 7r(t/T)]/(7rt). 
The Fourier transform of the distortion d(t) is (28): 

+ x(t + ~) e-2
•

1Y]. 

D(f) = ": e-'C'1Y [x (t -~) e2r1Y 

D(f) = - 7r2T e-rpTlfIX(f), 

1 
--<1<0 

2T 

1 
0< I < 2T 

1 
III> 2T· 

(37) 

For x(t) essentially bandlimited, X(f) will fall off rapidly for 
I I I > 1/(2T), and most of the contribution to D(f) occurs for I I I near 
1/(2T). In this region we may approximate D(f) by exponentials. 

Finally, the output sample noise is 

N(p - 1) 00 1 1 - (_I)me-1r(p-l) 

< n;) = L 2 ( )2 2 7r m=-oo 1 + m p - 1 + m 

N [ p - 1 e-rp 
- e-2r

] 
=- 1+2-- . 

p 2 - p 1 - e-2r (38) 

Suppose we approximate Pn(f) of (34) by its m = 0 term, i.e., regard 
P n (f) as white or equivalently neglect correlation between different 
noise samples (10). This corresponds to keeping only the m = 0 term 
in the output sample noise, in the first line of (38): 

(39) 

As p ~ 1 (39) and (38) both yield <n;) ~ N. This suggests that for 
expansion factors only a little larger than unity, the correlation be­
tween noise samples may be neglected. 

The single-pole filter is special in that most of the general results 
may be written out explicitly. In contrast, approximations are used in 
the treatment of more general filters, such as the double-pole filter 
treated in the following section. 
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VII. DOUBLE-POLE FILTER 

We now consider maximally flat double-pole channel-bank filters. 
a(t) of (4) and its Fourier transform A(f) are: 

1 
a(t) = (t)4 . 

1 + -
to 

(40) 

A(f) = ~e-v'21rtolfl [cosJ27rtol + sinJ27rtol I~ . (41) 

to is the 3-db half-width of the filter. We again assume that the spacing 
between adjacent filters is such that their transfer functions coincide 
at the 3-db points: 

T = 2to. (42) 

The calculation of ¢m of (10) is straightforward but messy. Rather 
than perform it here, we rely on the example of the single-pole filter, 
treated in the preceding section, which suggests that correlation be­
tween noise samples is unimportant. Consequently, we take ¢m :::::: 0, 
m =;f 0, thus approximating the noise of (13) and Fig. 1 as white; note 
that ¢o = 1. 

The transfer function H(f) of the reconstruction filter is determined 
by substituting (41) into (23). Unlike the single-pole filter of the 
preceding section, in the present case the inverse transform, yielding 
the reconstruction filter impulse response h(t), is not readily calculated 
exactly. Consequently, we must either invert H(f) numerically for 
each value of p, or use an approximation valid for p in the range of 
interest, here a little larger than one. 

First, we note that since I I I < 1/(2T), the maximum value of the 
argument (in exponential and trigonometric functions) that can occur 
in (41) and (42) is 7r/(2J2) :::::: 1.111. Next, the first zero of (41) and 
(42) occurs when the argument is 37r/4 :::::: 2.356. Consequently, a zero 
of (41) and (42) never occurs in the range of interest, and consequently 
H(f) of (23) will never have a pole. 

H(f) decreases monotonically as I varies from 0 to 1/(2T), and 
remains positive for 0 < P < 2. This suggests a parabolic approxima­
tion: 

:::::: 1 - Kp(2Tf)2, 
1 

III < 2T 
H(f) (43) 

= 0, 
1 

III> 2T' 

For Taylor series approximation Kp = (7r2/8)(p2 - 1). Alternatively, 
we may approximate H (f) by a parabola that agrees exactly at I = 0 
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andf= ±1/(2T). For p = 1.05 the agreement is better than 0.3 percent, 
while for p = 1.1 the agreement is better than 0.75 percent. For this 
approximation 

e-,7,P (cos ~ p + sin ~ p) 
Kp = 1 - ~ ( 7f . 7f). 

e - 2J2 cos rn + SIn rn 
2v2 2v2) 

The corresponding filter impulse response is in either case 

. 7ft 
1 SIn T 

h(t) = T-;t 
T 

(44) 

(45) 

The distortion transform D (f) for the ideal case is again given by 
substituting (41) and (42) into (28). A similar expression is readily 
written out for the approximate transfer function (43), which yields 
additional distortion. 

The output sample noise, neglecting correlation between noise sam­
pIes as discussed in the paragraph following (42), with the approximate 
transfer function of (43), is 

(n;) ~ N(1 - Kp). 

VIII. EXAMPLE: DOUBLE-POLE FILTER, LORENTZ SPECTRUM 

Assume a Lorentz spectrum as input: 

x(t) = ( t )2 . 1+ -ty 

1 

(46) 

(47) 

Assume the channel-bank filter characteristic is given by (40), with 
separation given by (42). The samples Xk (4) are 

( T )2 ( T) [ T (T )2] - k + 1+-- 1+--+-
7fT ty J2ty J2ty 2ty 

Xk= 2J2(:£k)4 +2(1+~)(:£k)2 +[1+~+(~)2]2. (48) 
ty J2ty ty J2ty 2ty 
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For line width large compared to the filter spacing, ty » T, 

1· 7rT 1 T 1m Xk - - -----:-----:--;; t", --->0 - 2./2 1 + (t: k)" . 
(49) 

The samples Xp,k (16) are found by substituting ty ~ ty/p in (48). 
The transform D(f) of the distortion d(t) of (25) is given as follows: 

D(f) = A(-pf)X(f) [:(~:A H(f) - 1] 

+ [x (I-~) A (-I+~) 

+ x (I +~) A (-I -~)lH(f), 

D(f) = -A(-pf)X(f), 

1 
III < 2T. 

(50) 

Here A(f) is given by (41) and (42), and X(f) is the transform of (47): 

X(f) = 7rtye-21rtylfl. (51) 

For H(f) the ideal reconstruction filter of (23), (41) and (42), and (50) 
yields (28). The approximate H(f) of (43) yields additional distortion. 
Various approximations are necessary in different cases to evaluate 
d(t) as the inverse transform of (50). 

As a single illustration, assume a Lorentz spectrum with half-width 
equal to five times the filter spacing: 

ty = 5 
T . (52) 

Assume a shrink factor 

p = 1.1. (53) 

Figure 2 shows the transform of the desired output; Fig. 3 shows the 
transform of the distortion with the ideal reconstruction filter (23), 
(41), and (42); and Fig. 4 shows the transform of the distortion with 
the Taylor series approximate filter of (43) with K1r = 7r 2/8 (p2 - 1). 
Note that the transforms in Figs. 2, 3, and 4 are normalized to 1/ 
(7rT)2. 

For the ideal reconstruction filter, the principal contribution to 
distortion occurs near I f I = 1/(2T). The form of D (f) in Fig. 3 in this 
region suggests that we approximate D (f) by exponentials; this yields 
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Fig. 2-Desired output for the Lorentz spectrum. 
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Fig. 3-Distortion with ideal filter for the Lorentz spectrum. 
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Fig. 4-Distortion with Taylor series filter for the Lorentz spectrum. 

a closed-form approximation for d(t), and thence for the error d(pkT) 
in the reconstructed samples (29). Similarly, for the Taylor series 
approximate filter the form of D (f) in Fig. 4 suggests a Gaussian 
approximation for D(f), similar to that used in LaPlace's method, to 
obtain an approximation for d(t). 

We shall not carry out either of these approximations here; rather, 
we will content ourselves with simple upper bounds on the maximum 
distortion. Clearly, 

(54) 

For the ideal filter, we estimate from Fig. 3 that 

dmax < :::::5 X 10-8 (7r 2/2)T ::::: 2.5 X 10-7 T. 

This estimate will be too large; I d (t) I max will occur for t away from 
the origin, and consequently the maximum error will occur at the edge 
of the spectrum in (29). 

For the Taylor series approximate filter, we estimate from Fig. 4 
that dmax < :::::1.5 X 10-4 (7r 2/2) T::::: 7.5 X 10-4 T. This estimate will be 
fairly accurate; d(t)lmax occurs for t = 0, and consequently the maxi­
mum error occurs at the center of the spectrum, k = 0 in (29). 

Finally, the noise iIi the reconstructed samples is given approxi-
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mately for the Taylor series filter by (46) as 

(n;) '" N[1- ~2 (p2 -1)] = O.741N. (55) 

The noise for the ideal filter will be a little larger. 

IX. "SQUISH" 

We compute the distortion and noise in the current algorithm 
"Squish", for comparison with the results of the preceding section. 
Squish may be described as follows. Associate with the samples Xk of 
(4) the function 

where we recall that 

Similarly, define 

s(t) '" h,t Xk feet (~ - k) , 

1, 
rect(t) == 

0, 

I tl < 1/2 

I tl > 1/2. 

Sq(t) == ~ qk reet ( tT - k) . 
k=-oo P 

Choose the {qk} such that 

equivalently, 

f
t - kpT+i!. 

t _ kpT _ ~ [Sq(t) - s(t)]dt = 0; 
2 

ft-kPT+~ 
1 2 

qk = T pT s(t)dt. 
P t - kpT- ~ 

The qk are assumed to approximate the samples Xp,k of (16): 

qk = Xp,k + dk + nk, 

(56) 

(57) 

(58) 

(59) 

(60) 

(61) 

where dk and nk represent the distortion and noise from the desired 
output. 

The following results correspond to the parameters of (52) and 
(53). 
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k dk (n~) 

0 -1.85 X 10-3 T 0.83N 
1 -4.87 x 10-3 T 0.76N 
2 -4.47 x 10-3 T 0.65N 
3 -1.59 x 10-3 T 0.57 N 
4 0.91 X 10-3 T 0.52N 
5 2.18 X 10-3 T 0.5N (62) 
6 2.51 X 10-3 T 0.52N 
7 2.36 X 10-3 T 0.57 N 
8 2.02 X 10-3 T 0.65N 
9 1.65 X 10-3 T 0.76N 

10 0.12 X 10-3 T 0.83N 

The peak distortion dmax == I dk I max = 4.87 X 10-3 T occurs at k = 1. 
The peak noise (n~)max = 0.83 N occurs at k = 0, 10, ... , i.e., when 
pk = integer; the variation of noise with k makes evident the nonsta­
tionary nature of "Squish". 

x. DISCUSSION 

We have shown how to relate the measurements obtained with a 
channel-bank spectrometer on two spectra, Pif) and Ps(pf), having 
similar shape but different scales along the frequency axis. This 
problem arises in radio astronomy, in determining whether two iso­
topes have the same velocity distribution. 

As a single numerical example, we have considered a Lorentz line 
10 samples wide between its half-power points, analyzed by a channel­
bank spectrometer with double-pole filters spaced so that their 3-db 
points coincide. We have determined the noise and distortion in 
computing the corresponding samples for a Lorentz spectrum 90.9 
percent as wide, by the present methods and with the current algorithm 
"Squish" . We summarize these results of Sections VIn and IX in 
Table I. 

Table I-Comparison between present and proposed processing 
methods 

Maximum distortion 
Maximum noise power 

Ideal Filter Taylor Series Filter 

<2.5 X 10-7 T 7.5 X 10-4 T 
>0.741 N 0.741 N 

Squish 

4.87 X 10-3 T 
0.83N 

These values are to be compared with the maximum sample value, 
Xo = 1.10 T, obtained from (48) with k = o. 

In the present example Squish has a little more distortion and noise 
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than the Taylor series approximation to the ideal reconstruction filter; 
the ideal filter, of course, has much less distortion. For a narrower 
input spectrum, i.e., larger p, Squish will be relatively worse. 

Such comparisons may vary widely, depending on the spectrum 
under study and the channel-bank filter characteristic. The behavior 
in the main part of the spectrum may be quite different from that far 
out on the tails. 
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APPENDIX 

Output Statistics of Channel-Bank Spectrometer 

Figure 5 shows a typical section of a channel-bank spectrometer, 
consisting of a filter, square-law detector, and integrator. The input 
s(t) represents the noise whose spectral density Pif) we wish to 
determine; Ps(f) is real and symmetric, i.e., Ps(f) = P:(f) = Ps(-f). 
v(t) represents the receiver input noise, assumed white, with spectral 
density Jf/. Assume throughout this appendix that the measurement 
starts at t = 0 and that the integration time is 3"; then the integrator 
output Wk( 3") is the noisy sample of (8). 

We assume the receiver input noise is much larger than the noise 
whose spectrum is being measured: 

(63) 

The random "signal" s(t) and noise v(t) each produce a dc and a 
random component at the outputs Wk(t). The dc component of Wk( 3") 
due to s(t) is the desired spectral sample. The dc component due to 
receiver front-end noise v(t) is uninteresting here. The random com­
ponent due to s(t) is much smaller than the random component due 
to v(t); we ignore the former, and consider the latter as the "noise" in 
the sample. In summary, the dc component of Wk( 3") due to s(t) (the 

vItI 

CHANNEL-BANK SQUARE-LAW 
FILTERS DETECTORS 

Yk (t) ~=Y2y 

. . 

INTEGRATORS 

Zk(t) 1 ft 
wIt) = J z(t)dt 

t-J 

Fig. 5-Typical section of a channel-bank spectrometer. 
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noise being measured) corresponds to Xk of (4) and (8); the random 
component due to receiver noise v(t) corresponds to nk of (8) and (9). 

Assume the channel-bank filters are equally spaced with the same 
shape; let B(f) be their common baseband equivalent filter. Then the 
kth channel-bank filter has transfer function 

Bk(f) = B(I - kF) + B*(-I - kF), (64) 

where F represents the filter spacing. We assume that B(f), and hence 
Bk(f), are causal; thus their respective Fourier transforms satisfy 
b(t) = 0 and bk(t) = 0 for t < o. bk(t) is real, but b(t) is not necessarily 
real; while Bk(f) is Hermetian, B(f) need not be. We also assume that 
the spectra of interest are narrowband, so that the {k} of interest in 
(64) are large enough such that 

B(f) ~ 0, III> IkIF, (65) 

and the two terms in (64) are essentially nonoverlapping. 
Assume that v(t) = 0 in Fig. 5. Then 

(w.(t» = (z.(t» = (yW» = J~ IB.(f) 12P,(f)dj. (66) 

From (64) and (65), we have in terms of the equivalent baseband filter 
transfer function 

(w.(.9"» = 1: 21B(f - kF) I 2p,(f) dj (67) 

for the desired sample output. Since k and F are positive, by (65) the 
main contribution to the integral in (67) occurs close to I -- kF, and 
there is no significant contribution to this integral for I < o. Setting 
1---') t, F ---,) T, Ps() ---,) x(), 2IB() 12 ---,) a(), and (Wk( 3'"» ---,) Xk, we 
obtain (4). 

Assume now that s(t) = 0 in Fig. 5. Then 

(w.(t» = (z.(t» = (y~(t» = A' 1: IBk(fll'df 

= A' .c 21 B(f) I'df. (68) 

the last step following from (64) and (65). Define 

Wkac(t) == Wk(t) - (Wk(t» 
Zkac(t) == Zk(t) - (Zk(t». 

Then the spectral density of the second quantity in (69) is 

PZkac(f) = 2A"21 Bk(f) 12 0 I Bk(f) 12
, 
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where 0 represents convolution. Now the integrator has impulse 
response 

1 

i(t) = g , 
0< t< g 

0, otherwise. 
(71) 

The integrator transfer function, the Fourier transform of (71), is 

(72) 

Then 

(Wk,(tj) = J~ 1 I(f) 1
2p, .. (f)df. (73) 

Now by (64), Pz/uu:(f) of (70) consists of a low-frequency part centered 
aroundf= 0, 

(74) 

and a high-frequency part centered around f = ±2kF. By (65) these 
two parts are essentially nonoverlapping. Since I I(f) 12 becomes small 
for I f I » 1/ g, only the portion (74) will be significant in (73) if 
1/ g« I k IF, i.e., if the integration time is large compared to the 
reciprocal frequency being measured. This is always true, and hence 
we may replace Pz/uu:(f) in (73) by (74). Moreover, we assume 

~« width of B(f). (75) 

Then (73) and (74) yield 

(wi';".,(tj) = ~ L: [21 B(f) 12)'df. (76) 

Setting f ~ t, 21 B() 12 ~ a(), and (wkc( g) ~ N, (76) becomes 

(77) 

to be substituted in (9) and (10). 
Finally, we find the correlation between different noise samples 

(10); i.e., in the notation of the present appendix we seek 

(Wkac(g). Wk'ac<g). 

We set s(t) = 0, and have the following relations between cross­
spectra: 
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We relate PZluJcZk.jf) to Pykyk.(f) as follows: 

¢ZluJcZk.)T) == (Zkac(t + T)Zk'aAt) 

(78) 

(79) 

== (Yk(t + T )Y~'ac(t) - (z(t) )2, (80) 

where we omit the subscript from the final term because the expected 
detector outputs are the same for all channels by (68). Assuming the 
receiver input noise v(t) is Gaussian, the Yk(t) are jointly Gaussian, 
and using (68) 

¢ZluJcZk.jT) = 2¢;kYk.(T). (81) 

The Fourier transform of (81) yields the following relationship between 
the cross-spectra of different Y and the ac components of corresponding 
z: 

PZ/WCZk'ac(f) = 2Pykyk·(f) 0 Pykyk.(f)· 

Combining (78), (79), and (82) we get: 

2 [sin7r1 !?7]2 * C\ () * (I)] PW/WCWk·)f) = 2./1/ 7r1!?7 . [Bk(f)Bk,(f)] \!I [Bk 1 B k, . 

Then 

(82) 

(83) 

(84) 

From (64) and (65) we express (85) in terms of the baseband equivalent 
filter as 

./1/21
00 

(Wkac(t)Wk'ac(t) = g -00 21 B(f) 12.21 B (I - (k - k')F) 12dl. (86) 

Setting/~ t, F~ T, 2IB() 12 ~ a(), (Wkac( !?7)Wk'ac( !?7) ~ (nknk'), 

and k' - k = K in (86), and using (77), we obtain (10). 
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I. INTRODUCTION 

When analog signals are PCM -encoded into binary words, the bits 
in any word represent different contributions to the decoded analog 
sample.1

-
3 For example, in 8-bit piecewise JL-Iaw Pulse Code Modula­

tion (PCM),2 the first bit in each PCM word represents the polarity 
of the speech sample, the next three bits identify the segment number, 
and the final four bits locate the value of the sample within the 
segment. Clearly, there is a hierarchical structure, with the most 
significant magnitude bit being the most influential in determining 
the accuracy of the recovered speech sample, and the importance of 
the subsequent bits declining rapidly until the least significant bit 
(LSB) is reached. 

Binary errors inevitably will occur to some extent in the regeneration 
process at the receiver, and therefore it seems reasonable to mitigate 
the effect of these errors by matching the energy of each bit prior to 
transmission in a manner dependent on their contribution to the 
accuracy of the recovered decoded sample. If this approach is adopted, 
the average energy used in the transmission of each binary word is 
arranged to be identical to that in conventional PCM, where all bits 
have the same energy. Thus the energies allocated to the most signif­
icant magnitude bits are enhanced at the expense of the least signifi­
cant bits whose energies are curtailed. 

This concept, due to Bedrosian, l has an instant appeal as a technique 
for reducing the noise due to binary transmission errors in the re­
covered speech signal. A PCM system that weights the binary levels 
by differing amounts, i.e., the binary amplitudes may be different for 
each bit in the PCM word, is known as weighted PCM. Sundber~ 
generalized the analysis of Bedrosian to include companded PCM, 
making use of the A factors, which he and Rydbeck conceived.3

,4 

For transmission of unweighted PCM by means of a binary modu­
lation scheme, the bit error probability is the same for all bits, 
independent of their position in the word. This is clearly not so for 
weighted PCM, where the weighting of the bit energies reduces the 
error probabilities of the more significant bits. As the average en­
ergy (or power) per transmitted bit is constant, irrespective of 
whether weighting' is applied, it follows that the error probabilities 
of the less significant bits must increase. However, the effect of 
weighting is to improve the overall signal-to-noise ratio (sin) for a 
given channel sin. 

Our intention in this discourse is to describe new weighting strate­
gies for JL-Iaw PCM transmitted over Rayleigh fading and Gaussian 
channels by means of either binary Noncoherent Frequency Shift 
Keying (NCFSK) or binary Coherent Phase Shift Keying (CPSK) 
modulation. For each weighting profile and channel we will present 
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formulae for the noise power in the recovered signal due to the effect 
of transmission errors. The theoretical overall sin is then presented 
as a function of channel sin and compared to simulated results using 
speech signals. However, before we introduce our new weighting meth­
ods we will briefly review the basic concepts of how transmission 
errors in companded PCM manifest as noise in the recovered analog 
signal. 

II. DIGITAL NOISE IN CONVENTIONAL COMPANDED PCM 

In companded PCM the input sample x may be initially compressed 
to 

Y = f(x), (1) 

where a common choice of f(x) is the p..- or A-Iaw.3 These laws are 
defined as follows. For p..-Iaw PCM, 

log(l + p..x) O~x~l 

f(x) = log(l + p..) (2) 
-f(-x); -1 ~ x < 0, 

and for A-law, 

Ax 1 
1 + log A ' 

O~x~-
A 

f(x) = 1 + log(Ax) 1 
1 + log A A<x~l (3) 

-f(-x); -1 ~ x < O. 

In stating f(x) we have followed the practice2
,5 of normalizing the 

range of both x and y to the interval -1 to +1. The compressed sample 
y is quantized to Yi, which can have one of 2N possible values. Encoding 
of Yi into an N-bit binary word Li ensues, and the words are generated 
at a rate in excess of the Nyquist rate. The stream of binary words is 
suitably filtered and modulates a carrier for transmission. Figure 1 is 
a block diagram of a companded PCM system, although the input 
filter and sampler, and the final interpolating filter are not displayed. 

The receiver demodulates the incoming signal and regenerates the 
binary words. For the transmitted word Li , the regenerated word is 
Li,z, where the subscript l signifies that one or more bits may be 
erroneously produced. We may represent Li,l as the exclusive-OR 
operation on. the binary vectors Li and el, where el is an N-bit sequence 
whose subscript l identifies the error sequence. Thus, we may express 
Li,l as 
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Fig. l-Block diagram of a conventional PCM system (filters and sampler not shown). 

For example, the error sequence 00110000 means that the bits in the 
third and fourth bit positions are erroneously regenerated. Observe 
that there are 2N - 1 possible el sequences. We do not consider the 
all-zero el sequence, as it implies no bit errors are present in the 
regenerated word. The word Li,l is binary decoded to Yi,l and the 
recovered sample is 

If no transmission binary errors occur, the recovered sample is 

and the overall noise power reduces to the encoder noise power 

E; = E(x - Xi)2}, 

(5) 

(6) 

(7) 

where the expected value is formed over the source statistics. However, 
we are not concerned here with the noise power generated in the 
encoder, but with the noise power in the recovered samples due to 
transmission errors, which we call digital noise power. This power is 

(8) 

where the expectation is performed over all 2N levels of Xi, and over 
all 2N - 1 possible error sequences el. The set of 2N - 1 error sequences 
el may be subdivided into groups containing single, double, ... ,N-bit 
errors per PCM word. These groups are described by the Hamming 
weight, W, so that W = 1, 2, ... ,N. The input signal and PCM encoder 
are independent of the channel imperfections enabling us to express 
E~ as 
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where 

2N_l 

f~ = L PLEd (Xi - Xi,I)2} 
1=1 

2N- 1 

L PIAL, 
1=1 

(9) 

(10) 

are the A-factors, and PI is the probability of occurrence of the lth 
error sequence el, corresponding to the A-factor AI. Observe that Al is 
the average noise power in the output sequence due to the existence 
of the specific error sequence el, the expectation being made over all 
the values i, namely over the 2N quantized levels. 

When independent errors occur with average bit error probability 
P, then the probability of w errors in an N-bit word is 

Pw = pW(1 - p)N-w. 

Thus, when the error sequence el has w bit errors in the N-bit word, 
PI = P w. A case of particular interest is when no more than one error 
occurs in any PCM word and P « 1, whence P w == P, and the digital 
noise power becomes 

N 

f~ = P L AI, 
1=1 

where AI, A 2, ••• , AN, are the single-error A-factors for errors in bits 
1 to N. 

III. WEIGHTED PCM 

The digital noise power f~ in a PCM system is determined using eq. 
(9), and we now seek to weight all the bits in the transmitted signal 
in order to reduce f~. We consider the case when single bit errors occur 
in any PCM word, knowing that for more severe error conditions the 
overall sin is, in general, unacceptably low. Thus, for this case we 
approximate eq. (9) as 

N 

f~ = L PIAL. 
1=1 

(11) 

We emphasize that consideration will be given only to binary modu­
lation schemes. From eq. (10), 

2N_l 

Al = L PX(Xi)~i(Xi - Xi,I)2, (12) 
i=O 
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where Xi,l and Xi are given by eqs. (5) and (6), respectively, 

21- N 

Ai = {'(Xi) (13) 

is the quantization interval associated with Xi, PX(Xi) is the PDF of 
the input sequence, assumed constant over the interval Ai, and {'(Xi) 
is the derivative of f(x) at X = Xi. 

The validity for this assumption is that there are many quantization 
levels, as indeed there are for our 8-bit 1£-law PCM encoding considered 
in this paper. In addition to our 256 quantization levels, we have 
normalized the ranges of X and y to -1, + 1, and the compressed signal 
y is uniformly quantized.3 Writing 

(14) 

and observing that the probability of X being located in the quantiza­
tion interval Ai is 

Pi = PX(Xi)Ai 

allows us5 to express the A-factors as 
2N_1 

A, = L Pia,(Xi). 
i=O 

Thus, the digital noise power is from eqs. (11) and (16): 
N 2N_1 

E~ = L L p,Pia,(Xi). 
1=1 i=O 

(15) 

(16) 

(17) 

The probability PI of the error sequence e, occurring depends upon 
the modulation scheme employed, e.g., CPSK, NCFSK, whether di­
versity reception is used, the channel type, the channel sin, and the 
method of weighting the bits in the PCM words. We will describe 
three weighting schemes, which for brevity we will designate Systems 
1,2, and 3. 

3.1 Weighted PCM System 1 

As a means of introducing weighted PCM we will consider binary 
amplitude modulation. For this situation each unweighted bit b, in 
every PCM word has its magnitude multiplied by #" where l = 1, 2, 
... , N refers to the first, second, ... , LSB, respectively, and {c/>d~1 is 
the weighting profile for the PCM word, generated as l is varied from 
1 to N. For a particular bit, the lth, say, c/>l is also referred to as its 
weight. Observe that in this weighting scheme, each of the 2N words 
has identical weighting profiles. The N weighting samples #" l = 1, 
2, ... , N, are stored in a circulating shift register. As each PCM bit 
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bl , l = 1, 2, ... ,N is generated, the appropriate value of J¢z is removed 
from the shift register and is multiplied by bl • Thus the weighted bit 
applied to the transmission terminal equipment is 

(18) 

where the subscript 1 in Bl,1 signifies System 1. The receiver is identical 
to that of unweighted PCM, and the received bits are regenerated by 
observing at a sampling instant if 

BI,I ~ 0; 
BI,I < 0; 

bit of logical 1 
bit of logical 0, 

where Bli is the received value of Bli • , , 

(19) 

For the general modulation case, let the energy of the lth bit be 

E I = ¢IE, 

where E is the average energy per bit of the PCM signal, 

1 N 

E = N LEI, 
1=1 

(20) 

(21) 

and by definition ¢I is the energy weight assigned to the lth bit. The 
constraint on the weights in System 1 is, with the aid of eqs. (20) and 
(21), 

N 

N= L ¢I. 
1=1 

Thus, from eq. (20), the channel sin for the lth bit is 

System 1, 

where r is the average channel sin, viz: 

E r=­
No 

(22) 

(23) 

(24) 

and No is the one-sided spectral density function of the additive white 
Gaussian noise. 

3.2 Weighted PCM System 2 

System 1 deploys fixed weighting profiles, where the same profile is 
used for every PCM word. This is a suboptimum weighting strategy. 
Observing that as the digital noise power depends on the value of the 
quantized sample Xi, it appears desirable to have 2N different weighting 
profiles, one for each value of i. By this means we are able to select 
the unique weighting profile that best suits the particular PCM word 
to be transmitted. Thus, having generated a J-L-Iaw PCM word we use 
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the index i to address a Read-Only Memory (ROM) that provides us 
with the optimum weighting profile {¢I(Xi) 1{:1 for that particular word. 
Weighting then ensues and the weighted lth bit has an amplitude 

B2,l = ~¢I(Xi)bl; bl = ±1 (25) 

for binary amplitude modulation, where the input sample x is quan­
tized to Xi. The PCM decoder for this system, as with the other two 
weighted PCM systems, is the same as that employed in conventional 
PCM. 

Because the weighting depends upon the value of the quantized level 
Xi, we amend eq. (23) to 

System 2. (26) 

3.3 Weighted PCM System 3 

In System 2 each profile {¢I(xi)l{:l is optimum for the particular 
word associated with the quantized level Xi, with the imposed con­
straint that the word energy for every PCM word is the same. However, 
the digital noise power varies from word to word, and this leads us to 
the notion of a subsequent modification to the weighted bit B2,1. 

Specifically, the amplitudes of the weighted bits in the word associated 
with quantization level Xi are 

B3,l = .J"WB2,1; l = 1, '2, ... , N, (27) 

where Wi is a multiplicative factor to the determined. Adopting this 
approach we arrange for the overall average word energy (and thus 
the overall average bit energy), rather than the individual word energy, 
to be constant. We will show that by combining the individual word 
weighting ¢1(XJ of System 2 with the multiplicative factor Wi, a 
significant enhancement in overall sin is achieved. In Section 4.3 the 
constraints on the factor Wi are specified. 

The weighting strategy employed in System 3 results in a channel 
sin for the lth bit and the ith quantization level of 

rl(Xi) = ¢1(XJ wir; System 3. (28) 

3.4 Determining the digital noise power 

In order to formulate the digital noise power of eq. (17) we commence 
with an expression for probability PI that applies for a particular 
modulation scheme. This probability is dependent upon the long-term 
channel sin, r, and we replace r by one of our values of rl given by 
either eq. (23), (26), or (28). Thus we obtain an equation of E~ as a 
function of our weighting factor, namely, ¢z, ¢1(Xi), or ¢1(Xi) Wi. The 
optimum weighting factor is then found that minimizes the digital 
noise power, and thereby maximizes the overall sin. This is the essence 
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of our approach, and in Section IV we present the derivation of the 
digital noise power in detail. 

3.5 Objective system performance criterion 

The probability of bit error is a poor measure of system performance, 
as we discussed in Section 4.1. Instead we opt for overall sin, given by 

sIn = E{r} = (J"~ 
E~ + E~ + E~ E2' 

(29) 

where E{x2
} or (J"~ is the mean signal power, and E~, E~, and E~ are the 

quantization, clipping, and transmission error noise power components 
of E2, respectively. The derivation of eq. (29) is given in Ref. 3. By 
assuming that N is large, e.g., N = 8, the noise power generated in the 
JL-law PCM encoder is E~ + E~. The quantization noise power E~ is 
produced in the quantization process when the input variable x is 
within the range of the quantizer, namely, -1, +1. Clipping noise E; is 
produced when x exceeds the range of the quantizer as the recovered 
signal amplitudes are truncated. The channel noise power E; is added 
to the encoder noise power to yield the total noise power. 

IV. WEIGHTED PCM FOR FADING CHANNELS 

The weighting profiles for PCM when the transmission is over 
channels subjected to Rayleigh fading will now be determined. Unless 
otherwise stated, it will be assumed that NCFSK modulation is em­
ployed. 

4.1 Weighted PCM System 1 

Let us weight the bits in each word using the same profile for a 
given channel sin. The bits are scrambled prior to transmission and 
on descrambling at the receiver the burst errors on the channel 
manifest as independent random errors. For NCFSK modulation the 
average bit error probability for M-fold diversity with Ideal Maximal 
Ratio Combining (lMRC) "is6 

2M - 1 

P = (2 + r)M' (30) 

where r is the average per branch channel sin. From eqs. (23) and 
(30) we identify Pl of eq. (11) as 

Pl = (2 + ¢lr)M ' 
(31) 

and hence from eqs. (16) and (17) the digital noise power becomes 
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N 2N_1 2M-1 N 2M-1A1 

{~ = l~ i~l (2 + ef>lr)M Pial(xd = 1~1 (2 + ef>lr)M , (32) 

where the constraint of eq. (22) is applicable. In Appendix A, {~ is 
minimized if the weights 

(Al)M~l 2 (; (Al)M~l ~ 
ef>l = N 1 + - N 1 - 1 

! L (Ak )M+1 r ! L (Ak )M+1 
N k=l N k=l 

(33) 

are employed. Observe that when no diversity is used M is unity, and 
for this case the average bit error probability P = 1/(2 + r) is upper 
bounded by P :s:: 1/r. This bound is tight for channel sin values ·of 
interest, and calculating the weight profile ef>l using the upper bound 
yields the first term in eq. (33), which is independent of r. The 
approximate weighting profile that assumes the upper bound of P for 
M = 1 is also the optimum weights when r approaches infinity. 

Substituting ef>l of eq. (33) into eq. (32) yields the digital noise power 

(34) 

For weights other than those of eq. (33), the above expression is a 
lower bound on the digital noise power. The average bit error proba­
bility from eq. (31) is 

1 N 1 N 2M - 1 

Pau = N L PI = N L (2 + ref> )M • 
1=1 1=1 I 

(35) 

The large contributions to P au derive from the least significant bits 
because their energy is less than in the unweighted case. The average 
bit error probability Pau for the weighted system does not equal P, and 
in general it is not a useful design parameter, since the effect of 
different bit errors on the recovered signal Xi,l is radically different. 
Therefore, we avoid comparing the various weighted PCM systems on 
the basis of average bit error probabilities. Rather we make our system 
comparisons at the same average channel sin, and use as our perform­
ance measure the overall sin given by eq. (29). The sin is a good 
measure of this quality, and although for a given channel sin the 
weighting may increase Pau, it nearly always reduces {~, and hence 
increases sin. 

We point out that it is not essential to have N different bit weights 
to obtain significant reductions in {~ compared to unweighted PCM. 
Suboptimum weighting schemes with fewer weights than N are dis-
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cussed in Ref. 2, but we will confine ourselves here to the optimum 
weighting profile condition. 

On rare occasions the weighting profile may include negative 
weights, for example, when the channel sin, r, is low in eq. (33). The 
occurrence of negative weights is primarily due to the oversimplified 
optimization procedures we adopted. Ideally the optimization should 
always include the constraint ¢l ~ 0, l = 1, 2, ... , N, even when we 
choose to ignore the effect of double errors, which become more 
probable for low r's and small weights. However, for high-channel 
signal-to-noise ratios the simplified optimization procedure employed 
here is quite sufficient. Negative weights can be avoided without this 
constraint if we elect to discard the second term in eq. (33), i.e., we 
employ the optimum weights appropriate for high-channel sin. Of 
course, the low-channel sin's that result in a weight becoming negative 
are of no practical value, as the overall sin, sin, is then unacceptably 
low. However, the unrestricted optimization we have performed always 
provides upper bounds on the gains in sin that apply to the different 
weighting schemes; bounds that are reasonable estimates of the gains 
in sin that can be practically expected. Thus, in our simulations we 
employed the asymptotic weight, i.e., the first term in eq. (33), namely, 

¢l = 1 N ~ 
- L (A k )M+l 
N k=1 

(36) 

This weight was also employed in our simulations using CPSK mod­
ulation. 

4.2 Weighted PCM System 2 

The individual word weighting profiles are dependent upon the al(xi) 
terms in the A-factors [see eqs. (14) and (16)]. These al(xi) functions 
enable us to know how the effect of an error in the lth bit varies with 
the input level Xi. The reader is referred to Ref. 7 for a detailed account 
of the variation of al(xi) as a function of Xi for l = 1, 2, ... , 8, for 8-
bit ~-law PCM, ~ = 255. 

We now consider the digital noise power that occurs in this weight­
ing scheme. First, the value of r1(Xi) given by eq. (26) replaces r in eq. 
(30). The expression for PI so formulated is then substituted into eq. 
(17) to give the digital noise power of 

2N_l N 2M-1 ( ) 

E~ = L Pi L ( ~l Xi )M. 
i=O 1=1 2 + ¢l Xi)r 

(37) 

Minimizing E~ with respect to ¢1(Xi) yields the optimum weights 
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(38) 

If we use the optimum weights specified by eq. (38), the digital noise 
power is given by 

2M-1 ( I)M 2N_l [ N _1 ]M+l 
€~ = (2 + r)M N i~O Pi 1~1 [al(Xi)]M+1 . (39) 

For high-channel sin only the first term in eq. (38) need be considered. 
The variation of <Pl(Xi) as a function of quantized level Xi for 8-bit 
p,-law PCM, p, = 255, is displayed in Fig. 2 for each bit in the PCM 
word. The discontinuities in <Pl(Xi) derive from the discontinuities in 
{ak(xi)}~=I. In the case of <Pl(Xi), where al(xi) is a monotonic function, 
the summation of ak(xi) in the denominator of <PI (Xi) is responsible for 
the jumps observed in <PI (Xi) in Fig. 2a. When diversity is applied, 
M = 2, the word weighting profiles <Pl(xd for System 2 are altered, 
although they have similar shapes to those shown in Fig. 2. 

The average bit error probability is 
2N_l 1 N 2M- 1 

P av = L Pi N L [2 () ]M· (40) i=O 1=1 + <PI Xi r 

4.3 Weighted PCM System 3 

Let us commence our investigation into this form of weighting by 
introducing the constraint 

(41) 

where Pi is given by eq. (15). We introduce the word weighting factor 
Wi by ensuring that the channel sin for Xi is 

i = 0, 1, 2, ... , 2N - 1. (42) 

From eqs. (41) and (42) we formulate our imposed constraint on the 
word weighting factor Wi, viz: 

2N_l 

L PiWi = 1. (43) 
i=O 

The individual bit weights in the PCM words are given by eq. (38), 
and the previous constraint of eq. (22) with <PI = <Pl(Xi) still applies. 
We observe that although the word energy is no longer constant, the 
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Fig. 2-The variation of the word weighting profiles c/>i{Xi) as a function of Xi for 8-
hit It-law Rayleigh fading channel PCM, It = 255, input signal level of -17 dB. The 
suhfigures (3), (h), ... , (h), relate to 1 = 1,2, ... ,8, respectively. 
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average PCM word energy E is unchanged by this subsequent word 
weighting of Wi. 

The minimization of the digital noise power is divided into two 
steps. The optimum bit weight profiles, CPI(Xi), are basically the same 
as in the previous section, with the exception that the word weights 
are now varied with the "word sin", i.e., Ei/No • The average digital 
noise power when the weighting set (Wd is included is, from eqs. (17), 
(28), and (30), 

(44) 

The optimum weights CPI(Xi) given by eq. (38) enable €~ of eq. (44) to 
be expressed as 

(45) 

where 

(46) 

The function (j(Xi) depends upon the magnitude of the quantized level 
and upon al(xd, whose discontinuties cause (j(Xi) to have sharp jumps 
as Xi changes segments. 

The optimum word weights Wi are determined by minimizing €~ 
with respect to Wi, employing the constraint of eq. (43). By this 
method the optimum word weights are 

(47) 

Substituting Wi into eq. (45) yields the digital noise power 

2M-1 [2N-l _l_]M+1 
€~ = (2 + r)M i~ Pi[{j(xdl

M
+
1 

. (48) 

The average bit error probability is 

(49) 
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4.4 Weighting for ideal selection combining diversity and NCFSK 

When Ideal Selection Combining (ISC) diversity is employed, the 
average bit error probability of an unweighted PCM system can be 
shown to be6

-
8 

M M-l (M - 1) 1 
P = 2r k~O -k- (-l)k (! + !:) + ! ' (50) 

r r 2 

where M is the order of the diversity. The channel sin r is changed 
according to the method of weighting, as described in Sections 3.1 
through 3.3. For Systems 1,2, and 3, r is replaced by ¢lr, ¢l(xdr, and 
¢l(Xi) wir, respectively. Satisfactory values of the weights are the 
asymptotic weights derived for the different weighting procedures for 
ideal maximal ratio combining diversity. Thus, the weights given by 
eq. (36) are used for System 1; ¢l(Xi) of eq. (38) is used when r tends 
to infinity [i.e., the asymptotic values of ¢l(Xi), for System 2], while 
the same ¢l(Xi) used for System 2 is also used for System 3, together 
with the asymptotic value of Wi [see eq. (47)]. As before, the values of 
Pl so determined are substituted into eq. (17) to give the digital noise 
power for the three systems. 

4.5 Weighting for CPSK modulation 

When Ideal Maximal Ratio Combining (IMRC) diversity is em­
ployed with CPSK, the average bit error probability is6

-
8 

p =! 1 _ 1 ~ (2k _ 2) (1 -~ Y' 
2 yq k~l k - 1 4) 

1+-r 

(51) 

The value of r in the above equation is changed according to eq. (23), 
(26), or (28), depending on whether System 1, 2, or 3 is employed. We 
employed the asymptotic weights derived for NCFSK and IMRC 
diversity for this case of CPSK modulation. The probability Pl com­
puted by this means is substituted into eq. (17) to yield the digital 
noise power. 

For the case of ISC diversity and CPSK modulation the average bit 
error probability is6-8 

p =! ~ (-l)k (M) _---;:1== 
2 k=O k"\ rk.. 

V l+ r 
(52) 
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We convert Pinto Pl as before by replacing r with the appropriate 
value given by eq. (23), (26), or (28), and then use the asymptotic 
weights derived for the case of NCFSK and IMRC diversity. 

4.6 Un weigh ted PCM 

For conventional PCM, i.e., where weighting is not employed, and 
bit scrambling is provided prior to transmission, the modulation being 
NCFSK, then the digital noise power can be shown to be7 

N (2M-l)W 
€~ = W~l Tw (2 + r )M (53) 

for IMRC diversity, where 

Tw = j~ Sw (~:= 1) (-1)~j; w = 1,2, ... , N, (54) 

and Sw is the sum of the A-factors associated with error sequences 
containing w ones. When ISC diversity is employed, the digital noise 
power is7 

Equations (53) and (55) are included as bench marks against which 
the digital noise power of weighted PCM can be measured. 

v. WEIGHTED PCM FOR THE GAUSSIAN CHANNEL 

For this channel there is no need for diversity, nor bit scrambling 
prior to transmission, as the bit errors are independent in nature. 

5.1 Weighted PCM System 1 

For NCFSK modulation and unweighted PCM the average bit error 
probability is 

1 -~ 
P = - e 2ND 

2 ' 
(56) 

and when bit weighting is applied such that the lth bit, l = 1, 2, ... , 
N, has its amplitude individually adjusted, the expression for P is 
modified to eq. (23), viz: 

1 -cP/~ 
Pl = 2 e 2ND

• 
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Substituting PI into eq. (17) gives the digital noise power €~. In 
Appendix B we show that the optimum weights that minimize this 
digital noise power are 

In (~) 
¢l = 1 + E l = 1,2, ... ,N, (58) 

2No 

where 

( 
N )1/N 

Ao = II Al . 
1=1 

(59) 

The optimum weights ¢l are thus dependent on the channel sin, 
namely EINo. Substituting the optimum weights ¢l into eq. (17) yields 

(60) 

where P is the average bit error probability given by eq. (56). 
The average bit error probability for the unweighted scheme is, from 

eq. (57), 

1 N 1 -cJ>'~ 
P = - L - e 2No 

au N 1=1 2 . (61) 

When weighting is applied, and the weighting is optimum at each 
channel sin, the average bit error probability is determined by substi­
tuting ¢l from eq. (58) into eq. (61), viz: 

P N (Ao) 
Pau = N l~ Al ' (62) 

where P is the average bit error probability for NCFSK when no 
weighting is used [see eq. (56)]. 

5.2 Weighted PCM System 2 

As the individual word weighting profile ¢l depends in this weighting 
scheme on the value of Xi, we express ¢l as ¢1(Xi), l = 1, 2, ... , N, for 
each of the 2N values of Xi. In Appendix C the weighting profile is 
shown to be 

In (a1(xJ) 
ao(xi) 

¢1(Xi) = 1 + E 

2No 

l = 1, 2, ... ,N, 

i = 0, 1, 2, ... , 2N - 1, (63) 
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where 

(64) 

Thus we have the most significant bit (MSB), next MSB, ... , LSB, 
weighted by <Pl(Xi), <P2(Xi), ... , <PN(xd, respectively, for quantized level 
Xi, and these word weighting profiles are available for the 2N values of 
i, i.e., the 2N different PCM words. When these optimum weights 
<Pl(Xi) are employed, the average digital noise power is, from eqs. (17) 
and (63), 

2N_l 

f~ = P L PiNao(xd. (65) 
i=O 

The average bit error probability for the optimum individual weight­
ing profiles is, with the aid of eqs. (61) and (63), 

2N_l N () 
P au = P L Pi L ao Xi , 

i=O N 1=1 al(Xi) 

where P is the bit error probability for NCFSK. 

5.3 Weighted PCM System 3 

(66) 

The average digital noise power for System 3 is from eqs. (17), (28), 
and (56): 

(67) 

The word weighting factors are optimized such that f~ is minimized. 
This minimization is performed in Appendix D, from which 

i = 0, 1, 2, ... , 2N - 1. (68) 

The final optimum bit weight is found by multiplying Wi with <Pl(Xi) 
of eq. (63), where E is replaced by E/Wi • When this is performed the 
minimum digital noise power becomes 

(69) 

The average bit error probability for this combined individual and 
word-by-word weighting is 

P ~ ~ ao Xi - 2N. 
2N_l {I N ()} W;E 

au = L.J Pi - L.J -- eo. 
i=O N 1=1 al(Xi) 

(70) 
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5.4 Un weighted PCM 

The digital noise power can be shown to be 7 

N N 

€~ = L PW(l - P)N-wSw = L Twpw (72) 
w=l w=l 

and the value of P depends upon the modulation used. For NCFSK 

1 P = _ e-rj2 
2 ' 

(73) 

and for CPSK 

P = Q(v'2f), (74) 

where Q (x) is the error function 

1 100 

Q(x) = -- e-t2j2dt. 
J2; x 

(75) 

5.5 Peak power constraint 

The formulae for the previous weighting schemes have been derived 
without imposing a limit on the peak power. When such limitations 
are applied the optimization problem changes, and the digital noise 
power may increase. Thus our formulae provide upper bounds for the 
gains in overall sin, or, alternatively, reductions in digital noise power, 
compared to unweighted PCM at the same channel sin. 

VI. RESULTS 

In this section we present numerical and graphical interpretations 
of the formulae derived in Section IV. We also provide computer 
simulation results for speech signals that were subjected to our differ­
ent weighting strategies and conveyed over simulated Rayleigh fading 
and Gaussian channels. The encoder was 8-bit tt-Iaw PCM, tt = 255, 
where the quantized levels were binary encoded using a folded binary 
code. 

6.1 Results for the Rayleigh fading channel 

The constant word weighting profile <PI of eq. (36) for M = 1, 
computed using Al of eq. (10), where I = 1 to 8, is presented in Table 
I for input powers of -17 and -40 dB. The individual word weighting 
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Table I-Constant word weighting profile {c/>,}~1 for the Rayleigh 
fading channel (asymptotic weights) 

Input Bit Number l 
Power 1 2 3 4 5 6 7 8 
-17 dB 1.9432 2.5643 2.0376 0.7974 0.3553 0.1732 0.0860 0.0429 
-40 dB 0.6156 6.0135 0.7787 0.3250 0.1445 0.0704 0.0349 0.0174 

40 

30 

20 

10 WEIGHTING 
DIVERSITY 

SCHEME NONE ISC, M = 2 IMRC, M = 2 

NONE a e i 

1 b f j 

2 c 9 k 

3 d h I 

-10~ ______ ~ ______ ~ ______ ~ ______ ~ ______ ~ ______ ~ 

o 10 20 30 40 50 60 

CHANNEL sin IN DECiBELS 

Fig.3-Rayleigh fading channel. Theoretical curves of overall sin as a function of 
channel sin for NCFSK and an input power level of -17 dB. 

profiles c/>,(Xi) of eq. (38) are displayed in Fig. 2 for M = 1. The word 
weighting factors Wi of eq. (47) are presented in Table II for input 
powers of -17 and -40 dB, and M = 1. 

The sin given by eq. (29) is used as our objective performance 
measure. In the absence of transmission errors E~ is zero, and the sin 
becomes O'~/(E~ + E~). For an 8-bit It-law PCM codec, It = 255, the 
variation of 0';/ (E~ + E~) as a function of input power 0'; is determined 
using well-established results.2 Two input power levels of -17 and -40 
dB relative to the clipping level (±1) are considered, having a corre­
spondence to voiced and unvoiced signal levels, respectively. Knowing 
0'; and O'~/ (E~ + E~) enables (E~ + E~) to be found. The next task is to 
compute the digital noise power E~ given by eq. (17). We consider the 
PDF of the source to be exponential 
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Fig.4-Rayleigh fading channel. Theoretical curves of overall sin as a function of 
channel sin for NCFSK and an input power level of -40 dB. 

Px(xJ = _1_ exp (_ J2xi
) , 

ux J2 Ux 
(76) 

from which the 2N values of Pi are determined using the 2N values of 
Xi. The values of Pi and the al(xd factors are substituted in eq. (16) to 
yield the set of A-factors AI. 

The digital noise power €; of unweighted N-bit ,u-Iaw PCM, N = 8, 
,u = 255, is found using either eq. (53) or (55). The variation of €; as a 
function of channel sin is next determined. For a given input power 
u; the s/n depends only on €;, and hence r. Consequently, we are able 
to obtain the graphs of theoretical s/n as a function of channel sin for 
unweighted PCM, as shown by curves a in Figs. 3, 4, 5, and 6, where 
the curves in Figs. 3 and 5 and those in Figs. 4 and 6 apply for input 
levels of -17 and -40 dB, respectively. These unweighted PCM curves 
are included as references to which our weighted PCM curves can be 
compared. 

The optimum weights for high-channel sin values for Systems 1, 2, 
and 3, i.e., asymptotic weights, are the first term in eqs. (33), (38), and 
(47), respectively. The digital noise power for the various schemes and 
conditions applicable to Figs. 3 to 6 is formulated with the aid of eqs. 
(32), (37), and (44), where the asymptotic weights are used. 

Figure 3 shows the curves of theoretical s/n as a function of channel 
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Table II-Word weight factors Wi for the Rayleigh fading channel 
(asymptotic weights) 

Input Power = -17 dB 

0.1204 0.1258 0.1313 0.1372 0.1432 0.1496 0.1562 0.1632 0.1704 
0.1780 0.1859 0.1941 0.2028 0.2118 0.2212 0.2310 0.2410 0.2517 
0.2629 0.2746 0.2868 0.2995 0.3128 0.3268 0.3412 0.3564 0.3722 
0.3888 0.4060 0.4241 0.4429 0.4626 0.4753 0.4964 0.5185 0.5415 
0.5655 0.5907 0.6169 0.6443 0.6727 0.7026 0.7338 0.7664 0.8003 

0.8359 0.8729 0.9117 0.9507 0.9929 1.0370 1.0829 1.1310 1.1811 
1.2335 1.2882 1.3451 1.4047 1.4670 1.5320 1.5999 1.6708 1.7448 
1.8222 0.4804 0.5020 0.5245 0.5481 0.5725 0.5982 0.6250 0.6530 
0.6805 0.7110 0.7428 0.7760 0.8104 0.8467 0.8844 0.9239 0.9436 
0.9857 1.0297 1.0756 1.1232 1.1733 1.2256 1.2802 1.3337 1.3931 

1.4551 1.5199 1.5870 1.6576 1.7313 1.8083 1.2848 1.3422 1.4020 
1.4646 1.5289 1.5971 1.6682 1.7426 1.8100 1.8906 1.9747 2.0626 
2.1530 2.2488 2.3487 2.4532 2.4303 2.5385 2.6511 2.7690 2.8900 
3.0184 3.1523 3.2924 3.4170 3.5688 3.7270 3.8925 4.0622 4.2426 
4.4305 4.6272 

Input Power = -40 dB 

0.3664 0.3827 0.3996 0.4174 0.4359 0.4552 0.4754 0.4966 
0.5185 0.5416 0.5657 0.5908 0.6171 0.6445 0.6731 0.7031 
0.7333 0.7659 0.8000 0.8356 0.8727 0.9115 0.9520 0.9943 
1.0384 1.0845 1.1327 1.1830 1.2356 1.2905 1.3478 1.4077 
1.4464 1.5107 1.5778 1.6478 1.7210 1.7974 1.8772 1.9605 

2.0472 2.1381 2.2329 2.3320 2.4355 2.5435 2.6564 2.7742 
2.8932 3.0215 3.1555 3.2954 3.4415 3.5941 3.7535 3.9199 
4.0931 4.2745 4.4640 4.6619 4.8685 5.0843 5.3096 5.5449 
1.4618 1.5275 1.5961 1.6678 1.7421 1.8202 1.9018 1.9870 
2.0708 2.1635 2.2603 2.3613 2.4662 2.5764 2.6914 2.8116 

2.8715 2.9996 3.1334 3.2732 3.4181 3.5705 3.7295 3.8956 
4.0586 4.2393 4.4279 4.6250 4.8293 5.0442 5.2683 5.5026 
3.9097 4.0844 4.2664 4.4568 4.6526 4.8601 5.0764 5.3027 
5.5078 5.7532 6.0090 6.2766 6.5515 6.8431 7.1471 7.4560 
7.3956 7.7246 8.0675 8.4263 8.7943 9.1852 9.5926 10.0189 

10.3980 10.8599 11.3413 11.8449 12.3614 12.9102 13.4822 14.0806 

sin for NCFSK; an input power level of -17 dB; no diversity, and 
two-branch diversity, when IMRC and ISC techniques are used; and 
the effect of employing the three weighting schemes. Curves b, c, and 
d apply to weighting PCM Systems 1, 2, and 3, respectively, when 
diversity reception is not used. Comparing these curves to the un­
weighted PCM curve a, we observe that over the range of channel sin 
where these are parallel, the gain in sin is 2.8, 4.5, and 6 dB, respec­
tively. When second-order diversity is employed, curves e to I apply. 
Curves e, f, g, and h relate to unweighted PCM and weighted PCM 
Systems 1, 2, and 3, respectively; the diversity is ISC. We observe that 
the gains in sin for Systems 1, 2, and 3 compared to unweighted PCM 
are significantly larger than those for the case of M = 1. Further, the 
systems are able to operate at a much lower channel sin, r, for the 
same sin. When we use IMRC diversity the gains in sin are similar to 
those achieved with ISC, but for a given r, the values of sin are 
increased by approximately 2 dB. 
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When the level of the input signal is reduced to -40 dB the curves 
in Fig. 4 are obtained. Curves a to I relate to the same system 
parameters as those in Fig. 3. As we expected the peak sin (at high 
values of r) are reduced by 2 dB due to coarse quantization at low 
signal levels. The slopes of the curves in Fig. 4 are lower than those 
in Fig. 3. However, the curves of sin for Systems 2 and 3 are approx­
imately the same when no diversity is applied. Marginally greater 
gains in sin occur at this lower power level of -40 dB when second­
order diversity reception is employed. 

The theoretical curves for CPSK are shown in Figs. 5 and 6. The 
curves a to I in Figs. 5 and 6 correspond to those in Figs: 3 and 4, 
respectively. The essential difference between the curves is that for 
the same sin, the r is 6 dB lower when CPSK is employed compared 
to when NCFSK modulation is used. 

6.1.1 Speech input signals 

Speech composed of four concatenated sentences, "Glue the sheet 
to the dark blue background," "Rice is often served in round bowls," 
"Four hours of steady work faced us," and "The box was thrown beside 
the parked truck," were used as our speech input signal. The former 
two sentences were spoken by females, the latter two sentences by 
males. The speech signal was bandlimited between 200 to 3200 Hz, 
sampled at 8 kHz, and stored in the computer. Eight-bit Jl-Iaw PCM 
encoding ensued, the bit stream suitably weighted, and two-level 
CPSK modulation of a Radio Frequency (RF) carrier performed. From 
a hardware simulator of frequency-selective Rayleigh-fading mobile 
radio paths9 samples of the envelope function C(t) were taken at a 
rate of 32 kHz and stored in the computer to provide the fading 
envelope of a mobile unit traveling at 15 mph. By resampling C(t) 
different vehicle speeds could be simulated. The regenerated lth bit at 
the kth instant was10 

B(o),l(k) = C(k)B(o),I(k) + I(k) ~ 0; 

B(o),l(k) = C(k)B(o),I(k) + I(k) < 0; 

1 = 1,2, ... ,N, 

logical 1 generated 

logical 0 generated 

(77) 

where (.) is 0, 1, 2, or 3, depending on whether the PCM was 
unweighted or System 1,2, or 3 was used, respectively. The amplitude 
of the Rayleigh envelope, the transmitted bit, and the additive inter­
ference level are represented in eq. (77) by C(k), B(o),l(k) and I(k), 
respectively. After bit regeneration the 1l-law PCM words were for­
mulated and subsequently decoded. This decoded speech sequence was 
subtracted from its counterpart in the input speech sequence to yield 
the noise sequence. The sin was computed as the ratio of the input 
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speech power to the noise sequence power. The curve of s/n as a 
function of input speech power is displayed in Fig. 7 for zero BER. 

Figure 8 shows the performance of our three weighting systems and 
unweighted PCM in the absence of diversity and when second-order 
ISC diversity was employed for an input level of -17 dB. The corre­
sponding performance when the vehicular speech was 60 mph is 
displayed in Fig. 9. The effects of the non stationary speech statistics 
and the duration of the speech and Rayleigh envelope data conspire 
to cause the curves in Figs. 8 and 9 to lose the parallelism of those in 
Fig. 5. However, the s/n advantage due to using diversity and our 
weighting systems when speech input signals are employed has a close 
correspondence with the gains predicted from our theoretical results. 
We note that the performance of the system as the vehicular speed 
doubles is, in general, very similar, although there are some large local 
variations. 

Figure lOa shows a segment of speech, while Fig. lOb, c, d, and e 
were the recovered speech waveforms for unweighted PCM, weighted 
PCM Systems 1, 2, and 3, respectively, when the vehicular speech was 
30 mph, an input level of -17 dB, CPSK modulation, no diversity, r 
= 16 dB. When ISC, M = 2 was employed and the other conditions 
remained unchanged, the results were the corresponding recovered 
speech waveforms in Fig. 10 f, g, h, and i. We observe that the effect 

40r-------------------------------------------------------------------------------------------------, 

30 

(/) 
...J 
W 
CD 

U 20 w 
0 

~ 
c 

WEIGHTING DIVERSITY 
u; 
...J 

SCHEME 
NONE ISC, M = 2 

...J 10 <t: 
a: 
w 

NONE > 
0 

a e 

1 b f 

0 2 c 9 

3 d h 

-10~ ____ L-____ ~ ____ ~ ____ ~ ____ ~ ____ ~ ____ ~ ____ ~ ____ ~ ____ ~----~----~ 

o W W 
CHANNEL sIn IN DECIBELS 

Fig. 9-Mobile radio channel. Overall sin versus channel sin for CPSK and speech 
input signals. The input power level is -17 dB and the vehicular speed is 60 mph. 
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mph. The channel sin is 16 dB and the original speech segment is waveform i. 

of employing Systems 3 and 2 results in a considerable reduction in 
digital noise power compared to the conventional unweighted PCM. 

6.1.2 Average error probability 

We assert in Section 4.1 that for weighted PCM systems the average 
bit error probability Pav is not a suitable performance parameter. To 
lend credence to this statement we display in Fig. 11 the curves of 
error probability for the MSB, next MSB, ... , LSB, namely PI, P2, 
... , Ps, respectively, as a function of channel sin, for Weighted PCM 
System 1. Also shown is the variation of the probability of bit error P 
for a conventional, unweighted PCM system. The results are for a 
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probability of bit errors Ph P2, •.• , Ps for System 1. It is a Rayleigh fading channel with 
no diversity, and in input level of -40 dB. Also displayed is the probability of error P 
for the unweighted PCM system as a function of channel sin. 

Rayleigh fading channel, no diversity, and an input level of -40 dB. 
The weighting strategy for System 1 arranges for the LSB to have a 
lower transmitted energy than the other bits, and, consequently, a 
greater probability of error. However, an error in the LSB causes the 
smallest contribution to the digital noise power compared to the 
contributions from the other bits. We observe that Ps > P7 > P6 > P5 
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> P4 > P3 > P2, i.e., the larger the contribution to the digital noise 
power caused by the regeneration of an erroneous bit, the lower is its 
probability of being in error. Probability P2 is associated with the most 
significant magnitude bit of the quantized sample, and we see that 
P2 < Pl. This inequality originates in the optimization process, indi­
cating that an error in the most significant magnitude bit will, in 
general, generate more digital noise than an error in the polarity bit 
of the reconstituted sample. The probability of error P for the un­
weighted PCM is seen to be marginally smaller than PI, but signifi­
cantly greater than P2. 

When the average probability Pav is computed according to eq. (35), 
we have the curve displayed in Fig. 12. As we expected from the curves 
in Fig. 11, Pav for Weighted PCM System 1 is considerably in excess 
of the probability P for unweighted PCM. Also shown in Fig. 12 are 
P av for Weighted PCM Systems 2 and 3. From our previous figures 
displaying sin, and those depicting Pav in Figs. 11 and 12, we conclude 
that systems that provide superior sin also have inferior Pav • Hence 
we reject Pav as a meaningful performance parameter. However, knowl­
edge of Pav does contribute to our insight into weighted PCM systems. 

6.2 Results for the Gaussian channel 

When the fixed weighting profile described in Section 5.1 is used, 
the digital noise power is given by eq. (60). The optimum weights <PI 

of eq. (58), having the same Al factors as used in the unweighted case, 
are tabulated in Table III. However, we observe that <PI is a function 
of the channel sin. Applying the same procedure as for the theoretical 
results in Section 6.1, we change the weighting <PI with channel sin to 
ensure that €; is minimized. The curves in Figs. 13 and 14 are therefore 
optimum for every channel sin. The improvement attained in sin for 
Weighted PCM Systems 1, 2, and 3 compared to unweighted PCM are 
10, 12, and 17 dB, respectively, for an input signal level of -17 dB, 
respectively, when the channel sin is 10 dB. The optimum fixed word 
weighting profile of System 1 enables the channel sin to deteriorate 
by 1.5 and 2 dB for input signal levels of -17 and -40 dB, respectively, 
compared to unweighted PCM, while sin is maintained at 30 dB. 
Observe that at low values of channel sin where the BER is high, the 
application of fixed word weighting can increase sin by 10 to 20 dB. 
These large gains can transform unintelligible speech into distorted 
but partially intelligible speech. We note that the gain in sin when 
the individual word weighting profile is used instead of the fixed 
weighting profile is only 1 to 2 dB. 

The digital noise power €; for the individual word weighting profiles 
of System 2 is given by eq. (65), where the al(Xj) factors are given in 
Ref. 7. The individual word weighting profiles of eq. (63) are presented 
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Table III-The constant word weighting profile {¢tl~l for the 
Gaussian channel (optimized for a channel sIn of 11 dB) 

Input 
Power 

-17dB 
-40 dB 

1 2 
1.4612 1.5493 
1.3247 2.0489 

Bit Number I 

345 6 7 8 

1.4763 1.1782 0.9213 0.6930 0.4707 0.2500 
1.3994 1.1217 0.8643 0.6355 0.4131 0.1924 
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Table IV-The word weighting factors Wi for the Gaussian channel 
(optimized for channel sIn of 11 dB) 

Input Power = -17 dB 

0.0785 0.1333 0.1648 0.1893 0.2105 0.2297 0.2476 0.2645 0.2807 
0.2963 0.3116 0.3264 0.3410 0.3553 0.3694 0.3833 0.3971 0.4107 
0.4242 0.4376 0.4509 0.4641 0.4772 0.4903 0.5033 0.5162 0.5291 
0.5419 0.5547 0.5674 0.5801 0.5927 0.6054 0.6179 0.6305 0.6430 
0.6555 0.6680 0.6805 0.6929 0.7053 0.7177 0.7301 0.7424 0.7548 

0.7671 0.7794 0.7917 0.8040 0.8163 0.8286 0.8408 0.8531 0.8653 
0.8775 0.8898 0.9020 0.9142 0.9264 0.9385 0.9507 0.9629 0.9751 
0.9872 0.9994 1.0116 1.0237 1.0358 1.0480 1.0601 1.0723 1.0844 
1.0965 1.1086 1.1207 1.1329 1.1450 1.1571 1.1692 1.1813 1.1934 
1.2055 1.2176 1.2297 1.2418 1.2538 1.2659 1.2780 1.2901 1.3022 

1.3143 1.3263 1.3384 1.3505 1.3626 1.3746 1.3867 1.3988 1.4108 
1.4229 1.3450 1.4470 1.4591 1.4712 1.4832 1.4953 1.5074 1.5194 
1.5315 1.5435 1.5556 1.5677 1.5797 1.5918 1.6038 1.6159 1.6279 
1.6400 1.6521 1.6641 1.6762 1.6882 1.7003 1.7123 1.7244 1.7364 
1.7485 1.7605 

Input Power = -40 dB 

0.6457 0.7005 0.7320 0.7566 0.7778 0.7970 0.8148 0.8317 0.8479 
0.8636 0.8788 0.8937 0.9082 0.9226 0.9367 0.9506 0.9644 0.9870 
0.9915 1.0049 1.0182 1.0314 1.0445 1.0576 1.0705 1.0835 1.0963 
1.1092 1.1219 1.1347 1.1473 1.1600 1.1726 1.1852 1.1978 1.2103 
1.2228 1.2353 1.2477 1.2602 1.2726 1.2850 1.2973 1.3097 1.3220 

1.3344 1.3467 1.3590 1.3713 1.3836 1.3958 1.4081 1.4203 1.4326 
1.4448 1.4570 1.4692 1.4814 1.4936 1.5058 1.5180 1.5302 1.5423 
1.5545 1.5667 1.5788 1.5910 1.6031 1.6152 1.6274 1.6395 1.6516 
1.6638 1.6759 1.6880 1.7001 1.7122 1.7243 1.7364 1.7485 1.7606 
1.7727 1.7848 1.7969 1.8090 1.8211 1.8332 1.8453 1.8574 1.8694 

1.8815 1.8936 1.9057 1.9178 1.9298 1.9419 1.9540 1.9660 1.9781 
1.9902 2.0022 2.0143 2.0264 2.0384 2.0505 2.0626 2.0746 2.0867 
2.0987 2.1108 2.1229 2.1349 2.1470 2.1590 2.1711 2.1832 2.1952 
2.2073 2.2193 2.2314 2.2434 2.2555 2.2675 2.2796 2.2916 2.3037 
2.3157 2.3278 

in Fig. 15. We used these weighting profiles to generate the curves for 
Weighting System 2 in Figs. 13 and 14. 

When the scheme of Section 5.3 is used the sin is computed using 
eqs. (69) and (29). The word weighting factors are listed in Table IV. 
The gain in sin when the individual word weighting factor Wi is 
introduced is substantial, as shown by the performance curves of 
Weighting System 3. These gains in Figs. 13 and 14 exceed 20 dB 
compared to unweighted PCM when the input signal power is -40 dB 
and the channel sin falls below 12 dB. 

VII. DISCUSSION 

In another paper7 we described the effect of transmission errors on 
Jl-Iaw PCM encoded signals transmitted over Gaussian and Rayleigh 
fading channels. The essential theoretical results of that work are 
condensed here into Sections 4.6 and 5.4, and are employed as bench 
marks for measuring the gains in overall sin when the Jl-Iaw PCM 
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bits are weighted prior to transmission. Weighting System 1 is not 
novel. It is the original scheme due to Bedrosian! that has been 
analyzed by him and Sundberg.2 However, the results for transmission 
of weighted JI-Iaw PCM by System 1 over Rayleigh fading channels 
are new. Systems 2 and 3 mark a basic departure from previous 
proposals for weighting. In System 2 we introduce the concept of 
instantaneous weighting, where the bits are weighted by a profile 
dependent on the quantization level. Thus there are 2N different 
weighting profiles, where N is the number of bits in the PCM words 
and these weighting profiles can be conveniently stored in a ROM. 
Observing that the digital noise power is dependent on the actual 
PCM words generated leads us to the notion of assembling the bits 
weighted by System 2 into their binary words and then weighting each 
bit in the word by a value unique to the word. 

We have presented theoretical results of overall sin as a function of 
channel sin for all our weighting schemes when the transmission is 
over Rayleigh and Gaussian channels, the modulation NCFSK and 
CPSK, and when ISC and IMRC diversity is employed. The overall 
sin, i.e., the sin of the recovered signal, is a meaningful objective 
measure of system performance. By contrast BER is a misleading 
performance parameter in weighted PCM. Indeed, the overall sin 
generally increases when the BER increases. This is because the large 
contributions to the average bit error probability arise from the least 
significant bits that contribute least to the digital noise power. 

In addition to the provision of theoretical equations and graphs of 
overall sin, we have provided simulation results when the input signal 
was composed of four concatenated speech sentences. The simulations 
were limited to two-level CPSK modulation and apply to a mobile 
radio channel. However, the simulations encompassed all the various 
weighting schemes, unweighted JI-Iaw PCM, no diversity, and ISC, 
M = 2, diversity. The results for speech agree satisfactorily with our 
theory, and the waveform presentation of Fig. 10 shows that the 
enhancement of the recovered waveforms has a matching correspond­
ence with the measured gains in sin. 

In summary we make the following observations. For the Rayleigh 
fading channel, and in the absence of diversity, Weighting Systems 1, 
2, and 3 yielded gains of sin over unweighted JI-Iaw PCM of approxi­
mated 3, 4.5, and 6 dB, when the input power was -17 dB. This was 
irrespective of whether the modulation was NCFSK or CPSK. At the 
lower input level of -40 dB, Systems 1 and 2 had the same performance 
with a gain in sin of 6.5 dB. System 3 enhanced the performance by 
approximately 8 dB. Second-order diversity significantly extends the 
range of channel sin before sin begins to deteriorate. This is, of course, 
well known, as is the ability of IMRC diversity to outperform ISC in 
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terms of s/n for a given channel sin. What was not known was the 
behavior of these diversity schemes when weighted PCM was intro­
duced. We found that the relative performance of the three weighting 
systems with no diversity was repeated with diversity, enabling us to 
draw the general conclusion that System 3 always performs best, and 
that at low power levels there is no advantage to using System 2 
compared to System 1. 

For Gaussian channel the improvement in s/n for Systems 1, 2, and 
3 compared to unweighted /-L-Iaw PCM was 10, 12, and 17 dB, respec­
tively, for a channel sin of 10 dB, and an input level of -17 dB. Thus 
a s/n for unweighted /-L-Iaw PCM of 13 dB was transformed to 30 dB, 
a value often associated with toll quality s/n. At the lower input level 
of -40 dB the gains for Systems 1, 2, and 3, become 20, 21, and 24 dB, 
respectively, i.e., Systems 1 and 2 had virtually the same performance, 
while System 3 only yielded a gain of 3 dB over System 2. 
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APPENDIX A 

Optimum Weighting Profile When System 1 Is Operating Over Rayleigh 
Fading Channels 

Consider Weighting System 1 operating with M-fold ideal maximal 
ratio diversity and NCFSK. The optimum weights that minimize the 
digital noise power E~ for this system are found by means of the 
Lagrange multiplier technique,!! viz: 
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= ,~ A, (2 !M;"r)M + A (~, <1>1 - N) , (78) 

where A is a dummy variable. Partially differentiating F with respect 
to <PI and A and setting these derivatives to zero we have 

M2M - 1r 
AI' (2 + <Pl r )M+l = A. (79) 

U sing the constraint L~1 <PI = N, the A value is given by 

..!.. M+l _ A M+l N 1 ()_1 
N I~ (AI) - (2 + r)· rM2M-1 . (80) 

Using expressions (79) and (80), we arrive at the optimum weights 
(33). 

Note that for the reason of simplicity of analysis we did not impose 
the physical condition <PI ~ O. In the solution to the mathematical 
optimization problem, optimum mathematical weights might be neg­
ative for low channel sin's. 

The optimum weights (33) give the minimum digital noise power 

2M-1 (l)M (N _1 )M+l 
E~ = (2 + r)M' N . 1~1 (AI)M+l , (81) 

where the optimum weight profile is used at each sin r. For a fixed 
weight profile, (81) is a lower bound for those r's, where the fixed 
weight profile is not optimized. 

The optimum weights for Systems 2 and 3 can also be found by 
means of the Lagrange multiplier method. In Appendices C and D we 
have shown the detailed derivations for the Gaussian channel. 

APPENDIX B 

Optimum Weighting Profile When System 1 Is Operating Over Gaussian 
Channels 

Applying the constraint that the average bit energy is constant, we 
determine the optimum weights that minimize E~ with the aid of the 
Lagrange multiplier technique,11 viz: 

F = F(<Pb <P2, ••• <PN, A) 

N 1 -t/>/ ~ [( N) ] = L Al - e 2No + A L <PI - N , 
1=1 2 1=1 

(82) 
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where A is a dummy variable. Partially differentiating F with respect 
to the lth weight, 

aF E -<1>1..£ - = -A - e 2No + A· 
a¢l 14No ' 

l = 1,2, ... ,N, 

and upon setting aF / a¢l to zero we have 

E -<1>1..£ 
A = A l - e 2No, 

4No 

a constant. Writing eq. (84) as 

(
E) ¢IE 

In{A) = In(AI ) + In 4No - 2No 

and after considering all N values of l, we get 

N In(A) = I~' In(A,) + N In (4!.) -2!. i <P,. 

Applying the constraint of eq. (22) yields 

E _..£ 
A = 4No (AIA2 ... An)I/Ne 2No• 

Defining 

I 

A. ~ [,fi Air 

(83) 

(84) 

(85) 

(86) 

(87) 

and equating eqs. (84) and (86), we have the optimum fixed word 
weighting profile, 

In (t) 
¢l = 1 + E l = 1,2, ... ,N. (88) 

2No 

APPENDIX C 

Optimum Weighting Profile When System 2 Is Operating Over Gaussian 
Channels 

Applying eq. (26) to eq. (56), and upon using the Lagrange multiplier 
technique, we have the function 

F = F(¢I(XO) ... ¢1(XO) ... ¢N(XO) .. . 

. .. ¢1(Xi) ... ¢N(X2N-I), AO, Al ... Al ... A2N-I) (89) 
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+ l' ~; [,~, ,p,(x;) - N] . (90) 

Upon partially differentiating F with respect to ¢,(Xi), 

aF E -4>,(Xj) .E.. 
a¢,(Xi) = Pi - a,(xi) 4N o e 2No + Ai, (91) 

and setting aF / a¢, (Xi) to zero we get 

(92) 

a constant for each fixed i and 1 = 1, 2, ... ,N. Applying the constraint 
on ¢,(Xi), and following the procedure used in the derivation of eq. 
(88), we have the optimum individual word weighting profile, 

In [al(Xd] 
ao(xi) 

¢l(xd = 1 + E 

2No 

1 = ~, 2, ... ,N 

i = 0, 1, 2, ... 2N - 1, (93) 

where 

(94) 

APPENDIX D 

The Optimum Word Weighting Factor When System 3 Is Operating Over 
Gaussian Channels 

In this case the Langrange multiplier technique yields 

F = F( Wo, WI, W2 , ••• , W2N_b A) 

624 TECHNICAL JOURNAL, APRIL 1984 

(95) 



whence 

aF 1 - W£ ( E) - = p·Na (x·) - e 2No - - + Ap·. a Wi I 0 I 2 2No I 

Upon aF/aWi equals zero, 

E _ WjE 

A = Na (x·) - e 2No• 
o I 4Eo ' 

a constant. We have assumed that 

i = 0, 1, 2, ... , 2N - 1, 

Pi~ 0; i = 0, 1, 2, ... , 2N - 1, 

(96) 

but if any Pi is zero, the corresponding word weight is set to zero, there 
being no advantage in reserving energy for an event that never occurs. 
When some values of Pi are zero the minimization is performed as 
above, but over those W/s (fewer than 2N) that have nonzero Pi. 

Taking the natural logarithm of eq. (96) and applying the constraint 
of eq. (43) yields 

~~ (E) E 
In(A) = k~O Piln[Nao(xk)] + In 4Eo - 2No . (97) 

Thus from eqs. (96) and (97), the optimum word weighting factor 
becomes 

{ 

2N-l } 

Wi = 1 + ~ In[Nao(xi)] - k~O Pkln[Nao(xk)] 

2No 

i = 0, 1, 2, ... , 2N - 1. (98) 
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Recent work at AT&T Bell Laboratories has shown how the theories of 
Vector Quantization (VQ) and Hidden Markov Modeling (HMM) can be 
applied to the recognition of isolated word vocabularies. The initial experi­
ments with an HMM word recognizer were restricted to a vocabulary of 10 
digits. For this simple vocabulary with dialed-up telephone recordings, we 
found that a high-performance, speaker-independent word recognizer could be 
implemented, and that the performance was, for the most part, insensitive to 
parameters of both the HMM and the VQ. In this paper we extend our 
investigations of the HMM recognizer to the recognition of isolated words 
from a medium-size vocabulary (129 words), as used in the AT&T Bell 
Laboratories airlines reservation and information system. For this moderately 
complex word vocabulary, we have found that recognition accuracy is indeed 
a function of the HMM parameters (i.e., the number of states in the model 
and the number of symbols per state). We have also found that a VQ that 
includes energy information gives better performance than a conventional VQ 
of the same. size (i.e., same number of code-book entries). 

I. INTRODUCTION 

Vector Quantizers (VQs), Linear Predictive Coding (LPC) coeffi­
cients, and Hidden Markov Models (HMMs) have been shown to be 
useful for a wide range of speech processing problems in the areas of 

* AT&T Bell Laboratories. 
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coding, synthesis, and recognition. I
-

12 In the area of speech recognition, 
there have been two distinctly different ways of applying HMMs. In 
the earliest work, extremely ambitious large-scale network models 
were used to model continuous discourse with constrained vocabular­
ies.5

,7,8 For these large networks, HMMs were derived for basic speech 
sounds (e.g., phonemes), and words were made by coupling together 
the individual sound HMMs. Similarly, a sentence was made by 
coupling the models of all the words in the sentence. Solving such 
large-scale networks (i.e., finding the best path through the network 
in order to decode the sentence) was a major problem and required 
very sophisticated network search routines to find good (generally 
suboptimal) solutions. 

More recently, work has been carried out on speech recognition 
based on HMMs for individual, isolated words.ll,12 For this type of 
system, an HMM is designed for each word in the vocabulary, and 
recognition is carried out by evaluating the probability that an un­
known test pattern is the output of a given word model. The reference 
word whose model has the highest probability is chosen as the recog­
nized word. To date, the word-based HMM recognizer has been tested 
only on a vocabulary of the 10 digits. For this vocabulary, it was found 
that the overall performance of the HMM recognizer was fairly insen­
sitive to the parameters of both the HMM and the VQ, and that 
average word recognition accuracy was approximately the same as 
that obtained from a conventional Dynamic Time Warping (DTW) 
template approach. 

Based on the success of the word-based HMM recognizer for the 
digits vocabulary, we have attempted to extend the approach to handle 
a fairly complex, medium-size word vocabulary. The vocabulary we 
have chosen is the 129-word airlines terms vocabulary, which has been 
extensively studied in the context of an airlines reservation and 
information system.13

-
I6 Table I shows the words in this vocabulary. 

We have studied the effects of varying several of the parameters of 
the HMM and the VQ on recognizer performance. Results indicate 
that a significant degradation in average word recognition accuracy is 
introduced by the use of a VQ, even with as many as 256 vectors in 
the code book. Results also show that the HMM/VQ system can and 
does achieve average word recognition accuracy comparable to a 
DTW /VQ template-based recognizer. Finally, we have found that, for 
a given size of code book, VQs using energy, along with LPC shape, 
give better performance than VQs with LPC shape alone. 

The organization of this paper is as follows. In Section II we briefly 
review the design of the conventional DTW recognizer, the design of 
a VQ based on either LPC shape alone or LPC shape plus energy, and 
the operation of the HMM recognizer. In Section III we describe the 
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Table I-Words in airlines vocabulary 
A A.M. Afternoon 
American April Are 
Area Arrival Arrive 
At August B.A.C. 
Boeing Boston By 

Card Cash Charge 
Chicago Class Club 
Coach Code Credit 
D.C. December Denver 
Depart Departure Detroit 
Diners Do Does 
Douglas Eight Eleven 
Evening Express Fare 
February First Five 
Flight Flights For 

Four Friday From 
Go Home How 
I In Information 
Is January July 
June Leave Like 

Lockheed Los-Angeles Make 
Many March Master 
May Meal Miami 
Monday Morning Much 
My Need New York 

Night Nine Non stop 
November Number O'clock 
October Of Office 
Oh On One 
P.M. Pay Philadelphia 

Phone Plane Please 
Prefer Repeat Reservation 
Return Saturday Seat 
Seats Seattle September 
Served Seven Six 

Some Stops Sunday 
Take Ten The 
Thee There Three 
Thursday Time Times 
To Tuesday Twelve 

Two Vh Want 
Washington Wednesday What 
When Will Would 

experimental evaluation used to measure performance of the various 
recognizers on the 129-word airlines vocabulary. In particular, we give 
a detailed analysis (for the two best recognition systems) of the 
individual talker error rates, the most prevalent types of word errors, 
and the extent to which errors made by DTW and HMM recognizers 
are disjoint. Finally, in Section IV we summarize our findings. 

II. THE DTW AND HMM/VQ WORD RECOGNIZERS 

The two types of word recognition systems that we will be concerned 
with are: 
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1. A conventional DTW recognizer (either with or without VQ) 
based on LPC modeling and using isolated word templates as reference 
patterns. 

2. An HMM recognizer with quantized LPC vectors, using single­
word Markov models as parametric representations of the words in 
the vocabulary. 

In this section we briefly review the implementations of the VQ, the 
DTW recognizer, and the HMM recognizer. 

2.1 VQ of LPC parameters 

Vector quantization is a technique for coding an LPC vector into 
one of M* code-book entries such that the average quantization 
distortion is minimized over some typical training set of LPC vectors. 
Vector quantization differs from the more conventional scalar quan­
tization methods in that the entire LPC vector is quantized in a single 
pass, rather than quantizing each component of the vector by a 
separate quantizer. Experience indicates a substantial savings in re­
quired code-book size (bit rate) for VQ over conventional scalar 
quantization. I

-
4 For HMM recognition purposes, VQ serves as a way 

of characterizing continuous LPC vectors by a set of discrete symbols 
(i.e., the indices of the code-book entries that provide best matches to 
the input LPC vectors to the recognizer). In addition, for the DTW 
recognizer, VQ provides a simple and straightforward way of trading 
off storage and computation in the calculation of LPC distances as 
required in the DTW algorithm.9

,12 

A VQ is designed from a training set of I LPC vectors, ai, i = 1, 2, 
... , I, which are intended to be a good representation of the range of 
LPC vectors that occur when the words in the vocabulary are pro­
nounced by a wide range of talkers. The VQ training algorithm 
determines an optimum set of code-book LPC vectors, am, m = 1, 2, 
... ,M*, such that, for a given M*, the average distortion in replacing 
each of the training set vectors, ai, by the closest code-book entry, am, 
is minimum. 

If we define d(aR, aT) as the conventional LPC distance17 between 
the LPC vectors aR and aT, i.e., 

(1) 

where V T is the autocorrelation matrix of the sequence that gave rise 
to LPC vector aT, then the goal of the VQ training algorithm is to find 
the set (of code-book entries), am, such that 

II DM' II = n.::n H J, l2!~~ [d(am, ail]} (2) 
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is satisfied. The quantity II DM* II is the (minimum) average distortion 
of the VQ with M* code-book entries. 

The way in which eq. (2) is solved has been intensively investigated 
by several researchersl

-
4 and will not be described here. As a result of 

these earlier studies, a highly reliable and robust procedure for the 
design of a VQ code book exists and can readily be implemented. 

Although the conventional VQ (which we call a shape VQ) used 
only the LPC vector, recent studies have shown how normalized frame 
energy can be incorporated directly into the local distance [eq. (1)P8 
to give a shape plus energy VQ. For these designs we denote the LPC 
distance of eq. (1) as dLPdaR, aT) and we denote an energy distance 
as dE CER , ET). The total distance is then 

(3) 

where ER and ET are log energies of the reference and test frames, 
normalized to the peak energies in the word, and a is a multiplier for 
giving appropriate weight to the energy distance. Using the modified 
frame distance of eq. (3), a shape plus energy VQ can be designed 
according to the criteria of eq. (2) with no further modification. 

2.2 The conventional DTW word recognizer 

Figure 1 shows a block diagram of the conventional DTW word 
recognizer based on LPC modeling.17•19 The input speech signal, s(n), 
recorded over a standard dialed-up telephone line, is bandpass filtered 
between 100 and 3200 Hz, and digitized at a 6.67-kHz rate. The first 
step (preprocessing) consists of a first-order digital network, which 
provides a high-frequency preemphasis to the speech. The preemphas­
ized signal is blocked into frames of 45 ms (300 samples), with each 
consecutive frame spaced 15 ms (100 samples) apart. An eight-pole 
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Fig. I-Block diagram of conventional DTW word recognizer based on LPC model­
ing. 
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LPC analysis (autocorrelation method) is performed on each frame of 
the word (after the word has been isolated by means of an endpoint 
detector).2o Each resulting LPC vector is either used directly or vector 
quantized by means of a code book of size M*. The resulting sequence 
of LPC vectors, called the test pattern, is compared with each reference 
pattern in the reference template set using a DTW alignment algo­
rithm that simultaneously provides a distance score associated with 
the alignment. The distance scores for all the reference patterns are 
sent to a decision rule, which provides a classification of the spoken 
word, and possibly an ordered (by distance) set of the best {3 candidates. 

The word reference patterns for the recognizer of Fig. 1 are created 
by a training algorithm. For speaker-trained applications, typically a 
single reference pattern is created for each word in the vocabulary 
using a robust training algorithm.21 For speaker-independent appli­
cations, a set of Q reference patterns is created for each vocabulary 
word using a clustering procedure.22,23 Typically, about 12 templates 
per word are sufficient for recognizing words from a fairly homogene­
ous adult population of native American talkers. 

If a VQ code book of M* entries has been designed as in Section 
2.1, one can compute and store the table of M* x M* distances 
between all pairs of code-book entries. In this manner, computation 
of distance between any pair of VQ code-book entries becomes a simple 
table lookup. Hence, if we vector quantize the LPC vectors of a test 
utterance and of all reference patterns, then the computation for 
distances in the DTW matching becomes trivial. In addition, a novel 
technique for reducing quantization distortion when using a VQ was 
proposed by Sakoe.24 For this technique the test vector is not quan­
tized. Instead, the table of distances between each test vector and all 
code-book entries is computed once and used in the DTW distance 
calculation. In this manner there is reduced distortion, reduced storage 
(over conventional VQ), and essentially no computation for local 
distance calculation (it is still a table lookup procedure). 

2.3 The HMM word recognizer 

Figure 2 is a block diagram of the HMM word recognizer. The front­
end processing, namely preprocessing, frame blocking, LPC analysis, 
and vector quantization, is identical to that used in the vector quan­
tized DTW recognizer described above. The test utterance is reduced 
to an observation sequence, {OJ, consisting of the indices of the code­
book vectors that best match corresponding LPC vectors of the utter­
ance. A Viterbi scoring algorithm determines, for each individual word 
HMM, the probability that the observation sequence was generated 
by the given word HMM. A decision rule either chooses the word 
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CODE BOOK WORD 
OF LINEAR MODELS 
PREDICTIVE HIDDEN 

CODING MARKOV 
VECTORS MODELS 

1 1 {Mj} 

LINEAR RECOGNIZED 

~ 
PREPROCESSING 

PREDICTIVE VECTOR VITERBI DECISION WORD 
AND BLOCKING - CODING - QUANTlZA-

~ SCORING - RULE INTO FRAMES 
ANALYSIS TION 

Fig. 2-Block diagram of HMM word recognizer based on LPC modeling and VQ. 

whose word model has the highest probability as the recognized word, 
or gives a list of word candidates ordered by model probability scores. 

Model probability scores for each word model are computed as 
follows. Each word HMM is an N-state model characterized by a state 
transition matrix, A, and a model output symbol probability matrix, 
B. Figure 3 illustrates an N = 5 state word model with M* discrete 
output symbols for each state. Here we assume that the word models 
are left-to-right models; i.e., the elements of the transition matrix, aij, 
satisfy the relationship 

j < i (4a) 

and, furthermore, we restrict the range of transitions to the case 

j> i + 2. (4b) 

That is, we allow transitions between states that are either adjacent 
or one apart. Previous experimentation has shown these constraints 
are reasonable.12 

Based on the above discussion, the scoring procedure for the obser­
vation sequence 0 = {aI, O2 , ••• , ad (i.e., L indices of code-book 
entries), given the model M(=A, B), is as follows: 

1. Initialization: 01(1) = log[bl(Ol)] 

ol(i) = 00, 2 ::s:; i ::s:; N 

2. Recursion: For 2 ::s:; I ::s:; L, 1 ::s:;j::s:; N 

01 (j) = max{ol -l(i) + log[aij]} + log[bj(OI)] 

min(l,j - 2) ~ i ~ max(j, N) 

3. Termination: P(M) = odN). 

The above algorithm is a form of the well-known dynamic program­
ming method and can be shown to have the property of determining 
the state sequence i = ib i2, ... , iL, which maximizes P(O,i I M). It 
can be seen that if the entries in the matrices A and B are stored in 
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813 824 83S 

bl (1) b2 (1) b3 (1) b4 (1) bS (1) 

bl (2) b2 (2) b3 (2) b4 (2) bS (2) 

• • • • • 
• • • 
• • • • 

bl (M*) b2 (M*) b3 (M*) b4 (M*) bS (M*) 

Fig.3-Typical five-state Markov model for word with transition matrix A = /aijl 
and output symbol matrix B = /bj(k}\. 

logarithmic format, i.e., log[aij], and log[bj(k)], then the computation 
of the Viterbi scoring algorithm requires no multiplications or loga­
rithm computation. Hence, the speed of computation of the Viterbi 
scoring is quite high. 

The A and B matrices for each word HMM are estimated from a 
training set consisting of a set of observation sequences for the word. 
Starting with an initial estimate of the model, the probability, P, of 
observing the given training sequence 0 given the model M is com­
puted. Using the Baum-Welch·reestimation algorithm,25 the model is 
iteratively adjusted to increase P. The iterations are stopped when P 
stops increasing significantly or when some other stopping criterion 
is met (e.g., when the number of iterations exceeds a limit). 

III. RECOGNITION EVALUATION OF THE AIRLINES VOCABULARY 

A series of recognition tests was run on both the DTW and HMM 
word recognizers, using the 129-word airlines vocabulary of Table I. A 
training set consisting of one replication of each word by each of 100 
talkers (50 male, 50 female) was used to generate speaker-independent 
word templates for the DTW recognizer, and speaker-independent 
word HMMs for the HMM recognizer. The code-book vectors for the 
VQ were also derived from a subset of the training data. (VQs derived 
from a digits-only vocabulary were also tried and produced essentially 
no degradation in system performance.) All word recordings were 
made over dialed-up local telephone lines, with a new line used for 
each talker. 

An independent test set consisting of one replication of each word 
by each of 20 talkers (10 male, 10 female) was used. None of the test 
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talkers had contributed to the training data. Again, all recordings were 
made over local, dialed-up telephone lines. 

A series of 14 separate recognition tests were made on the DTW 
and HMM recognizers. The runs consisted of the following systems: 

Run 1: Conventional DTW recognizer without VQ. 
Runs 2 and 3: Conventional DTW recognizer with VQ applied to 

both test and reference sets. 
Runs 4 through 9: HMM recognizer using a shape VQ with 

different values for N, the number of states, and M*, the size of the 
VQ code book. 

Run 10: HMM recognizer using a shape plus energy VQ. 
Run 11: HMM recognizer using a shape VQ with variable number 

of states per word. 
Run 12: HMM recognizer using a shape VQ with five randomly 

generated models per word. 
Run 13: HMM recognizer using a shape VQ using the average of 

five randomly generated models per word. 
Run 14: HMM recognizer using a shape VQ with both five and 

eight state models for each word. 

Recognition runs 1 through 10 are the standard cases of DTW and 
HMM recognizers, and they effectively provide performance measure­
ments on the effects of HMM and VQ parameters. Run 11 is used to 
test the hypothesis that long words (in terms of phoneme count) need 
bigger models (more states) than short words. For this run the number 
of states in the Markov model was set equal to the number of phonemes 
in the word, and a lower limit of 4 states and an upper limit of 10 
states were imposed. Runs 12 and 13 examine the effects of generating 
multiple models (from different random initial model guess) for each 
word and either using all models in the recognizer (run 12), or the 
averge model (run 13). Finally, run 14 is used to study the effects of 
using multiple models with different numbers of states in each model. 
For this run, models with five and eight states were generated for each 
word. 

3.1 Recognition run results 

The performance results, given as a series of average word error 
rates for the {3 best word candidates, are shown in Table II and are 
partially plotted in Figs. 4 and 5. Table II gives the average word error 
rate scores for each of the 14 runs. Figure 4 shows plots of these results 
for runs 1, 2, 3, and 10, and Fig. 5 shows plots of the results for runs 
4 through 9. An examination of the curves in Fig. 4 shows that the 
use of the VQ leads to significantly poorer performance in both the 
DTW and the HMM recognizers (at least 6 percent for {3 = 1 and at 
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Table II-Characteristics of recognizer and average word error rate 

Run 

1 
2 
3 
4 
5 

6 
7 
8 
9 

10 

11 
12 
13 
14 

scores (%) as function of candidate position for individual 
recognition tests on airlines vocabulary 

Number of Word Candidates 

to­
Z 
w 
u 

Recognizer 

DTW 
DTWjVQ 
DTWjVQ 
HMMjVQ 
HMMjVQ 

HMMjVQ 
HMMjVQ 
HMMjVQ 
HMMjVQ 
HMMjVQ.E 

HMMjVQ 
(HMMjVQ)s 

(HMMjVQ)5 
HMMjVQ 

25 

20 

ffi 15 
a.. 

~ 
w 
to­
~ 
a: 
a: 10 
o 
a: 
a: 
w 

5 

N M* 1 2 

9.4 4.0 
64 20.1 10.7 

128 16.4 7.4 
5 64 27.2 15.6 
5 128 22.5 12.3 

8 64 24.0 13.3 
8 128 20.7 10.3 

10 128 19.3 9.9 
10 256 17.6 8.2 
10 128 15.5 7.0 

Variable 64 30.5 19.1 
5 64 30.4 18.4 
5 64 30.4 18.4 
5+8 64 24.3 13.5 

DYNAMIC TIME WARPING/ 
---VECTOR QUANTIZATION, M*= 64 

DYNAMIC TIME WARPING/ 
... ---VECTOR QUANTIZATION, M* = 128 

3 

2.4 
6.0 
4.5 

11.1 
8.2 

8.8 
6.4 
6.2 
5.1 
4.4 

13.4 
11.9 
11.9 
8.9 

HIDDEN MARKOV MODELING/ 
----VECTOR QUANTIZATION WITH ENERGY 

_--DYNAMIC TIME WARPING 

4 

1.7 
4.2 
3.6 
8.4 
6.1 

6.6 
4.8 
4.3 
3.8 
3.1 

9.9 
9.1 
9.1 
6.7 

o~ ____ ~ ______ ~ ______ ~ ______ ~ ____ ~~ ____ ~ 
o 2 3 4 5 6 

NUMBER OF WORD CANDIDATES, f3 

5 

1.4 
3.5 
2.8 
6.7 
4.8 

5.3 
3.9 
3.6 
2.9 
2.2 

8.1 
7.3 
7.3 
5.5 

Fig.4-Average word error rate, in percent, versus number of word candidates for 
data of runs 1 through 3 and run 10. 

least 0.8 percent for (3 = 5). However, within the set of recognizers 
using a VQ, the HMM recognizer with a shape plus energy VQ achieves 
performance comparable to or better than the DTW recognizer with 
a shape VQ of the same size. 
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Z 

w 15 
~ 
a: 
a: 
o 
a: 
a: 
w 10 

5 

--N=5, M*=64 

... -N= 8, M*= 64 

O~ ____ ~ ______ ~ ______ ~ ____ ~ ____ ~ 

o 1 2 3 4 5 

NUMBER OF WORD CANDIDATES,,8 

Fig.5-Average word error rate, in percent, versus number of word candidates for 
data of runs 4 through 9. 

The results in Fig. 5 show that the parameters Nand M* of the 
HMM (and the VQ) do affect recognizer performance significantly for 
the airlines vocabulary. The results shown in this figure indicate that 
increasing both Nand M* leads to improved word recognition accu­
racy. In fact, a decrease in average word error rate of about 10 percent 
is obtained in going from N = 5, M* = 64 to N = 10, M* = 256. 

The results of the special runs (11 through 14) have some interesting 
implications. The results of run 11 (with variable-size Markov models) 
indicate worse performance than for fixed-size models. This result was 
anticipated based on experimentation with simulated HMM examples 
in which a stronger bias was always found for bigger models (more 
states) than for smaller models. The results of runs 12 and 13, in 
which five random starting conditions were used to generate five 
models per word, show a small but consistent improvement in per­
formance when using all five models in the scoring (run 12) and a 
small but consistent degradation in performance when using the 
average model in the scoring (run 13). A plausible explanation of this 
result is that due to large model variability, averaging often results in 
a poor model because of the outliers. 
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Fig. 6-Number of word errors as function of talker for data of runs 1,3, and 10. 

The results of run 14, in which the five- and eight-state models were 
combined, show that the performance in this case is essentially iden­
tical to the eight-state recognizer alone. Hence, this result again 
supports the observation that a strong bias exists in favor of bigger 
models. 

3.2 Additional analysis of runs 1,3, and 10 data 

For the data of runs 1, 3, and 10, several additional analyses were 
performed to determine the correlation of individual talker errors with 
the recognizer, to examine the most frequent errors made, and to see 
how similar the errors were in the two recognizers. Figure 6 shows a 
plot of the number of word errors versus talker number for the 
recognition systems of runs 1, 3, and 10. It can be seen that there is a 
high correlation in the individual talker error rates among the three 
systems. It can also be seen that there is a high degree of variability 
in individual talker error rates. 

Table III shows, for the data of runs 1 and 10, the words with the 
highest error rates over all talkers, and the words most confused with 
these words. The numbers in parentheses indicate the total number 
of errors (across the 20 talkers) and the total number of confusions. 
For the DTW recognizer the confusions of these 12 words accounted 
for one-third of the overall word errors; for the HMM recognizer the 
confusions among the 14 worst words accounted for 30 percent of the 
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Table III-Major word confusions in data of runs 1 and 10 
DTW Recognizer HMM Recognizer 

Word Major Confusions Word Major Confusions 

By (9) I (5), My (4) Many (11) May (6) 
Do (8) To/Two (4) Oh (10) Of (3), How (2) 
Flight (8) Flights (6), Like (2) Time (10) Times (5), Five (4) 
May (7) Make (2) Pay (10) A (5), Take (3) 
Oh (7) How (3), Go (2) Flight (9) Flights (6) 
Is (6) In (5) Do (8) To/Two (8) 
Home (6) Oh (2), How (2) On (8) Of (3), August (2) 
Seat (6) Seats (3) Please (8) Leave (4) 
Time (6) Times (4) Miami (8) Monday (4), Morning (2) 
Some (6) From (3) In (7) Evening (3), A.M. (2) 
A (6) Take (2) Want (7) What (4), One (2) 
Seats (6) Seat (4) Take (7) Eight (3), Seat (2) 

Seats (7) Seat (5) 
Three (7) Three (2), Many (2), May (2) 

overall word errors. For the DTW recognizer most of the major 
confusions are between words that sound similar (e.g., "By," "I," 
"My"); for the HMM recognizer there are many major confusions 
between dissimilar words (e.g., "In," "Evening;" "Miami," "Morning," 
etc.). It is interesting that among the words most confused by both 
systems, there are only three overlapping words, namely "Do," "Time," 
and "Seats." 

The final check on the data was a comparison of the errors made 
by the DTW recognizer (run 1) and the HMM recognizer (run 10). In 
earlier experimentation with the digits vocabulary, it was found that 
an orthogonality existed between the errors of the DTW and HMM 
recognizers, in that whenever the DTW recognizer made an error, the 
HMM recognizer was almost always correct. We have made the same 
type of orthogonality check on the data of runs 1 and 10. Of the 243 
word errors made by the DTW recognizer, 111 (45 percent) were cases 
in which the HMM recognizer also made an error. Hence, in only 55 
percent of the cases is there any potential for error detection and 
correction. Thus, we conclude that it would not be easy to combine 
the results of the DTW and HMM recognizers, for this vocabulary, to 
greatly improve overall word accuracy. 

IV. SUMMARY 

In this paper we have applied isolated word recognition based on 
probabilistic modeling (HMMs) to a medium-size vocabulary of airline 
terms. We have found that the use of a finite-size VQ leads to a 
significant degradation in performance for both the conventional 
DTW recognizer and the one based on HMMs. We have also found 
that after vector quantization the HMM and DTW recognizers can be 
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designed to give essentially identical performance. We have shown 
that increasing N, the number of states in the HMM, and/or M*, the 
size of the VQ code book, improves performance of the HMM recog­
nizer. Hence, one should use the largest models that can be accom­
modated in a practical implementation. We have also found that using 
a VQ based on both LPC shape and energy gives improved recognition 
performance over a VQ based on LPC shape alone. Hence, the energy 
contour is extremely helpful in recognizing word vocabularies with 
many polysyllabic words. 

The only discouraging finding was that there was a high degree of 
overlap between the word errors made by the DTW and HMM 
recognizers. Hence, there appears to be no simple method for combin­
ing these two approaches to give greatly improved performance. 
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Cross-connect system frames provide the capability for remote access and 
cross-connection of circuits in digital format. Their usefulness has resulted in 
a rapidly growing number of existing and planned offices with multiple frames. 
A key problem in the planning of these offices is the determination of the 
frame capacity that should be reserved for tying purposes. Ties, or connections 
between frames, are necessary to cross-connect two-point circuits whose 
segments are terminated on different frames. This paper provides the theoret­
ical basis for the computation of interframe tie requirements. We describe two 
scenarios for the assignment of circuits to facilities, and facilities to frames. 
For each case we derive the mean and variance of the number of tied circuits 
per frame. These quantities can be used to determine the number of ports that 
must be reserved for ties so that circuits requiring ties between frames will 
only be blocked with a prescribed small probability. 

I. INTRODUCTION 

Automated cross-connect systems, engineered to be effectively non­
blocking, are often used in special service applications. Legs of circuits 
are assigned to transmission facilities that are linked to a cross-connect 
frame via ports. These frames allow remote access to digital circuits 
for testing purposes and provide cross-connection of legs of a circuit 
remotely. Multiframe offices, necessary because of the limited capacity 
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sion. Permission to reproduce or republish any other portion of this paper must be 
obtained from the Editor. 
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of an individual frame, require planning so that sufficient capacity is 
reserved for interframe connections. This paper describes a method to 
compute the capacity required for this purpose. 

One such system is the Digital Access and Cross-Connect System 
(DACS). For an introduction to DACS, see Refs. 1 through 7. The 
analysis presented here is applicable to similar cross-connect systems. 

Each frame has a fixed capacity of ports. Currently, many offices 
require more than one frame because of their size, and the need for 
such multiframe offices is growing rapidly. Multiframe offices may be 
configured in two different ways: fully interconnected and tandem (see 
Figs. 1 and 2). 

Legs of two-point circuits that terminate on different frames must 
be cross-connected by ties (special connections between the frames). 
These connections are either made via facilities linked directly be­
tween the frames in the fully interconnected case, or through a tandem 
frame. Since ties consume additional termination capacity on frames 
(as well as additional hardware), they should be minimized as much 
as possible. On the other hand, it is also important for planners to 
reserve enough tie ports on a frame so that circuit legs are not blocked 
because of lack of ties. 

Legs of a multipoint circuit are connected by means of a multipoint 
bridge, which is external to the frames, eliminating the need for ties. 
For the remainder of the paper, we assume that all ties are due to two­
point circuits. The analysis is easily extended to treat the case of 

BRIDGE 

--- FACILITIES 

-- INTRAOFFICE 
CONNECTIONS 
(MAY BE MULTIPLE) 

Fig. 1-Fully interconnected office configuration. 
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TANDEM 
FRAME 

BRIDGE 

--- FACILITIES 

-- INTRAOFFICE 
CONNECTIONS 
(MAY BE MULTIPLE) 

Fig. 2-Tandem office configuration. 

multipoint bridges that are inside the frames. When such bridges are 
available, ties may be necessary to bring the legs of a multipoint circuit 
to the proper frame for bridging. 

This paper describes the theoretical basis for the computation of 
interframe tie requirements for an office for each of two scenarios. 
These scenarios assume different procedures for the assignments of 
circuits to facilities. We have developed a model for an office that 
incorporates these two scenarios as subcases, and we refer to this 
model as the "semicontrol model". 

1.1 The semicontrol model 

In the semicontrol model, destinations are of two types: control 
destinations, for which the office administrator controls the assign­
ment of circuit legs to facilities; and no-control destinations, for which 
the assignment of circuit legs to facilities is performed by someone 
else. It is assumed that circuit legs going to a no-control destination 
appear at random on facilities with capacity to that destination. This 
model also assumes that facilities to control destinations are balanced, 
that is, the numbers of facilities to a given destination that are 
terminated on different frames are as equal as is possible (they differ 
by at most one). Each two-point circuit is assumed to connect one 
control and one no-control destination. Multipoint circuits may con­
nect any combination of destination types. The semicontrol model is 
consistent with networks of separately administered offices, since the 
assignment of a circuit leg between two points cannot be controlled 
by both end offices. 
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In this paper we analyze two subcases of the semicontrol model. In 
the first, tie requirements are computed for a mature frame subject to 
"churn" (circuits are connected and disconnected with time) without 
the possibility of planned rearrangement. Thus, once a circuit is cross­
connected by a tie, it remains in this configuration throughout its 
lifetime, even if the possibility of a nontied path becomes available 
later (due to the disconnection of another circuit). In this subcase we 
develop a stochastic model for tied circuits, and solve for the mean 
and variance of the number of ties of the equilibrium distribution. 

In the second subcase of the semicontrol model, we assume simul­
taneous assignment of circuit legs to the control facilities after obser­
vation of the assignment of circuit legs to the no-control facilities. 
(We do not use this knowledge in the assignment of facilities to 
frames.) We compute tie requirements immediately after this assign­
ment-before the effects of churn are felt. This subcase of the model 
is appropriate immediately after the cutover of a new office (when 
knowledge of circuits on facilities is not used in assignment of facilities 
to frames), or immediately after a planned rearrangement of the circuit 
legs to control destinations within an existing office. 

One should note that as time passes, if circuits are not rearranged, 
the total tie requirement will increase from the value computed assum­
ing the second scenario until it reaches the value computed assuming 
the first scenario of the model. The speed with which this occurs 
depends on the value of the disconnect rate (sometimes referred to as 
churn rate), but the eventual value of the total tie requirement does 
not. 

The present two subcases do not adequately model a third scenario 
involving a growing office. In this scenario, demand increases, and 
new frames and facilities are added from time to time. The policies 
used to select the times for the introduction of new frames and new 
facilities are crucial in determining tie requirements during growth. It 
is conceivable that phased introduction of equipment can lead to tie 
requirements higher than those given by either of the two subcases 
described earlier. This phenomenon has been verified by simulation 
work done by P. Soni.s Eventual tie requirements for mature offices 
without planned rearrangements are still given by the first subcase. 

For both of the subcases, we compute the mean and variance of the 
number of tied circuits (on a frame) associated with each control 
destination. The mean of total tie requirements per frame can be found 
by summing the previously described means over the control destina­
tions. The variance of total tie requirements per frame can be found 
by summing the previously described variances over the control des­
tinations, under the assumption that circuits to different control 
destinations on a frame behave independently. The number of ports 
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necessary to guarantee that the tie requirement is met with a given 
probability is then obtained for the various configurations of frames, 
assuming that total number of tied circuits is normally distributed. It 
would also be possible to compute tie requirements by the equivalent­
random method,9 but the large number of control destinations typically 
encountered results in satisfactory accuracy of the normal approxi­
mation. 

The methodology used here assumes that there is a large number of 
frames within the office. Care must be taken when interpreting the 
results for small offices. The calculations described herein will over­
estimate tie requirements for offices of two or three frames. When 
four or more frames are involved, the tendency to overestimate tie 
requirements is probably minimal. 

The rest of this paper is organized as follows: Section II describes 
and analyzes the subcase of a mature frame affected by churn without 
planned rearrangements, and Section III describes and analyzes the 
subcase of a frame after an initial assignment of circuits. Section IV 
contains concluding remarks. 

II. THE IIMATURE" FRAME UNDER CHURN WITHOUT PLANNED 
REARRANGEMENTS 

Here we consider an individual frame within an office and compute 
the distribution of the number of tied circuits on that frame when the 
churn assumption is appropriate. We assume the previously described 
semicontrol model. That is, there are control and no-control destina­
tions, circuit legs to no-control destinations appear at random on 
facilities to those destinations, two-point circuits connect one no­
control and one control destination, and facilities to control destina­
tions are balanced as much as possible on frames. We also assume 
that there are no planned rearrangements, i.e., once a circuit is cross­
connected, it remains in that configuration for the duration of its 
lifetime. 

The lifetime of a circuit is assumed to be exponentially distributed. 
We consider a "mature" frame, so that the rate of replacement of 
circuits on a frame is essentially constant and equal to the long-run 
rate of circuit disconnects (the disconnect rate per circuit multiplied 
by the average number of circuits on the frame). The arrivals of 
connect orders having a leg to a given destination are assumed to be 
given by a Poisson process. We assume that the long-run average of 
the proportion of circuits to any given destination is constant, as is 
the proportion of two-point circuits. We also assume that these pro­
portions are maintained on each of the no-control facilities, independ­
ent of their destinations. The last assumption will tend to give higher 
values for the computed number of ties because it ignores the com-
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munities of interest that may exist between the no-control and control 
destinations. 

The entire analysis of this section is concerned with circuits that 
have a leg to a given control destination and appear on a given frame. 
The mean and variance of the number of tied circuits on a frame due 
to these circuits will be determined. The mean (variance) of total tie 
requirements per frame will be found by summing the means (vari­
ances) of the tie requirements for all destinations. 

We keep track of four types of circuits (see Fig. 3) for the given 
control destination on the given frame: 

1. Two-point circuits cross-connected through the frame-Here the 
two legs of the circuit are assigned to facilities appearing on the same 
frame. Obviously, no ties are used for these circuits. 

2. Two-point circuits tied out of the frame-Here the circuit has 
one leg on a no-control facility terminated on the given frame, but is 
tied to another frame for cross-connection to a facility going to the 
proper (control) destination. One tie circuit is needed on this frame 
for this type of circuit. 

3. Two-point circuits tied into the frame-Here the circuit has one 
leg on a no-control facility terminated on another frame, but is tied to 
the given frame for cross-connection to a facility going to the proper 
(control) destination. One tie circuit is needed on this frame for this 
type of circuit. 

4. Multipoint legs on the frame-Here a cross-connection appears 
on the given frame between a circuit going to the multipoint bridge 
and a circuit on a facility going to the proper (control) destination. 

NO-CONTROL 
DESTINATION 

FRAME 

CONTROL 
DESTINATION 

~~--------------------------------~~ 
2)----------.. 

TIES n TO BRIDGE 

4 

Fig. 3-Circuit types on a given frame. 
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No ties are needed for circuits of this type, although port capacity is 
used to connect these circuits to the bridge. 

We denote by Xi the number of circuits of type i (described above) 
to a particular control destination. We show that the evolution of the 
state vector (XI, X 2, X 3, X 4) is given by a continuous-time Markov 
chain that is closely related to the evolution of the state vector for a 
classical overflow process. The latter has a known solution for the 
means and variances of its two random variables, which enables us to 
calculate the mean and variance of the equilibrium tie requirements 
(X2 + X3)' 

We assume that the total capacity of facilities to the control desti­
nation, which are terminated on the given frame, is k circuits. Clearly, 
Xl + X3 + X 4 is the number of these circuits in use, which cannot 
exceed k. 

State transitions change one of the components of the state vector 
by one unit (either up or down). These transitions correspond to the 
connecting or disconnecting of a circuit of the type represented by 
that component. 

We consider disconnect transitions first. Without loss of generality, 
we scale time in units of the mean lifetime of a circuit, so that the 
disconnect rate per circuit is unity. There is a transition corresponding 
to the disconnection of a circuit of type i at rate Xi for each of the 
four types of circuits, since the lifetimes are assumed to be exponen­
tially distributed. 

Now consider transitions corresponding to the connecting of cir­
cuits. There are two kinds of these transitions. The first comprises 
those two-point circuits that have one leg connected to a no-control 
destination on the given frame (corresponding to circuits of types 1 
and 2). The second comprises those circuits having a leg elsewhere, 
which we assign to the given frame for cross-connection to the control 
destination (corresponding to circuits of types 3 and 4). 

The first kind corresponds to arrivals of circuit legs on no-control 
facilities of the given frame that require cross-connection to a partic­
ular destination. We assume that these occur according to a Poisson 
process with rate AI. If there is capacity to the destination (Xl + X3 
+ X4 < k), these circuits are cross-connected through the frame to 
avoid ties. In this case each such event corresponds to the arrival of a 
type 1 circuit (Xl is incremented by 1). If there is no capacity to the 
destination (Xl + X3 + X4 = k), these must be tied out of the frame. 
In this case each such event corresponds to the arrival of a type 2 
circuit (X2 is incremented by 1). 

Now we consider events that cause type 3 circuits to connect. Every 
time a circuit is tied out of any frame in the office, it must be tied into 
another frame with available capacity to the destination. (It would 
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never be tied into a frame without capacity.) If the frame to be tied 
into is selected without regard to remaining capacity and without 
preference for a given frame, then the rate of such tied-in circuit 
connects should be approximately equal for all frames. Furthermore, 
this rate should be approximately equal for all states on the frame for 
which there is available capacity, at least if there are many frames in 
the office. 

Accordingly, we assume that the connects of type 3 circuits corre­
spond to a Poisson process with rate A2 (still to be determined) 
independent of the state, provided that capacity exists to the desti­
nation. Later in the section, A2 will be determined by a self-consistency 
requirement. For the present, we assume it is known. 

In a similar fashion, it can be reasoned that requests for type 4 
circuit connects occur at rate A3 (still to be determined) roughly 
independent of frame and state, provided that capacity to the desti­
nation is available at the frame. 

To sum up, we assume that the evolution of the state vector (XI, 
X 2, X 3 , X 4 ) is given by a continuous-time Markov chain with the 
following transition rates [all from (Xl, X2, X3, X4)]: 

Into State Rate 

(Xl - 1, X2, X3, X4) 

(Xl, X2 - 1, X3, X4) 

(Xl, X2, X3 - 1, X4) 

(Xl, X2, X3, X4 - 1) 
(Xl + 1, X2, X3, X4) 

(Xl, X2 + 1, X3, X4) 

(Xl, X2, X3 + 1, X4) 

(Xl, X2, X3, X4 + 1) 

(if Xl + X3 + X4 < k) 
(if Xl + X3 + X4 = k) 
(if Xl + X3 + X4 < k) 
(if Xl + X3 + X4 < k). 

Our goal is to find the mean and variance of the number of ties 
(X2 + X 3) for the ergodic state distribution. 

If we introduce another component to the state space, having no 
effect on the first four components, the resulting ergodic probabilities 
can be related to the ergodic probabilities of the classical trunk­
overflow process. Since the means and variances of the state variables 
are readily available for the trunk -overflow process,9 we are easily able 
to solve for the mean and variance of the required number of ties for 
a destination on a frame. 

We thus add a dummy component, X 5 , and also add the following 
transition rates from (Xl, X2, X3, X4, X5): 

Into State 

(Xl, X2, X3, X4, X5 - 1) 
(Xl, X2, X3, X4, X5 + 1) 

Rate 
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The other transitions are as before (ignoring the value of X 5 ), with X5 
unchanged by the transitions. 

Define YI = Xl + X3 + X 4 , Y2 = X2 + X 5, and A = Al + A2 + A3. It 
is readily seen that the vector (YI , Y2 ) is a continuous-time Markov 
chain with transition rate from (yI, Y2): 

Into State Rate 

(YI - 1, Y2) YI 
(YI, Y2 - 1) Y2 
(YI + 1, Y2) A (ifYI<k) 
(Yh Y2 + 1) A (if YI = k). 

These are the transition rates for the classical trunk-overflow proc­
ess. Physically, one may think of offering A Erlangs of traffic to k 
primary trunks, with any overflow going to an infinite group of trunks. 
The first component represents the number of primary trunks occu­
pied, and the second component represents the number of overflow 
trunks occupied. The moments of the ergodic distribution of these 
variables are available:9 

E(YI + Y2) = A, (1) 

var( YI + Y2 ) = A, (2) 

E(YI ) = A(l - B(k, A)), (3) 

E(Yi) = (1 + A)E(YI ) - kAB(k, A), (4) 

E(Y2 ) = AB(k, A), (5) 

and 

var(Y,) = E(Y,) [1 - E(Y,) + k + 1 + ~(Y') _ A] , (6) 

where B (k, A) is the classical Erlang blocking formula 

B(k, A) = k(Ak/k!) . (7) 
L (Aj/j!) 

j=O 

We now relate the ergodic distribution of (XI, X 2 , X 3 , X 4 , X 5 ) to 
the ergodic distribution of (YI, Y2 ). Let qi = A/A. Whenever YI is 
incremented, Xl is incremented with probability ql, Xa is incremented 
with probability q2, and X4 is incremented with probability q3' Fur­
thermore, departures from Xl, X 3 , and X4 are proportional to the 
values of these state variables. Therefore, given YI, (Xl, X 3 , X 4 ) is 
distributed in a multinomial distribution corresponding to YI trials 
with probabilities of each type qI, q2, and q3, respectively. 
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Similar reasoning tells us that given Y2 , (X2 , X 5 ) has a binomial 
distribution corresponding to Y2 trials with probabilities of each type 
ql and 1 - ql, respectively. Also, given YI and Y2, (Xl, X 3, X 4 ) and 
(X2 , X 5 ) are independent. 

Thus, the ergodic probability of (Xl, X2, X3, X4, X5), denoted 1r(Xl, X2, 

X3, X4, X5), is related to the ergodic probability of (Yl, Y2), denoted 1r* 

(YI, Y2), in the following fashion: 

1r(Xl, X2, X3, X4, X5) = 1r*(XI + X3 + X4, X2 + X5) 

(8) 

Equation (8) may also be checked by direct substitution into the 
balance equations, but we omit the details here. The facts stated 
previously, which allowed us to write equation (8), are sufficient to 
extract moments of the number of circuits tied. We proceed by con­
ditioning on the values of YI and Y2 : 

(9) 

and 

E((X2 + X3)2) I Yl, Y2) = qiY~ + ql(1 - qdY2 

+ 2qlq2 Y I Y2 + q~Yi + q2(1 - q2)YI • (10) 

Taking expectations with respect to YI and Y2 in (9) and (10), we 
obtain (after some algebra) 

(11) 

and 

var(X2 + X 3) = qlq2var(YI + Y2) + q2(q2 - qdvar(Yd 

+ ql(ql - q2)var(Y2) + q2(1 - q2)E(Yd + qdl - qdE(Y2). (12) 

Equations (11) and (12), when combined with eqs. (1) through (6), 
give the mean and variance of the number of tied circuits to a given 
control destination on a given frame. These expressions depend im­
plicitly on ql and q2, which depend on A2 and A3. We will determine ql 
and q2 in Section 2.1. 

2.1 Determination of A, ql, and q2 

We have so far analyzed a single frame with available capacity of k 
circuits to the particular destination considered. It is possible that not 
all frames in an office have the same number of available circuits to 
the destination (since the total number of facilities may not be a 
multiple of the number of frames), and these considerations affect the 
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determination of A2 and A3 • We will actually find the derived quantities 
A, ql, and q2. Suppose that there are m types of frames (in terms of 
circuits to the destination) represented in the office, with available 
number of circuits to the destination of kl' k2' ... km (m will usually 
be two). Suppose that the proportions of the frames in the office that 
are of these types are PI, P2, ... , Pm, respectively. We have argued 
previously that the values of A2 and A3 are identical for all the frames, 
since these represent the rates of arrival of circuits that are selected 
to be connected to any frame in the office (having capacity) with equal 
probability. 

Denote the expected number of circuit legs to the control destination 
per frame (including two-point and multipoint circuits) by T. (This is 
known.) The (random) number of outgoing circuit legs from a frame 
to the destination is given by YI • Consistency in the average number 
of legs to the destination per frame demands that the average value of 
the expectation of Y I equals T, or 

m 

L Pi[A(1 - B(ki, A»] = T, (13) 
i=1 

where use has been made of (3). The left-hand side of (13) is increasing 
in A, is continuous, and takes all values in the range [0, c) for A ;:: 0, 
where c = Lf,!,1 Piki is the average capacity to the destination on a 
frame basis. Therefore, (13) has a unique solution for A as a function 
of T in the above quoted range. 

We also require, for consistency, that the total number of tied-in 
circuits in the entire office is equal to the number of tied-out circuits. 
Recall that X 2 represents tied-out circuits and X3 represents tied-in 
circuits, and their expectations are qIE(Y2 ) and q2E(Yr), respectively, 
where E(YI ) and E(Y2 ) are given in (3) and (5). This consistency 
requires that the averages of these values over all frames be equal, or 

m m 

ql L PiB(ki, A) = q2 L Pi(1 - B(ki, A», (14) 
i=1 i=1 

where a common factor of A has been eliminated. Use of (13) in (14) 
with the identity 

(15) 

yields 
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2.2 Computation of the mean and variance of total ties per frame 

Equations (14), (15), and (16) allow one to compute the parameters 
ql and q2 used in eqs. (11) and (12), which give the mean and variance 
of the total number of tied circuits on a particular frame. Equations 
(11) and (12) depend on the value of k, the number of circuits to the 
destination on the frame. When the value of k to a particular desti­
nation is not constant over all frames, a.veraging over the values is 
necessary. Although the rationale for averaging the mean number of 
ties is clear, some explanation is necessary for the averaging of the 
variance (as opposed to taking the average of the second moment 
minus the square of the average first moment). 

The ultimate goal of this process is to obtain a number representing 
the reserved capacity for tied circuits on a frame, where reserved 
capacity is sufficient to meet tie requirements with a given (user­
specified) probability. It can be argued that if the number of control 
destinations is large, circuits to each of the destinations behave roughly 
independently. Now choose a particular frame, which has ti circuits to 
control destination i, i = 1, 2, ... , n, where n is the total number of 
control destinations. If n is sufficiently large, the total tie requirements 
for this frame will be approximately normally distributed. The mean 
is equal to the sum of the means calculated for each destination (given 
the number of circuits to that destination on the frame). The variance 
is equal to the sum of the variances calculated for each destination 
(given the number of circuits to that destination on the frame). 

Although the vector (tf, ~, ... , ~) will vary from frame to frame, 
the components are definitely not independent, since the total outgo­
ing capacity from a frame will be more or less fixed. In other words, a 
frame having a greater than average number of facilities to one 
destination will tend to have lower than average numbers of facilities 
to other destinations. 

If all destinations have identical characteristics (in terms of the 
number of frames with given number of circuits to the destination), 
then the proportion of ti on a given frame that are equal to a particular 
value will be very close to the overall proportion (over all frames) of ti 
that are equal to that value. In this case, the total variance on the 
frame will be nearly equal to the sum of the average variances (con­
ditioning on the number of circuits) to each destination. 

If all destinations are not identical, there will still be a tendency for 
the variance of tied circuits to be close to the sum of the average 
variances over the control destinations. 

For this reason it is reasonable to compute the variance of the total 
number of ties per frame as the sum of the average variance per 
destination. The latter is equal to the sum of the product of Pi with 
the value of (12) when ki replaces k. 

654 TECHNICAL JOURNAL, APRIL 1984 



2.3 The mean ties for a destination per frame 

We obtain a simple expression for the average number of ties per 
frame. 

Equations (11), (3), and (5) give 

E(X2 + X 3 ) = qIXB(k, A) + q2A(1 - B(k, A». (17) 

The average number of ties per frame, which we denote u, is thus 
m 

U = L Pi[qIXB(ki , A) + q2A(1 - B(ki , A»]. (18) 
i=l 

Use of (13), (15), and (16) gives 

U = 2AI (1 - T/A). (19) 

Note that Al is the expected number of two-point circuits per frame, 
so that 2AI is the total ties if all circuits are tied. (Each tied circuit 
results in one tie in and one tie out.) The factor (1 - T/A) is the 
proportion of two-point circuits that are tied, where A is determined 
by the implicit solution to (13). As T increases, it can be shown that 
1 - T/A increases. As T approaches c [facility fill goes to one, see 
definition following (13)], 1 - T/A goes to l. 

As stated earlier, the mean total number of ties required per frame 
can be found by summing expected ties per destination as given by 
(19) over all destinations. 

2.4 Graphical representation of mean tie requirements 

It is possible to summarize the mean number of ties needed for a 
specific destination per frame in several families of graphs, each of 
which corresponds to a type of facility. These graphs give a value of U 

from (19) when A has been determined from (13) based on four inputs. 
These are 

j = number of circuits per facility (typically j = 12 or 24), 
f = average fill on these facilities, 
a = average number of facilities (to the destination) terminated per 

frame, and 
r = proportion of circuit legs to that destination that are from two­

point circuits. 

Figure 4 illustrates one set of these graphs, corresponding to analog 
group facilities (j = 12). The average number of tied circuits per frame 
is plotted versus the average number of facilities per frame (a) for fills 
(f) of 0.70, 0.75, 0.80, 0.85, 0.90, and 0.95. These curves assume that 
all circuits are two-point (r = 1). If this is not the case, expected ties 
obtained from the graph should be multiplied by the value of r. The 
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Fig. 4-Ties versus facilities for analog groups; churn model (12 circuits per facility). 

"scalloped" nature of the curves is due to the relatively higher mean 
tie requirement when the mean number of facilities per frame is not 
integer, forcing uneven spreading of these facilities on the frames. 

We now describe the method used to obtain the curves. If facilities 
are spread as evenly as possible, then m = 2, and 

T = afj, 

PI = r al - a, 

P2 = 1 - PI, 

ki = ( r a 1 - l)j, 

and k2 = r al j 

(20) 

Here r x 1 represents the smallest integer greater than or equal to 
x. We can now determine A by numerical solution of (13) and v, the 
average number of ties, can be obtained from (19). 

III. SIMULTANEOUS ASSIGNMENT OF CIRCUITS 

In this section we consider the second subcase of the semicontrol 
model in which circuits (and ties) are assigned to control facilities 
after assignment of all facilities to frames and after observation of the 
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assignment of the no-control legs of the circuits. This scenario excludes 
the possibility that circuits will be both tied in and tied out to the 
same destination on the same frame. Here again (as in the last section), 
there are two types of ties on a frame-those due to circuits tied out 
and those due to circuits tied in. 

We first obtain the distribution of the number of circuits tied out 
of a frame. By assumption, we know that the distribution of the 
number of no-control legs of two-point circuits on a frame that require 
cross-connection to a particular control destination is a Poisson dis­
tribution. Ties out are required if this number exceeds the available 
number of circuits to the destination on the frame. In this case the 
number required is exactly equal to the excess. 

The distribution of the number of tied-in circuits on a frame depends 
on the methodology used to assign tied-in circuits. The total number 
of tied-in circuits in an office is equal to the number of tied-out circuits 
in the same office (this can be determined by the method described in 
the . last paragraph). The specific way that individual frames are 
assigned these tied-in circuits is up to the office administrator. Of 
course, the number assigned to any particular frame cannot exceed 
the remaining capacity (after satisfying through-connects on the frame 
to the destination). Thus, circuits will never be tied into and tied out 
of the same frame (unlike the churn model of Section II). 

Here we compute distributions of tied-in circuits under each of two 
assignment policies. In the first, tied-in circuits are assigned to mini­
mize the variance of ties on a frame. In the second, tied-in circuits are 
assigned to maximize the variance of tied circuits on a frame. The 
resulting variances provide lower and upper bounds for the variance 
of any assignment policy. 

We obtain first and second moments for the number of circuits tied 
in and tied out (for a given control destination) per frame. The second 
(first) moment of the total number of ties per destination per frame 
equals the sum of the second (first) moments of the number of circuits 
tied in and the number of circuits tied out. The second moment is 
additive since circuits are never tied into and tied out of the same 
frame in the simultaneous assignment case. (This can, however, occur 
in the churn model of the previous section.) 

3.1 Moments of circuits tied out of a frame 

Let X be the number of legs of two-point circuits incident on a 
frame that must be cross-connected to a given control destination, let 
k be the capacity in circuits to the controlled destination on a frame, 
let Y be the number of circuits tied out to this destination on the 
frame, and let Z be the remaining capacity available for tied-in circuits 
(or multipoints) on the frame. Then, 
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Y = (X - k)+, (21) 

and 

Z = (k - X)+, (22) 

where a+ = max[a, 0]. 
D nder the assumption that X is a Poisson random variable with 

mean X, i.e., 

PIX = i} = (Xi/i!)e-\ 

we can compute the first two moments of Y: 

and 

where 

E( Y) = XSk - kSk+b 

00 

Sk = L (Xi /j!)e->'. 
j=k 

That is, Sk is the tail sum of the Poisson probability distribution. 

(23) 

(24) 

(26) 

A good approximation for Sk for large values of k is given by the 
normal approximation 

- (k - 1/2 - X) 
Sk :::::: <I> J>... ' (27) 

where ¥ represents the complement of the standard normal c.d.f.; that 
is, 

(28) 

When the value of k varies, i.e., a proportion Pi of the frames has ki 

circuits to the destination for i = 1, 2, ... , m, then the appropriate 
average moments are found by taking the expectations of (24) and 
(25) with respect to the distribution p. 

3.2 Moments of the number of tied-in circuits 

We first find the distribution of the available capacity to the 
destination after the assignment of circuits cross-connected through 
the frame, but before circuits are tied in (the random variable Z). We 
obtain 

P(Z = i} = (Xk-i/(k - i)!)e->., 

P(Z = i} = 0, 
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0< i ~ k; 

i> k; 

(29) 

(30) 



and 
k 

P{Z = O} = 1 - L P{Z = i}. (31) 
i=l 

Equations (29) through (31) are based on a given frame with k 
available circuits to the destination. Let ai be the overall probability 
(considering all frames with possibly different values of k) that there 
is a remaining capacity of i circuits to the destination after the 
assignment of circuits cross-connected through the frame, but before 
circuits are tied in. We can compute ai, i > 0, by conditioning on the 
value of k 

ai = e-A L p)\ (k}-i) /(kj - i)!, 
j:ki~i 

(32) 

where pj is the proportion of frames in the office with capacity kj 

circuits to the control destination under consideration. The maximum 
subscript i for which ai:> 0 is max {kj}. 

We next compute the average number of circuits that must be tied 
in per frame, which we denote by B. This must equal the average 
number of circuits tied out per frame. Using (24) for various k values 
yields 

m 

B = L pAXSko - kj Sk:+l). 
j=l 1 1 

(33) 

N ow assume that there is a large number of frames. It is possible to 
have a proportion Eh of frames with i tied-in circuits to the destination 
under consideration Vi if and only if 

L i0i = B (34) 
i=l 

and 

L 0 i ~ L ai, Vj ~ O. (35) 
i=j i=j 

Equation (34) follows from the fact that the expected number of 
circuits tied in equals the expected number tied out. Equation (35) 
states that the proportion of frames with i or more circuits tied in has 
to be no greater than the proportion of frames with capacity for i or 
more tied-in circuits. 

We now determine the values of 0 i that give minimum and maximum 
values for the second moment (denoted by V) subject to the constraints 
(34) and (35), where 
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3.3 Minimum second moment 

Choose t'such that 

v = L i 28 i • 
i=1 

/ /+1 

(36) 

L iai + L t'ai < B ~ L iai + L (1'+ l)ai. (37) 
i=1 i=/+1 i=1 i=/+2 

If B ~ L~1 iai, i.e., if there is average capacity to handle tied-in 
requirements, then this is always possible. This follows because the 
left-hand side of (37) is a nondecreasing function of 1', with a value of 
o for I' = 0, and a value of ~~1 iai for I' = 00. Note that I' is uniquely 
determined. Define 

/ 

P = B - L iai - L I' ai· (38) 
i=1 i=/+1 

Now, the minimal value of V is produced by setting 

i < 1'; (39) 

8/= L ai - p; (40) 
i=/ 

8/+1 = p; (41) 

and 

i>t'+l. (42) 

Physically, this distribution is obtained when one assigns tied-in 
circuits sequentially in the following fashion: Assign the next tied-in 
circuit to a frame with available capacity having the fewest tied-in 
circuits already assigned: 

Clearly, 8 i forms a valid probability distribution, since (37) implies 
that 8/ and 8/+1 are nonnegative, and also since the sum of the 8/s is 
one. This distribution is also easily seen to satisfy (34) and (35). As a 
matter of fact, (35) is tight for all j ~ i: 

This last property uniquely specifies 0, i.e., a probability distribution 
8 satisfying (34) and (35) with the property that, for every m, if 

00 00 

8 m+1 > 0, then L 8i = L ai, Vj~ m (43) 
i=j i=j 

must be the distribution 8 given in (39) through (42). 
Proof: Choose n = sup {m:8m+1 > OJ. The condition of the last paragraph 
tells us that 8j = aj, Vj < n. The normalization of8 and its satisfying 
(34) uniquely determine 8n and 8n+1• Also, 
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n+l n-l 

B = L i0i = L iai + n0n + (n + 1)8n+1 • 
i=l i=l 

However, 

n8n + (n + 1)8n+1 > n L ai, 
i=n 

and 

i=n i=n+l 

Comparison with (37) shows that n = ;; and we are done. D 
We use this fact to show that the distribution 8 has minimum sec­

ond moment over all distributions satisfying (34) and (35). Choose 
S' # 8, which satisfies the constraints; S' must violate (43). Thus, we 
can find m and j ~ m with S~+1 > 0 and Li:j S[ < Li:j ai. Choose the 
largest such m. Since both 8' and a sum to one, we can find k < j with 
Sk > o. Choose the largest such k. The new distribution 8" with 

and 

a" , € 
\"Jk = 8k - -=---k ' )-

a" a' € \"J.= \"J.+--
} } j-k' 

8~ = 8~ + €, 

with € = min[8~+h (j - k)8k, (j - k) (Li:j (ai - Sn)] > 0, and other 
components identical to 8' , is still a probability distribution satisfying 
(34) and (35) and 

L i2Si'= L i28[ + €(j + k - 2m - 1), 
i=l i=l 

or 

L i2sr < ~ i2S[. 
i=l i=l 

With a series of such transformations, S' can be transformed into 
8. 0 

3.4 Maximum second moment 

We proceed in a similar fashion. In this case choose I'such that 
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Define 

L iCXi < B ~ L iCXi. 
i=t"+l i=t" 

p* = B - L iCXi. 
i=t"+l 

The maximum value of V is produced by setting 

0 i = 0, ° < i < 1"; 

0t"= p* /1"; 

and 

0 0 = 1 - L 0 i • 
i=l 

(44) 

(45) 

(46) 

(47) 

(48) 

(49) 

Physically, this distribution is obtained when one assigns tied-in 
circuits in the following sequential fashion: Completely fill the frame 
with maximum available capacity before assigning to another frame. 
Here we omit the proof, which is similar to that of the last subsection. 

IV. CONCLUDING REMARKS 

This paper describes the assumptions of a semicontrol model for 
facility and circuit assignment in a multiframe office. We compute the 
mean and variance of the number of ties per frame for each of two 
subcases. The first scenario assumes that we treat a mature frame in 
a churn environment without planned rearrangements. The second 
one assumes a simultaneous assignment of circuits, and is appropriate 
following the cutover of a new office or a wholesale rearrangement of 
existing circuits within an office. These computations are incorporated 
as subroutines in the computer program DACSPET (DACS Planning 
and Engineering Tool), which computes frame requirements and re­
sulting port usages for a multi frame office. 

4. 1 Preliminary insights 

The previously described computer program has been run on an 
assortment of sample data. These runs provide preliminary insights 
into the question of tie requirements for multi frame offices. We 
summarize these insights below. 

1. The effect of fill is clear in all cases. Higher facility fills imply 
more ties per frame. The reason for this is simply that higher fills 
imply less spare capacity on fewer facilites, and therefore less flexibil­
ity in assigning circuits. 
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2. Tie requirements under the churn scenario are larger than under 
the simultaneous circuit assignment scenario. The effect is relatively 
minor at low facility fills, although it increases rapidly as the fill does. 

3. The size of an office, in terms of number of frames or circuits, 
seems to have less of an effect on tie requirements per frame than 
other variables, such as the number of control destinations served and 
the proportion of traffic to each destination. An office with many 
destinations, each with a small proportion of traffic, will clearly incur 
more tied circuits than an office with a few large destinations under 
the semicontrol model. 

4. The ratio of two-point and multipoint circuits also affects the 
number of tied circuits per frame under the assumption of an external 
multipoint bridge. For the same overall facility fill, the number of tied 
circuits is roughly proportional to the percentage of two-point circuits, 
all other factors being equal. 
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This paper describes a technique for assigning orders against specific reels 
of inventoried cable to ensure a high level of customer service, efficient labor 
utilization, highly usable cable lengths in inventory, and minimal scrap. Some 
orders are interrelated and thus linked, requiring that the assignment of each 
order be contingent upon the assignment of all linked orders. Due to this 
contingency, penalties associated with certain assignments, and selection 
allowances, the problem is quite complex. Our method of solution is formulated 
as a preemptive, multipriority, zero-one goal programming model used in a 
constructive initial placement algorithm. The model is primarily linear, but it 
also contains some nonlinear terms. The goal programming model and initial 
constructive algorithm run weekly in a production environment that handles 
up to 100 orders and 150 reels per problem. 

I. THE PROBLEM 

In 1981 Western Electric began offering 26 types of PULP Cable 
(Paper Insulated Telephone Exchange Cable) on a short-interval stock 
basis. Instead of making the cable to order as before, Western Electric 
would fill customer orders from reels of cable manufactured and 
inventoried at the stocking locations for weekly shipment. A method 
was required for selecting the most suitable reel of cable for filling 
each order while ensuring a high level of customer service, efficient 
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labor utilization, very usable cable lengths in inventory, and minimal 
scrap. 

Due to the manner in which this cable is installed at the job site, 
three specific selection requirements exist. First, only one reel of cable 
may be used to fill each order because the orders are for specific 
lengths. Henceforth, because of this length requirement, we will refer 
to the orders as subitems. Second, shipping less than the amount 
ordered is forbidden and only 10 feet of tolerance is allowed in the 
amount that can be shipped over the quantity ordered. This corporate 
shipping policy fortunately provides leeway in the selection process. 
Finally, in most instances, there exist several subitems for the same 
cable type, which must be installed at the same time. Subitems of this 
nature will be referred to as linked subitems in this paper. To this 
end, it is imperative that if any linked subitem is assigned from 
inventoried cable, then all subitems to which it is linked must also be 
assigned to some cable. Also, all linked subitems must be filled from 
the same stocking location. To accommodate the reader, each subitem/ 
reel of cable possibility will be termed a real variable. 

Inventoried cable is cable that has been completely tested and found 
to meet predetermined electrical requirements. Each time a piece of 
cable is cut, the newly cut ends must be tested. A 3-foot section of 
cable is lost in testing each end. This lost footage, henceforth referred 
to as the cutting allowance, must be considered in the selection process. 

Because of the subitem linkage, corporate shipping policy tolerance, 
and cutting allowance considerations, the method of solution required 
to solve this assignment problem is quite complex. Since each subitem 
must be completely. filled from a single reel of cable, or left unassigned, 
a method was sought to provide optimal or near-optimal results in 
zero-one form, where a value of 1 indicates that the subitem is assigned 
to the reel of cable, and 0 indicates that the subitem is not assigned 
to the reel of cable. The problem then is to minimize: 

Z= 
ALL CONSTRAINTS ALL PRIORITY LEVELS 

h I 

subject to: 

U L (CijXij + d}; - dt) - W L (CijXij + d}; - dt) 

+ Y LL (CijXij + d}; - dt) < 0, 

where 
Phi = preemptive priority l of constraint k 

g(d};, dt) = mathematical operation on slack variables (d};, dt) to be 
minimized 

Cij = various constraint coefficients on real variables Xij 
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Xij = 1 if subitemj is assigned to reeli' 0 otherwise 
U, W, Y = 0, 1 based on whether that term is needed in the constraint 

type (see Appendix A for specific formulation of con­
straints). 

II. HEURISTIC APPROACHES 

Zero-one assignment problems traditionally are solved using several 
techniques, including exhaustive search, branch-and-bound enumera­
tion, and integer linear programming adaptations. 1 These techniques 
become unusable, however, as the problem grows to large sizes. Since 
our problems sometimes consist of 1,000 objectives and 1,500 decision 
variables (for 50 sub items and 150 reels of cable), none of the tradi­
tionally small-to-medium solution techniques proved suitable when 
investigated. 

Liggett1 describes two types of heuristic approaches, which will lead 
to good if not optimal results with small-to-medium size problems. 
The first is the iterative improvement approach, which consists of 
obtaining an initial suboptimal solution by any of several methods and 
improving this solution in incremental steps. This method is charac­
terized by its quick generation of an initial suboptimal solution with 
a subsequent step-by-step improvement, which is generally quite time­
consuming. This approach has been used with a simplex goal program­
ming algorithm with subsequent heuristic improvements.2 We at­
tempted to implement this technique; however, due to the many 
conflicting objectives in our problem, most variables possessed frac­
tional values as a result of the simplex starting solution. Adjusting 
this solution to zero-one form then tended to defeat the purpose of 
starting with a simplex-generated solution. 

The second method mentioned by LiggettI is constructive initial 
placement. Here a solution is built from scratch by adding variables 
to the solution set in successive steps that continually improve the 
results. Because zero-one form can be assumed from the start and 
each step improves the solution, this approach was more attractive for 
solving our assignment problem. Parker3 interestingly compares var­
ious approaches of both techniques and concludes that the constructive 
approach of Graves and Whinston4 is superior to the iterative improve­
ment method in the solution to the component placement problem, 
which is somewhat similar but smaller than our problem. Graves and 
Whinston use conditional probability in their algorithm as a general­
purpose enumerative technique to select the next assignment to be 
added to the partially constructed solution. In lieu of conditional 
probability, we use a look-ahead feature before generating the model 
equations to accord high priority to certain assignments. We also 
restrict certain order-to-reel assignments that could exclude other 

SOLVING MUL TIOBJECTIVE ASSIGNMENT PROBLEMS 667 



assignments that appear preferable. Our specific problem is depicted 
by the model generated (see the appendix formulation). The algorithm, 
however, is of a deterministic general-purpose nature and is much less 
application -oriented. 

III. METHOD OF SOLUTION 

Our approach to the problem was to develop an algorithm that 
would produce desirable solutions proceeding under the direction of a 
model containing the problem formulation. The technique is based on 
a preemptive multipriority zero-one goal programming model formu­
lation, which is used in a constructive initial placement algorithm. 

Goal programming is a multicriteria, problem-solving technique tllat 
utilizes mathematical equations and an associated priority scheme to 
govern its solution. Slack variables (see d"k, dt terms in the equations 
of the appendix) associated with each equation are ranked and 
weighted in an achievement function to govern the achievement of the 
desired results. It is absolutely necessary that higher-ranked objectives 
are satisfied before lower-ranked objectives, and that the optimality 
of the overall solution is maintained with higher-ranked objectives as 
lower-ranked objectives are solved. 

The algorithm that we developed to solve this assignment problem 
does this and with much more flexibility than could be realized using 
the simplex algorithm. Our algorithm can either maximize and/or 
minimize variables and, in fact, with this model formulation, makes 
considerable use of both. Since the algorithm is void of simplex 
restrictions, it also can perform nonlinear optimization. In this appli­
cation, we minimize the reciprocal of certain slack variables, implying 
that if the slack variable cannot be driven to 0, then it should be 
maximized. 

Because we chose the constructive initial placement method, it is 
imperative that at each iteration, the real variable be chosen that will 
improve the solution most. To provide this, our algorithm uses the 
multiphase method of goal programming with entering variable tie 
logic. With tie logic, if several real variables improve the solution 
equally at a given priority level, then the improvement of each at the 
next lower priority level is used to decide which variable to bring into 
solution. Without tie logic in the algorithm, constructive initial place­
ment would not provide satisfactory results. 

3.1 Contingencies 

Two conditions exist that involve assigning a set of related variables 
at the same time. Reel handling can be minimized, in part, by assigning 
several subitems to a single reel of cable when all or nearly all of the 
cable on that reel would be used. We adopted a straightforward 
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technique described by Petersen5 to solve this type of contingency. 
Let variables XiI, X i2 , and Xi3 represent three different subitems that 
in combination would use nearly all the cable on reeli. The variable 
X i4 is generated to represent the assignment of all these variables on 
that reel. A mutual exclusivity constraint (described in the appendix, 
Section A.3, item a) ensures that X i4 will not be allowed in the solution 
with XiI, X i2 , and X i3• If the combination is selected, then X i4 = 1 and 
XiI, X i2 , and X i3 = O. If the combination is not selected, X i4 = 0 and 
XiI, X i2, and X i3 = 0 or 1. 

The second condition, the subitem linkage contingency, is formu­
lated in the model as an absolute set of constraint equalities. A set of 
constraints for three linked subitems would be: 

L X pl - L X p2 = 0 (1) 
pER pER 

L X p2 - L X p3 = 0, (2) 
pER pER 

where X p1 , X p2 , X p3 represent subitems 1, 2, and 3, respectively, 
assigned to any reel p where p is an element of the reelsR of plant P. 

These equality constraints must be satisfied. If any of the three 
subitems were assigned, then the other two sub items also must be 
assigned to a reel of cable at the same plant. Bringing an Xpl into 
solution, for instance, would produce an infeasible condition, unless a 
corresponding X p2 and a corresponding X p3 were also brought into 
solution. If this could not be done because of other constraints, then 
the assignment of subitems 1, 2, or 3 would not be allowed. 

3.2 The algorithm 

The algorithm incorporates two sets of real variables: (1) those in 
solution, designated the IS set; and (2) those in the NS set, which are 
out of solution but candidates for inclusion in the IS set. Using the 
constructive initial placement method, all variables are initially placed 
in the NS set and the initial value of the achievement function of the 
model is calculated. To determine which variable is brought into 
solution, the net effect on the achievement function is calculated 
individually for each member of the NS set and assigned to that 
member. This effect is determined by summing, for each member, the 
contribution of every slack variable of each objective that would be 
affected if the member were brought into solution. The NS set is then 
sorted by these net effects. Next, members are selected individually 
starting from the top of this set for "fit" within the model formulation. 
If the variable fits, it is removed from the NS set, placed in the IS set, 
a new achievement function value is calculated, and the NS set 
reprioritized. If a member cannot be feasibly fit, it is dismissed from 
the NS set and the next member is tried. This process continues until 
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the NS set is exhausted. The feasibility of the problem is then verified 
by testing the equality constraints. If any equality condition is not 
met, all real variables with a nonzero coefficient in the violated equality 
constraint are removed from both the IS set and the NS set to rectify 
the infeasible constraint violation. The NS set is reconstructed by 
placing into it all variables that are not in solution or that have not 
been eliminated because of this or any previously rectified equality 
constraint violation. The new achievement function value is then 
calculated and all variables in the NS set are reprioritized. The entire 
procedure from variable fitting through ensuring equality constraint 
feasibility is repeated until no equality violation is found. 

3.3 The model 

The model for this assignment application is formulated from input 
of a stock cable inventory and customer orders. For each product type 
we consider a separate problem. There are 14 possible objective types 
and 12 preemptive priorities. (See the appendix for the mathematical 
formulation. ) 

1. Subitem contingency (Priority = absolute}-To guarantee 
timely shipments, all linked subitems must be assigned at the same 
time at the same stocking location. 

2. Reel capacity (Priority = absolute}-The reel capacity objective 
type ensures that the total of subitem lengths assigned to a real plus 
all cutting allowances cannot exceed the length of cable on that reel. 

3. Combinations (Priority = 5}-Since a reel of cable is eliminated 
from inventory and reel handling is greatly minimized, this objective 
type, which encourages a good fit of multiple subitems to a single reel 
of cable, is accorded high priority. To further minimize reel handling, 
the model encourages combinations involving the largest number of 
subitems rather than smaller combinations. 

4. Perfect one-to-one matches (Priority = 4}-This objective type 
encourages perfect and close (up to 20 feet short of cable length) 
individual subitem length to cable length matches. The benefits are 
those of eliminating reels of cable and of minimizing reel handling. 

5. Assignment of future subitems (Priority = absolute}-A late­
ness factor is calculated for every subitem. It is based on when the 
customer wants the cable and takes into account the amount of time 
required to process and ship the sub item from the time it is received. 
Subitems that need to be assigned in this week's processing cycle in 
order to arrive at the job site on time are considered current subitems. 
Future subitems need not be assigned yet. Hence, future subitems are 
not assigned unless their assignment eliminates short remnant pieces 
that had been generated by the assignment of current and late sub­
items. Subitem linkage rules also apply to future subitems. 
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6. Assignment of current and late subitems (Priority = 6)-To 
guarantee that customers are satisfied, the assignment of current and 
late subitems is encouraged by this objective type. These objectives 
are weighted by the lateness factor of the associated subitem and more 
consideration is given to subitems the later they become. They are 
also weighted by order length so that the large subitems can be placed 
on the large reels first, while the large reels of cable are still available. 

7. Forced subitems (Priority = 6)-In emergency situations, sub­
items can be entered with a force code indicating that they should be 
assigned before all nonforced subitems. Even though the preemptive 
priority is the same, the weighting factor on this objective type is 
larger than for any nonforced subitem, hence they receive greater 
consideration. 

S. Use of full reels (Priority = 7)-This objective type encourages 
using all or almost all the cable on a reel when customer orders are 
assigned. 

9. Minimization of scrap (Priority = S)-This objective type min­
imizes assignments that cause cable to be scrapped. If cable must be 
scrapped, it also minimizes the amount scrapped. It is the only nonlin­
ear objective type in the formulation. 

10. Remnants of just over the scrapping limit (Priority = 9)-Since 
few subitems are desired for an amount less than 50 feet over the 
scrapping limit, this objective type is formulated to prevent assign­
ments from leaving less than this amount on any reel, thereby keeping 
carrying costs to a minimum. 

11. Remnants of less than 500 feet (Priority = 10)-Since approx­
imately SO percent of the subitems are for 500 feet or more, assign­
ments that leave remaining cable lengths less than 500 feet are not 
desirable. This objective type provides this. 

12. Use of minimum number of reels and largest reel (Priority = 
11, 12)-This objective type encourages using as few reels as possible 
(Priority 11). The use of the largest reel is also encouraged (Priority 
12). 

13. Vacation (Priority = 1, 2)-This objective type accommodates 
shutdowns of stocking location in a multilocation stocking environ­
ment. To avoid adversely affecting customer service due to a scheduled 
shutdown at a particular location, subitems will be assigned against 
inventories at locations that are not shut down because of vacation or 
other causes. 

14. Transportation (Priority = 3)-Transportation charges differ 
depending on the distance from the stocking location to the customer 
job site. Overall transportation charges are minimized by this objective 
type. 
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IV. PROCESSING IMPROVEMENTS 

The algorithm has undergone considerable enhancement since the 
initial form was coded. Because it began producing good results using 
the constructive initial placement technique alone, the need to perform 
subsequent time-consuming iterative improvements was eliminated. 

After we obtained good results with the algorithm, the problem of 
computer core size and run time was looked at extensively. The amount 
of core required was quickly reduced by trimming what was unneces­
sary in Lee's goal programming simplex tableau.6 Because the simplex 
tableau is not executed, the sparse simplex tableau was replaced by 
dense lists. This allowed us to handle a much larger number of 
variables and objectives. 

Reprioritizing the members of the NS set requires the largest 
segment of run time. This area was improved with several enhance­
ments. When reprioritizing each member of the NS set, we found that 
many members could not be feasibly fit, given the set of variables 
already fit. Since constructive initial placement is a "block building" 
approach (once a variable is fit, it will never leave the solution at any 
time before the feasibility of the equality constraints is tested), we 
enhanced the procedure by removing the members from the NS set 
during reprioritizing. This considerably cut the size of the NS set. For 
instance, after a subitem is assigned, all associations of that subitem 
with other reels can be dropped from the NS set. Another large 
reduction was realized when we decided to recalculate the effect on 
the achievement function only for members of the NS set that are 
affected by the real variable just fit. 

A further reduction in the execution time was realized in the 
handling of future subitems. Since a future subitem is only fit to 
prevent a remnant cable length less than 500 feet from being generated, 
the futures only need to be considered after all the current and late 
subitems have been considered. Also, only future subitems less than 
500 feet need be considered since those over 500 feet will not improve 
the solution. 

Run time for solving all 26 problems has varied based on the weekly 
mix, from 30 seconds to 30 minutes in the central processing unit 
(CPU) on an IBM 3033. 

V. OPTIMALITY CONSIDERATIONS 

This algorithm is constructive initial placement in the strict sense. 
Each iteration is performed without knowledge of its effect on other 
iterations. Also, once a variable is brought into solution, it will never 
be removed unless equaiity conditions are not met. Even though each 
iteration improves the result, the optimum may not, of course, be 
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obtainable without a subsequent exchange of in-solution with out-of­
solution real variables. A method of variable exchanging was not 
implemented because, with our subitem linkage restrictions, it would 
call for exchanges of the magnitude of 26/15 (26 variables in-solution 
exchanged for 15 variables out-of-solution) or more. An exchange 
algorithm would require a tremendous amount of time just to decide 
that a 26/15 exchange was necessary. Fortunately, due to our methods 
of eliminating certain assignments and identifying combinations of 
good fit prior to model generation, suboptimal solutions have been 
found empirically in only 2 percent of the solutions. 

VI. EASE OF USE 

This method of solution comprises the model and the algorithm. 
The model provides direction for the algorithm in its attempt to find 
an optimal solution. 

If new objectives are added or existing ones are changed, the model 
can easily be modified and the algorithm need not be changed. The 
algorithm can operate on any objective with zero-one real variables in 
which either maximization or minimization of the slack or real varia­
bles is desired. The result of the exponentiation operation on vari­
ables can also be maximized or minimized. Variable interaction (i.e., 
d1d"2 = 10), however, is not provided for. 

Since its initial implementation in August 1981, the model has 
undergone one revision. It was changed to handle two types of sub­
items: (1) the subitems as previously described, and (2) subitems with 
a shipping policy tolerance and cutting allowance different from those 
previously described. Some objective types in the model required 
modification to provide for this but the algorithm has not required 
modification to accommodate model changes. 

It is also important that the algorithm was coded in such a way that 
our use of multiple preemptive priorities has only a minimal effect on 
computer processing time. 

VII. CONCLUSION 

Assignment problems of large size are difficult to solve. Hence, a 
great deal of attention among operations researchers has been devoted 
to the subject. To our knowledge, as yet no usable technique guarantees 
optimal solutions to large problems. Large assignment problems with 
the additional complexities of this particular assignment problem are 
even more difficult to solve. The nonlinear zero-one combinatorial 
goal programming model with constructive initial placement algorithm 
that we developed solves large and complex assignment problems 
satisfactorily. It is efficient, easy to modify, and produces good results. 
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APPENDIX 

The Mathematical Formulation (Initial Implementation Formulation­
August 1981) 

Let: 
Ri = Reeli of cable large enough to hold subitemj 
Sj = Subitemj that can be taken from reeli of cable 

Xij = 1 if subitemj assigned to reeli' 0 otherwise 
CA = 2 (Cutting Allowance) 
SAj = Amount ordered on subitemj 
RCi = Amount of cable on reeli 

LATENESSj = Degree of lateness of subitemj 
SP = Shipping policy (assignment) tolerance 
SL = Maximum amount allowed to scrap 

d-, d+ ::: 0 

A.l Subitem contingency 

ALLRi 
ON PLANTp 

OF LINKUP. 

ALL REELSi 
ON PLANTp 

LARGE ENOUGH FOR 
SUBITEMj+l OF 

LINKUP • 

. V LINKUPk, SUBITEMj OF LINKUPk, 

PLANTp 

where 1 ::5 j < number of subitems in LINKUPk , 

where LINKUPk = subitem contingency of subitems involving 
SUBITEMj. 

A.2 Reel capacity 

L (SAj + CA)Xij + d2i = RCi + CA V REELi 
ALL Sj 
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A.3 Combinations 

a. 
ALL SUBITEMSj 

IN GOOD MATCH 
ON REELj 

b. Xg + daBi = 1 V MATCHg 

. V REELi where 
a MATCHg 

exists 

WEIGHT = 500 - FITDIFFi + (NOSUBFITJOOO), 

where FITDIFFi = the footage short of an absolutely perfect match 

NOSUBFITi = the number of sub items in the fit on REELi 

Xg is a variable generated to represent MATCHg 
Minimize at Priority 5: (daBi WEIGHT) Vi. 

A4. Perfect one-to-one matches 

Xij + diij= 1 V REELi, SUBITEMj where a one-to-one match exists 

WEIGHT = (10,000,000 - (SAj 1000) + (1000 - REELRANKi), 

where REELRANKi = ranking of REELi relative to other reels by 
amount of cable on reel 

Minimize at Priority 4: (diij WEIGHT) Vi,j. 

A.S Assignment of future subitems 

L Xij - 00 L Xij + d5i = 0 V REELi 
ALL FUTURE ALL CURRo 

Sj AND LATE 
Sj 

A.6 Assignment of current and late subitems 

L Xij + dSj = 1 V SUBITEMj 
ALL Rj 

WEIGHT = [(LATENESSj + 1)100,000] + SAh if SUBITEMj not 
future; 0, if SUBITEMj is future 

Minimize at Priority 6: (d sj WEIGHT) Vj. 

A.7 Forced subitems 

L L Xij + d'7 = 00 

ALL FORCED ALL R; 
SUBITEMSj 
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WEIGHT = 1,000,000 

Minimize at Priority 6: (d7" WEIGHT). 

A.8 Use of full reels 

L (SAj + CA + SP)Xij + dSi - dti = RCi + CA - 51 V REELi 
ALL Sj 

Maximize at Priority 7: dti Vi. 

A.9 Minimization of scrap 

L (SAj + CA + SP)Xij + d9i - dti = RCi - SL + CA V REELi 
ALL Sj 

Minimize at Priority 8: (l/dti) Vi. 

A.10 Remnants of just over the scrapping limit 

L (SAj + CA)Xij + d10i - dtoi = RCi - SL - 50 V REELi 
ALL Sj 

Minimize at Priority 9: dtoi Vi. 

A.11 Remnants of less than 500 feet 

L (SAj + CA)Xij + d11i - dtli = RCi - 500 V REELi 
ALL Sj 

Minimize at Priority 10: dtli Vi. 

A.12 Use of minimum number of reels and largest reel 

L Xij + d12i - dt2i = 1 V REELi 
ALL Sj 

Maximize at Priority 11: d12i Vi 
Minimize at Priority 12: (RCd12i) Vi. 

A.13 Vacation 

a. 
ALL CURRENT ALL REELS; 

AND LATE OF PLANTS 
Sj NOT ON 

VACATION 
DURING 

PREPARATION 
OF SUBITEMj 

Minimize at Priority 1: d13a• 

h. L L Xij + d13b = 00 

ALL CURRENT ALL REELS; 
AND LATE OF PLANTS 

Sj ON VACATION 
ONE WEEK 

DURING 
PREPARATION 
OF SUBITEMj 
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Minimize at Priority 2: d13b• 

A.14 Transportation 

L L {[l,OOO,OOO(LATENESSj + 1)]/ 
ALL SUBITEMSj ALL Rj 

(TRANSPRTijSAj ) + l}Xij + d14 = 00, 

where TRANSPRT = transportation rate from stocking location of 

REELi to job site of SUBITEMj 

Minimize at Priority 3: d14. 

Note: For generated variables representing a combination of good 
match, LA TENESSj is the largest degree of lateness of all orders 
represented by the generated variable. 
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