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Total Network Data System:

Introduction

By L. SCHENKER*
(Manuscript received April 18, 1983)

Since the earliest days of telephony telephone traffic measurements
have been needed to determine the proper quantities of circuits,
operators, and switching systems. In this context “proper” is defined
as the efficient and effective utilization of operating factors that
provide good service to customers at the lowest possible cost.

The Total Network Data System (TNDS), comprising thirteen
different operations systems, is a very large, complex, coordinated set
of computer systems developed by Bell Laboratories and now used
throughout the Bell Operating Companies. The systems that comprise
the Total Network Data System collect, validate, process, archive, and
retrieve the traffic data required to fill the entire spectrum of user
needs, from near-real-time network management and performance
monitoring, through weekly/monthly provisioning and administration,
to long-range engineering and planning. The TNDS maintains inter-
faces with the many telecommunications systems, as well as with
operations systems such as the Central Office Equipment Engineering
System (COEES), which depend on traffic data.

As the size and complexity of the telephone network expanded, a
need evolved for larger quantities of more accurate and timely traffic

* Bell Laboratories.
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data. Early measurements of busy equipment were made manually
(switch counts, peg counts, etc.) and processed with the aid of desk
calculators. The mechanical registers of the 1940s and 1950s evolved
into camera register recorders and traffic usage recorders, which
partially automated the process. In the mid-1960s, data were being
keypunched and then summarized and processed on the large billing
computers already in use by comptrollers’ organizations. In the early
1970s the advent of the minicomputer facilitated on-line data collec-
tion and real-time processing to support such functions as network
management. By the mid-1970s, a variety of computer systems col-
lected and processed traffic data to support trunk and switching
engineering, administration, and network management. These systems
have evolved into a tightly coupled family of operations systems,
TNDS, which have been implemented and updated in all the Bell
Operating Companies. The systems operate on dedicated minicom-
puters and large general-purpose computers. The TNDS collects,
processes, and utilizes traffic data to provide excellent, efficient,
economical telephone service.

The TNDS was developed, used, and enhanced during the thirteen
years from 1969 to the present. It has become an indispensable element
of Bell operating activity. Without the extensive mechanization pro-
vided by the TNDS, it is inconceivable that we could have accommo-
dated the explosive network growth, reconfiguration, and churning.
Without the TNDS, operating and investment costs would have risen
and service would have been degraded.

This special issue of the Journal addresses the TNDS from many
points of view. The first two articles describe the TNDS environment
and objectives and outline the system plan. The third article describes
the conceptual framework and theory upon which the TNDS is built.
The eight succeeding, more detailed, articles describe the functions
performed by the TNDS and the component operations systems that
have been developed to support these functions. The final article,
prepared by an employee of Southern Bell, describes the TNDS from
an operating telephone company perspective.

As we contemplate the future, we envision continued evolution in
two areas: Modifications will be required to keep 'pace with new
services and new technology, to provide interfaces with new telecom-
munications equipment, and to facilitate new network requirements
(such as Dynamic Non-Hierarchical Network Routing); and enhance-
ments will be needed to improve efficiency and make the systems user-
friendly. These enhancements will include simplified architecture and
new computing facilities, enhanced data communications among the
TNDS elements, interactive update features, consolidation of record
bases, and on-line user documentation.
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This special issue of The Bell System Technical Journal appears at
an appropriate time—the end of an era. The individual articles reflect
the way in which business was conducted prior to 1982. As a result of
divestiture, responsibility for much of the TNDS will be transferred
to the Central Services Organization, which will be owned and operated
by the seven regional Bell Operating Companies. However, the TNDS
will continue to provide the independent regional companies with
primary traffic data in the future, as it has to the Bell System in the
past, without, we hope, missing a beat during the transition.

AUTHOR

Leo Schenker, B.S. (Civil Engineering), 1942, University of London; M.S.,
1950, University of Toronto; Ph.D., 1954, University of Michigan; Bell Labo-
ratories, 1954—. After joining Bell Laboratories, Mr. Schenker was involved
in the development of telephone station equipment, including TOUCH-
TONE® dialing and the TRIMLINE® phone. In 1968, he was promoted to
Director of the Military Electronic Technology Laboratory in North Carolina
and, in 1971, became Director of the Loop Maintenance Systems Laboratory,
which was closely involved with the development of new software and hardware
systems aimed at reducing the expense of maintaining the customer’s tele-
phone service. In 1978, he became Director of the Loop Systems Engineering
and Methods Laboratory and, in 1979, he was made Director of the Customer
Network Operations Systems Engineering Center. In 1980 Mr. Schenker was
appointed Executive Director of the Central Office Operations Division.
Currently, he is Executive Director, Network Systems Planning Division. Mr.
Schenker has been awarded seven patents in connection with TOUCH-TONE
dialing, PICTUREPHONE® meeting service, and TOUCH-A-MATIC® reper-
tory dialer. Fellow, IEEE; member, Sigma Xi, Phi Kappa Phi.
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Total Network Data System:

Environment and Objectives

By A. L. BARRESE,* D. E. PARKER,* T. E. ROBBINS,* and
L. M. STEELE*

(Manuscript received January 19, 1983)

Planning for computer-based tools to help in the measurement and analysis
of network traffic data began in the late 1960s. During this same period, the
rapid introduction of computer technology was changing the character of the
network. The network was becoming more efficient and economical but, at
the same time, more sophisticated and complex. This intensified the need to
provide timely and complete information to those responsible for the manage-
ment, administration, engineering, and planning of the network. The com-
puter-based systems that were developed to meet this need are collectively
called the Total Network Data System (TNDS). This paper discusses the
operating environments of the network and telephone company, and provides
a framework for the remainder of the papers in this issue.

I. INTRODUCTION

Managing, engineering, and planning the telecommunications net-
work are essential tasks for the future health and vitality of the
network. These complex tasks cannot be performed effectively without
detailed data about network traffic. The Bell System has mechanized
the collection and processing of such data with a family of computer-
based systems collectively called the Total Network Data System

* Bell Laboratories. t AT&T.
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(TNDS). This paper provides an overview of the telecommunications
network environment, introduces the need for network traffic data in
the operating environment of the telephone company, and briefly
discusses the primary mechanization objectives for collecting and
processing the network traffic data through the TNDS.

ll. THE TELECOMMUNICATIONS ENVIRONMENT

To appreciate the need for network traffic data, it is necessary to
have a general understanding of the telecommunications network.

2.1 Network description

In the most general sense, a network can be defined as a set of nodes
interconnected with links. We can further define the telecommunica-
tions network (hereafter referred to as “the network”) both on the
basis of its function and its physical characteristics. From a functional
standpoint, the network carries a variety of telecommunications traffic
(e.g., voice, data) between a number of stations that can be connected
on demand, or that are permanently connected. From the physical
standpoint, the network consists of switching systems (nodes), trans-
mission facilities (links), and stations (sources and receptors of traffic)
that are connected together in an organized and controlled manner.
These two views are complementary and together provide a framework
for understanding aspects of telephone engineering and operations.!

Let us examine the physical elements of the network more closely.
To construct ‘a_telecommunications network that would allow com-
plete, direct interconnection of all stations would be both impractical
and cost prohibitive. Therefore, every large communications network
is based on the principle of shared facilities, whereby facilities that
can be shared among different elements of traffic are utilized exten-
sively when designing and building the network. Central offices are
entities built to provide switchable interconnection of customer sta-
tions. A central office allows each of its customers, with a single pair
of wires connected to the office (i.e., the customer’s loop facilities), to
talk to any other customer served by that office. Such a central office,
having customer station equipment directly connected to it, is said to
serve “local” traffic from those stations.

In general, however, customer stations being connected are served
by different central offices. Therefore, central offices are connected to
one another by transmission paths called trunks, so that customers in
one office can reach customers in another. The network of trunks
interconnecting central offices is referred to as the Interoffice Facility
Network. To enable all stations in the network to be interconnectable
while making efficient use of network equipment and facilities, switch-
ing and trunking arrangements employ a hierarchical network config-
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uration and the principle of automatic alternate routing.! [A new
traffic routing technique called Dynamic Non-Hierarchical Routing
(DNHR), planned for deployment in the intercity network beginning
in 1984, promises significant cost savings in the network.]

The hierarchical network configuration provides for the collection
and distribution of traffic and permits switching systems to be com-
pletely interconnectable. The hierarchical aspect prevents “loop
arounds” that might otherwise occur when calls are automatically
alternate routed through the network. Each switching system is given
one of five classifications based on the highest switching function
performed within the hierarchy, its interrelationship with other
switching systems, and its transmission requirements.

With the automatic alternate routing principle, a call that encoun-
ters an “all trunks busy” condition in the interoffice facility network
on the first route tested is automatically offered sequentially to one or
more alternate routes for completion, if such alternate routes are
possible for that item of traffic. Arrangements, defined by the Network
Routing Plan, that dictate the final routing of traffic are called
“homing arrangements.” Central offices whose only function is to
route calls through the hierarchy are called toll offices. These offices
do not directly serve customers (i.e., do not have any connecting loop
facilities). Regional Centers, the switching systems at the top of the
switching hierarchy, are examples of toll offices. Many central offices
perform a tandem switching function (i.e., route traffic by simply
interconnecting interoffice trunk groups). These offices may perform
a pure tandem switching function or they may also function as local
or toll switching systems.

2.2 The concept of service

Because only a small percentage of telephone customers originate
calls at any time, the amount of equipment needed to carry the actual
simultaneous traffic is only a fraction of that needed to carry simul-
taneous traffic from all customers. If we install a very limited amount
of equipment, there is no assurance that we can meet service demands
satisfactorily at all times. Therefore, we can anticipate that a percent-
age of calls will not be completed (i.e., will be “blocked”) during peak
traffic periods [e.g., during the busiest hour(s) of the day, during the
busy season (busiest three months) of the year]. When calls are
“blocked” too frequently, calling customers perceive service as unsat-
isfactory. Conversely, if we have too much equipment in the network,
too much of it will remain unused even during peak traffic periods,
which is not cost effective.

The proportion of calls blocked during the busy hour of a switching
system is an index of the grade of service rendered. We define the
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grade of service as the probability that a certain percentage of calls
originated during the busy hour will be blocked from utilizing the
installed equipment and network facilities. There are strong justifi-
cations for providing a high grade of service (i.e., low probability of
calls being blocked). For example, when a customer must dial a number
more than once because of failure to properly connect, it generates
additional traffic, and during peak periods this further aggravates poor
service conditions. Acceptable service levels are determined by analyz-
ing both network traffic data and customer reactions.? Objective grades
of service, or service objectives, are established to balance customer
service and network cost. It is the effort to strike a cost-effective
balance between providing service and utilizing network equipment
that imposes the need for network traffic data.

2.3 Requirements for network data

There are four key network functions that require network traffic
data: network management, network administration, network design,
and long-range network planning. The function of network manage-
ment is to control network traffic overloads by distributing loads
among circuits and equipment to meet customer service demands in a
way that is best from a total network viewpoint. To do this, network
management requires a near-real-time view of the traffic in the net-
work. This is made possible through analysis of network traffic data.

The function of network administration is to control the assignment
of lines and trunks to take maximum advantage of the installed
equipment in the central office for serving the offered call traffic. This
involves implementing a plan to spread the office load efficiently over
all equipment, as well as to monitor the current load, service levels,
and office capacities. A major task within network administration is
to use traffic data to monitor the flow of traffic through the central
office and to detect changes in office performance (e.g., service deg-
radation) or in offered load. Network administration includes the task
of providing sufficient, accurate network traffic data for all functions.

The function of network design is to estimate where, when, and how
much equipment will be required within a five-year period so that the
necessary additional equipment (i.e., relief equipment) can be ordered
and installed in time to satisfy the service objectives.* This activity
requires data that reflect traffic volumes being carried by existing
equipment, as well as knowledge of equipment capacities.

The function of long-range network planning is to determine the
most economic growth and replacement strategies for the network to
meet estimates of future demand. This future demand is estimated
using current traffic load trends and marketing information. The basic
output of this function is a broad view of network topology 20 years

2130 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1983



into the future. Section 3.3 further discusses these key network func-
tions relative to telephone company operations.

In addition to the network functions discussed above, the Bell
Operating Company (BOC) marketing organizations request network
traffic data to aid in the administration and provisioning of each
individual customer’s telecommunications service. Due to such factors
as increased availability of Stored Program Control (SPC) features
and vertical services, increased data sophistication of subscribers and
increasing competitive pressures, the number and frequency of these
traffic data requests have been increasing consistently. Regulatory
needs for these data have also appeared. For example, to support
requests for rate increases before regulatory bodies, the BOCs conduct
very detailed traffic studies. Regulatory study data requests tend to be
complex and difficult to anticipate. These marketing and regulatory
needs are only examples of a growing family of special applications
that require network traffic data. Though they don’t constitute a basic
network function, they do represent a significant environmental ele-
ment that must be considered when planning for the collection and
processing of traffic data.

Another function requiring traffic data is operator services force
administration. This function involves forecasting the load that will
be offered in each half-hour and determining the operator force nec-
essary to carry that load at an objective grade of service. This requires
data on traffic volumes, service, and force levels. Because this function
has limited interaction with the above-defined key network functions,
its data tend to follow a separate but somewhat parallel flow that will
not be discussed in this article.

2.4 Network data

The fundamental types of traffic measurements include:

1. Event counts—These measurements simply represent the num-
ber of occurrences of an event that occurred in a specific time interval
(e.g., hour ending 11:00). “Offered” calls are termed peg counts, while
“blocked” calls are termed overflow counts.

2. Usage—These measurements represent the estimated amount of
time an equipment component was busy during a specific time interval,
generally an hour. In electromechanical (EM) switching systems, usage
is typically obtained through a separate, special measuring device, the
Traffic Usage Recorder (TUR). In SPC switching systems, usage
measurements (as well as the others) are generated internally by the
switch.

3. Delay—This type of measurement usually indicates, on the av-
erage, how long a particular type of event would have been delayed,
say by an all-servers-busy condition, if it had chosen to wait. Some
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different measures of delay include: average delay, average delay of
events delayed, probability of delay, and probability of delay exceeding
some specified time interval.

4. Status—This measurement, used for network management and
administration, indicates the presence or absence of a condition (e.g.,
equipment outage, severe overload) and is usually in the form of a
lamp indication.

With few exceptions, measurements are made at the location of the
switching system. All switches make some traffic measurements inter-
nally. The interfaces for data collection from EM systems are traffic
register leads for peg count, overflow, grouped usage and delay, as well
as status-indicating leads. In the case of EM systems, it is usually
necessary to provide special traffic measurement equipment (e.g., the
TUR) at the switch location. This equipment, in conjunction with
special software in the data collection machine, makes possible the
gathering of more detailed individual circuit usage data rather than
circuit group data. This concept, used for selected EM offices to help
increase data accuracy, is called Individual Circuit Usage Recording
(ICUR). For SPC switching systems, traffic measurements and status
indications are collected by the basic internal programs. The infor-
mation, equivalent to that stored in EM registers, is retained in
memory until the accumulated results are read out on schedules
established by the users.* \

In the Bell System, the volume of network traffic data processed is
overwhelming. It was estimated that in the average BOC, over 50
million pieces of traffic data per week were collected and processed in
1980 to support the management, administration, design, and long-
range planning of the network.® Because of the size, complexity, and
importance of the network data job, the management of the data has
become a major internal function of the BOCs.

Next we discuss another fundamental element of the network data
system environment—the BOC operational environment.

3. THE OPERATIONAL ENVIRONMENT
3.1 Operations planning

Planning for modern computer-based tools to help in the measure-
ment and analysis of network data began in the late 1960s. During
this same period, the rapid introduction of computer technology was
changing the character of the network. The network was becoming
more efficient and economical but, at the same time, more sophisti-
cated and complex. The people responsible for the network’s day-to-
day operation (i.e., management, administration, engineering and
planning) needed more timely and complete information. Bell System
management recognized that the largely manual methods in use during
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the 1960s could not keep pace with the emerging operational needs of
the 1970s and 1980s.

Three properties of network data made the planning of computer-
based support tools particularly challenging.

1. The data are almost useless until they are processed.

2. A much larger volume of data must be gathered than will be used
ultimately because of the way that data are generated and output by
the SPC switch and the external measurement devices of the EM
switch.

3. The same basic data must be summarized in varying ways to
meet the needs of a diverse family of users (see Section 3.3).

Measurement, data processing, and user applications must, there-
fore, be considered together in planning for the mechanization of an
“end-to-end” flow of data.

The formulation of such an end-to-end view of the data flow requires
an understanding of the functions performed by various work groups
and how these groups relate to one another. This allows the formula-
tion of requirements that describe how the work groups can best be
supported by computer-based tools. Finally, the tools must be related
to one another and to the elements of the telecommunications network.
This concept of a process view, encompassing functions to be per-
formed by people and computers, has been one of the principles used
in the design of the individual components, termed Operations Systems
(0Ss), that comprise the Total Network Data System (TNDS).*

This view of the overall data flow not only facilitated the allocation
of functions to the specific TNDS-related OSs, but also resulted in
the identification of functions that must be performed by people.
Consequently, work groups, termed operations centers, were estab-
lished to oversee the operation of the elements of TNDS and ensure
the integrity of the process. The allocation of functions among people
and computers, together with a specification of how they interact to
accomplish an overall process, was among the initial efforts in a
general discipline known as operations planning.

Since then, the concept of operations planning has been expanded
to encompass virtually all areas of telephone company operations. It
is an organized, disciplined procedure to provide an integrated opera-
tions structure. This, in turn, will permit the Bell System to meet
customer and market needs while minimizing the operational cost
through applied computer technology. These efforts have produced a
family of operations plans that guide AT&T, Bell Laboratories, and
the telephone companies in the planning and deployment of the over
100 currently available OSs.?

Planning for the evolution of the network data collection process is
now one element of an overall plan known as the Total Network
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Operations Plan (TNOP). The planning process is not static; efforts
are now under way to define the directions in which operations centers,
systems, and processes should evolve to meet the future needs of the
telecommunication network and the people who operate it.

3.2 Modeling the environment

A key factor that influences the plan for mechanized support of the
network traffic data acquisition and analysis process is the telephone
company operating environment. We can gain insight into the require-
ments imposed by this environment by analyzing models that repre-
sent typical situations and by conducting detailed field studies and
experiments. These types of activities ensure that both the operations
strategy and the operations system developments meet the needs
imposed by both the evolving telecommunications and operations
environments.

Many existing operating areas in the Bell System have similar
characteristics and face similar network operations requirements.
Thus, four basic types of model areas can be constructed to represent
the various geographies, populations, and network equipment config-
urations that presently exist in the Bell System.

One, termed Model Area II, represents a large, densely populated
metropolitan region, such as Detroit or Cleveland, with about two
million main stations. Another, Model Area IIl, characterizes a state
or portion of a large state containing over one million main stations
and having an urban center with over two hundred thousand main
stations. Indiana and Georgia resemble this model. Figure 1 shows
maps of the geographic distribution of local switching equipment and
key line operations centers in these two model environments. Table I
shows a summary of physical plant statistics in each model environ-
ment. Of the two remaining models, Model Area IV characterizes
large, primarily rural states, while Model Area I describes New York
City and its immediate vicinity.

While line operations functions can be reasonably studied on an
area basis, the span of other operations functions, such as trunking
network design, often covers more than one operating area. Hence,
the model areas were combined to form model BOCs. Figure 2 illus-
trates the typical deployment of selected operation functions for one
such model company. It consists of one Model Area II and one Model
Area III and resembles a single-state company like the Illinois Bell
Telephone Company. Similarly, model companies can be combined to
form a model territory to study toll operations.

These models provide a basis for quantitatively evaluating the
effect(s) of the environment on alternative mechanization strategies.
Among the key elements that influence the design and evolution of
network data mechanization are:
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Fig. 1—Two representative model operating areas.

SCC — SWITCHING CONTROL CENTER
(MAINTENANCE)
SPCS — STORED PROGRAM CONTROL SYSTEM
SXS - STEP BY STEP
XB — CROSSBAR



Table I—Physical plant statistics in two model areas

Model Area II Model Area III
(1.93M Main Stations) (1.39M Main Stations)
Main Sta- Main Sta-
No. of tions No. of tions
Entities (1000’s) Entities (1000’s)
Local switching
No. 1 Crossbar 9 189 0 0
No. 5 Crossbar 65 738 37 450
Step-by-Step 14 28 89 281
1 ESS* 42 904 21 542
2 ESS 13 65 15 97
3 ESS 3 6 9 18
RSS! 0 0 3 2
DCO? 0 0 0 0
DRSS? 0 0 0 0
Total local entities: 146 174
Wire centers: 98 159
Toll and local tandem
switching
4 ESS 1 1
1 ESS* — 6
No. 4A Crossbar 3 2
Crossbar Tandem 5 1
No. 5 Crossbar with 3 6
tandem features*
SXS with tandem* fea- — 7
tures
Trunks (1000’s)>® 162 118
Special Service circuits 114 80
(1000’s)©
T-Carrier channels 165 101
(1000’s)®
N-Carrier channels — 16
(1000’s)®
High-Capacity Carrier 21 26

channels (1000’s)%”

. Remote Switching System.

Digital Central Office.

Digital Remote Switching System.

Local switches with toll or tandem features are included in local entity count.
Interoffice circuits. Intraoffice circuits are not included.

. Count includes intra-area plus one-half interarea circuits.

Includes low-capacity carrier systems multiplexed directly to broadband carrier.
"Trademark of Western Electric.

£R10 U oo

1. Number, type, and geographic distribution of data sources (i.e.,
switching systems)

2. The relative scope, number, and geographic distribution of op-
erations centers that require mechanized support.

These factors, together with the nature of the functions performed
by the various operations centers (see Section 3.3) and insights gained
through detailed field studies, form the foundation for a network
traffic data mechanization plan for the 1980s. Section 3.3 discusses
the key network traffic functions in the BOCs.
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3.3 Managing, engineering, and planning the network

The BOC operations centers are responsible for network manage-
ment, network administration, network design, and long-range plan-
ning. This section describes how the centers interact and how the
information flow among centers is managed.

3.3.17 BOC Operations Centers

3.3.1.1 Network management. The Network Management Center
(NMC) keeps the network operating efficiently when unusual traffic
patterns or equipment failures would otherwise result in congestion.
The NMC analyzes network performance and prepares contingency
plans for situations such as peak days, telethons, and major switching
system failures. The NMC also routinely monitors near-real-time
network performance data to identify abnormal situations. Once an
abnormal situation is detected, appropriate network management con-
trols are implemented. When the critical situation has passed, the
network management controls are removed. For further details, see
the papers entitled “Network Management” and “National Network
Management” later in this issue of the Journal.

3.3.1.2 Network administration. The Circuit Administration Center
(CAC) and the Network Administration Center (NAC) perform net-
work administration. The NAC is responsible for optimum loading,
balancing, and utilization of installed central office equipment. It
performs daily surveillance of central office and connecting trunk
groups to ensure that service objectives are being met. In addition, the
NAC reviews profiles of office load relative to profiles of anticipated
capacity growth. It initiates corrective actions to deal with current as
well as potential service problems by working with the Network
Switching Engineering Center (NSEC) to initiate work orders to
increase equipment in service (Section 3.3.1.3).

The CAC ensures that in-service trunks meet current as well as
anticipated customer demands at acceptable levels of service. There
are two activities, planned and demand servicing, that the CAC
performs to discharge this responsibility. In planned servicing, the
CAC compares current traffic loads with the forecasted loads for the
upcoming busy season. If the loads are consistent, the CAC issues the
orders to provide the forecasted trunks. When inconsistencies are
found, the CAC examines the variation, develops a modified forecast
for the busy season, and issues orders (if appropriate) based on the
new forecast. In demand servicing, the CAC reviews weekly traffic
data to identify trunk groups that imminently need augmenting be-
yond what the forecast states, and issues the appropriate trunk orders.

3.3.1.3 Network design. The network design function is performed by
the CAC and NSEC work centers. The CAC projects current traffic
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loads for a one- to five-year period based on estimates of main station
and call rate growth trends, and also develops corresponding forecasts
of network trunk requirements. The NSEC is responsible for devel-
oping an analogous forecast of loads for traffic-sensitive switching
equipment, setting office capacities, and determining relief size and
timing.

The forecasts developed specify the amount of equipment (switching
and trunking) that will be needed for the busy seasons of each of the
next few years. Based on these forecasts, construction budget dollars
are committed. The CAC and NSEC ensure that these forecasts are
consistent with long-range planning.

3.3.1.4 Long-range planning. Loong-range network planning is per-
formed by work centers such as the Traffic Network Planning Center
(TNPC) and the Wire Center Planning Center (WCPC).

The TNPC conducts studies to determine the most economic growth
and replacement strategies for the network to meet its estimates of
future demand. The estimates of future demand are based on current
traffic load trends and marketing information. The plans developed
start with the present environment and provide corporate guidance
for future network configurations over a 20-year period. This planning
process includes the tandem switching systems, operator services
networks, trunks interconnecting all switching systems, and switching
terminations to accommodate the trunks.

The WCPC conducts similar studies for the local wire center areas.
The WCPC planning process includes the local switch and its inter-
action with other network elements (such as the subscriber network
and interoffice facility network).

The basic output of the long-range planning function is a broad
view of the future network topology. This includes the numbers, types,
and locations of switching systems and the homing arrangements. The
resulting long-range plan embodies various routing rules, such as
whether local and toll traffic will flow through the same tandems in a
metropolitan network and what sequences of alternate routes will be
used. Such planning does not involve commitments to spend money
but rather to ensure that the long-term consequences of current
decisions are foreseen and that the evolution of the network proceeds
smoothly and economically.

3.3.2 Work center interrelationships

Figure 3 illustrates how these work centers interact to perform
network management, network administration, network design, and
long-range planning.®

The TNPC and WCPC provide the CAC and NSEC with the
fundamental office and network evolution plans (20-year horizon).
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The CAC and NSEC review current trends in traffic offered to in-
service network and switching equipment. They develop forecasts of
specific equipment needs for the next one to five years, consistent
with the fundamental plans. The forecasts result in construction
budget allocations and equipment orders.

The CAC and NAC review the current level of traffic offered to in-
service equipment. The CAC and NAC identify current (within a year)
equipment rearrangement and growth needs. Accordingly, equipment
is rearranged, ordered, and installed.

The NMC, with the help of the CAC and NAC, prepares contingency
plans for situations such as peak days, telethons, and major switching
system outages. The NMC routinely monitors the load, in near-real
time, to identify unusual traffic patterns and equipment failures that
have resulted or will result in congestion. The NMC will implement
the network management plans, as required, to deal with the problems.

As an example of the interrelationships of these centers, Table II
outlines the role of the NMC, NAC, and CAC relative to the surveil-
lance of network service. The primary differences that can be noted
are: the time frame of interest and action, the geographic domain
(network), and the network components of interest.

Table II—Summary of relative service surveillance roles in BOC
Operations Centers

Center Surveillance Objective Network Traffic Data Used
Network Manage-  Monitors traffic congestion in a 5- to 20-minute traffic data
ment Center portion of the network (e.g., a and 30-second network

numbering plan area) and ini- status data for selected
tiates controls to maximize central office equipment
call completion during times of and trunk groups in se-
overload or equipment failure lected central offices
Network Admin- Monitors load and service status ~ Hourly and weekly central
istration Center for each switching system and office equipment and
its trunk groups in a central trunk group traffic data
office district, determines if and selected status indi-
service objectives are bein cators

met, detects or is informed of
potential or actual service-af-
fecting problems, initiates cor-
rective action when necessary,
and verifies that problems are
being resolved

Circuit Adminis- Monitors traffic loads on the Weekly and longer-term
tration Center message trunk network in an summaries of trunk group
operating area or company, de- traffic data

termines the need for near-
term trunking rearrangements
and additions to resolve condi-
tions that are network service-
affecting and that are expected
to persist
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3.3.3 Management of information flow

Coordinating the flow of information to and among the work centers
is a complex task for which work centers have been established. The
Network Data Collection Center (NDCC) coordinates schedules and
ensures that the requested data are collected and distributed appro-
priately (i.e., in the most timely and cost-effective manner). Operations
systems have been developed for internal operations and information
exchange. The NDCC coordinates the execution of these systems on
a day-to-day basis.

Up to this point, we have discussed the network and the BOC
operational environment. Now let us turn our attention to the func-
tional objectives of a data system to mechanize the network data
process.

IV. MECHANIZATION OBJECTIVES

Until the early 1970s, the collection and processing of network
traffic data by the BOCs was a combination of manual and semi-
mechanized processes. A number of environmental changes made this
type of network data environment inadequate to meet the needs of
the business. These influences included:

1. Growing sophistication and complexity in an increasingly SPC
network

2. Need for immediate information for network management and
for more complete and timely information for all network-related
functions

3. Increasing regulatory and competitive pressures.

Accordingly, the trend was toward mechanizing the network data
process. The overall objective of this effort has been to automate the
process of collecting and summarizing network traffic data so that
BOC decision makers have adequate quantities of timely and accurate
information to administer and engineer the network. To be effective,
the system must be robust to varying BOC environments (e.g., orga-
nizational responsibilities, mechanization deployment) and must be
expandable to meet the growing processing needs of the BOCs. The
system must offer a manageable and cost-effective implementation for
the BOCs in the context of their operations.

Before describing the implementation of the Bell System’s com-
puter-based network data system, let us look at the basic data function
objectives that such a system must meet to satisfy the needs of users
performing key BOC traffic functions.

4.1 Data collection

After the traffic measurements have been taken by the switching
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system or by special measurement equipment located near the switch,
it is desirable to collect the measurements at a centralized location
where large-scale data processing can be brought to bear. The system
must be capable of collecting network traffic data from all types of
switching entities—EM and SPC systems, local, tandem, and toll
switches.

Because the equipment collecting the data is centralized and has
access to the switching systems it serves, it is practical to delegate
measurement control (e.g., turning on a TUR to begin taking mea-
surements on the basis of a collection schedule) and network manage-
ment control (e.g., signaling to a switching system to cancel alternate
routing) to the same collection equipment.*

4.2 Data administration

The system must also support a number of “data administration”
activities. Measurements to be collected from switching systems must
be scheduled so they are not collected during periods when they are
not required (e.g., during low traffic periods). In addition, the system
must allow users to control the data processing schedules (e.g., hours
of the day for which the data collected are to be summarized into the
various reports).

The measurements must also be linked to records that associate
each measurement with the equipment being measured. In addition,
records of the individual switching system characteristics (e.g., inven-
tories of installed central office equipment) must be maintained. No
less important than the network traffic data, complete and accurate
records are absolutely required by the system to transform raw traffic
measurement data into useful information. The generation and main-
tenance of these records are major tasks that must be supported by
the system.

At times, more data are collected than are actually needed due to
the way measurements are accumulated and “packaged” by the switch
or by the special measurement equipment. The system should identify
and remove these unneeded data as early as possible to avoid wasteful
processing.

It is necessary for the system to validate data (i.e., inspect them to
determine if they truly reflect network traffic conditions that they are
intended to measure) soon after collection to avoid processing incorrect
data and allowing them to contaminate the associated good data.

As a final data administration task, the system must ensure that
measurement data are distributed as appropriate between the different
processing elements of the system as well as to any other Operations
Systems that require those data.
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4.3 Report generation

To present BOC users with useful information, the system must
perform a number of processing and reporting tasks. As Section 3.3
showed, there are four key traffic-related functions that depend on
network traffic data. A primary factor in designing a successful net-
work data system is satisfying the needs of the BOC people performing
these functions-—both in the type of information reported and the
timeliness with which it is made available.*

Reported information should be in formats that allow users to
quickly identify and interpret the information. The system should
provide a set of predefined, standard reports as well as capabilities for
selective, demand query of information to allow users to obtain infor-
mation in formats customized to their special needs. In addition, the
system must allow the users to control the routing of processed outputs
and must be able to deliver processed results to users in the form to
be used in their local operations (i.e., paper reports, microfiche reports,
hard copy or cathode ray tube terminals, status board).

Automatic, more detailed, validation should be performed to aug-
ment that carried out shortly after data collection. Validation reports
should be generated to help users detect suspect data. In addition, the
system must allow users to highlight and exclude information that is
judged suspect so that it is appropriately treated in affected reports.

The system should provide access to network information in time
frames consistent with the spectrum of user functions (see Fig. 3). For
instance, the system must provide five-minute network load informa-
tion in an immediate time frame as the basis for real-time management
of the trunk network. However, the system must summarize and
maintain information for a year or more to support central office and
facility engineering and long-range planning. In general, the system
should store data and results for periods of time based on anticipated
information usage patterns and economic considerations.

The system must collect and report information on its performance
(e.g., data collection availability) to allow the BOCs to promptly
identify and resolve system performance problems and to otherwise
manage the system.

4.4 Robustness

A mechanized network data system must continue to evolve as new
switching machines are introduced, as new network services and
features demand the processing of new measurements, as new provi-
sioning or network design algorithms are formulated, and as new
functions arise for the network data system. In addition to simply
evolving to meet new processing needs, the network data system must
do so at or near the time of introduction of new technology to help
minimize the impact on Bell System operations.
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NAC — NETWORK ADMINISTRATION CENTER

NMC — NETWORK MANAGEMENT CENTER

NSEC — NETWORK SWITCHING ENGINEERING CENTER
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WCPC — WIRE CENTER PLANNING CENTER

Fig. 3—Work center interrelationship.

V. CONCLUSION

The Bell System has implemented a mechanized process known as
the Total Network Data System to meet the needs we have outlined.
This TNDS consists of a set of subsystems, each performing part of
the overall process. The formulation of and adherence to a system
plan has helped assure that all parts of TNDS have been available
when required to support the network management, administration,
design, and long-range planning needs of the BOCs. The paper that
follows discusses this “TNDS System Plan” and the component TNDS
subsystems that have evolved.
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The Total Network Data System (TNDS) is a coordinated family of
operations systems that work together to mechanize telephone traffic data
gathering and reporting. This paper describes the component parts of the
TNDS, their functions, their interactions, and their inputs and outputs. The
paper also presents the managerial view of TNDS: its product, its size, the
number of people involved, how the overall project is organized and coordi-
nated, and how the system evolves to meet the needs of a continually changing
environment,

I. INTRODUCTION

The planning effort for traffic data collection and processing for
what was to become the Total Network Data System (TNDS) began
in the mid-1960s. This plan gradually evolved as the initial steps were
taken to mechanize portions of the traffic data collection and data
processing functions for the Bell Operating Companies and AT&T
Long Lines.

This paper is divided into two parts. The first part, Sections II and
III, presents an architectural view of the Total Network Data System.

* Bell Laboratories. ¥ American Bell.

©Copyright 1983, American Telephone & Telegraph Company. Photo reproduction for
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The second part of the paper (Section IV) is written from a managerial
point of view.

The first part begins (in Section II) with an overview of the current
configuration of the TNDS, and the decisions that led to the current
architecture; it concludes with brief descriptions of the functions of
the individual subsystems and summaries of their interactions. (Sub-
sequent papers in this volume describe the subsystems and their
internal operations in detail.) Section III describes TNDS operations
from a different point of view, i.e., by following the flow of a repre-
sentative data item through the system and describing the database
update process.

The second part, which begins with Section IV, describes the product
delivered to the end users, including software, documentation, and
user support, as well as the organization of the development and
maintenance effort, and the planning, requirements, development,
test, and delivery cycle. Section IV also examines the need to enhance
and update TNDS subsystems to meet changing needs, using the
integration of the 5 ESS* switching system as an example. This article
ends with a brief look at possible future directions.

II. CURRENT CONFIGURATION

This section introduces the architecture of the Total Network Data
System and briefly describes the individual component systems and
their interactions. Subsequent articles in this issue of the Journal
describe the elements of TNDS in greater detail.

TNDS is now widely deployed throughout the Bell System. All or a
portion of TNDS is now in use in every Bell operating company. Of
the almost 10,000 switching entities, TNDS collects and processes
data for more than 7000. Since the switching entities not now con-
nected are primarily the small electromechanical Community Dial
Offices (CDOs), TNDS actually handles more than 90 percent of all
Bell System traffic information.

TNDS is a coordinated family of operations systems, which work
together to mechanize the data gathering and reporting process. It
consists of manual procedures and computer systems that enable
operating company managers, network administrators, and network
designers to analyze traffic data in a variety of ways.

The development of TNDS has been under way since the mid-1960s.
It was the Bell System’s first set of integrated operations systems, and
has required the planning, development, testing, modification, and
introduction of a number of new features and generic programs. This

* Trademark of Western Electric.
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systems planning served as the forerunner of the main operations
planning activities that have since characterized several plans, includ-
ing the Total Network Operations Plan (TNOP).

TNDS has now evolved into a system that encompasses 13 major
component systems. They are:

» EADAS—Engineering and Administrative Data Acquisition
System

« EADAS/NM—Engineering and Administrative Data Acquisition
System/Network Management

¢ TDAS—Traffic Data Administration System

¢ LBS—Load Balance System

¢ 5XB COER—No. 5 Crossbar Central Office Equipment Reports

*» SPCS COER—Stored Program Control Systems Central Office
Equipment Reports

* JCAN—Individual Circuit Analysis

¢ SONDS-—Small Office Network Data System

¢ CU/EQ—Common Update/Equipment

¢ TSS—Trunk Servicing System

e TFS—Trunk Forecasting System
CU/TK—Common Update/Trunking

¢ CSAR—Centralized Systems for Analysis and Reporting.

Figure 1 shows the overall TNDS architecture.

The elements of TNDS are operated in distributed locations. The
switching systems, each serving thousands of customers, are generally
based in a community’s central office. The data collection systems
typically employ dedicated minicomputers and gather traffic infor-
mation from anywhere between 20 and 80 switching systems. Most of
the remaining engineering and administrative reporting systems run
on either general-purpose operating company computers, or at the
AT&T computer center.

Once collected and stored, a number of different systems of the
TNDS may process the same items of traffic data to produce a variety
of reports.

Despite these distributed operations, the TNDS for any operating
company can be thought of as a single, integrated entity designed to
provide managers with comprehensive, timely, and accurate informa-
tion about the network.

2.1 Architectural overview

The Total Network System did not, like Athena from Zeus, spring
full blown from the head of a grand planner. Instead it evolved, like
most things, from a combination of several individual system devel-
opments. R. L. Martin has observed® that the architecture of a system
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Fig. 1—TNDS architecture.

is the product of the history of the organization that builds it, the
present and near-present technology, and the intended application.
This observation is certainly true for TNDS. Its roots reach back into
the 1960s. Its components originated in a number of organizations at
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Bell Laboratories and the operating companies. The uses of its output
within the operating companies are widespread and diverse. It is,
therefore, not surprising that the TNDS architecture (shown in Fig.
1) is not uniform or highly integrated. It is perhaps amazing that it
fits together as well as it does.

2.1.1 The primal components

One of the earliest threads leading to TNDS began in 1966. A group
of planning department representatives from eight associated compa-
nies, along with Long Lines and AT&T, met in New York City and
recommended a Bell System effort to centralize the development of a
computerized trunk facilities system. Among the components recom-
mended for development were a Traffic Trunk Estimating Subsystem
and a Traffic Trunk Servicing System. Development of these two
components began shortly thereafter in the Business Information
Systems (BIS) area of Bell Laboratories as the Trunk Forecasting
System (TFS) and the Trunk Servicing System (TSS). A third pro-
gram, designed to acquire data from a variety of manual and mecha-
nized sources and to distribute it to client programs, was also included
in the planning. This program, called Identify and Edit, later became
TDAS.

Identify and Edit served as a data “warehouse.” It labeled traffic
measurements, stored them, and distributed batches of data to down-
stream users as they were needed. It and the downstream systems it
fed were designed to serve entire operating companies, and in some
cases the entire Bell System. These downstream systems were placed
on large mainframe computers to take maximum advantage of econ-
omies of scale in processing, and to reduce the administrative problems
of operating multiple systems. Another factor that led to these systems
being company-wide in scope was the need for TFS to design company-
wide trunk networks. This capability required a centralized database
for trunk traffic measurements. It led to the centralization of the
downstream systems with that database. The database, to which was
added data for central office equipment, later became the CU/EQ and
CU/TK components.

During this early period, the place later taken by EADAS (see Fig.
1) was occupied in planning by the Traffic Data Recording System
(TDRS). TDRS was a special-purpose system that collected traffic
data from electromechanical switching offices. Also during this period,
AT&T planners expected to meet central office equipment data needs
by standardizing programs developed by various telephone companies
for individual switch types. The programs would receive data from
Identify and Edit. Chief among these “Central Office Equipment”
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programs was one developed by New Jersey Bell for No. 5 Crossbar
offices (it was running in 1968). Later standardized by AT&T and still
later revised by Bell Laboratories, this program became the present-
day 5XB COER component of TNDS.

The basic allocation of processing functions among these early
systems has prevailed until now. TDRS was responsible for the real-
time collection of traffic measurements for about 40 electromechanical
switching offices. This number of offices was selected to balance the
cost of switch-to-TDRS data links with the economics of scale avail-
able with centralized processing functions. This basic configuration
and size have continued with little change even though the role of
TDRS has been taken over by EADAS.

The early downstream systems (TSS, TFS, Identify and Edit, and
5XB COER) were designed for batch processing on mainframe com-
puters. This approach was the prevalent technology for large software
systems in that era. It provided an economical way to meet user needs
with minimal technical risks. Quick turnaround was not a requirement
on the reports produced by these systems. These early systems have
evolved and been enhanced over the last fifteen years. LBS and ICAN
have been added. However, the fundamental architecture established
in the late 1960s for this set of operating company, mainframe-based
systems has changed little. Only now are on-line, real-time features
being added.

The arrangement of Central Office Equipment Reports (COER)
systems within the TNDS architecture was driven by different factors
than the other downstream systems. Each type of switching equipment
has unique traffic data processing requirements. The switch architec-
tures and service features strongly influence these requirements. This
characteristic led to separate COER developments for each switch
type. Only recently has the technology needed for a generic COER
been pursued.” Several approaches were taken by the various organi-
zations that developed the COER modules. As discussed above, 5XB
COER is implemented on a mainframe system, and SPCS COER
(which is a collection of COER modules) is implemented on a central-
ized, time-shared system (as is SONDS). The selection of time sharing
for these systems is discussed below.

2.1.2 Evolution and integration

In the early 1970s economical new minicomputer systems with
greater flexibility and versatility replaced the specialized TDRS hard-
ware being used for data collection. Some locally developed and ven-
dor-supplied systems were installed for this purpose. The predominant
system in use, however, is EADAS, which is a product designed by
Bell Laboratories. Being real-time systems, these minicomputer sys-
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tems could easily provide the short-term traffic reporting functions
that were also required.

Another major evolutionary step was the addition of network man-
agement functions in 1975. Network management requires near-real-
time data processing and requires an overview of a larger number of
switching offices than can be served by one EADAS. However, the
EADAS system provided a convenient and economic concentration
point for the real-time, local office, traffic measurements needed for
network management. Therefore, a decision was made to create a
hierarchical architecture with up to six EADAS data collection mini-
computers concentrated on an EADAS/NM minicomputer. For 4A
Crossbar and 4 ESS toll switching offices, however, a direct switch-
to-EADAS/NM connection was chosen because the number of these
toll offices is relatively small and the data volumes interchanged with
them are relatively high. It also provided a higher level of reliability
for the communications with these critical switching entities.

Three systems—SPCS COER, SONDS, and CSAR—were imple-
mented on Bell System national-based time sharing systems. All three
systems began as experiments conducted at Bell Laboratories to
investigate improved traffic data management methods. For SPCS
COER and CSAR, centralized time sharing was a means to deploy
required on-line processing functions without the need for operating
companies to buy additional hardware, or to support software in a
number of geographically dispersed sites. These are attractive attri-
butes for an experimental prototype.

SPCS COER and CSAR were standardized on centralized time
sharing because it was easier and more economical to evolve the
prototype software than it would have been to rewrite it for another
computer system and perhaps purchase new hardware. The decision
to deploy SONDS on centralized time sharing was more difficult,
however.

The SONDS prototype was implemented on a minicomputer system
at Bell Laboratories. It was determined that a single computer instal-
lation could economically support all the Bell System’s small step-by-
step offices expected to utilize SONDS. These electromechanical
switching offices were expected to be gradually replaced by electronic
offices (served by EADAS) over a fifteen- to twenty-year period. The
decision therefore was between: (1) standardizing the minicomputer
prototype and supporting a centralized, dedicated minicomputer for
15 to 20 years of declining switch population; or (2) rewriting all the
prototype software for a general-purpose, time-sharing system. It was
decided that users could get better support if the system was on a
general-purpose computer. So SONDS joined CSAR and SPCS COER
on the AT&T time-shared computer facility.
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Integration of TNDS occurred as a series of steps. An early step
was linking data collection to downstream processing. Minicomputer-
based data collection systems like EADAS wrote traffic measurements
on magnetic tapes that could be used as direct input to TDAS. The
tape formats used for this link have been changed to improve process-
ing efficiency, but the basic arrangement is still used. Integration of
SPCS COER was another major step. Initially SPCS COER received
data from punched paper tape via dial-up connections. In 1975,
EADAS was upgraded to collect 1 ESS traffic data and pass it to
TDAS via magnetic tapes. Data transmission from TDAS to SPCS
COER was then used to complete the link. Other key integration steps
were the automatic input to TFS of trunk group base load data from
TSS, and linking the standard CSAR system by means of the down-
stream CSAR merge program. As part of their initial development,
EADAS/NM, ICAN, and LBS were all integrated. TNDS was officially
recognized as an integrated system for planning purposes in 1974.
This was accomplished by an internal Bell Laboratories memorandum
which, in fact, declared it an integrated system and documented its
architecture.

The slow pace of evolution from the early architectural choices
attests to their workability, but also is evidence of how difficult it is
to change established architectures. As discussed at the end of this
article, more changes are occurring. They are driven by the needs of
users for new processing functions and technological advances that
can be effectively incorporated into TNDS. Recently, developers have
explored: (1) the use of on-line functions in mainframe systems for
database management, report distribution and documentation deliv-
ery; and (2) the migration of some functions on centralized time
sharing to on-line mainframe systems.

The remainder of this section describes, in more detail, the existing
component systems and their current roles within the TNDS archi-
tecture.

2.2 Component system functions

To understand the interrelationship of TNDS systems and how they
collect and use traffic data, let’s look at the four primary functions of
TNDS in their general order of occurrence—data acquisition and
management, central office equipment reporting, trunk network re-
porting, and system performance measurement—and at the systems
responsible for each function.

2.2.1 Data acquisition collection and management

Managers need data on network performance and traffic loads
carried by trunk groups and switching systems to assess the quality of
service and to plan for network growth.
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This network information begins as bits of data collected in switch-
ing offices. For example, in electromechanical offices a specialized
data collection device, called a Traffic Usage Recorder, scans the
trunks and other components periodically (typically every 100 seconds)
and counts how many are busy. Other traffic data such as peg count
and overflow are also collected. In ESS offices, a similar process is
used, but there is no need for specialized equipment, since traffic data
are collected by the switching system’s central processor.

2.2.1.1 EADAS. Traffic data are transmitted to the first of the 13
systems of TNDS—the Engineering and Administrative Data Acqui-
sition System (EADAS). EADAS runs on dedicated minicomputers
located at an operating company’s Network Data Collection Centers.
As its name suggests, it is the major data-collecting TNDS system.
However, a few operating companies use locally developed or non-Bell
vendor-supplied systems instead of or in addition to EADAS for this
first step in the TNDS process. In addition, the large toll machines,
4 ESS and No. 4 Crossbar [with its associated computer, the Peripheral
Bus Computer (PBC)] collect their own data and do not connect to
EADAS.

Each EADAS serves up to 80 switching offices and, upon receiving
traffic data, performs three basic functions.

1. It processes some data in near-real time (shortly after they are
received) to provide hourly and half-hourly reports and a short-term
database for network administrators.

2. It collects and summarizes data for processing by remaining
“downstream” TNDS systems.

3. It performs on-line surveillance and reporting functions.
EADAS also links other TNDS systems by forwarding traffic data to
them via a data link or magnetic tape. Three systems receive these
data directly from EADAS.

2.2.1.2 EADAS/NM. Two of three direct recipients of traffic data from
EADAS are the Individual Circuit Analysis (ICAN) Program and the
Engineering and Administrative Data Acquisition System/Network
Management (EADAS/NM). They are the only systems that use data
collected and processed by EADAS without first having it formatted
by TDAS. ICAN is not a data acquisition system, but rather one of
the central office engineering and administrative reporting systems,
and is described in that section. TDAS is the third direct recipient.

EADAS/NM is located at operating company Network Management
Centers, and uses data received from EADAS or directly from some
types of switching systems (e.g., 4A and 4E). It watches switching
systems and trunk groups designated by network managers, and re-
ports existing or anticipated congestion on a display board at the
center. EADAS/NM also provides information to AT&T Long Lines’
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Network Operations Center at Bedminster, N.J. This center is sup-
ported by an operations system, the Network Operations Center
System (NOCS), which performs functions similar to EADAS/NM,
but on a national scale.

2.2.1.3 TDAS. The Traffic Data Administration System (TDAS)
formats traffic data for use, in turn, by a number of the other “down-
stream” systems.

But unlike EADAS and EADAS/NM-—Dboth of which employ dedi-
cated minicomputers—TDAS runs in an operating company computer
center supporting the Network Data Collection Centers. If TNDS
were to be pictured as a series of distinct steps, then TDAS can be
thought of as the second data acquisition step. Each week it accepts
millions of pieces of data from EADAS (or the equivalent of locally
developed or vendor-supplied systems) or directly from the large toll
machines. In response to requests from downstream systems users,
TDAS sorts, labels, stores, and, at the appropriate time, provides the
data in the proper format to the engineering and administrative
reporting systems. In effect, TDAS acts primarily as a warehouse and
distribution facility for traffic data.

TDAS treats its data acquisition job as a basic order/inventory
problem. Orders, or Traffic Measurement Requests, for data are man-
ually prepared and sent to TDAS by operating company personnel.
These orders are stored in a master database.

As traffic data are received by TDAS, they are matched against the
orders held in Common Update. When the data necessary to fill an
order have been received, a weekly data summary—either printed or
on magnetic tape—is sent to the system that requests it to use in
preparing an engineering or administrative report.

Once TDAS has received, formatted, and sent data to the appropri-
ate downstream reporting system, the data acquisition function is
complete. At this point, traffic data have moved from the switching
system to EADAS and then directly to TDAS and the requesting
engineering and administrative reporting system. The next step is to
look at how managers employ the TNDS systems to analyze the data
that have been gathered.

2.2.1.4 CU/EQ. In addition to the above systems, a common record
base is used. TDAS and several of the downstream engineering and
administrative systems need much of the same record-base reference
information. Those data are maintained in a common system, called
Common Update/Equipment (CU/EQ), rather than duplicated in each
system. The information for each central office includes the configu-
ration of switching equipment as well as specifications of traffic
registers. This database is updated as changes occur in the physical
arrangements of central offices.
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2.2.2 Central office equipment reporting

There are five downstream TNDS engineering and administrative
systems that send reports about central office switching equipment to
operating company personnel. These systems, which run on either
operating company computers or at the AT&T computer center, are
the:

1. Load Balance System (LBS)

2. No. 5 Crossbar Central Office Equipment Reports (5XB COER)

3. Stored Program Control Systems Central Office Equipment Re-
ports (SPCS COER)

4. Individual Circuit Analysis (ICAN) Program

5. Small Office Network Data System (SONDS).

The first three receive traffic data from TDAS. ICAN receives data
directly from EADAS, but also uses Common Update for some of its
reference information. SONDS collects its own data directly from
small step-by-step offices.

2.2.2.1 LBS. The Load Balance System, LBS, which is run on the
operating company computer, helps assure that the customer traffic
load is uniformly distributed over each switching system. Customer
lines are connected to the switching system “concentrators,” which
allow customers to share switching equipment. LBS analyzes traffic
data coming to it from TDAS to establish the traffic load on each line
group of each switching system. Then, personnel in the Network
Administration Center use LBS reports to determine “lightly loaded”
line groups to which new subscriber lines can be assigned. This
minimizes congestion on a given concentrator. In addition, LBS cal-
culates “load balance indices” for the entire operating company, indi-
cating how effectively each central office has avoided congestion by
efficiently distributing traffic.

2.2.2.2 5XB COER, SPCS COER. Two other central office equipment
reporting systems—5XB COER for No. 5 Crossbar offices, and SPCS
COER for 1, 2, 3, and 5 ESS offices—also use traffic data collected by
EADAS and formatted by TDAS to support the Network Administra-
tion Center. While 5XB COER runs on operating company computers
and SPCS COER at the AT&T computer center, the two systems
perform similar functions. Both analyze traffic data to indicate the
overall load carried and the service provided by the switching systems,
and to determine how much of the switching system’s capacity is being
used. This information helps planners decide when new equipment is
needed and answers many other important administrative questions.

2.2.2.3 ICAN. The two remaining central office equipment reporting
systems, ICAN and SONDS, do not use TDAS to format their data.
ICAN, which receives data directly from EADAS for certain electro-
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mechanical offices equipped with an EADAS option called Individual
Circuit Usage Recording (ICUR), detects switching system equipment
faults by identifying abnormal load patterns on individual circuits.
ICAN then produces a series of reports used at the Network Admin-
istration Center to analyze individual circuit usage and verify circuit
grouping.

2.2.2.4 SONDS. SONDS—the fifth downstream central office equip-
ment reporting system—is the only TNDS system that performs a full
range of data manipulation functions. It economically provides a
number of TNDS features for the smaller electromechanical step-by-
step offices.

To do that, SONDS—which runs at the AT&T computer center—
collects traffic data directly from offices measured, processes them,
and automatically distributes weekly, monthly, exception, and on-
demand reports to managers at the Network Administration Center
via dial-up terminals.

2.2.3 Trunk network reporting

Three TNDS systems—all run on operating company computers—
support trunk servicing and forecasting at the Circuit Administration
Center:

1. Trunk Servicing System (TSS)

2. Trunk Forecasting System (TFS)

3. Common Update/Trunking (CU/TK).

Together these three systems are sometimes referred to as Total
Network Data System/Trunking (TNDS/TK). TSS helps trunk ad-
ministrators develop short-term plans to relieve unacceptable blocking
on final trunk groups. It processes traffic data supplied by TDAS, and
computes the “offered load” for each trunk group. T'SS calculates the
number of trunks theoretically required to handle that traffic load at
a designated grade of service—an objective expressed in terms of
percent of blocking. T'SS produces weekly reports showing which trunk
groups are underutilized and which trunk groups are performing below
the grade-of-service objective.

The traffic load data calculated by TSS also help support the trunk
forecasting function performed by TFS. Those data, in conjunction
with information on network configuration and forecasting parameters
stored in Common Update, are used for long-term construction plan-
ning. The Trunk Forecasting System uses that information to forecast
message trunk requirements for the next five years. These forecasts
are a fundamental input to the planning process, which leads to the
provisioning of additional facilities.

CU/TK provides a common record base for TSS/TFS. It contains
information describing the configuration of the trunk network. The
traffic data are provided from TDAS.
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2.2.4 CSAR system performance measurement

Centralized System for Analysis and Reporting (CSAR) is the
newest TNDS system. It was designed to monitor and measure how
well data are being processed through TNDS from beginning to end.
CSAR quantitatively measures the accuracy, timeliness, and complete-
ness of the data flow for operating company personnel at the Network
Data Collection Center, Network Administration Center, and the
Circuit Administration Center. It also supplies sufficient information
to locate trouble so corrective action can be taken. It does not presently
analyze data from EADAS/NM, SONDS, or TFS.

CSAR is an on-line, interactive system that puts TNDS performance
information at the user’s fingertips. At the conclusion of each run of
a system in TNDS, data required by CSAR are placed in a special file.
Then, at an appropriate time, they are transferred to the AT&T
computer that contains the CSAR program. CSAR then performs the
proper association and analysis of data.

Operating company managers can access the report information
from terminals at their own work locations. The reports can be
arranged in a number of formats, and can provide details on overall
TNDS performance or individual system effectiveness. Reports can
be broken down by traffic unit (trunk group or switching system),
district, division, or area to help identify and resolve problems at
various operating company organizational levels.

1. HOW IT WORKS

This section will describe the end-to-end data flow of TNDS using
two examples. One example will explain the steps necessary to pass
Touch-Tone* dialing originating register data from a No. 5XB office
to the 5XB COER system, and the other will focus on the delivery of
trunking data from a 1 ESS office to T'SS. In both cases considerable
preparation is necessary in the switching office and in the databases
of the affected TNDS subsystems before data flow can begin. This
preparatory work will be described first.

3.1 Addition of Touch-Tone originating registers in a No. 5XB

Generally, the marketing department would decide that the level of
customer demand was sufficient to justify the cost of purchasing and
establishing a Touch-Tone originating register (OR) group in a No.
5XB office. Following this decision, the Traffic Engineer would engi-
neer the addition using forecasts of usage and would write a traffic
order for the new equipment. A copy of the order would be received

* Registered service mark of AT&T.
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by Network Administration personnel whose job it is to assign the
Touch-Tone equipment to measurement devices. After the assign-
ments are made, central office personnel will connect the leads of the
Electronic Traffic Data Collection (ETDC) unit to the Touch-Tone
equipment.

Traffic counts are maintained on a data collection device (DCD).
Before data collection was computerized, traffic measurements were
accumulated in mechanical registers. The modern equivalent to these
registers are the DCDs, which are the software storage locations of
the accumulated counts. For our example these storage locations are
in the EADAS memory, although many of the subsystems of TNDS
use DCD locations to refer to traffic measurements. The DCD is the
common thread that links the traffic measurements from the switching
office through EADAS and on to other systems.

A typical No. 5XB may require 1500 DCDs. The important mea-
surements collected in DCDs on the Touch-Tone group are identified
and defined in Table I below. As illustrated in Fig. 2, the next step in
the sequence of preparing individual systems is loading the EADAS
database (by defining the new DCDs) to accept the new data and to
print exception and hourly reports.

The mapping between the ETDC at the switching office and the
EADAS is accomplished via the DCDs. Likewise, the DCD is the link
between EADAS and TDAS. The user prepares TDAS to receive this
new data from EADAS by modifying the CU/EQ database using input
transactions. Each TNDS equipment (TNDS/EQ) system except 5XB
COER shares some portion of the CU/EQ database; hence, each
system is assigned a series of numerically coded transaction commands
to allow the database to be changed. As examples, a 750 transaction
is used to associate a DCD with a particular measurement type, such
as Touch-Tone OR peg count, and the days of the week and hours of
the day that measurements need to be processed by TDAS are specified
on the Traffic Measurement Request (790) transaction.

The CU/EQ database can be modified to enable 5XB COER to
begin processing Touch-Tone OR data and printing reports. Once this
is accomplished, all pieces are in place to permit traffic data to flow

Table I-——DCD measurements on the Touch-Tone group

Measurement Type Definition of Measurement
Usage An estimate of the total amount of time the Touch-
Tone ORs were busy for any reason.
Peg Count The total number of attempts made to access the

Touch-Tone ORs.

All Touch-Tone Registers Busy =~ The number of attempts to seize Touch-Tone ORs
when the entire group was busy.

Maintenance Usage The total amount of time the Touch-Tone ORs were
busy for maintenance reasons.
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Fig. 2-—Database synchronization for Touch-Tone originating register data.

from the physical equipment to the Network Administrator and
Traffic Engineer. However, two potential users of this data have not
yet been included. Those users receive data by an indirect path rather
than the main-line path described thus far. Personnel at the network
management center receive traffic measurements on critical switching
office components in near-real time. To prime EADAS/NM to receive
certain of the Touch-Tone OR measurements directly from EADAS,
the EADAS/NM database is modified by identifying the new mea-
surements (DCDs) that will be available at the EADAS.

Selected data from each of the 27 EADAS/NM systems are sent to
the NOCS computer every five minutes. These data describe the status
of toll switching offices and trunk groups, but not the status of the
local network. Thus, the new No. 5XB data would not be forwarded
to NOCS. Data from toll switching offices are sent to NOCS by
identifying it in the EADAS/NM database as being of NOCS interest.
An EADAS/NM program automatically notifies NOCS that new data
will be sent to it by forwarding a database map to NOCS. This program
synchronizes the NOCS database to the EADAS/NM database.

The final system to receive these new measurements is CSAR.
However, since CSAR measures overall performance rather than spe-
cific items, no database changes are required.
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Now that all record base components are ready, the flow of new
data can be monitored through each system. Figure 3 graphically
illustrates this flow.

Data collection starts with the customers; their Touch-Tone calls
cause attempts (peg counts), usage, and, during high load periods, an
occasional all-busy condition on the Touch-Tone ORs. (Maintenance
usage is generated by the central office work force when they remove
an OR from service to maintain or repair it.) The ETDC is signaled
each time an attempt is made to seize a Touch-Tone OR. The ETDC,
in turn, codes a message, which is sent to EADAS when a seizure is
attempted. This coded message is simply the DCD for that measure-
ment. The ETDC, located at the switching office, is connected to the
EADAS, which generally is physically remote from the ETDC.

For each switching office served by an ETDC, a block of DCDs in
the memory of the EADAS records all the traffic measurements being

EADAS/NM__ cyepy FIVE MINUTES
UPDATED COUNTS
DATA ARE RECEIVED FROM
~ ATTEMPT LINK EADAS. NEW DATA
NO.5XB 7 EADAS ARE PROCESSED AND
4 DISPLAYED.
OR GROUP FOR
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ETDC DATA TDAS 5XB COER
) LINK DCD
DCD P— och
= Fla ] |
K :
.
AN ATTEMPT TO SEIZE DCD ADDRESS IS
A TOUCH-TONE OR RECEIVED AND
SCORES A DCD IN THE COUNT IS
ETDC WHICH CAUSES INCREMENTED IN PROCESS TDAS
THE ADDRESS OF THE MEMORY, REPORTS Q Q TAPE AND
DCD TO BE ARE PRINTED ON GENERATE
TRANSMITTED TO EADAS, TTY, DATA ARE CU/EQ &Ega?glsN .
WRITTEN TO
MAGNETIC TAPE TOUCH-TONE
EVERY HALF HOUR. OR REPORTS.

*REGISTERED SERVICE MARK FOR AT&T vx,iw'i-:’,,gg':%gﬁugggfss
ACCORDING TO REVISED
CU DATABASE. CREATES

INPUT FOR 5XB COER.

6XB COER — NO. 5 CROSSBAR CENTRAL OFFICE EQUIPMENT REPORTS

CU/EQ — COMMON UPDATE/EQUIPMENT

DCD — DATA COLLECTION DEVICE
EADAS/NM — ENGINEERING AND ADMINISTRATIVE DATA ACQUISITION
SYSTEM/NETWORK MANAGEMENT
ETDC — ELECTRONIC TRAFFIC DATA COLLECTION
OR — ORIGINATING REGISTER
TDAS — TRAFFIC DATA ADMINISTRATION SYSTEM

Fig. 3—Flow of Touch-Tone originating register data through TNDS.
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collected. These banks of DCDs are forwarded to EADAS/NM every
five minutes when a command is sent from EADAS/NM over a data
link. EADAS transmits data from all of the offices requested by
EADAS/NM, including the No. 5XB with the new Touch-Tone ORs.
After receiving data, EADAS/NM performs calculations on that data
and displays the results nearly instantaneously to the network man-
ager. If data from the No. 5XB were of national interest, every five
minutes they would be forwarded to the NOCS where calculations
would be performed and data displayed to national network managers.

Network management requires 5-minute data, whereas traffic en-
gineering requires hourly data. Starting either on the hour or at half
past the hour, EADAS writes the current DCD counts to magnetic
tape and resets these registers to zero.

One of the major benefits of EADAS is its exception-reporting
capability. The network administrator can define an exception con-
dition such as some number of occurrences of all ORs busy in a 30-
minute period. If this frequency occurs or is exceeded, a report would
be printed at the EADAS teletypewriter (TTY) and the network
administrator would take the appropriate action.

Periodically, the magnetic tape will be forwarded to a data processing
center. These tapes will be run through TDAS, which will perform
some validations and “warehouse” the data. TDAS will then create
new tapes, one for each TNDS downstream system. One tape produced
by TDAS would be processed by 5XB COER, which would then
perform validation tests and calculations on the data and generate
output reports to be used by the network administrator and traffic
engineer. These reports would be used to determine if the new equip-
ment was being utilized effectively while providing an acceptable grade
of service to the customer. In most companies, the 5XB COER program
is run weekly with a TDAS tape containing each day of the week used
as input. The key report generated by 5XB COER is the Machine
Load Service Summary (MLSS) report, which displays the ten high-
day loads and the average busy season load on most switching office
components, including the new Touch-Tone ORs. The MLSS report
is also used by traffic engineers to determine equipment quantities for
the next busy season.

At key checkpoints, traffic measurements are monitored by CSAR
to ensure that they are received, processed, and are reasonably accu-
rate. If, for example, the DCD associated with Touch-Tone OR usage
were improperly wired, the occupancy of this equipment could erro-
neously appear to be greater than 100 percent. CSAR would be notified
of these invalid measurements and would include this problem in the
calculation of the index. Besides producing the index, CSAR identifies
problem areas, thus facilitating their correction.
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3.2 Addition of a new trunk group to TSS

The previous example gave an overview of how TINDS collects and
processes equipment data from an electromechanical office. In con-
trast, the next example describes how trunking data is collected from
a 1 ESS office and processed by T'SS. As before, we will start with a
description of the record base process needed to support this data flow.
In this case, we will describe the effort needed to add a new trunk
group between two 1 ESS offices. For this example, measurements
will be collected at only one end of the group, hence, data will be
needed from only one 1 ESS office.

Generally, the recommendation to add a new trunk group would
come from TFS as part of the forecasting process. At the time the
group need is forecasted, it is added to the CU/TK database. The
trunk servicer would write an order to have this new group installed
and specify the schedule for data collection. The order would pass
through organizations responsible for assigning and installing equip-
ment to make the trunk group operational. One step of this operation
would be assigning the group a trunk group serial number (TGSN).
The TGSN is similar to the Common Language Location Identifier
(CLLI); it is the unique identification for a trunk group in the elec-
tronic switching system office. These offices do not require ETDCs;
they store counts in their memory and later forward them to the data
collection computer.

Figure 4 illustrates the steps necessary to prepare each subsystem
to collect and process data from this new trunk group. These steps are
similar to those in Fig. 2; the major difference occurs at the switching
offices. Traffic measurements are specified in software of the 1 ESS
switching equipment. This includes the EADAS/NM requirements for
five-minute data on the new trunk group and requirements for half-
hourly data on the TSS and the other downstream systems. The new
trunk group is added to the EADAS and EADAS/NM databases with
the TGSN being used to identify the group and the DCDs used to
identify individual measurements. If the trunk group is of national
interest, it will be marked in the EADAS/NM database to be sent to
NOCS.

Record base information for this new group is entered for TDAS
and TSS via CU/EQ and CU/TK. As before, transactions are used to
define the new measurements, and the time period-during which these
measurements will be processed, and to specify the new trunk group.
Once the record bases have been modified, all subsystems are prepared
to process this new group. The next section will trace the data flow
from the office to the end users.

Figure 5 shows each step of this data flow. The major difference
between this example and the previous one occurs at the front end—
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Fig. 4—Database synchronization for trunk group data.

between the switching office and data collection computer. When an
attempt is made to seize the new group, a peg count is stored in a
memory location at the 1 ESS office. The system passes these data
forward upon request from the EADAS. Every five minutes EADAS/
NM requests data from the EADAS. In the previous example, data
were already in the data collection computer. However, for this ex-
ample the EADAS must request data from the ESS offices that it
serves. Raw counts are forwarded to the EADAS, which then subtracts
the previous readings and forwards them to EADAS/NM. As before,
EADAS/NM processes these data and displays them to the network
manager. If this 1ESS is a key part of the toll network, data from the
new group could be forwarded to NOCS for display.

To satisfy the needs of engineering, much more data are passed
from the ESS office to the EADAS on the hour and half hour. These
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Fig. 5—Flow of trunk group data through TNDS.

data are written to tape and handled identically to the previous
example. TDAS generates a separate tape to be processed by T'SS and,
as frequently as weekly, the T'SS subsystem is run to process the data
and generate reports. In the case of the new group, the servicer would
closely examine its performance to determine if the number of circuits
in the group was a good match to the load being offered to the group.
If a mismatch occurred, an adjustment in the circuit quantity would
be made after a pattern of performance for that group was established
by running the T'SS program several times with new traffic data.

As was the case for equipment data, CSAR monitors the flow of
trunking data, calculates an index on this portion of TNDS, and
produces reports that highlight problem areas.

IV. MANAGING SYSTEMS ENGINEERING AND CONTINUING
DEVELOPMENT

From the descriptions above, it is clear that from the user viewpoint,
TNDS is large and complex. It is even more complex from a software
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engineering viewpoint. This section describes how the software engi-
neering for this large and complex system is managed.

4.1 End products and services
4.1.1 What is provided

The TNDS organization provides various end products and services
to the users. Although the specific details vary among the systems in
TNDS, the end products and services can be categorized as follows:

1. Software

2. Documentation

a. End user
b. System Operation

3. Training

4. User Support.

The software is in the form of load modules for the specific machine
on which the system is run. The load modules for systems run in each
operating company are sent by tape or high-speed data transmission
and then loaded. System operations personnel install the load modules
using the installation guide provided. For centralized systems (e.g.,
SPCS COER, CSAR, and SONDS), development personnel install the
new load modules.

The documentation provided falls into two categories: end user and
system operation. End user documentation provides network person-
nel with information on how to interface with the system. This
documentation is usually in paper form, but in the case of SPCS
COER and CSAR, it is on-line at the user terminal with the option of
printing. Each operating company also receives documentation for
system operation from an Electronic Data Processing (EDP) viewpoint
for the systems run at that site. This documentation includes infor-
mation on backup and recovery procedures, resource requirements,
ete.

The TNDS/EQ-TNDS/TK training philosophy is to train the train-
ers—TNDS coordinators and trainers in each operating company—
by giving them the information they need to hold similar training
courses in their companies. Both user and EDP training is provided.
In addition, special release-oriented training usually supplements the
basic system training.

User support for each operating company is usually in the form of
an assist line (or “hot line”) number, which the user can call when
questions or problems arise.

4.1.2 Size of the product

Table II shows the relative size of each end product and service for
each system in the TNDS. The lines of source code are in various
high-level languages (PL/I, COBOL, FORTRAN, and C).
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Table II—TNDS software and documentation

Pages of Documentation

Lines of Code
(Thousands) User EDP
EADAS/NM 900,000 700 800
EADAS 200,000 3500 500
TDAS 75,000 1725 1334
CU (CU/EQ and CU/TK) 119,000 586 2527
ICAN 43,000 1445 318
LBS 42,000 1764 560
5XB COER 128,000 2215 340
SPCS COER 450,000 1000* 20
CSAR 125,000 200* 48
TSS 166,000 1805 641
TFS 80,000 2086 2788
SONDS 178,000 380* 30t
Total (Rounded) 2,328,000 17,000 10,000
* On-line lessons.
+ Binders.

4.1.3 TNDS deployment

Another important factor that affects managing the TNDS is its
extensive deployment. Table III illustrates the extent of deployment
of each component system in TNDS. Looked at another way, some or
all of these systems are deployed in all of the operating companies and
several are deployed in Bell of Canada.

4.2 Managing change

Although TNDS is a mature system that has been widely deployed
and operating in Bell operating companies for some time, the systems
are still undergoing extensive development to keep up with the chang-
ing operating environment and to furnish improved capabilities. A
goal of this continuing development process is to furnish users period-
ically (usually yearly) with new versions of the systems that incorpo-
rate needed changes in a timely manner. To achieve this goal, several
factors must be considered.

1. The total number of possible improvements is generally much
greater than the resources available for a particular release.

2. The calendar time required to develop a given release is much
longer than one year.

3. A change frequently has impact in more than one of the systems

of the TNDS.
These factors result in a need for careful planning to choose among
the capabilities to be incorporated into a release, to begin planning
well before the targeted release date, and to carefully coordinate
planned changes among the systems. A formal approach called the
TNDS Release Cycle is used to satisfy these needs.
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Table III—TNDS subsystem development and utilization

Percent Coverage

Function Subsystem Parameter (End 1982)

Data Acquisition EADAS (or equivalent) Main and equivalent main telephones 93
TDAS/CU Number of companies 100

Network Management EADAS/NM Class 1,2,3,4 and sector tandem offices 84
End offices with over 5000 telephones 63

Central Office Equipment No. 5 Crossbar COER Marker groups 97
SPCS COER Control groups 100

SONDS Step offices over 2000 lines 37

ICAN Eligible traffic units 60

LBS Eligible traffic units 98

Trunking TFS Message and auxiliary trunk groups 84
TSS Message and auxiliary trunk groups 93

TNDS Performance CSAR TNDS systems monitored 100




4.2.1 The nature of change

TNDS software and hardware are modified and enhanced for many
reasons. First of all, designers must run to stay even with the rapidly
evolving telephone network equipment, services, and operating pro-
cedures. Next additional features are needed by TNDS users and
operators. And to prevent the system from becoming technically
obsolete, it is necessary to make changes that improve the efficiency,
maintainability, and expandability of software and hardware compo-
nents. Examples of changes to the telephone network that have been
accommodated in TNDS include the addition of new switching system
equipment such as 5 ESS (the management of this change is discussed
further below) and the use of new extreme value load engineering
procedures. Recent additions include mechanization of ESS busy-hour
determination studies, and new reports for No. 5 Crossbar administra-
tors. There have been technical improvements to TNDS. Some ex-
amples are run time and disk utilization improvements, the complete
rewrite of the No. 5XB COER module to improve its maintainability,
and the conversion of EADAS to the UNIX* operating system, which
simplified the addition of new features.

New releases of software modules usually contain a mixture of
enhancement types. A recent TNDS/EQ release is typical. It contains
features that support 5 ESS data collection, a new 2B ESS traffic
data collection interface, and improvements to allow automatic trans-
fer of ESS capacity statistics from EADAS to SPCS COER. This
release also eliminates software that supported now obsolete data
collection equipment. Several software functions were simplified, in-
cluding the interface with one non-TNDS system, the distribution of
traffic register definition listings, and company parameter tables. Also,
thirteen separate changes to improve operational efficiency were made.

4.2.2 The release cycle

The TNDS release cycle covers the overall planning, development,
and project control processes to be employed to produce the major
releases of systems in the TNDS. For release purposes, these systems
are grouped into seven sets as outlined in Fig. 6.

Each of these groupings has a separate release cycle, all of which
are coupled to varying degrees. In particular, the cycles of EADAS,
TNDS/EQ, SPCS COER, and CSAR are tightly coupled because of
feature interactions. These systems all support the Network Admin-
istration function. On the other hand, release of EADAS/NM and
TNDS/TK (supporting network management and trunk administra-
tion, respectively) are less dependent on the other systems and on

* Trademark of Bell Laboratories.
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Fig. 6—TNDS release coupling.

each other. Finally, SONDS is a complete mini-TNDS for a specific
class of offices (SXS CDOs), and consequently is more independent
of intersystem interactions than other systems in the TNDS.

The following discussion applies in general to all the TNDS systems,
but in detailed examples, the release cycle for TNDS/EQ will be used.

4.2.3 Project phases

The project phases in the release cycle define a continuing devel-
opment process. The phases are divided into major categories and
subcategories as shown in Fig. 7 and as listed below:

1. Planning

2. Implementation

a. Requirements
b. Design, code, and test
¢. Soak
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Fig. 7—TNDS release cycle.

3. Operation
a. Transmittal of planning information
b. Release training
c. Installation.

4.2.3.1 Planning. For the continuing development process, inputs
come from many sources—operating companies, AT&T, and Bell
Laboratories. Operating companies submit change requests to the
AT&T project managers. These managers as well as Bell Laboratories
designers and systems engineers also initiate proposals. These inputs
are diverse. They range from requests to fix bugs or design errors to
major development programs. The AT&T project managers and Bell
Laboratories systems engineers, often with the advice of telephone
company user representatives, perform an initial screening and clas-
sification of the inputs. In this step the inputs are classified into
maintenance items, desirable improvements, and rejected suggestions.
Maintenance items are transferred to the maintenance organization
for the component system involved. Rejects are returned to the origi-
nator with an explanation of the reason for rejection. Desirable im-
provements are included in one or more “feature” packages.

Feature packages are specific development items that can be as-
signed individual priorities. They usually involve only one component
system, but may be dependent on feature packages for other compo-
nent systems for implementation. The assignment of individual items
to feature packages has several advantages. Related items can be
developed more efficiently as a group rather than separately. Items
with similar objectives can be combined or modified to create improve-
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ments with more global and more universally useful objectives. And
since improvements often are suggested in terms of implementation,
the same objectives sometimes can be accomplished as part of an
already scheduled or more easily accomplished feature.

Certain time-critical features may be worked into ongoing develop-
ment of forthcoming releases. These “expedited enhancements” gen-
erally must be small and very important because they displace other
planned work. The level of management approval required for expe-
dited enhancements depends upon the nature of the work being
displaced. The remaining features are subjected to a much longer
obstacle course. They must compete for the limited resources available
for TNDS ongoing development.

Feature packages are carefully evaluated by Bell Laboratories sys-
tems engineering and development, by AT&T project managers, and
by telephone company user representatives to establish their priority.
Metrics for comparative evaluation include economic benefits, esti-
mated development cost, and estimated length of time to develop.
Other intangible factors that are considered in setting priorities are
potential quality-of-service improvements, needs to adhere to AT&T
corporate policies or operating practices, and the need to respond to
FCC or state regulatory commission requests for data.

Feature lists in priority order are maintained on a permanent basis
and are updated periodically. Separate lists are maintained for TNDS/
TK, TNDS/EQ, SPCS COER, EADAS, and EADAS/NM. Any de-
pendencies on other TNDS or non-TNDS features are noted. These
priority lists are used as input for planning specific new TNDS
software releases. Priorities may be time-dependent, that is, a certain
feature, such as support of a new switching entity may not be needed
until some future date. After that date, the importance of the support
incréases with the expected deployment of the switch.

Release planning is the responsibility of Bell Laboratories systems
engineers working with each of the TNDS component systems. They
consider the engineering resources available, the priority of proposed
features, and length of time for development to formulate the content
of proposed releases. These proposals are reviewed by AT&T project
managers, telephone company user representatives and, when appro-
priate, Western Electric product line managers. Changes, if any, are
made, and the priority of each of the features in the release package
is established. This release priority is used to eliminate work when the
inevitable resource constraints and expedited enhancements arrive,
While approvals for the proposed release packages are being obtained,
work will usually start on requirements for the features in the proposed
package. Sign work, however, starts after final approval.

4.2.3.2 Implementation. The first step toward implementing a
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release is to complete detailed requirements for each feature. These
are reviewed and approved, and they are one of the key project control
documents. '

The design step then translates the requirements into the code
changes to be made. Design is divided into two parts: (1) system
design, which identifies the modules, files, and interfaces (e.g., trans-
action and report layouts, intersystem interface definitions) to be
changed; and (2) detail design, which identifies the coding changes to
be made in each module. After system design is complete, the devel-
opment organizations formally commit themselves to the contents and
schedule for the release. After detail design, the changes are then
coded and tested.

Finally, a soak test of the product is performed in one operating
company site. The soak process determines if the end product performs
in accordance with the requirements, is capable of satisfying user
needs, and is worthy of systemwide release. The soak site is selected
based on environmental requirements needed to exercise the features
in the release. Soak periods vary by system but usually last from three
to six months. After a soak is successfully completed, the release is
made available for installation in other sites.

4.2.3.3 Operation. The first step an operating company takes in
installing a release is receipt of planning information in the form of a
Product Release Description, which is usually made available approx-
imately four months prior to the general availability date.

Also prior to general availability, release training information is
made available and training classes are held. Documentation for the
release is also made available in this time frame.

When the release is available it is installed in other sites. Each site
is expected to install the release within a reasonable period (usually
six months), at which time continued support of the previous release
is terminated.

General availability dates are usually chosen to allow installation
during a time period that is not in the traffic busy season when data
collection is critical.

4.2.4 Release cycle timing

The phases of the release process are integrated into an overall
release cycle as shown in Fig. 7. This figure depicts the major activities
within the cycle and the time intervals typically required to conduct
each of these activities. Roughly three years are required to complete
all of the phases for a particular release. With releases planned for
annual delivery, this implies that at any point in time, development
activities will be in progress on three different releases. The overlap-
ping of releases is shown in Fig. 8.

2174 THE BELL SYSTEM TECHNICAL JOURNAL,.SEPTEMBER 1983



IYEAR M—4|YEAR M-SIYEAR M-2[YEAR M-1| YEARM |YEAR M+1

PLANNING —
REQUIREMENTS —_

DESIGN, CODE, TEST -9 ?vE_l-]EASE
SOAK R
PLANNING S o
REQUIREMENTS _9
DESIGN, CODE, TEST P RELEASE
SOAK _ N
PLANNING -9
REQUIREMENTS _
DESIGN, CODE, TEST JE o RELEASE
SOAK o h

Fig. 8—Parallelism between releases.

4.2.5 Interproject coordination

For the subset of TNDS features that involve development in
multiple component systems or in non-TNDS systems, an interproject
coordination activity must be overlaid on the internal TNDS control
process. Features in this category are few but often large, important
development efforts. An example of such a development is supporting
a new switching system like the 5 ESS system. Coordination involves
establishing overall requirements for TNDS support, identifying spe-
cific “features” to be developed in each component system, and nego-
tiating a coordinated development program for these releases. The
development program may involve work in both TNDS and non-
TNDS systems. Often, project committees are formed to coordinate
requirements, design, testing, and soak of both the hardware and
software components. Always there is an exchange of documentation
at each step in the process. Interfaces are defined and documented as
early as possible.

To make the continuing development process work, it is essential
that continual communication among all the people involved be main-
tained. A permanent AT&T, Bell Laboratories, Western Electric
management committee has the responsibility to see that communi-
cations are maintained and that problems in the continuing develop-
ment process are resolved. The process has enabled TNDS to evolve
with changes in the telephone business, become more efficient, grow
in services to its users, and introduce new technologies, where
appropriate.
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4.3 The organization structure

TNDS software engineering takes a large number of people working
effectively together with well-defined individual responsibilities. Be-
cause of the size of TNDS, the organization is structured functionally
with each organizational group having responsibility for one or more
of the project phases defined above and for one or more of the systems
in the TNDS.

4.3.1 Functional structure

Three types of organizations divide up the work in the release
cycle—Systems Engineering, Development, and Western Electric
Product Engineering Control Center (PECC).

4.3.1.1 Systems engineering. Systems Engineering organizations
have responsibility for the planning and requirements phases, and
they participate in the soak evaluation.

4.3.1.2 Development. The development organizations are responsi-
ble for design, coding, and test, and they also participate in the soak
evaluation.

4.3.1.3 Role of Western Electricc. Western Electric PECC organiza-
tions are responsible for (1) developing documentation, (2) devel-
oping training and giving classes, (3) coordinating and performing
soak evaluation, (4) maintaining installation support, and (5) provid-
ing customer consultation.

4.3.2 Project structures

Figure 9 shows the structure of the TNDS organization in terms of
responsibility for systems engineering and development. Each circle
represents a separate department in Bell Laboratories. Those organi-
zations on the left are responsible for systems engineering, and those
on the right for development. The systems for which the organization
is responsible are indicated in the circle. Also indicated above the
circle is the physical location of the organization (Holmdel, Columbus,
Piscataway, West Long Branch, and AT&T Data Systems in Pisca-
taway). Note that many Western Electric organizations involved in
TNDS are not shown on the chart.

4.4 A continuing development example—the marriage of TNDS and 5 ESS

The 5 ESS switching system is a new, Bell Laboratories-designed
system that recently went into service with full TNDS support in
place. Planning and implementation of this support has occurred in
parallel with the development of the 5 ESS switching equipment. To
illustrate the TNDS continuing development process, we will use the
history of TNDS support for 5 ESS switching equipment.
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Fig. 9—TNDS organizational interactions.

Almost four years before the scheduled cutover of the first 5 ESS
switching equipment, its development organization began to consider
alternatives for handling the traffic data, and the needs for specific
types of measurements. A joint AT&T, Bell Laboratories task group
was formed to consider 5 ESS traffic data-handling needs. Experts on
5 ESS development, traffic engineering methods, TNDS, and tele-
phone company data needs were assigned to the group. This task force
recommended an overall strategy for handling 5 ESS traffic data and
identified a number of specific work efforts needed to implement the
strategy. The recommendations of this group established the objectives
for the several work activities that followed. Key recommendations of
this group included:

1. Allocating all traffic data-handling functions except basic mea-
surement and measurement distribution to TNDS.
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2. Using extreme value engineering techniques for timing and sizing
of 5 ESS additions.

3. Collecting traffic data for trunk and switching equipment engi-
neering, division of revenue, service provisioning, switching adminis-
tration, and network management through EADAS. '

4. Selecting peak values in EADAS for extreme value engineering.
Work activities included:

1. Developing extreme value engineering methods and measurement
requirements for 5 ESS switching equipment.

2. Formulating a TNDS plan to support 5 ESS switching equip-
ment.

3. Formulating requirements for 5 ESS features needed to deliver
required measurements to EADAS.

The task group’s recommendations were accepted by AT&T and
Bell Laboratories managers, and work started on the above tasks. The
work proceeded in parallel.

The first step in the TNDS planning effort was identifying TNDS
outputs required for 5 ESS switching equipment and the TNDS
developments needed to provide these outputs. Descriptions were
developed, by individual component system, of the feature packages
needed to support 5 ESS switching equipment. Table IV identifies the
changes needed to TNDS. Following identification of the necessary
features a tentative schedule was established for requirements for-
mulation and component system design. This schedule was coordi-
nated with the estimated schedules for the engineering methods work,

Table IV—TNDS developments for initial 5 ESS service
System Development Required

EADAS X.25 interface with 5 ESS switching equipment
Peak measurement selection
Complete Network Operation Report Generation (NORGEN) re-
port package
EADAS/NM No development for first service. (Full EADAS/NM support will
be provided in stages with development of advanced versions of
5 ESS switching equipment.)

TDAS 5 ESS measurement identification
CU/EQ Peak measurement handling
5 ESS statistics for CSAR
SPCS COER Complete package of engineering and administrative reports for

processing extreme value statistics
5 ESS statistics for CSAR

LBS No development needed for first service. (Development to support
a new 5 ESS load balance index will be required later.)

TSS, TFS, CSAR  No development required as current software is sufficiently general
to handle 5 ESS switching equipment.

5XB COER These systems support electromechanical switching entities. No
IS%AI‘\II\I])S changes for 5 ESS switching equipment required.
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and the 5 ESS development work. The resulting TNDS “Integration
Plan” for 5 ESS switching equipment was reviewed by Bell Labora-
tories and AT&T management, and then was distributed to all orga-
nizations having responsibility for the TNDS component systems.
The TNDS integration plan was completed two years before the
scheduled first 5 ESS service.

At this point the features needed to support 5 ESS switching
equipment were added to the feature priority lists for each of the
TNDS component systems. These 5 ESS features thus became part
of the overall continuing development process for TNDS. Because of
the expected widespread deployment of 5 ESS switching equipment
in the operating companies and the large economic penalties that
would occur without TNDS support for 5 ESS, the 5 ESS packages
generally received the highest priority for development. Approval for
development and for requirements formulation was obtained for each
of the component systems in time to meet the initial 5 ESS service
date. Work then started on requirements and design under the normal
TNDS release process.

Three interface definitions (5 ESS switching equipment and EA-
DAS, EADAS and TNDS/EQ, TNDS/EQ and SPCS COER) were
formulated. These were required because of the decisions to utilize an
X.25 protocol between EADAS and 5 ESS switching equipment, and
the need to specify new schedules for extreme value data being selected
by EADAS. Other requirements for new EADAS, SPCS COER, and
TNDS/EQ reporting and processing were written. Actual design and
coding of the various TNDS features began one to two years before
the scheduled first 5 ESS service.

A committee of development representatives was formed to coordi-
nate development activities for first service. Experts from 5 ESS
switching equipment, EADAS, and TNDS/EQ served on it. This group
worked out problems in design details and coordinated laboratory-to-
laboratory testing activity, which generally proceeded in stages from
basic hardware communications to application process communica-
tions. In addition, load simulators were used in the development
organizations to do further interface testing and debugging. A large
number of measurement definition changes occurred during the 5 ESS
development. These changes had to be accommodated in the TNDS
during development.

The first 5 ESS is owned by the Illinois Bell Telephone Company.
To test the TNDS features designed to support the 5 ESS switching
equipment, it was necessary to arrange soak testing of EADAS, TNDS/
EQ, and SPCS COER releases in Illinois Bell. Planning for this soak
testing began about one year before the scheduled first office service.

Final end-to-end laboratory tests were conducted three months
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before first service. Initial soak testing with the first 5 ESS began
about six weeks prior to service. A simulated call load on the 5 ESS
switching equipment was used for these tests. When the 5 ESS
switching equipment started handling live traffic, TNDS was in place
to measure the traffic. Coordinated testing of TNDS components
under live traffic conditions continued for several months after first
service. Then the new release packages were made available to other
TNDS users.

TNDS was ready to serve the first 5 ESS switching equipment
because the need for TNDS support and planning was recognized by
the 5 ESS developers early in their development cycle. Planning,
requirements formulations, design, code, test, and soak proceeded in
an orderly manner with careful coordination at each step. Problems
in scheduling, interface details, and detailed measurement definitions
were all solved through close coordination of the development efforts.

4.5 Future directions

TNDS will continue to evolve gradually. Setting the direction of
this continuing evolution is the purpose of TNDS long-range planning.
Long-range planning for the TNDS is a continuous process whose
output is a series of TNDS feature packages designed to avoid obso-
lescence and to take advantage of new technology. The results of
recent long-range planning studies have indicated that further major
improvements are desirable and appear to offer significant economic
benefits. Several improvements relating to additional support for
network administration functions are being studied. These studies are
aimed at reducing the volume of paper reports produced by the TNDS,
and providing users more direct control of TNDS operations, and
flexible user-defined output reports. These objectives are planned to
be achieved through on-line updating capabilities, expanded user pro-
grammability features, and provision of a simple standardized human
interface to TNDS component systems. The next steps are to expand
the scope of the planning work to include support for other telephone
company organizations and to define the specific features that will be
implemented. Through this process of continuous renewal guided by
a periodically revised long-range plan, it is expected that TNDS will
continue to serve the traffic-data handling needs of operating compa-
nies into the next decade and beyond.
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The Total Network Data System (TNDS) is a coordinated family of
computer-based systems that collect and process network measurements to
aid the engineers, administrators, and managers of the Bell System network
in efficiently meeting service objectives. This paper describes these service
objectives, the nature of telephone traffic and traffic measurements, and the
theories and engineering assumptions underlying the use of these measure-
ments in the design and administration of the trunk network and switching
systems.

I. INTRODUCTION

The Total Network Data System (TNDS) is a coordinated family
of computer-based systems that collect and process network measure-
ments to aid the engineers, administrators, and managers of the Bell
System network in efficiently meeting service objectives. In this paper
we describe these service objectives, the traffic measurements used to
monitor and design the network, and the theories underlying the use
of these measurements in the various TNDS systems.

It is important to realize that, as a result of the continuing changes
in the switching systems and methods of routing traffic in the Bell
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System network, new mathematical models and new service criteria
are likely to be used as time goes by. Therefore what we are reporting
here is a snapshot of what is going on today. We fully expect that
there will be significant changes in the years to come.

The TNDS is described in the other articles of this issue. Our
presentation of the theoretical foundation of the activities that the
TNDS supports is divided into two parts, trunking and central office.
We start with trunking because its simplest model is widely known
and serves as an introduction.

1. TRUNKING
2.1 Service objectives

Consider the simple two-node network shown in Fig. 1. The trunk
group joining end offices A and B provides the only route for calls
between A and B and, as such, is called an only-route trunk group.
Call attempts which arrive when all trunks are busy are said to be
blocked and the customer is requested (by a reorder tone) to hang up
and try the call at a later time.

The grade-of-service for an only-route group is defined to be the
unweighted average blocking observed in the time-consistent busy
hour of the busy season (defined below). For a given hour, the blocking
is defined to be the ratio of the total number of blocked calls (over-
flows) to the total number of call attempts (peg count). When the
hourly blockings are averaged over the time-consistent busy hour of
the busy season, the resulting number is the observed grade-of-service
for the group. The service objective is 0.01 average blocking.

The measure of telephone traffic used to define the time-consistent
busy hour of the busy season is called the trunk-group offered load.
Offered load is measured in units called erlangs, and is equal to the
average number of busy trunks for a situation in which there is no
blocking. Of course, in practice, offered load cannot be measured
directly since calls are blocked. It can, however, be estimated from
measurements of the carried load (average number of busy trunks)
and blocking, as explained in Section 2.3.

When the hourly offered loads are averaged over the same hour for
20 consecutive business days, the maximum of these averages defines
the time-consistent busy-hour load for the 20-day period.* The busy
season is then defined to be the 20-day period for which the time-
consistent busy-hour load is a maximum.

Formally, if PC; and O; denote, respectively, the number of call

* A different definition of busy hour is used for trunking than for central office
equipment. The difference has grown up over the years because of fundamental differ-
ences between trunks and central offices, particularly with regard to forecasting capa-
bility, available measurements, and ability to respond to unforeseen shifts of traffic.
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Fig. 2—Alternate-routing network.

attempts and blocked attempts during the jth time-consistent busy
hour of the busy season, the observed blocking, b, during hour j, is
defined to be

_0)/PC;, if PC;>0

b= 0 otherwise, 1
and the observed grade-of-service is defined to be
1 n
b==%b (2)
n =1

where n is typically 20 consecutive business days. As explained in
Section 6.3, the statistic b is used to detect service problems (blocking
significantly greater than the 0.01 objective) and, if necessary, trigger
corrective actions (e.g., trunk augments).

Figure 2 shows a more complex traffic network consisting of high-
usage trunk groups (dashed lines) and final trunk groups (solid lines).
Calls originating at end ofice A and destined for end office B are first
offered to the primary high-usage group AB. If, however, all AB trunks
are busy, the call is alternate routed to the intermediate high-usage
group between A and the tandem switch D or, if all AD trunks are
busy, to the final group AC. If the call arrives at D it is offered to the
final group DB; if the call arrives at C, it is offered to the final group
CD. Whenever a call is offered to a final group with all trunks busy,
the customer receives a reorder tone or recorded announcement.

The grade-of-service for final trunk groups is defined in the same
way as described above for only-route groups; the service objective is
again 0.01 average blocking.

Service objectives are not, however, specified for high-usage groups.
As explained in Section 2.4.1, they are sized so as to minimize the cost
of the trunk network.
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2.2 Traffic models

Modern trunking theory shows that three traffic parameters are
required to predict busy-hour busy-season average blocking': (1) av-
erage offered load during the time-consistent busy hour of the busy
season, (2) peakedness (the ratio of the variance to the mean of the
number of busy trunks for a trunk group so large that there is no
blocking), and (3) the day-to-day variation of the busy-hour loads
(variance of the daily offered loads in the time-consistent busy hour
of the busy season).

2.2.1 Poisson/Erlang formulas

Prior to 1970, the Poisson formula,

g n

P(c,a) =¢e° (3)

T
e 1!

where c¢ is the number of trunks and a is the offered load in erlangs,
was the standard formula for sizing trunk groups in the Bell System.
It gives the blocking probability when Poisson traffic (i.e., traffic with
random call arrivals) is offered to a group of ¢ trunks and blocked calls
are held. That is, calls are assumed to remain in the system—either
waiting or holding a trunk if one is available—for intervals that are
independent of whether they were initially blocked.
The Erlang loss formula,
Blc, a) = a—, 3 2

c -|-s (4)
. n=0 N.

published in 1917 by A. K. Erlang of the Copenhagen Telephone
Company, also assumes Poisson arrivals but assumes that blocked
calls are cleared; i.e., blocked calls are assumed to leave immediately
and to have no further effect on the telephone system. Note that both
the Poisson and Erlang formulas are independent of the distribution
of holding times.

While the Erlang formula was derived from an apparently more
realistic assumption of blocked call behavior, it, in practice, underes-
timated the measured blocking corresponding to an average busy
season load a. Accordingly, after considerable discussion during the
1920s, AT&T decided to use the Poisson formula, which predicts a
higher probability of blocking than the Erlang formula. It was gener-
ally thought that blocked call behavior, while not the same as assumed
for the Poisson formula, was the prime reason for the Poisson for-
mula’s superiority. Much later it was found that day-to-day load
variation was the major underlying cause.
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2.2.2 Wilkinson’s Equivalent Random method

The assumption of Poisson (random) call arrivals accurately models
most first-offered traffic, but does not adequately describe overflow
traffic from high-usage trunk groups. That is, overflow traffic is more
variable than Poisson traffic because it arrives in bunches; conse-
quently, more trunks are required than the Poisson formula predicts
when final groups receive overflow traffic. Accordingly, in 1956, shortly
after the introduction of automatic alternate routing of customer-
dialed calls, R. I. Wilkinson developed the Equivalent Random method
to size final trunk groups in an alternate routing network.?

The basis of Wilkinson’s method, as illustrated in Fig. 3, is the
assumption that the superposition of the individual overflows offered
to a final trunk group with ¢ trunks can be represented by a single
overflow from a (fictitious) group of s trunks with Poisson offered load
a*. The parameters a* and s* are chosen so that the resulting overflow
has the same mean, «, and variance, v, as the actual traffic offered to
the final group. With this approximation, the Erlang loss formula,
with ¢ + s* trunks and offered load a*, can be used to estimate the
blocking on the final group. That is, the Equivalent Random approx-
imation to blocking probability, which simulation studies have shown
to be remarkably accurate, is given by

*
B(c, a, 2) = ¢ B(c + s* a*), (5)
o

where z = v/« is called the peakedness of the traffic offered to the
final. Formulas for computing z, a*, and s* are given in Ref. 1.

2.2.3 Day-to-day variation

Wilkinson showed that day-to-day load variation causes trunk group
average blocking to be significantly higher than that predicted under
the assumption of a constant offered load.? Furthermore, he showed
that the distribution of measured daily offered loads is well approxi-
mated by a gamma distribution, I'(«| @, vg), with mean @ and variance
v related to the mean @ by

FINAL: C TRUNKS FINAL: C TRUNKS
(ay,vq) (a2,v3) (a,v)
HU-1 HU-2 S¥*
) f ) i f— ) 1
a ay a¥*

Fig. 3—Wilkinson’s Equivalent Random method.
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Vg = 0.13(T¢, (6)

where ¢ is a parameter that describes the level of day-to-day variation.
Wilkinson’s studies—which showed that vy is relatively larger for
overflow traffic than for Poisson traffic—led to the use of three values
of ¢ for engineering applications: ¢ = 1.5, ¢ = 1.7, and ¢ = 1.84, which
are referred to respectively as low, medium, and high day-to-day
variation.

Using this model for day-to-day variation, Wilkinson’s formula for
predicting trunk group average blocking is given by

Ble, @ 2) = J; B(c, a, 2)dI' (a|@, va). (7

Since it was not practicable to apply Wilkinson’s method without the
use of a computer, his now famous B capacity tables were not available
in the Bell System until about 1970.

2.2.4 Neal-Wilkinson tables

In 1976, Hill and Neal refined Wilkinson’s B tables by developing
mathematical models that account for the effects of the finite (one-
hour) measurement interval.! That is, the service objective is defined
in terms of the expected single-hour blocking, E(O/PC). Thus, since
eq. (7) provides an estimate of the probability of blocking, E(O)/
E(PC), it must be modified to remove the assumption that the mea-
surement interval is infinite. Furthermore, Hill and Neal modified the
formula for day-to-day load variation to account for the fact that part
of the measured variation in daily offered loads is due to the finite
measurement interval and must, therefore, be subtracted from the
observed variation. Their work led to the new Neal-Wilkinson trunk
group capacity tables, which are now the Bell System standard for
sizing final and only-route trunk groups.

2.3 Traffic measurements and data transformations

This section describes the traffic measurements used to monitor
network service, and the conversion of these measurements into esti-
mates of the traffic parameters used to design the network.

2.3.1 Measurements

The Trunk Servicing System (TSS) derives estimates of average
blocking on final groups. These estimates are used to detect service
problems that trigger the demand servicing action described in Section
2.5. In addition, T'SS derives estimates of trunk-group offered load,
peakedness, and day-to-day variation. These estimates are used in
demand servicing to correct existing service problems and in planned
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servicing to forecast future trunk requirements. These estimates are
derived from three traffic measurements: peg count, overflow, and
usage (i.e., carried load).

In electromechanical offices, usage is measured in units calléd CCS
(hundred call seconds) by a traffic usage recorder (TUR) which scans
the trunk group every 100 seconds and increments a register for each
busy trunk. Thus, the usage or carried load in erlangs (average number
of busy trunks) is obtained by dividing hourly register count by 36;
i.e., one erlang equals 36 CCS. In electronic switching system offices,
a similar process is used to estimate usage, but there is no need for
specialized equipment since traffic data are collected by the switching
system’s central processor.

Because of the discrete scanning (i.e., once every 100 seconds) there
is, of course, some statistical sampling error associated with the usage
estimate. However, our studies have shown that this error is negligible
compared with the unavoidable statistical errors associated with the
finite measurement interval.

2.3.2 Data transformations

The process used to derive estimates of blocking, offered load,
peakedness, and day-to-day variation consists of three basic steps:
data validation, computation of traffic parameters, and data substi-
tution. Data validation is a mechanized process used to determine
whether there are unusual traffic conditions (indicated by unusually
high blocking due, for example, to a snowstorm) or problems in the
data collection process (indicated by inconsistent measurements such
as overflow exceeding peg count or usage exceeding 36 CCS per trunk).
Such data must be detected and deleted; otherwise they would propa-
gate through the trunk provisioning process and possibly cause unnec-
essary trunk augments to be made.

Under normal conditions, when peg count (PC;), overflow (0;), and
usage (U;) are available for each day in the study period (normally
twenty consecutive business days), the required traffic parameters are
estimated as follows:

1. The study period average blocking, b, is estimated as given by
egs. (1) and (2).

2. The study period offered load a (in erlangs) is estimated by

1 n
a=— Z a;, (8)
n =1
where
_ u,~/36
a; = i— b 9

is an estimate of the daily offered load.
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3. The observed variance, v, of the daily offered loads is estimated
by

—— % (@ o (10)

U=

Peakedness is not directly measured. Instead, to reduce data collection
costs, a value of z is inferred from the relation

b = B(c, q, 2), (11)

where ¢ is the number of trunks in the group and B(c, a, z) is the
equivalent random blocking formula.

Since there are many cases when complete UPCO (usage, peg count,
and overflow) data are not recorded or are invalidated, TSS includes
procedures to estimate traffic parameters with less than complete
UPCO data. For example, if PCO is available but U is not, and if b; #
0, an estimate of the daily offered load a; is obtained by solving the
equation

b; = B(c, a;, 2), (12)

where a typical value for z is assumed. Alternatively, if U is available,
but PCO is not, the daily blocking is estimated by solving the equation

u;/36 = a1 — B(c, a; 2)] (13)
for a; then
b,' =1 — u—t(/jﬁ (14)

To minimize the impact of sampling error, T'SS requires a minimum
of three days per week of both peg count and overflow or three days
per week of usage measurements. If less than this amount of data is
available, the traffic parameters are estimated by using the most recent
historical values; this process is called data substitution.

2.4 Trunk forecasting

The Trunk Forecasting System (TFS) is used by most Bell operating
telephone companies to provide forecasts of interoffice message-trunk
requirements for each of the next five years. The process consists of
two basic steps: the estimation of future busy-season traffic loads and
the design of a traffic network that minimizes the cost of the trunks
required to satisfy these anticipated demands.

Since the network design process determines the traffic loads that
must be forecast, we first discuss the concepts underlying the design
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of minimum cost traffic networks and then describe the load forecast-
Ing process.

2.4.1 Network design

The objective of the network design process is to determine the
number of trunks in each high-usage and final trunk group that
minimizes the cost of the trunks provided subject to the constraint
that the average blocking on final groups does not exceed 0.01 in any
hour.

To illustrate the basic concepts, we first consider the simple case of
engineering the network shown in Fig. 4 for a single hour. The problem
is to determine the value of n, the number of trunks in the high-usage
group, which minimizes the cost function

COST = nC + N,C,, (15)

where C is the cost per trunk on the high-usage route, C, is the cost
per circuit on the alternate route (which, in reality, consists of at least
two trunk groups and a tandem switch), and N, is the number of
alternate route circuits required to meet the service objective. The
load offered to the high-usage group is a; the traffic offered to the
alternate route, A, consists of overflow traffic from the high-usage
group under consideration plus “background traffic” consisting, in
general, of overflow from other high-usage groups and first-routed
traffic.

Qualitatively, the trade-off is between the less expensive high-usage
trunks (i.e., the direct route has no switching cost and is usually
physically shorter) and the more efficient alternate route circuits (i.e.,
the total number of circuits, n + Na, is minimized by providing all
circuits in a common group where they can be shared by all traffic).

Since N, depends upon both the mean A and the peakedness Z of
the traffic offered to the alternate route, we should account for the
change in both A and Z as n is varied. However, the procedure is
considerably simplified without significant loss in accuracy by ignoring
the variation of Z with n and by assuming that the rate of change of
A with respect to N, is a constant, v. Thus, with these approximations,
the condition for minimum cost may be written as

ALTERNATE ROUTE

HIGH-USAGE GROUP

Fig. 4—ECCS engineering.
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dA _ v
dn CR’
where Cr = Ca/C is called the cost ratio.
Since only the overflow portion of A varies with n, and since the
overflow load is aB(n, a), where B(n, a) is the Erlang-B blocking
formula, the value of n that minimizes the COST is determined by

d
~an [aB(n, a)] = v/Ck. (16)

The quantity of the left is approximately a[B(n — 1, a) — B(n, a)] and
is called the load carried on the last trunk. The quantity on the right
is called the economic load on the last trunk or, when the load is
expressed in CCS, the ECCS; in fact, a more careful derivation, which
recognizes that n is restricted to integer values, shows that the opti-
mum value of n is the largest value for which the load on the last
trunk is greater than or equal to the ECCS.

If the time-consistent busy hour for each group in the network were
the same, that hour would be the only one needed in the sizing process.
However, since such complete coincidence seldom occurs and since
the existing algorithms are designed to use only a single-hour load,
the question arises as to which hour to use to size each group.

At first glance, the solution may appear simple: since the service
objective must be satisfied in all hours, final-trunk groups must be
sized for their busy-hour loads, and high-usage groups should be sized
for their offered loads in the alternate route’s busy hour. However,
there are two problems here. First, the various legs of the alternate
route may have different busy hours and second, these busy-hours
may depend upon the size of the subtending high-usage groups.* Thus,
in theory, it is not possible to preselect a single hour to use in designing
a minimum-cost network that satisfies the service objectives in all
hours.

In practice, however, a heuristic, called the significant-hour method,
has been found to produce networks that do not differ significantly
from those obtained by using all hourly data. To illustrate this method,
consider the two-level network shown in Fig. 2. For group AB, for
example, two significant hours are considered: the A-office originating
cluster busy hour (the hour for which the total load offered to the set
of high-usage groups and the final originating at A is maximum) and
the B-office terminating cluster busy hour (the hour for which the
total load terminating at B is a maximum). Of these two hours, which
are preselected in T'SS from current traffic measurements, the one for
which the AB load is larger is called the control hour and the group is
sized using its control-hour load. A more complete discussion of this
method is given in Ref. 4.
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Fig. 5—Modular engineering.

The trunk quantities provided by the ECCS method must be modi-
fied to account for several factors. First, the administrative cost for a
high-usage group is not included in the ECCS model. Since this cost
is independent of group size, its inclusion leads to a prove-in or
minimum group size; for larger groups it plays no role in the deter-
mination of the optimum size. While the exact prove-in size depends
upon the specific costs, in practice we use a three-trunk minimum for
local networks and a six-trunk minimum for toll networks.

Second, the ECCS model assumes a linear relationship between the
cost and size of a high-usage group. However, for carrier systems, such
as the T'1 system, which provides the capacity for 24 time-division
multiplexed channels on two pairs of wires, the cost is the step-like
function illustrated in Fig. 5. Consequently, the ECCS solution is
rounded to the nearest module of 24 for two-way groups or 12 for one-
way groups. This rounding procedure is called modular engineering.

Finally, the ECCS method does not address the dynamic aspects of
the trunk forecasting process, specifically, the time-varying nature of
demands (which may call for the removal of trunks in one year only
to have them added back in a future year) and forecast uncertainty.
Currently, these factors are accounted for by manual adjustments to
smooth the trunk requirements and avoid uneconomical disconnects
and to introduce some reserve capacity to limit the amount of activity
required in demand servicing.

2.4.2 load forecasting

The objective of the load forecasting process is to estimate future
busy season (control hour) first-route loads for each trunk group.
First-route load, i.e., total offered load minus overflows from subtend-
ing high-usage groups, is projected since future offered load depends,
of course, on the future sizes of subtending high-usage groups.

The standard load-forecasting algorithms currently in use in the
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Bell System obtain estimates of future busy-season first-route loads
by multiplying the most recent measurement of busy-season first-
route load by an aggregate growth factor, for example, the average of
the growth factors obtained by trending the total office loads at each
end of the trunk group. Descriptions and comparisons of the various
algorithms currently in use are given in Ref. 5.

As we explained in Ref. 5, the existing algorithms have two signifi-
cant sources of error: First, on account of the finite amount of data,
measured loads can have large statistical errors; standard deviations
fall in the range of 5 to 10 percent for trunk-group data. Second,
individual trunk-group growth factors can differ from the aggregate
growth factor. These errors are significant since they lead to an
increase in the reserve capacity required to satisfy anticipated cus-
tomer demands.®

To reduce forecast error, and hence reserve trunking capacity, a
new algorithm, called the Sequential Projection Algorithm (SPA), has
been developed to forecast busy-season traffic loads within the Bell
System.>” SPA is based on a linear Kalman filter model, which
establishes a linear trend for individual trunk group loads, together
with logic for detecting and responding to outlier measurements. A
complete description of SPA is given in Ref. 7.

2.5 Trunk demand servicing

To compensate for the effects of forecast error, demand servicing
determines which trunk groups should be augmented to satisfy current
busy season demands. The process uses current traffic measurements
to detect service problems on finals (blocking significantly greater
than objective) and to determine which high-usage and/or final groups
should be augmented to correct these problems in a cost-effective
manner. In theory, the demand-servicing process could also direct the
removal of trunks in groups providing significantly better than objec-
tive service. In practice, however, the decision to remove trunks is,
generally, part of the trunk-forecasting process described in Section
2.4.

The first step in demand servicing is to determine when action
should be taken. This decision is based upon the observed average
blocking b defined by eq. (2). Specifically, when b exceeds a threshold
b,, the final group is declared to be overloaded and corrective action
is taken; otherwise the measured blocking is assumed to be acceptable.

Because of the statistical nature of the demands, the finite number
of days in the study period, and the finite (one-hour) measurement
interval each day, the measured blocking can be smaller or larger than
the underlying true mean blocking.® For example, Fig. 6 shows a
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typical distribution of observed blocking for a correctly sized final
group.

Accordingly, the threshold b has been selected to achieve a reason-
able balance between two types of servicing errors: false alarms, or
Type I errors, occur when b exceeds the threshold but the group is not
overloaded; misses, or Type II errors, occur when a service problem is
not detected; i.e., when the measured blocking falls below the threshold
but the group is underprovided. The threshold u has been selected to
give a false alarm probability of less than 2.5 percent; in most cases
this threshold corresponds to a miss probability of less than 10 percent
when the group is overloaded to at least a 0.05 blocking level.’ For the
standard 20-day study period, the threshold b, falls in range of 0.07
(small groups) to 0.02 (large groups).

If a service problem has been detected, the next step is to determine
which groups to augment. At present, this decision is based on the
servicer’s judgment, but a new trunk-demand servicing policy, de-
scribed below, has been developed for possible inclusion in TSS.?

Although the simplest procedure would be to augment the final
group, this procedure would tend to drive the network away from the
optimal balance between high-usage and final trunks. Consequently,
the demand servicing policy should attempt to resolve a service prob-
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lem at its source. That is, the problem should be corrected by aug-
menting those groups—starting at the lowest level in the hierarchy—
that are significantly underprovided (based upon the ECCS design)
and are contributing to the service problem on the final group.

Since the determination of when a high-usage group is underpro-
vided is subject to the same sources of statistical error as blocking
estimates, thresholds that complement those for final groups have
been developed for high-usage groups.® Thus, when the difference
between the required number of trunks and the number of trunks in
service exceeds the threshold, the group is a potential candidate for
servicing. However, since only those groups contributing to the block-
ing problem are considered as candidates for servicing, an overloaded
primary high-usage group that subtends an acceptably loaded inter-
mediate high-usage group is not selected as a candidate.

Thus, as explained in Ref. 9, the proposed demand-servicing process
is an iterative one that starts at the top of the hierarchy (the final) to
identify those undertrunked groups that subtend undertrunked groups
at the next higher level; such groups are selected as candidates for
servicing. The lowest-level candidate, whose servicing will contribute
the maximum reduction in load offered to the final, is then augmented.
The blocking on the final is then recomputed. If a problem still exists,
the trunk requirements and candidacy of all groups is then reevaluated.
The algorithm is terminated when the blocking on the final has been
reduced to an acceptable level.

HI. SWITCHING SYSTEMS
3.1 Service objectives

Switching systems typically divide the process of switching calls
into functional parts. Each part may require specialized equipment,
such as customer receivers to receive dial pulses, or dedicated areas of
memory in which to store information relative to the function, such
as the number dialed. Equipment and memory of this kind are gener-
ally provided only as required to handle the traffic of each installa-
tion—a traffic engineering job requiring data from TNDS. The central
processor which time-shares the control of most functions has a finite
capacity, so it too must be traffic engineered. Because of the different
kinds of traffic and the different function of a switching system in
serving customers, the service criteria and hours of measurement
differ, not only from those applied to trunks but even among switching
systems according to their place in the network. This and the next
section discuss service objectives and measurement timing; the re-
maining sections discuss application.

In setting service criteria to balance customer service against the
cost of providing it, a comprehensive consideration has to be given to
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what blocking or delaying calls means to a customer. In toll switching
and in trunking, any particular subscriber is likely to place only a
small proportion of calls through a particular trunk group or switch.
If average blocking is achieved here, the customer is not likely to build
up a feeling of frustration when a call is blocked; the next call is very
likely to go through. In a local office, however, an overloaded switching
system can affect all calls placed by the customer, regardless of
destination, and blocking may remain high for a considerable time.
The feeling of frustration can be much higher therefore, and service
criteria must be chosen for closer control of service than can be
achieved by considering averages alone. Day-to-day variation is, ob-
viously, most important. Another important factor is balance; during
the high-traffic hours, a switching system can give excellent average
service while giving consistently poor service to a subset of customers.

A further difference applies to administration. As point-to-point
loads vary with time, the components from which trunks are con-
structed can be reconfigured to meet changing demands. Very little .of
this kind of administration of equipment can be done with a switching
system. Additions can normally be made only at the end of an engi-
neering period, which is usually two years.

In addition to criteria of call blocking, which are expressed in terms
of fraction of calls not completed because of congestion, delay criteria
are used for engineering and administering switching systems. Delay
criteria, which were not discussed in the section on trunking, are
expressed in terms of the probability of exceeding an objective delay
time. They require measurement methods different from those of load
or loss. Ideally, delays would be measured separately for each call;
however, a very busy period is a poor one for the switching system to
divert its activity from call processing to service measurement. Instead,
the usual delay measurement is made by placing test calls, at fixed
intervals either within the system or “externally” by an attached test-
call originator. In this way, a fixed amount of time is devoted to the
measurement which is independent of the load on the system. The
total number of test calls and the number of test calls that are delayed
over an objective time are reported to the data acquisition system of
TNDS.

3.2 Measurement timing

As with trunking, most traffic measurements of switching systems
are based on a concept of a busy hour, that is, a single clock hour of
the day such as 9:00 to 10:00 am, which is identified as the hour of the
day in which, on the average, more traffic is carried than in any other.
It has long been recognized that the busiest hour of a particular day
may not coincide with the “busy hours” as defined above. A newly
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developed engineering concept to take this into account is described
at the end of this section.

As we mentioned previously, definitions involved in traffic mea-
surement differ from those for trunks. Various “engineering hours”
used in switching are described in the following sections.

3.2.1 Average busy-season busy hour

Through special studies, often made at the start of the busy season
(which is itself usually well known through previous data) by means
of special programs available in TNDS, the hour of the day that
exhibits the highest average load, when averaged over the selected
days of the study period, is identified as the busy hour. The load may
be number of calls, usage, or both, depending on the type of switching
system component being measured. Different components may have
different busy hours. Measurements are taken in the busy hours on
all days throughout the year. The traffic measurements of those three
months that have the highest average busy-hour traffic are averaged
to get the average busy-season busy-hour traffic. (Weekends and
holidays are usually excluded from this calculation.) Provision is made
within TNDS to measure loads in more than one candidate busy hour,
to handle cases where different switch components have different busy
hours, or when two hours are so close together in load that a clear
decision between them cannot be made ahead of time.

3.2.2 Average 10-high-day busy hour

As the name implies this measurement period still uses the busy
hour; however, the average usage or call volumes of the ten highest
busy hours of all the months of the year are used rather than just
those of the busiest three months.

3.2.3 High-day busy hour

This is the highest of the 10-high-day busy hours for a given year.
Provision is made for deleting measurements made on days of a very
unusual type that are not expected to recur. Service impairment 