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A Long-Wavelength Optical Receiver Using a 
Short-Channel Si-MOSFET 

By K. OGAWA, B. OWEN, and H. J. BOLL 

(Manuscript received April 21, 1982) 

Recent improvements in fine-line technology have resulted in sili­
con metal oxide semiconductor field-effect transistors (MOSFETs) 
with channel lengths between 0.2 and O.B p.m. We have measured the 
low-frequency noise in these transistors and find it to be smaller than 
that in comparable GaAs-metal Schottky valve field-effect transistors 
(MESFETs). Theoretical considerations on the FET noise and ex­
perimental results at 45 Mb/s indicate that Si-MOSFETs can com­
pete with GaAs-MESFETs in hybrid photo amplifier circuits. As a 
natural extension, Si-MOSFETs can also be used for the complete 
monolithic integration of the receiver circuit with the benefits of 
reliability and improved performance. 

I. INTRODUCTION 

In the absence of high-performance avalanche photodiodes for long­
wavelength optical receivers, p-i-n photo diodes with low-noise ampli­
fiers have been used.1 The amplifiers are designed with ultra-low-noise 
components to realize high receiver sensitivities. Up until now, GaAs­
metal Schottky valve field-effect transistors (MESFETs) were used 
exclusively as low-noise components at bit rates less than 300 Mb/s.2

•
3 

We have fabricated a short-channel Si-metal oxide semiconductor 
field-effect transistor (MOSFET)4 and used this MOSFET in a hybrid 
integrated receiver circuit at 45 Mb/s. The receiver's performance is 
similar to that of a receiver employing a GaAs-MESFET. The use of 
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Si-MOSFETs creates the opportunity for monolithic integration of the 
entire front-end amplifier, with the ensuing benefits of circuit reliability 
and stability. 

In the past, Si-FETS were ignored for this application because they 
were believed to have a lower transconductance than GaAs-FETs of 
comparable dimensions. This was due to the difference in mobility 
between the two materials. Recent improvements in fine-line technol­
ogy have resulted in silicon MOSFETs with short channels from 0.2 to 
0.8 /Lm. Also, we find that a short-channel Si-FET operating in the 
saturation region of the electron drift velocity has a transconductance 
comparable to that of the best GaAs-FET.5

,6 GaAs-FETS exhibit 
additional noise because of electron scattering in the high electric field 
of the channel. Since this effect is generally absent in Si-FETs/,8 the 
receiver sensitivity obtained using a Si-MOSFET is now expected to 
be comparable to or slightly better than that obtained using a GaAs­
MESFET. 

II. SILICON SHORT-GATE MOSFET 

Table I lists the characteristics of a Si-NMOSFET with a channel 
length between 0.5 and 0.8 /Lm, and for comparison shows the typical 
characteristics of a GaAs-MESFET with a channel length between 0.5 
and 1.0/Lm. The figure of merit, gm/C of a Si-N-channel metal oxide 
semiconductor field-effect transistor (NMOSFET) is smaller than that 
of a GaAs-MESFET when structures with the same dimensions are 
compared.6 However, the noise factor, r, of a Si-NMOSFET is smaller 
than that of the GaAs FET if induced gate noise and its correlation 
with channel noise are considered.5

,7-9 The mean square of the equiv­
alent input noise current of an FET is given by 

i~ = 4kr w
2
(Cgg + Cin)2 llt 

gm 

r = p + 1 C
gg 

12 R - 2Q 1 C
gg 

1 ' 
Cin + Cgg Cin + Cgg 

where r is the noise factor, gm the transconductance, Cgg the gate­
source capacitance, and Cin the input capacitance consisting of the 

Table I-Typical Si-NMOSFET characteristics 

Si-NMOS 
GaAs-MESFET 
(0.5 to 1.0 /Lm) 

Gate-Source 
Capacitance 

(pF) 

0.5 to 0.8 
0.2 to 0.5 

Transcon­
ductance 

(mS) 

40 to 50 
25 to 50 

Figure of Merit, 
grn/egs 

(mS/pF) 

60 to 70 
60 to 140 
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Table II-Noise factor r, P, Q, R 
for Si-NMOSFET 

p 
Q 
R 
Typical r 
Cgs = 0.5pFCin = 0.5pF 

0.763 
-0.206 

0.245 

1.03 

photo diode capacitance and any parasitic capacitance. P is the noise 
factor for the channel noise, R is the noise factor for the induced gate 
noise, and Q is the correlation factor. Table II indicates the values of 
r, P, Q, and R for a Si-FET with a 0.5-JLm channel length. The noise 
factor, r, for the Si-FET (1.03) is much smaller than the value for a 
typical GaAs-FET (1.78). 

Low-frequency 11f noise in FETs has an important effect on the 
performance of an optical receiver at low bit rates. We have measured 
the low-frequency noise of both a Si-NMOSFET and a GaAs FET. 
The results are shown in Fig. 1. Whereas the low-frequency noise for 
the GaAs FET does indeed have a 11f dependence, the results show a 
f- 1

/
2 dependence for the Si-NMOSFET. This result has not yet been 

explained. 
The noise measured in Fig. 1 was normalized to the expected channel 

noise 4kTr!:lf/gm. The FET transconductance, gm, was 48 mS; the 
fIlter bandwidth, !:If, was 3.1 kHz; and the noise factor, r, was 1.03 for 
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Fig. I-Low· frequency characteristics of Si-NMOSFET. The dotted points show 
results measured with a 3.1-kHz fIlter. The best fit showed by the dashed line has a 
11/2 slope. The l/{noise of the GaAs-MESFET is shown (solid line) for comparison. 
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Fig. 2-Transconductance of Si-NMOSFET. Parameters are the gate-source voltage. 

the Si-NMOSFET and 1.78 for the GaAs FET. In the Si-NMOSFET, 
the channel noise exceeded the 4kTrllf / gm value. The excess noise is 
believed to be thermal noise associated with the large series resistance 
of the polysilicon gate. This series gate resistance can be reduced 
by improved fabrication techniques, such as metallizing the gate. 
From Fig. 1, the noise corner frequency, fe, for the Si-NMOSFET is 
:::::5 MHz. The noise corner frequency for the GaAs FET is :::::30 MHz. 
Therefore, even with the excess noise from the gate resistance, the 
low-frequency noise contribution of the Si-NMOSFET is clearly 
smaller than that of the GaAs FET. 

Another FET parameter that affects its performance in an optical 
receiver is gate leakage current. The gate leakage current contributes 
shot noise at the receiver front end. Again, the Si-NMOSFET is 
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Fig.3-I-V characteristics of Si-NMOSFET. The parameters are the gate-source 
voltage. 

superior to the GaAs FET. The measured gate leakage current of the 
GaAs FET is :::::5 nA. The measured gate leakage current of the Si­
NMOSFET is :::::10 pA. 

Based on these measurements, we have calculated the sensitivity of 
a 45-Mb/s optical receiver using both a Si-NMOSFET and a GaAs 
FET. The receiver sensitivity is given by 

1/P = Ih~QI W>¥2, 

where the pre factor (hvQ/ q) is 4.950 W / A at 1.3 Jlm and at 10-7 bit 
error rate; and where the equivalent input noise current, (i 2

) T, is given 
by 
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16.,1 kTr (Ct )laB3 

+-------
gm 

16'1T2kTr(Or )2fJrB2 
+--------

gm 

Shot noise from the gate leakage 
current, l L • 

Shot noise from the photodiode 
dark current, I D• 

Thermal noise from the bias re­
sistor, RF • 

Channel noise in the FET. 

II f noise in the FET. 

Postamplifier noise, 

where B is the bit rate, and 12, 13, etc. are Personick integrals associated 
with the circuit noise. Assuming RF to be 500 kQ, and the p-i-n 
photodiode dark current, I D , at 30 nA, the sensitivity of a 45 Mb/s 
receiver at 10-7 bit error rate is -51.3 dBm for a GaAs FET front-end 
amplifier and -51.8 dBm for a Si-NMOSFET front-end amplifier. 

III. EXPERIMENTS 

The Si-NMOSFET used for our experiments was fabricated on a p­
type substrate (carrier concentration:::::2 X 1015/cm3

) with an implanted 

+v 

+v 

\\ 

-v -v 

Fig. 4-Front-end amplifier circuit diagram with three active components involved. 
The fIrst stage with the Si-NMOSFET provides a high input impedance. The second 
stage p-n-p transistor casco de circuit provides a gain stage and reduces the Miller effect. 
The last stage is an emitter follower for low output impedance. 
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n-Iayer (carrier concentration ~5 X 1016/cm3), which had a thickness 
between 0.5 and 0.6 Jlm.4 The channel width was 500 Jlm, and the 
effective channel length was 0.45 Jlm.5 The gate-~ource capacitance 
was 0.5 pF and the transconductance was 45 mS. The gate leakage 
current was ~10 pA. Figures 2 and 3 show the drain current and 
transconductance of the Si-NMOSFET versus drain source voltage 
with different gate voltages. 

We have fabricated a transimpedance front-end circuie using an 
InGaAs p-i-n photodiode with the Si-NMOSFET as the fIrst amplifIer 
stage. The circuit is shown in Fig. 4. The primary gain was achieved in 
the second stage, which used a p-n-p transistor. The third stage was 
an emitter-follower circuit using an n-p-n transistor. The feedback 

w 
I­
<l: 
c: 
c: 

10-5 r------=---------------------, 

~ 10-7 

c: 
w 
I­
en 

SENSITIVITY 1JP IN DECIBELS PER MILLIWATT 

Fig.5-Error-rate measurement of an InGaAs p-i-n-Si-NMOSFET receiver at 
45 Mb/s. 
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circuit was 500 kQ. The bit error rate was measured using a 44.7 
Mb/s pseudorandom nonreturn to zero (NRZ) optical signal from an 
InGaAsP LED emitting at 1.3 /lm. The receiver circuit was combined 
with a regenerator circuit and a retiming circuit designed for optical 
receivers. As shown in Fig. 5, the measured sensitivity at 10-7 bit error 
rate was -47.8 dBm (-51.8 dBm theoretical). With a GaAs FET fIrst­
amplifIer stage, the same receiver circuit had a measured sensitivity of 
-49.5 dBm (-51.3 dBm theoretical). 

IV. CONCLUSION 

Further work is in progress to improve the Si-NMOSFET receiver 
performance and to integrate the front-end amplifier. The circuit, 
especially the second stage, is not presently optimized. Also, the Si­
NMOSFET has a high series gate resistance because the gate was 
fabricated with polysilicon. The noise penalty associated with this 
resistance can be eliminated by metallizing the gate. 

In conclusion, theoretical considerations and our first experiments 
indicate that Si-NMOSFETs can have sensitivity performance com­
parable to that of GaAs FETs in a 45-Mb/s optical receiver. The 
natural extension of this result is the complete monolithic integration 
of the entire receiver circuit using silicon fIne-line MOS technology. 
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Modal Analysis of Loss and Mode Mixing in 
Multimode Parabolic Index Splices 

By I. A. WHITE and S. C. METTLER 

(Manuscript received November 18, 1982) 

In this paper we present an electromagnetic modal theory for 
characterizing parabolic-index multimode fiber splices with either 
intrinsic or extrinsic mismatches. The theory agrees with previously 
published theoretical results for transverse offset using a uniform 
power distribution. It also agrees with new experimental measure­
ments made with a long, spliced input fiber using a published, 
theoretical, steady-state modal power distribution. This modal theory 
predicts, and experiment confirms, a previously unreported periodic 
fluctuation in splice loss as a function of wavelength for intrinsic 
parameter mismatch. The analysis also predicts a large degree of 
mode mixing for transverse offset but negligible mode mixing for 
parameter mismatch in typical multimode fiber splices. 

I. INTRODUCTION 

Theoretical predictions of splice loss in multimode fibers have been 
attempted by many researchers (see Ref. 1 for a list). However, these 
analysesl

-
3 do not adequately predict measured splice loss results, and 

most do not address mode mixing effects, which are important for the 
prediction of the bandwidth of concatenated lengths of fiber. The best 
agreement with splice loss measurement data is an empirical model 
based on geometric optics.2 However, such an analysis of splice loss 
provides only a limited description of the effect of splices. Electromag­
netic theory, using the coupling coefficients of individual modes, pro­
vides a complete treatment of splice loss and mode mixing. The only 
published electromagnetic theory3 appears to be in error, since predic­
tions do not approach the well-known correct geometric optics limit 
for splice loss of fibers with a large normalized frequency, V, and a 
uniform modal power distribution. This paper presents an electromag­
netic analysis for splices, which gives single-term expressions for mode 
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coupling coefficients for the case of either transverse offset or profIle 
parameter mismatch for parabolic-index multimode fibers. These cou­
pling coefficients are used to calculate loss and degree of mode mixing 
in splices. The results approach the proper geometric optics limit for 
a uniform modal power distribution. Furthermore, if we compare 
theoretical and experimental loss to transverse offset results, we can 
verify a published theoretical "steady-state" power distribution4 in 
multimode parabolic-index fibers. Comparing the results of this theory 
with a measurement of splice loss as a function of transverse offset 
gives the modal power distribution in a fiber. A wavelength dependence 
of splice loss for intrinsic parameter mismatch is predicted by this 
theory and has been experimentally verifIed. Because splices change 
the modal power distribution, the power redistribution can cause 
additional loss as the system evolves towards the steady state in the 
receiving fIber. In the pase this loss has been considered part of the 
total splice loss, but the improvement of fiber quality has reduced this 
effect signifIcantly for typical lengths between splices. Because we 
have ignored the power redistribution effects (after the splice), these 
theoretical results are only strictly valid for short lengths of fiber after 
the splice; however, they should remain valid for typical distances 
between splices. 

II. THEORY 

The modal amplitude coupling coefficient, C[mlal; m2lX2], for mode 
mlal of the transmitting fiber and mode m2a2 of the receiving fIber is 
obtained directly from the theory of excitation of weakly guiding 
fIbers. 5 (The variable m is the radial mode number and a is the 
azimuthal mode number.) 

e[m,,,,; m2"2] = ~ (~ f2 I Em,a,·E:;".,dA, (1) 

where for parabolic-index fIbers (using the infinite profile approxima­
tion) the electromagnetic modal field, Em1ul , propagating in the z 
direction in the fIber core is: 

- X - -- -z(a C>+/3z) 

(
A) lad t. 

E m1U1 = y AmluJ 2 L~:I(t)e 2 e 1, (2) 

where x and y are the linearly polarized unit fIeld vectors of the mode. 
Eco and Jl are the permittivity and permeability of the core, respectively, 
and Eco = n~oE. Then 

(3) 
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and 

t= v(~)' 
2 (27T)2 V 

f1 = ~ nco - 2N a 2 (4) 

27T / 
V = ~ ncoav2Ll, 

where the principal mode number is N(= 2m + (X + 1), andL~(t) is an 
associated Laguerre polynomial. The variable a is the fiber core radius 
and Ll = (nco - nCI) /nco is the normalized maximum refractive index 
difference. For weakly guiding fibers the polarization property of the 
incoming mode is preserved by the splice, as can be seen from 
eq. (1). 

In general we can write: 

(5) 

where 

(6) 

I(ml(XI; m2(X2) is a function that depends on the type of splice mismatch. 
Table I shows the expressions for I(ml(XI;m2(X2) for the two cases of 
intrinsic parameter (V) mismatch and transverse offset between iden­
tical fibers (ro). The derivation of these equations is given in the 
appendix. 

For the parameter mismatch case, the coupling coefficients are a 
function of the ratio of the normalized frequencies of the two fibers. 
The hypergeometric function, 2FI , is, in this case, a power series in y2 
of order mI. Note that because azimuthal symmetry is preserved in 
the splice, only modes with the same azimuthal mode number couple. 
In the identical fiber transverse offset case, the coupling coefficients 
are simple products of Laguerre-Gaussian polynomials with argument 
proportional to the normalized offset (r 0/ a). In this case all azimuthal 
modes have finite coupling coefficients, but, for small offsets, coupling 
is much stronger for nearest neighbor azimuthal modes. 

Assuming a random phase relationship between the modes of the 
transmitting fiber, the total power coupled into mode m2(X2, Pm

2
{X2' is: 

T 
2 

Pm2lXz = L I C(ml(Xl; m2(X2) I Pm1{Xl' (7) 

and the total splice loss, 88 , is then: 
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(8) 

The mode mixing factor, r (i.e., the fraction of the power that is 
redistributed into different modes), is: 

T 

(9) 

The superscripts Rand T refer to sums over the bound mode spectra 
of the receiving and transmitting fibers, respectively. 

The range of allowed radial and azimuthal mode numbers, m and 
lX, for a fiber with normalized frequency V is: 

Splice 

Parameter 
Mismatch 

Transverse 
Offset for 
Identical 
Fibers 

m ~ mmax = INT(V/4) 

lX ~ lXmax = INT(V/2) - 1 

N max = INT(V/2), 

Table I-Mode coupling functions 
Parameter of 

Fiber 

Trans- Receiv-
mitting ing 

aT aR 

!l.T !l.R 

VT VR 

(10) 

a 

!l. 

a 

!l. 

= (Ro) p/2e-Ro• cp(m10'.1; m20'.2) for 0'.1> 0, 0'.2 < 0; 

cp = L~il-~m(Ro)L~;I+~m(Ro) for 0'.1> 0, 0'.2 > 0; 

Transverse 
displacement 
of the fiber 
axes - ro V (ro)2 where Ro = '4 ~ ;!l.m = m1 - m2; 

p = 10'.1 - 0'.21 
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where INT indicates the integer part. It is essential to realize the 
discrete nature of the bound mode spectra to understand the splice 
loss predictions for intrinsic parameter (V) mismatch. The explicit 
wavelength dependence of splice loss and mode mixing is demonstrated 
by the presence of V in the coupling coefficients. However, an implicit 
wavelength dependence due to the allowed spectrum of bound modes 
occurs from eq. (10). 

III. RESULTS 

Equations (8) and (9) can be used to calculate splice losses and 
degree of mode mixing for the two cases of parameter mismatch and 
transverse offset. To validate this analysis, they must be compared 
with existing theories wherever possible. Most existing results are 
geometric optics evaluations of splice loss, and the modal power 
distribution equivalent to any assumed ray distribution is difficult to 
evaluate in general. However, the ray distribution equivalent to the 
uniform modal power distribution has been well documented,6 and 
comparison of splice loss predictions for this case demonstrates that 
this analysis is correct. Calculations and experimental results for the 
effects of different modal power distributions on the mode mixing and 
loss at a splice are shown in the sections that follow. 

3.1 Identical fiber transverse offset 

This section presents the results for mode mixing and splice loss 
associated with transverse offset of the fiber axes for identical fibers. 

3.1.1 Splice loss 

Splice loss predictions for transverse offset with a uniform power 
distribution for several values of the normalized frequency, V, are 
shown in Fig. 1. It is well known that, as V increases, the electromag­
netic analysis should asymptotically approach the geometric optics 
predictions. This is confIrmed in Fig. 1. The only other published 
electromagnetic splice loss theory3 does not appear to converge to the 
correct geometric optics limit, e.g., from Fig. 3 of Ref. 3, the splice loss 
for O.2a offset (for 2a = 50 /-Lm) is -1.0 dB, whereas geometric optics 
predict a value of 0.8 dB. The small deviation of our results for small 
offset «O.la) is believed to be caused by coupling of power to the 
bound modes of the receiving fiber through the evanescent cladding 
fields. This effect cannot be predicted using ray optics. 

Uniform, power distribution results do not agree with realistic splice 
loss measurements.2 Figure 2 demonstrates loss versus transverse 
offset for several power distributions, the Gaussian splice loss model,2 

and experimental data.8 The experimental data shown were obtained 
using 0.82-/-Lm laser excitation of a 7-km input fiber containing about 
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14 splices into a final splice that was offset in both x and y orthogonal 
axes. The offset data are in good agreement with previous data and 
should represent a realistic "steady-state" condition. The theoretical 
power distribution for steady state due to microbending4 gives excellent 
agreement with this data. (A power distribution that has been used to 
approximate this steady-state distribution is also plotted to show the 
sensitivity of the loss to the choice of power distribution.) The excellent 
agreement between the data and this analysis using the steady-state 
power distribution confirms both the distribution and the splice loss 
theory. Although this power distribution gives excellent agreement 
with the data for very long lengths of fiber before the splice, it does 
not agree as well as the Gaussian model2 with shorter-length input 
fiber measurements because the power distribution has not achieved 
"steady state." 

Figure 3 compares experimental data for shorter lengths of input 
fiber (-1 km) and different excitation conditionsB with theoretical 
predictions using both the Gaussian model2 and various power distri­
butions in this modal analysis. Note that the different excitation 
conditions significantly affect the splice loss for larger offsets. The 
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empirical model of Ref. 2 agrees well with loss measurements for 
typical offsets expected in practice of 0.1 to 0.2 (raj a) for both sources 
and agrees very well over a wider range for the laser source. Modal 
power distributions for the electromagnetic analysis to describe this 
situation were empirically chosen so that, for very long fiber lengths, 
they would degenerate to the steady-state distribution. The simplest 
choice for a power distribution satisfying this criteria is: 

P(mIl"l) = J o [2.405 ~ N:.x (1 - e'L) l (11) 

The choices of 11 shown in Fig. 3 (for L = 1 km) demonstrate that 
excellent agreement between the modal analysis and the splice loss 
versus transverse offset for the shorter input fiber lengths is possible 
for both sources. Furthermore, for 11 = 3, the results agree with the 
predictions of the empirical mode12 within 0.03 dB. The theoretically 
predicted steady-state distribution gives optimistic results for this 
short length. The existence of a modal power distribution that is in 
good agreement with the results of Ref. 2 for transverse offset supports 
the basic assumptions of the empirical model. 

3.1.2 Mode mixing 

Equation (9) can be used to calculate the amount of power in the 
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receiving fiber that has changed propagation mode because of the 
splice. By changing the summation criteria one can calculate any 
desired mode mixing factor, such as power coupled within the same 
principal mode group, nearest neighbor mode groups, etc., where the 
summation is over all ml, al and m2, a2 that differ in principal mode 
number by IlN, which is written as: 

L for !::..N = 0, 1, 2, .... (12) 
2m2+a2-2ml-al=AN 

Mode mixing as a function of normalized transverse offset for two 
different input power distributions is shown in Fig. 4 as the percentage 
of receiving fiber power that has been redistributed into neighboring 
mode groups. These differ in principal mode number, N, by IlN of 0, 
1, 2, 3, and 4. (IlN = ° represents power coupled within the same 
degenerate mode group in both transmitting and receiving fibers.) The 
power distributions used were the uniform and the theoretically pre­
dicted power distribution for the steady state for microbending.4 It is 
important to note that the percentage of the power-changing propa­
gating mode groups is very high even for small offsets with low splice 
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loss, i.e., 31 percent for 0.04a offset and 0.07 dB splice loss for a V = 45 
fiber with the steady-state power distribution. Mode mixing is a fairly 
weak function of the modal power distribution, which indicates that 
the mode mixing is uniform over all the mode groups as can be seen 
from the local numerical aperture arguments.2 As offset increases, the 
mode mixing changes from being primarily to the nearest neighbor 
mode groups (tlN = ±1) to being redistributed over a wider range of 
principal mode groups. The strength of the mode coupling for even 
small offsets with low splice loss, and the relatively small offsets at 
which it spreads over many mode groups, are both initially surprising. 

3.2 Parameter mismatch 

For fibers with no axial offset, the individual mode fields are insen­
sitive to small changes in the V parameter, so that for splices with 
only slight parameter mismatch, as can be seen in eq. (1), self-coupling 

FIBERSPLICES 1197 



dominates (i.e., mode mllXl of the transmitting fiber couples primarily 
with mode mllXl of the receiving fiber). For example, there is less than 
3-percent mode mixing for a 5-percent parameter mismatch with 
uniform modal excitation over the wavelength range of 0.8 to 1.4 Jlm. 
Therefore, splice loss due to parameter mismatch is caused only by 
this slight field mismatch unless the ranges of the bound mode spectra 
of the two fibers [eq. (10)] differ, i.e., if the normalized frequencies of 
the fibers are such that !:l.Nmax ~ 1. In tha:tcase: 

llNmax = N'fnax - N!ax (13) 

or 

When !:l.Nmax is zero, the splice loss is small, as discussed above. 
However, when !:l.Nmax > 0, the modes in the highest-order mode group 
of the transmitting fiber are not bound modes in the receiving fiber. 
Because self-coupling dominates, most of the power in the highest­
order modes couples to leaky/radiation modes in the receiving fiber 
and is therefore lost. The large degeneracy of the higher-order mode 
groups [eq. (4)] accentuates this loss. From this discussion we see that 
parameter mismatch splice loss is caused primarily by the difference 
between the bound mode volumes of the two fibers, which is a function 
of the normalized frequencies, V. Therefore, both II and radius mis­
matches can be expressed simply as 'V mismatch. (An x-percent radius 
mismatch is equivalent to a 2x-percent !:l. mismatch for small degrees 
of mismatch.) 

Theoretical predictions of splice loss versus normalized parameter 
mismatch (!:l. V / V) for uniform and steay-state input power distribu­
tions at 0.82 and 1.3 Jlm are shown in Fig. 5. The discontinuities of the 
splice loss curves are caused by the discreteness of the bound mode 
spectra, as can be seen from the definition of llNmax in eq. (14). In Fig. 
5a this discreteness is most obvious due to the choice of a uniform 
input power distribution, which accentuates the power in the highest­
order mode group. Note that at the longer wavelength the loss is 
initially higher for a given parameter mismatch because the percentage 
of the total power that is in the highest-order mode groups is greater 
than at shorter wavelengths. Each discontinuous increase of splice loss 
is caused by the stripping of an additional high-order mode group of 
the input fiber, which does not propagate in the receiving fiber as 
!:l. V/V increases. The splice loss predicted by geometric optics (which 
ignores the discreteness of the mode spectra) is also shown. 1 The 
results for the steady-state power distribution used previously are 
c,hnnrn ;n H';11' l;h ,1;".,.,.l .. ,';nl1' ,,; ....... ;1 ..... ,1;"nnnt;.,.,.nnn" f'"" .. tn ... """ l-fnnr""u"" ... 
1r.,JI.L.Lv., ... .a. .L ...... .L "'0. VAJ ""'.&....:J.t-'.L«A.,J.I..I..Lo U,&,.I..I..L.J..&.'-4A,. .......... u'-'V.L.LV.l. ...... ""'V\A.L,.J ... """",\1""".&.,",...., • .L.A.V."""'",,.&., 
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the decrease in the order of magnitude of the loss allows the observa­
tion of the small loss component caused by the slight field mismatch 
between similar modes of the two fibers. This is reflected in the small 
slope of the levels. Because the steady-state distribution assumes that 
there is no power in the highest-order mode group of the transmitting 
fiber, the first discontinuous change of splice loss of Fig. 5a is negligible 
in Fig. 5b. 

Figure 6 shows the percentage of mode mixing at a splice caused by 
parameter mismatch for 0.82- and 1.3-pm wavelengths, and the uniform 
and steady-state power distributions. The substantially higher mode 
mixing for the uniform power case compared to the steady-state 
indicates that mode mixing is dominated by the higher-order modes. 
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0.20 

This contrasts with the transverse offset case shown in Fig. 4, where 
mode mixing is essentially the same for uniform and steady-state 
distributions. Reduced mode mixing at longer wavelengths is due to 
the more diffuse bound mode fields, which result in stronger self 
coupling between modes. In comparison to the transverse offset case, 
the degree of mode mixing for the case of parameter mismatch is 
substantially reduced. Furthermore, a detailed analysis of the mode 
mixing shows that the coupling is almost completely nearest neighbor 
coupling (aN = 1), e.g., for a V/V ,.., 0.2, 38 percent of the total 44-
percent mode mixed power is coupled to nearest neighbor modes. The 
deviations from a smoothly increasing function in these curves occur 
at the transition points of the splice loss curves (see Fig. 5). This is 
caused by the transition of the highest-order mode group in the 
receiving fiber from propagating to lossy, removing its contribution to 
the overall mode mixing. 

3.3 Wavelength dependence of splice loss for parameter mismatch 

As we can see from eq. (13), for a given degree of parameter 
IT'ismatch, b:.Nmax is also a discont.inuous function of wavelength. For 
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example, if, at some particular wavelength, VT is 46.1 and VR is 45.9, 
flNmax is 1 and splice loss is -0.5 dB. A slight change of wavelength 
(-1 percent) will cause both V's to simultaneously be greater or less 
than 46 with tlNmax = 0, and splice loss is -0.02 dB. Theoretical 
considerations [eq. (14)] also indicate that the period of the splice loss 
fluctuations should increase with increasing wavelength because the 
mode volume is proportional to l/A. The magnitude of the fluctuation 
should also increase with wavelength because the relative amount of 
power in the highest-order mode group increases as the mode volume 
decreases. The splice loss wavelength dependence for a parameter 
mismatch (tl V/V) of 0.04 and uniform input power distribution is 
shown in Fig. 7. The magnitude of the splice loss changes considerably 
over the entire wavelength range. Splice loss calculated from geometric 
optics for this parameter mismatch case is also shown in Fig. 7 and is 
approximately the wavelength averaged splice loss as calculated from 
modal theory. Although the splice loss displays this pathological 
behavior, the mode mixing remains relatively small and continuous. 

Figure 8 gives two further examples of the theoretical splice loss 
versus wavelength for uniform power excitation and core radius mis­
matches of 1.0 and 1.5 J.Lm. For fla of 1.5 J.Lm, there are ranges of 
wavelength over which tlNmax = 2, resulting in even larger fluctuations. 
The choice of a uniform power distribution unrealistically enhances 
the magnitude of this effect. For example, with the choice of the 
steady-state distribution, there would be very little power in the 
highest-order mode group, and therefore this change in loss would be 
very small, as we can see in Fig. 5b. Splice loss is not expected to vary 
as abruptly as shown in Figs. 7 and 8, even c for a uniform power 
distribution, because the cladding splits the degeneracy of the highest­
order mode group and some modes of this group remain bound even 
when the group itself, as predicted by the infinite parabolic approxi-
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mation, is not bound. This results in a smoothing of the loss versus A 
curve, but the periodicity should not be affected. The observation of 
this effect would further verify this analysis. 

3.4 Experiment 

The experimental setup shown in Fig. 9 was designed to enhance 
the power in higher-order mode groups in an attempt to observe the 
predicted wavelength dependence of splice loss shown in Figs. 7 and 8. 
A 5 m, 63-lLm core, step-index fiber was over-filled and used to excite 
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the test fiber, which was wound on a 7.5-cm mandrel. A cut-back test 
determined that approximately 15 m of fiber on this mandrel success­
fully eliminated leaky modes in the transmitting fiber. This fiber was 
spliced with micropositioners to a 1 to 2 m length of fiber, which 
differed in core radius by 1.0 ± 0.2 J.Lm (but with the same a), as 
determined by refracted near-field measurements. Monochromator 
resolution was 2 nm and the repeatability of the splice loss measure­
ments was 0.02 dB. As a final check the test fiber was spliced to a 
length of identical fiber. Maximum splice loss change seen in this case 
was 0.02 dB, with no discernible wavelength dependence. 

The measured wavelength dependence of splice loss and its period 
are plotted in Fig. 10 for the mismatched fibers. The data show 
excellent agreement with the period versus wavelength curve obtained 
from Fig. 8. The increase in maximum amplitude with wavelength seen 
in Fig. 10 is in qualitative agreement with the theory. Cladding effects 
(ignored in the infinite parabolic approximation) and only partial 
success in achieving a uniform power distribution are the probable 
reasons that the maximum amplitude is less than expected from 
Fig. 8. 

IV. CONCLUSIONS 

In this paper we have presented a modal theory that allows the 
calculation of mode mixing and loss resulting from parabolic-index 
multimode fiber splices. The predictions of this model have been 
confirmed by experiment, including a previously unreported wave­
length dependence of splice loss for intrinsic parameter mismatch. 

FI BER SPLICES 1203 



This phenomenon is not expected to be significant for practical 
"steady-state" system losses but is important for providing insight into 
the actual loss mechanisms at a splice as well as verifying the validity 
of the theory. Another effect of this discreteness of the bound mode 
spectrum has previously been reported for the wavelength dependence 
of bending loss.9 The theory also successfully describes splice loss 
versus transverse offset phenomena and has been used to verify the 
predicted steady-state power distribution. The analysis provides a 
basis for understanding mode-mixing effects at splices, which is im­
portant for bandwidth studies on concatenated fiber lengths. Splice 
losses caused by offset or parameter mismatch produce greatly differ­
ent degrees of intermodal coupling. This implies that the effect of the 
splice on the bandwidth of a concatenated length is insignificant for 
the case of small parameter mismatch, but may be significant for 
transverse offset (due to the strong mode mixing). The sensitivity of 
the splice loss predictions to the choice of the input power distribution 
may allow this analysis to provide an evaluation of modal power 
distributions in fibers from experimental measurements of splice loss 
versus transverse offset. 

The particular case of longitudinal offset has been obtained from a 
generalization of the parameter mismatch theory but has not been 
treated here due to its relative unimportance in practical systems. 
Gloge used geometric optics to show that fiber axis tilt at the splice is 
equivalent to a transverse offset via the relationship (ro/a)2 is equal to 
sin28/2tl, where 8 is the angle between the fiber axes.10 This equivalence 
is also valid from the electromagnetic analysis for pure tilt or offset. 
The modal analysis of combinations of offset (both transverse and 
longitudinal) with tilt and parameter mismatch (as discussed in Ref. 
10) are subjects of continuing work. 
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APPENDIX 

Derivation of Modal Coupling Coefficients 

The principal steps in the derivation of the modal coupling coeffi­
cients (eq. 1) presented in Table I are shown in this appendix. 

A.l Intrinsic parameter (V) mismatch 

In this case both fibers have fields as defined in eq. (2), where the 
argument of the field, Z, is 

ZT= VT(r/aT)2 (15) 

and 

ZR = ZT(1 + e), (16) 

where 

(17) 

and 

€ = (:i)(~) -I, (18) 

where the normalization expressions Ama also contain V T and V R. 

Examination of the azimuthal integral of eq. (1) shows that, because 
there is no transverse offset of the fiber axes, azimuthal symmetry is 
preserved and only modes with the same azimuthal symmetry couple. 

Changing the radial integral from an integration over r to one over 
ZT, we find that it is in the form of a well-documented integral of 
Laguerre Gaussian functions,l1 giving the expression shown in Table I. 
The hypergeometric function, 2FI(-m2, -ml, -(ml + m2 + a), y2) is a 
finite power series in y2 whose order is the lesser of ml or m2, since 
both ml and m2 are integers. 
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A.2 Transverse offset-identical fibers 

The modal fields to be used in eq. (1) can still be expressed by eq. 
(2) for both fibers. However, the radial and azimuthal variations of the 
receiving fiber (rR, CPR) need to be expressed in terms of the transmit­
ting fiber (rT, cp) and the transverse offset, r o , of the axes. Using 

rh = r} + r~ - 2rTrocos cP (19) 

and the integral relation for Laguerre-Gaussian functions12 

e-z/2zlaV2Lj:I(Z) = (_:)m 100 

Ja(JxZ)e-x/2xlaV2Lj:I(x)dx (20) 

we can then use the addition theorem for circular cylindrical waves13 

to write the receiving fiber field amplitude ER(m, a) as 

where 

(-l)m 00 • 

ER(m, a) = -- L e-,(p+a)</> 

2 p=-oo 

Zo = V(ro/a)2 

ZT = V(rT/ a)2. (22) 

The azimuthal integral of eq. (1), for coupling between mode (mlal) 
of the transmitting fiber and mode (m2a2) of the receiving fiber, reduces 
the infinite summation over p, introduced by eq. (21), to a single term 
for 

(23) 

After a change of variable from rT to ZT defined above, the radial 
integral of eq. (1) can be evaluated by again using eq. (20). (In 
evaluating this integral it is imperative to realize that the radial field 
variation of the modes is a function only of the magnitude of the 
azimuthal mode number, I a I.) This evaluation produces two cases, 
which must be treated separately: 

(i) al and a2-both the same sign 
(ii) al and a2-different sign. 
For both cases the final integral over the dummy variable x, intro­

duced by the Laguerre-Gaussian integral identity [eq. (20)], can be 
evaluated by using the relationship14 

L;;6(X) = (_1)6x6 (n:, 8)! L~-6(X) (24) 
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to write the integral in the form 

1= J.oo yP+1e-·Y'L~-·(ay2)L~(ay2)Jp(x.y)dy, (25) 

which is a well-documented integral giving 

1= (_I)m+n(2a)-(P+l)xPe-x2/4aL~-m+n(x2/4a) .L~-o+m-n(x2/4a). (26) 

In both Refs. 15 and 16, the formula is slightly incorrect due to a 
reversal of the subscripts of the Laguerre polynomials. The formula of 
Refs. 15 and 16 is seen to be incorrect by noting that eq. (25) above is 
a Hankel transform of order p, so that, by applying the inverse 
transform to the result, one should expect to obtain the original 
function, i.e., the argument of the original Hankel transform. The error 
persists in Ref. 15 because it used Ref. 16 as its source for this result. 
The use of this relationship then provides the results in Table I. 
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This paper presents the results of tests of 20-Mb/s frequency-shift­
keying digital transmission on the 4-GHz TD radio system. On the 
basis of the test results, the performance of the 20-Mb/s system is 
projected to be satisfactory to support long-haul digital services. The 
system employs a 20-Mb/s terminal that multiplexes 12 signals at the 
first level of digital signal hierarchy (DS-l) (1.5 Mb/s) into a 10-
Mbaud, 4-level signal to be transmitted by the Bell System standard 
4-GHz (TD) FM microwave radio system. The maximum distance of 
a digital regeneration span in normal operation is limited by the 
intermodulation noise to approximately 10 typical hops of TD radio. 
The 20-Mb/s TD radio system uses the standard frequency-diversity 
protection switching system, which was designed for analog message 
service. A fundamental system trade-off is, therefore, the choice of 
switch threshold: long periods of error-free transmission interrupted 
by infrequent error bursts due to switch transients versus an occa­
sionallow background error rate with less frequent switch transients. 
We concluded that the protection switch threshold of a 1500-message­
circuit channel is suitable for 20-Mb/s TD radio channels. 

I. INTRODUCTION 

The growth of Dataphone* Digital Service l (DDS)t and the needs 
of new services such as Picturephone* Meeting Service2 (PMS) require 
a substantial increase in digital long-haul transmission capacity. The 
existing long-haul digital facilities, mainly Data-Under-Voice3 (DUV), 
are near exhaustion in many areas. Furthermore, some existing fre­
quency modulation (FM) radios will be replaced by the single-sideband 

* Service mark of AT&T. 
t Acronyms and abbreviations are defined in the Glossary at the back of this paper. 
* Service mark of AT&T. 
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AR-6A 4 radio to increase analog transmission capability. Such replace­
ment reduces the number of DUV channels. New technologies, such 
as 45-Mb/s transmission on TD radio5.6 (TD-45A7

,8) and long-haul 
digital radio at 4 GHz, will not be available until 1983 and beyond. 
During the interim, the 20-Mb/s TD system* will be used to provide 
long-haul digital connectivity. 

AT&T Long Lines is deploying an approximately 3000-mile, 20-
Mb/s TD network in 1981 and 1982 for DDS application. By the end 
of 1982, the 20-Mb/s network will have 70 terminals providing 159 
digroups. This number of DDS digroups will double the capacity of 
the 1980 DDS network. The 20-Mb/s terminal has other applications 
in the Bell System. For example, a portable microwave radio facility 
can be set up quickly to work with the 20-Mb/s terminals to carry 
digital services on a temporary basis. 

The 20-Mb/s terminal is capable of multiplexing up to 12 asynchro­
nous signals at the fIrst level of digital signal hierarchy (DS-1) into a 
9.856-Mbaud, 4-level signal (see Fig. 1). This 4-level signal can be 
transmitted on the long-haul microwave network using standard FM 

* Using the VIDAR DM-12A 20-Mb/s terminal, 
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terminals and a dedicated 20-MHz bandwidth radio channel suitable 
for 1500-message-circuit loading. Recommended maximum digital re­
generation span is ten TD radio hops (about 250 miles). The existing 
100A9 or 400A 10 protection switch equipment will protect against 
propagation fading and radio equipment failures. 

Following a summary of the test results in Section 2, the test system 
configuration and the deployment of test equipment are discussed in 
Section 3. Section 4 records six tests in the absence of multipath 
fading, e.g., the jitter performance test, fade margin measurements, 
and the protection switch compatibility test. Section 5 discusses the 
performance under the multipath fading condition. The projected 
performance of the 20-Mb/s TD system for DDS and PMS is discussed 
in Section 6. 

Subsequent to these tests, we found that the preferred power level 
at the input to the Frequency Modulation Transmitter (FMT) could 
be reduced by 2 dB, from -14.9 dBm to -16.9 dBm. Combined with 
the use of a narrower band receiver fIlter, this power reduction im­
proves the adjacent channel interference and the intermodulation 
noise performance signifIcantly without degrading the performance of 
the 20-Mb/s channel. The results presented in this report have been 
adjusted to reflect the reduced drive level and the tighter receiver 
fIlters that are being implemented. 

II. SUMMARY 

Tests of a 20-Mb/s terminal on a 12-hop, 188-mile TD radio loop 
were conducted in New Jersey from July to November, 1980. The 
main results are as follows: 

(i) It satisfactorily transmitted the digital signal over 12 hops of 
TD radio without baseband digital regeneration. 

(ii) The 20-Mb/s terminal showed satisfactory jitter performance. 
(iii) The system is essentially error-free during normal propagation 

and operating conditions. System performance as tested in New Jersey 
is satisfactory for DDS and PMS. 

(iv) The required co channel Carrier-to-Interference Ratio (CIR) 
into a desired 20-Mb/s TD channel is 25 dB at the protection switching 
point. 

(v) A switch transient of the 100A frequency-diversity protection 
switch causes a 6 to 30 millisecond burst of errors. The switch threshold 
of a 1500-message-circuit channel is suitable for the 20-Mb/s TD 
channel. 

Despite the fact that the protection switch transients will cause 
transmission errors, the tests confIrmed that the use of the 20-Mb/s 
terminal with the TD radio system can meet long-haul transmission 
requirements. 
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Fig. 2-20-Mb/s TD radio system: test arrangement in Freehold, NJ. 

III. TEST DESCRIPTION 

The 20-Mb/s TD radio system under test consists of a 20-Mb/s 
terminal, a 4A FM terminal, a 12-hop loop of TD-2 radio, and a 100A 
frequency-diversity protection switch (Section 3.1). Two bit-error-rate 
test sets (Bowmar), an errored-bit accumulator, a 400A protection 
switch initiator, and a Quantizer, Analyzer, and Record Keeper 
(QUARK)ll were used to monitor and to record the performance 
statistics (Fig. 2). 

3.1 System configuration 

The 20-Mb/s terminal multiplexes six even-numbered and six odd­
numbered DS-l (1.544 Mb/s) channels into two 10-Mb/s rails and 
then encodes the two rails into a 4-level, 10-Mbaud baseband signal. 
The 4-level, 10-Mbaud baseband signal is connected to an FM terminal 
that provides Frequency Shift Keying (FSK) modulation and de­
modulation. The FM terminal is then connected to the TD':2 radio via 
Intermediate Frequency (IF) cables. The baseband power level at the 
input to the FMT and the output of the Frequency Modulation 
Receiver (FMR) were -16.9 dBm and -0.9 dBm, respectively. 

The test radio route consisted of two 2-way, 4-GHz radio channels 
connecting Freehold (FH) and Cherryville (CH), NJ, as shown in Fig. 
3. All radio units used in the test were TD-2, retrofitted with solid­
state microwave generators. The radio channels are suitable for 1500-
message-circuit loading. 

3.2 Deployment of test equipment 

The switch initiator of a frequency-diversity protection system de-
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Fig.3-Frequencies (in megahertz) of TD radio channels for a digital transmission 
experiment in New Jersey. 

tects the noise power in a 1.74-kHz bandwidth centered at 8.9 MHz at 
the end of a switch section to determine if a working channel needs 
protection. We therefore installed a 400A protection switch initiator in 
the receiving IF path to measure the amount of accumulated channel 
fading over the entire 12-hop route (Fig. 2). For convenience, the 
power in the 1.74-kHz bandwidth centered at 8.9 MHz will be referred 
to as the 9-MHz (slot) noise power in the rest of the text. 

3.3 Data acquisition system 

A QUARK was installed in the Freehold station to record the 
Automatic Gain Control (AGC) voltage of the last receiving main 
amplifier and the 9-MHz slot noise of the 12-hop FM radio route, 
switch activities, errors in two DS-l channels, and the parity errors in 
data rail one (9.8 Mb/s, 3672 bits/frame). The statistics of various 
inputs were accumulated in the QUARK memory. The relationships 
among DS-l errors, parity errors, 9-MHz noise, and protection switch 
activities were studied in terms of statistics of simultaneous events as 
collected by the QUARK. 

IV. TESTS IN THE ABSENCE OF PROPAGATION FADING 

Tests were performed to characterize the system performance under 
normal operating conditions, as well as under controlled stressing 
conditions. These tests and their results are described in the following 
sections. 

4.1 Baseband spectrum 

Figure 4 shows the received baseband spectra of the 20-Mb/s signal 
measured at FMR-OUT with and without the 12-hop radio loop. The 
digital spectrum is down about 15 dB at 6 MHz. The 9-MHz noise 
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power was -69 dBm and -83.5 dBm, with and without the 20-Mb/s 
modulation, respectively. The 14.5-dB difference represents the 12-hop 
accumulated intermodulation noise, which dominates the 9-MHz slot 
noise. 

4.2 SIN at baseband versus BER at 05-1 level 

Baseband noise was injected before the baseband receiver fIlter to 
stress the 20-Mb/s transmission. The main objective was to study the 
Bit Error Rate (BER) versus baseband signal-to-noise ratio (sin) 
relationship. 

Figure 5 shows the BER performance of the even- and odd-num­
bered DS-1 channels of the terminal. The odd-numbered channels 
perform better than even-numbered channels by 1 dB in sin for equal 
BER. This difference is due to the circuit design of the terminal. The 
20-Mb/s signal consists of two 10-Mb/s rails. At the terminal receiver, 
the odd-numbered DS-1 channels are derived from a 10-Mb/s rail, 
which is decoded from the plus-minus sign decision of the received 10-
Mbaud, 4-level signal. The even-numbered DS-1 channels are derived 
from the other 10-Mb/s rail, which is decoded from the amplitude 
threshold decision of the received 4-level signal. The plus-minus sign 
decision is more robust than the amplitude threshold decision by 1 dB 
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in sin, as measured, and by 0.5 dB, as theoretically predicted. The 
theoretical relationship is derived in the appendix. Thus, throughout 
this study, a discussion of error performance in terms of an even­
numbered DS-1 channel implies a conservative (lower) bound on the 
digital error performance. 

Figure 6 shows the measured and calculated BER of the odd­
numbered DS-1 channel versus base band sin. The 12-hop TD radio 
degrades the performance of the odd-numbered DS-1 channel by less 
than 0.5 dB. The effect of 12 hops ofTD radio on even-numbered DS-
1 channels is practically indiscernible. The maximum regeneration 
interval (ten TD hops were recommended for the field) is imposed, 
therefore, by intermodulation noise at the 9-MHz noise slot (Section 
4.1), rather than by the digital transmission impairments. 

4.3 jitter performance 

Jitter performance of the 20-Mb/s terminal satisfies the require­
ments of the existing digital network. Under normal operating condi­
tions, the amount of output jitter among DS-1 channels was uniform 
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and comparable to that of the office Quasi-Random-Signal-Source 
(QRSS), the standard DS-1 signal. In fact, the terminal is effectively 
a de-jitterizer. The amount of jitter in an output signal was about half 
that of the input signal, as shown in Table I. Furthermore, digital error 
performance of two DS-1 channels was compared when the Radio 
Frequency (RF) signal power was severely attenuated. The channel 
that took a clean office QRSS as the input consistently made fewer 
errors than the one that took a jittered source with 11- to 13-percent 
rms jitter. However, the difference was so small that it was indistin­
guishable in terms of the fade margin. 

4.4 Flat fade margin 

The Bell System microwave radio plant was engineered to have 
adequate flat fade margins to meet the outage objective of allowing 
less than O.Ol-percent outage for all causes over one-way, 4000-mile 
transmission. The outage of a digital system comprises the time when 
the one-second-averaged BER exceeds 1 X 10-3

• This objective need 
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1loop* 
2 loops 
3 loops 
4 loops 

Table I-Jitter performance 

Input to the 20-Mb/s Terminal 

Percent of 
Jitter (rms) 

13 to 14 
9 to 11 

14 to 16 
15 to 18 

Percent of Jitter 
(Peak to Peak) 

60 to 75 
50 to 65 
75 to 120 
90 to 130 

Output of the 20-Mb/s Terminal 

Percent of 
Jitter (rms) 

5 to 6 
4 to 5 
5 to 7 
7 to 9 

Percent of Jitter 
(Peak to Peak) 

25 to 30 
15 to 25 
25 to 40 
~5 to 50 

* Each loop consists of two complete M13 passes and four hops of digital radio. 

Table II-Flat fade margin 
Radio Hop Fs (dB) Fd (dB) Fd-Fs 

FH-MJ 43.0 43.0 0 
MJ-MA 39.3 42.7 3.4 
MA-CH 44.0 46.0 2.0 
CH-MA 45.0 42.8 -2.2 
MA-MJ 41.5 42.5 1.0 
MJ-FH 41.5 40.0 -1.5 
FH-MJ 39.5 41.5 2.0 
MJ-MA 39.5 42.8 3.3 
MA-CH 40.5 44.0 3.5 
CH-MA 40.0 42.3 2.2 
MA-MJ 37.8 39.5 1. 7 
MJ-FH 38.0 40.0 2.0 

Fs = switch point fade margin. 
Fd = fade margin to 10-6 BER. 

not be met on a per-hop basis, because of the existence of severe 
interference conditions at some junction radio stations, as long as the 
prorated objective on a per switch section basis was satisfied. 

This test measured the required amount of RF attenuation at each 
radio transmitter to reach the protection switch threshold, which is 
-56.5 dBm noise power at the 9-MHz slot. This test showed that the 
fade margin against a BER of 1 X 10-3 always exceeded the switch 
point fade margin, indicating that the 20-Mb/s TD system can be 
engineered to meet the facility outage objective. In fact, even the 
margin against a BER of 1 X 10-6 was generally found greater than 
the corresponding switch point fade margin. The 10-6 margin is of 
interest because the number of seconds at a BER of 1 X 10-6 at the 
DS-1level is an estimate of the number of errored seconds (ES), which 
is an often referenced service performance parameter. 

Table II summarizes the measured switch point fade margins and 
the 10-6 margins of the test system. There were two hops where the 
BER could exceed 1 X 10-6 before the radio channel would request 
protection. Since this condition is expected at a few junction stations 
of the network and we wanted to have a "typical" TD route to conduct 
this test, no effort was invested to identify the cause and eliminate the 
situation. 
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4.5 Effect of cochannel interference 

To study the impact of severe co channel interference on the 20-
Mb/s TD channel, an interfering signal was injected at IF. Three kinds 
of interference signals [i.e., 1200-circuit message, 1500-circuit message, 
and video (color bar)] were used. The test setup is illustrated in Fig. 7. 
Figure 8 shows the results for a fixed BER of 1 X 10-6

• The color-bar 
video signal was observed to be the most interfering"; the 1500-circuit 
message was the least interfering among the three. This is due to the 
higher concentration of spectral energy near the carrier in certain 
signals. The baseband filter does not reduce this type of signal appre­
ciably. 

At the protection switch initiation point, the sin versus CIR rela­
tionship was also measured, as shown in Fig. 8. In the region where 
the faded CIR exceeds 25 dB, as the sin decreases, a protection switch 
will be initiated before BER degrades to 1 X 10-6

• However, if the 
faded CIR were less than 25 dB, thermal noise in the radio channel 
could cause BER to exceed 1 X 10-6 before the switch point. Therefore, 
severe co channel interference reduces the effectiveness of the protec­
tion switch and degrades the digital error performance. 

4.6 Switch system compatibility 

For this portion of the test only, a two-way radio channel from 
Freehold to Cherryville was included in the 100A switching system 
between these locations. The connection thus had two one-way switch 
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sections, each consisting of three hops of TD radio. Test results 
include: 

(i) A switch cycle (to and back from the protection channel) 
consists of two transients, i.e., two interruptions in data transmission. 
More than one switch cycle in a second is possible, and the time span 
from initial loss of signal to the resynchronization of the receiving part 
of the 20-Mb/s terminal is approximately 30 milliseconds. 

(ii) No special modification to the 100A switch equipment is nec­
essary. The frequency-diversity protection switch is compatible with 
the 20-Mb/s TD radio system. 

V. PERFORMANCE UNDER MULTIPATH FADING CONDITION 

5.1 Amount of multipath fading activity 

During the period from July 10,1980 to August 13,1980, the impact 
of multipath fading over the test route was studied. Figure 9 shows the 
statistics of the 9-MHz slot noise during this period. The measured 
distribution of 9-MHz noise displayed the inverse slope of 10 dB per 
decade of probability (the L2 law12

). This slope is a well-known char­
acteristic of multipath fading for unprotected radio. The number of 
events was greater than the number of seconds when the 9-MHz noise 
exceeded a given abscissa. This observation suggests that multiple 
switch requests could occur in a second. A switch transient causes 
errors, and, therefore, frequency-diversity protection is expected to 
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offer limited reduction in the number of errored seconds during mul­
tipath fading periods. 

The fading statistics of a single hop from Monmouth Junction (MJ) 
to Freehold are shown in Fig. 10. The solid curve in Fig. 10 also has an 
inverse slope of 10 dB per decade of probability. The engineering 
model12 predicted 166 seconds below 30 dB for this hop during a heavy 
fading month. We recorded 115 seconds, which is about two thirds of 
a heavy fading month. Hence, we did experience a fair amount of 
multipath fading during the test. 

5.2 Digital error performance 

The measured distribution of BER of an even-numbered DS-1 
channel is shown in Fig. 11. There were 432 errored seconds (ES); 263 
of them have BER exceeding 10-3

• The BER statistics for simultaneous 
errored seconds of even-numbered and odd-numbered DS-1 channels 
were also plotted in Fig. 11. They differ in the number oflow-BER ES, 
as expected (see Section 4.2 and the appendix). The number of ES in 
even-numbered DS-1 channels is approximately 25 percent more than 
the ES in odd-numbered DS-1 channels. 

The data format of the terminal multiplexor contains one parity bit 
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in a 3672-bit frame. Fault-detection algorithms internal to the terminal 
and a real- time error -performance monitoring plan to be used by 
the AT&T Long Lines operations personnel depend on the detection 
of the parity violations. The distribution of parity violations in a 9.8-
Mb/s rail (which feeds six DS-1 channels) can be found in Fig. 12. 
Those parity violation seconds occurring simultaneously with the ES 
for the information bits of one even-numbered DS-1 channel are also 
plotted in Fig. 12. The difference between the two was found to be 
insignificant. The parity violation seconds offers an effective represen­
tation of the real DS-1 ES. 

5.3 Relationship between digital errors and 9-MHz noise 

Figure 13 shows the distribution of BER of an even-numbered DS-
1 channel and the portion of the errored seconds with 9-MHz noise 
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Fig.ll-DS-1 errored-second statistics for the time period July 10, 1980 through 
August 13, 1980. 

exceeding switching point from August 14,1980 to September 20, 1980. 
About 10 percent of the errored seconds occurred before the 9-MHz 
noise reached the switching threshold. All ES with more than 100 
errors occurred at the same time the 9-MHz noise exceeded the switch 
point. Thus, these errored seconds are likely to be accompanied by 
switch activities in the plant environment. 

5.4 Impact of frequency-diversity protection 

Based on the assumption that the protection channel is always 
available for error-free transmission, this section will show that: 

(i) The switching threshold of a 1500-message-circuit loaded chan­
nel is suitable for a 20-Mb/s TD channel, and 

(ii) During multipath fading periods, the protection switch would 
have offered little improvement in terms of ES reduction owing to the 
frequent switching activities. 

Under the assumption of perfect frequency-diversity protection, 
those errored seconds that occurred while the 9-MHz noise exceeded 
the switching threshold would have been prevented. The exception 
would be those seconds in which the 9-MHz noise passes through the 
switching threshold. This is because the actual switch transfer causes 
an errored second. Based on the observation that a switch cycle could 
be completed within a second (Sections 4.6 and 5.1), we estimate the 
number of seconds containing switching activities by the number of 
seconds in which the maximum value of the measured 9-MHz noise in 
a second exceeded the switching threshold. Hence, if the test route 
had been frequency-diversity protected, we would have X ES, where 
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X(at a given threshold) = 
(Total ES) - (ES conditioned on 9-MHz noise power;:::: threshold) 

+ (number of seconds with maximum 9-MHz noise power 

;:::: threshold). 
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Figure 14 shows the projected number of ES as a function of switching 
threshold. The projected number of ES decreases as the switch thresh­
old decreases until the switch threshold reaches the level of a 1500-
message-circuit loaded channel. Since the 20-Mb/s channel will coexist 
with 1500-message-circuit loaded channels in the plant, it is desirable 
from operations and maintenance considerations to use the switch 
threshold of a 1500-message-circuit loaded channel for a 20-Mb/s TD 
channel. 

VI. PERFORMANCE PROJECTION FOR DDS AND PMS 

A properly engineered 20-Mb/s TD system can meet the long-haul 
outage and quality objectives for DDS and PMS. The long-haul outage 
objective13

,14 for DDS or PMS is the same as that for Message Tele­
communications Service (MTS). Engineering guidelines for TD radio 
were developed to meet the MTS outage objective and, therefore, 
those for DDS and PMS as well. 

The following demonstrates the ability of the 20-Mb/s TD system 
to meet the long-haul quality objectives for DDS and PMS. 

6.1 Meeting the DDS quality objective 

6.1.1 The DDS quality objective 

The quality objective of the DDS transmission design requires 99.5-
percent error-free-seconds at DS-O (56-kb/s rate) for 4000-mile, one-
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way, end-to-end transmission. The test results showed that 90 percent 
of the errored seconds would be associated with switch transients, 
which cause errors in all 23 DS-O channels of a DS-1 signal. We, 
therefore, assume as a worst case that the DDS quality objective for 
the 20-Mb/s TD system is the same at DS-O and DS-1 levels. The 
objective is thus to have less than 0.5-percent ES for a one-way, 4000-
mile transmission. 

6.1.2 Generalized performance projection 

The majority (ninety percent in this test) of ES of a properly 
engineered 20-Mb/s TD radio system are expected to be caused by 
protection switch transients. Therefore, to project the performance of 
a 20-Mb/s TD system, the statistics of switch activities in a 4000-mile 
TD route must be considered. 

Every switch system (e.g., 100A, 400A) has a switch register that 
counts the number of automatic switch completions. Any manually 
forced protection switches for routine maintenance are not included in 
these counts. AT&T Long Lines records the number of switches on a 
weekly basis. These records of switch completions from June 16, 1979 
through June 7, 1980 on five TD routes (New York City to Boston, 
New York City to Philadelphia, Philadelphia to Silver Spring, Pitts­
burg to Silver Spring, and Chicago to Kalamazoo) suggest that there 
are 13,500 switch completions per year for an average one-way radio 
channel for multipath fading protection in a 4000-mile TD radio 
system. There could be two errored seconds associated with a switch 
cycle; therefore, 27,000 ES due to multipath fading are expected 
annually. 

The one-year switch register data also revealed that, in addition to 
the switchings due to multipath fading, there were protection switches, 
called the background switch activities, which were attributed to craft 
activities, hardware problems, and other causes. These background 
switches are of a transient nature. A switch cycle lasts much less than 
a second. According to the same database, this type of switch amounted 
to 0.03 switch completion per mile per week per channel on average. 
Thus, we project 6240 ES due to background switches. 

Table III summarizes the projected number of ES in a year due to 
all causes. The total number of ES is 34,078 which is 0.11 percent of a 
year. This projection compares favorably with the objective of 0.5 
percent and shows that the 20-Mb/s TD system performance is satis­
factory for DDS. 

6.2 Meeting the PMS quality objective 

We have observed essentially error-free performance without fading. 
Multipath fading seldom occurs during an 8 am to 9 pm business day,12 
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Table III-Projection of errored seconds caused 
by switching in a one-way, 4000-mile TO route 

in a year 
Cause 

FMT or 20-Mb/s terminal failure 
Routine maintenance 
Radio failure 
Background switch activity 
Multipath fading 

Total 

Errored seconds 

18 
720 
100 

6240 
27,000 
34,078 

=0.11 percent/year 

when most PMS calls will take place. Therefore, based on the rate of 
background switches, as discussed in the previous section, we project 
that the 20-Mb/s system performance is satisfactory for PMS. 
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APPENDIX 

Predicted Error Performance With Ideal Channel Plus Gaussian Noise 

This appendix approximates a set of relationships between a 1-
second bit error rate at DS-1 level and the baseband signal-to-noise 
ratio based on our understanding of the 20-Mb/s terminal and an 
idealized FM channel with Gaussian noise. 

There are two multiplexor units in the main/working portion of a 
terminal. The number 1 multiplexor unit accepts data from the six 
odd-numbered DS-1 channels plus the six auxiliary (AUX) channels. 
The number 2 multiplexor unit accepts data from six even-numbered 
DS-1 channels. Each multiplexor combines its inputs into a single 
data-bit stream of 9.856 MHz. These two bit streams form binary 
groups: the fIrst digit in the binary group is taken from the number 1 
multiplexor, the second from the number 2 multiplexor. These binary 
groups are Gray coded and are then converted into a single 4-level 
signal. It has been verifIed in the laboratory that the four levels at the 
transmitter output are indeed equally spaced. 

The decoder at the terminal receiver performs the inverse operation. 
The probabilities of error for even- and odd-numbered DS-1 channels 
separately can be derived in a manner similar to the analysis of Lucky15 

and others under the following assumptions: 
1. The amplitudes of the four symbols are equally likely to assume 

any of the four equally spaced values ±d and ±3d. Symbols occurring 
at different times are independent. 

2. The bit error performance of the terminal depends on sin but is 
insensitive to the spectral shape of noise. (This has been verifIed in 
the laboratory.) We assume that the additive noise is Gaussian. 

3. The pulse shaping X (w) is raised cosine with 50 percent roll-off: 

1 

T 
X(w) = T 

"2 (1 + sin wT) 

where T is the baud interval. 

7T' 
O~w~-

2T 
7T' 37T' 
-~w~-
2T 2T' 

The terminal puts all pulse shaping at the transmitter. Therefore, 
the signal power input to the FM channel is: 

p, = 2:~ L \X(w) \2dw 

= 35 d 2 

8 ' 

where a 2 is the average symbol power, a 2 = 5d 2
• 

DIGITAL TRANSMISSION 1227 



3d 

w ld 
Q 
::J 
I-
:::i 
0.. 
:::E 
<! -ld 

-3d 

r-X 

I 
I 
I 
I 0-, 
I I 

POSITIVE SIGNAL 

NEGATIVE SIGNAL 

Fig. I5-Error occurrence in an odd-numbered DS-I channel. 

3d 

w ld 
o 
::J 
I-
:::i 
0.. 
:!: 
<! 

-ld 

-3d 

SIGNAL BEING AFFECTED 
I 

I 

,~/ r-x--, 
I I 

I 

OUTSIDE LEVEL 

INSIDE LEVEL 

OUTSIDE LEVEL 
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channel. 

The receiver detects the signal levels and places slicing levels at 0 
and ±2d. An error occurs when the noise at a sampling time pushes 
the received signal amplitude (voltage) across the slicing levels. The 
slicing level drift due to noise is assumed insignificant. The probability 
of a signal being at one of the outside two levels equals that of being 
at one of the inside two levels. A signal at the outside level, or inside 
level, can only cross the zero level in one direction when the noise 
voltage I y I exceeds 3d or d, respectively, as illustrated in Fig. 15. 
Therefore, the probability of error for an odd-numbered channel is: 
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pOdd = lA! • lA!p(lyl > 3d) 

+ lA! • lA!p( Iy I > d), (1) 

where p ( I y I > d) represents the probability of noise voltage exceeding 
d. 

The probability of error for an even-numbered channel, peven, can be 
derived similarly. The probability of a signal in the outside state is lA!. 
For that signal to be in error, the noise in one direction only with a 
magnitude I y I , 

5d>IYI>d 

is required, as illustrated in Fig. 16. The probability of a signal in an 
inside level crossing a ±2d slicing level is p (I y I > d) - lJ2p(3d > I y I 
> d), as shown in Fig. 17. Therefore, 

peven = Y4p(5d> Iy I > d) 

+ lJ2p( Iyl > d) - Y4p(3d> Iyl > d) 

= Y4p(lyl > d) - Y4p(IYI > 5d) 

+ lA!p(lyl > d) 

- Y4p( Iyl > d) + Y4p( Iyl > 3d) 

= lA!p( Iyl > d) + Y4p( Iyl > 3d) 

- Y4p( Iyl > 5d). (2) 

This probability is easily computed since the noise at the receiver 
input is assumed Gaussian. The probability of noise voltage exceeding 
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d is conveniently expressed in terms of the normal probability integral, 

p(lyl > d) = 2Q (~), where 

Q(x) = -- e-t2
/

2 dt 1 foo 
J2;x 

and 0 is the root-me an-square (rms) noise voltage. 
The signal to noise power ratio, Ps/PN, can be expressed as 

ps 35d2 

PN - 802 • 

Hence, eqs. (1) and (2) become 

podd = H Q [ 3 (:r] + Q [ (:r]} 
povon =~ Q [(:r] {1- 2Q [5 (:r]} 

+ Q [(~~r] 
_! [(8X)1/2] {_ [(8X)1/2]} 

2 Q 35 1 2Q 3 35 ' 

ps 
whereX=-. 

PN 
A digital computer was used to compute the probabilities of error as 

a function of the baseband signal-to-noise ratio. Results are discussed 
in Section 4.2. 

GLOSSARY 

AGC 
AM 
AR-6A 

BER 
CIR 
DDS 

DS-O 

Automatic gain control circuitry 
Amplitude modulation 
A Western Electric 6-GHz single-sideband AM micro-

wave radio system 
Bit error rate 
Carrier-to-interference power ratio, expressed in dB 
Dataphone@ Digital Service, a synchronous full-duplex 

digital service at 2.4-, 4.8-, 9.6-, and 56-kb/s rates on 
point-to-point and multipoint bases 

Digital signal at the Oth level of the TDM hierarchy, the 
DS-O level; a signal at the 64-kb/s rate, the DS-O rate 
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DS-l 

DUV 

ES 

EFS 
FM 
FMT/FMR 
FSK 
IF 

MTS 
PMS 

sin 
TD-45A 

TDM 

TD-2 

Digital signal at the 1st level of the TDM hierarchy, the 
DS-llevel; a signal at the 1.544-Mb/s rate, the DS-l 
rate 

Data under voice, a system that provides for the trans­
mission of one DS-l signal over an FM microwave 
radio link. (This system is also known as lA radio 
digital system.) 

Errored second; a second that contains at least one 
errored bit 

Error free second 
Frequency modulation 
Frequency modulation terminal transmitter/receiver 
Frequency shift keying 
Intermediate frequency (70-MHz ± lO-MHz for TD 

radio) 
Message Telecommunications Service 
Picturephone® Meeting Service, a switched, common­

user, interactive visual and audio teleconferencing 
service offered between two remote conference room 
locations 

Signal-to-noise ratio in dB 
A system for 45-Mb/s digital transmission over the TD 

radio network 
Time division multiplexing, the process of combining a 

number of digital signals into a single digital stream 
by an orderly assignment of time slots 

A Western Electric point-to-point 4-GHz microwave 
radio transmission system 
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An Experimental Broadband Imaging Feed 

By T. S. CHU and R. W. ENGLAND* 

(Manuscript received November 8, 1982) 

Imaging with Fresnel diffraction taken into account is applied to 
the design of a broadband narrow pattern feed. This feed is not only 
a basic building block of an imaging beam waveguide, but also 
essential for an offset reflector antenna of large effective F / D ratio. 
Furthermore, it can be used as a constant beamwidth radiometer 
antenna for multifrequency remote sensing. We have built and tested 
a practical example that consists of an offset ellipsoidal reflector and 
a corrugated horn. Measured amplitude and phase patterns agree 
with calculated results, which include truncation effects. Systematic 
design procedures are obtained for a given feed horn and the required 
reflector illumination. Necessary and sufficient conditions of the thin 
lens model are translated into design parameters of an offset ellip­
soidal reflector with projected circular aperture. Geometrical rela­
tions of the offset ellipsoid and calculations of radiation patterns are 
described in the appendices. 

I. INTRODUCTION 

The successful performance of an offset dual-reflector antenna often 
depends upon illumination by a broadband feed with a narrow feed 
pattern. l For example, a broadband corrugated horn with the required 
pattern could be used, but it would be excessively long for most 
practical applications. Good illumination can also be achieved by a 
narrowband offset launcher,2 which is essentially an offset reflector fed 
by a relatively short feed hom. Excellent 19/28.5 GHz dual-frequency 
performance was demonstrated by the Crawford Hill 7-meter antenna 
using a quasi-optical frequency diplexer to combine two narrowband 
offset launchers. l However, this approach is not usually cost effective, 
especially for lower frequency systems. In this paper we present design 

* Now at AT&T Long Lines. 
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procedures for broadband offset launchers and comparisons between . 
calculated and measured patterns of both amplitude and phase. These 
feeds represent a considerable simplification of the hardware, and thus 
improve the prospect for system application of offset dual-reflector 
antennas. 

The following analysis will assume the thin lens approximation for 
an imaging offset reflector. It will also make use of the frequency 
insensitivity of the field distribution in the aperture of a corrugated 
horn.3

,4 The principles of imaging have been discussed previously in 
connection with frequency-independent far-field beamwidths,5 and the 
laws of geometrical optics have been used for the design of imaging 
reflector arrangements.6 However, broadband feed illumination for 
reflector antennas needs not only constant beamwidth, but also con­
stant phase center. The condition for satisfying the latter requirement 
is obtained in this paper by an interpretation of the additional phase 
shife due to Fresnel diffraction. The imaging laws of geometrical optics 
are thus modified to provide a theoretically frequency-independent 
design of offset-launcher feeds. However, the practical bandwidth will 
be limited by the corrugated horn and truncation effects. These effects 
will be examined by numerical calculations and experimental mea­
surements. 

The imaging feed discussed here has important potential for appli­
. cation in radio communication and other scientific explorations. Fur­
thermore, the basic properties of single-stage imaging are of vital 
interest in the design of multistage-imaging beam waveguides.s One 
notes the difficulty of performing pattern measurements of a bulky 
beam waveguide assembly. Both single- and double-stage imaging are 
also special cases of a proposed technique9 for broadband astigmatic 
compensation in which the image of a corrugated horn through two 
astigmatic lenses can be designed to produce a specified astigmatic 
illumination. 

Section II will discuss the imaging feed within thin lens approxima­
tion. Section III will describe how to translate the design parameters 
from the thin lens model to a practical offset ellipsoidal reflector with 
the required projected circular aperture. Section IV will give compar­
isons between calculated and measured data for both amplitude and 
phase patterns of an experimental broadband imaging feed. Geomet­
rical relations of an offset ellipsoid and a calculation of radiation 
patterns will be given in Appendices A and B, respectively. 

II. THIN LENS MODEL 

It is well known that the aperture distribution of a corrugated horn 
with radius ao is the Bessel function Jo (expj ao).3,4 The edge field 
vanishes when ex = 2.405. This normally occurs at the design frequency 
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Fig. I-Sketch of a broadband imaging feed. (a) Thin lens approximation. (b) Offset 
ellipsoidal reflector. 

for resonant corrugations. However, a remains close to the above 
optimum value over a broad bandwidth if the aperture diameter is 
about five wavelengths or greater. If a magnified image of the corru­
gated-horn-aperture distribution is used to illuminate a reflector an­
tenna, the illumination is expected to be a truncated Bessel function. 
For a specified reflector edge taper of T (in dB), the radius aT of the 
illumination circle at the reflector aperture should have a value satis­
fying 

(1) 

where a1 = Mao is the magnified corrugated-horn-aperture radius. The 
magnification is given by 

(2) 

where L1 and L1 are the distances of the illuminated reflector and the 
corrugated horn from the imaging lens, respectively, as shown in 
Fig. l. 

Now the focal length, {, of the imaging lens should obey the thin 
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lens formula: 

(3) 

Furthermore, the image-illumination phase-front radius of curvature 
rl can be expressed in terms of the feed-horn-aperture phase-front 
radius of curvature r~ as 

1 1 [ L 1 ( L'I) ] -=- 1+- 1+-, . 
n Ll Ll rl 

(4) 

Equation (4), which is the same as the relation for Gaussian beam 
imaging,8,9 is essentially an alternative form of eq. (7) in Ref. 7. This 
equation represents the additional phase shift due to Fresnel diffrac­
tion. 

Equation (4) shows that rl will be always less than Ll if all param­
eters on the right side are positive. rl may become greater than Ll for 
negative rl. One notes that rl is always positive for any corrugated­
feed hom unless modified by another lens or offset reflector. To obtain 
some feeling about the required physical spacings for a given pair of 
specified illumination and feed horn, normalized Ll (with respect to rl) 
has been plotted from eq. (4) versus normalized Ll (with respect to rD 
for several ratios of L 1/ Ll in Fig. 2. For a given pair of specified 
illumination and corrugated horn, i.e., LV L 1, rl and rl specified, it is 
also convenient to rearrange eq. (4), as follows: 

Ll 
Ll 

1+-
Ll 

(5) 
rl 1- (L\y r:' 

Ll rl 

It is of interest to note a few special cases of eq. (4). The near-field 
gregorian configuration6 corresponds to rl = 00 in eq. (4). J. A. Arnaud's 
confocal feed reflector arrangemeneO is also a special case in which 
rl = -Ll and rl = L 1• However, Arnaud assumed both constant 
beamwidth and constant phase center for the corrugated horn to 
obtain a frequency-independent aperture distribution at his first re­
flector. 

If the radiation from a corrugated horn is approximated by a 
Gaussian beam, the 1/ e * beam radius at the horn aperture has been 
shown5 to be WI = O:64ao , where ao is the horn-aperture radius. Then 

* Here e = 2.71828, whereas e represents eccentricity of a conic in the next section 
and appendices. 
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the Gaussian beam radius W2 at the imaging lens can be found fromll 

W2 = wi ~(L: + 1)2 + (AL~)2 
rl 7TWl 

(6) 

The lens diameter should be 3.04 times the Gaussian beam radius 
W2 for a truncation edge taper of -20 dB. 

III. OFFSET ElLIPSOIDAL REFLECTOR WITH PROJECTED CIRCULAR 
APERTURE 

In practice, the thin lens will be approximated by an offset ellipsoidal 
reflector, as shown in Fig. l(b). The distances from the center of the 
reflector to the two foci, Fl and F 2, are, respectively, the incident and 
reflected phase-front radii of curvature. The incident phase-front ra­
dius of curvature can be obtained from the Gaussian beam propagation 
formulall 

(7) 
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If the offset ellipsoid is in the far zone of the horn, R I becomes the 
distance CFI from the phase center of the horn to the center of the 
reflector. The thin lens formula yields R2 = CF2, the reflected phase­
front radius of curvature 

1 1 1 
-+-=-. 
RI R2 f 

(8) 

The frequency-dependent RI and R2 are often not the same as LI and 
Li in eq. (3). The equivalent focal length f is identical to that in eq. 
(3). It has been shown8 that the second-order terms of the offset 
ellipsoidal surface are only functions of f and the angle of incidence, 
whereas the third-order terms are also dependent upon RI and R2. 

The design of an offset ellipsoidal reflector with oversized aperture 
of rectangular shape was discussed in Ref. 8. Since corrugated feed 
horns and required reflector illuminations are often of circular shape, 
we shall now describe the design of offset ellipsoidal reflectors with 
projected circular apertures. 

The intersection of an ellipsoid and a circular cone subtended at one 
focus is a plane ellipse subtended by another circular cone at the other 
focus l (see Appendix A for proof and other geometrical relations). 
However, the two circular cone axes do not intersect the ellipsoid at 
the same point. In an ideal approximation of the thin lens by an offset 
ellipsoidal reflector, one would like to have both beam axes of the 
incident and reflected beams intersect the ellipsoid at the center of the 
offset reflector. This condition can be approximately realized by locat­
ing the intersection of RI and R2 midway between the intersections 0 
and 0' of two circular cone axes with the ellipsoid, as shown in Fig. 3, 
i.e., 

(9) 

where 

sin OpI _ R2 

sin 20i - JRr + R~ - 2RIR2cos 20i 
(10) 

and 

sin Op2 = RI 

sin 20i JRr + R~ - 2RIR2cos 20i 
(11) 

00 and O~ are defined in Appendix A. We also need the expressions for 
the eccentricity, e, and the distance, fo, between the vertex and the 
near focus: 

fo = I RI + R21 - JRr + R~ - 2RIR2cos 20i (12) 
2 
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Fig. 3-Schematic diagram of an offset ellipsoidal reflector. 

(13) 

N ow the minor radius of the plane ellipse in eq. (23) should be equal 
to the radius of the projected circular aperture in the beam direction. 
(i.e., the thin lens aperture radius) 

(14) 

Substituting eqs. (20) and (22) into eq. (14), we obtain 

[ 
(1 + e)2f2] 

e2cos20o + 2e cos OeCOS 00 + 1 - sin20e e2 + aT = o. (15) 

When we are given an angle of incidence, Oi, and a pair of radii of 
curvature, Rl and R2 , eqs. (9) and (15) can be solved simultaneously 
for numerical values of 00 and Oe. These parameters completely deter­
mine both the shape and size of the ellipsoid. 

IV. NUMERICAL AND MEASURED RESULTS 

To demonstrate practical feasibility of the proposed imaging feed 
design, we have built and tested an experimental broadband offset 
launcher. This feed was designed to provide the illumination required 
for the hyperboloidal subreflector of the Crawford Hill 7 -meter offset 
cassegrainian antenna. 

Following the method of Section II, we obtain parameters for the 
thin lens model of this experimental feed, as listed in Table I. Using 
the procedures described in Section III, we translated the lens param­
eters into dimensions of an offset ellipsoid, as shown in the schematic 
diagram of Fig. 3. A design frequency of 22 GHz was used in eqs. (7) 
and (8) to find RI and R2 ,as shown in Table' II. 
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Table I-Design parameters of the thin lens model for a 
broadband imaging feed (all lengths are in em.) 

Required -15 dB illumination circle radius 
Required phase-front radius of curvature 
Frequency band (GHz) 
Corrugated hom aperture radius, ao 
Hom apex to aperture distance, rl' 
Hom aperture to imaging lens distance, L 1' 

Imaging lens to subreflector distance, Ll 
Lens focal length, f 
Lens radius (truncation edge taper;:::: 20 dB) 
Lens to phase-center distance, t:J. 

TRANSITION 
SECTION 

UNIFORM 
SECTION 

Fig. 4-Corrugated hom geometry. 

I 

. 47.5 
535.9 

19/28.5 
3.8 

15.9 
47.5 

684.6 
44.5 
21 

148.7 

~CORRUGATED 
/' SURFACE 

A sketch of the corrugated horn is shown in Fig. 4. The corrugation 
depth is about a quarter wavelength at 18 GHz. The steps between 
smooth and corrugated sections help impedance matching because the 
desirable HEll mode in the corrugated guide is concentrated toward 
the center of the cross section. The return loss of the horn is better 
than 20 dB for frequencies above 16 GHz. The E- and H-plane beam­
widths are nearly identical to each other from 16 to 30 GHz. 

Figure 5 shows a photograph of the combination of offset ellipsoidal 
reflector and corrugated horn. Amplitude and phase patterns have 
been measured in both the offset plane and the transverse plane 
orthogonal to the offset. Since the phase center is located about 1.5 m 
from the center of the offset ellipsoid, physical rotation around the 
phase center would cause problems of mechanical unbalance. There­
fore, the center of rotation in the p~ttern measurements is located 
midway between the ellipsoid and the phase center. The measured 
data can be transformed into measured patterns around the phase 
center by the relations between the angles of rotation and between the 
path lengths. 
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Fig. 5-Experimental broadband imaging feed. 

Table II-Design parameters of the offset ellipsoidal reflector (all 
lengths are in cm.) 

Incident phase-front radius of curvature RI 
Reflected phase-front radius of curvature R2 
Angle of incidence, Oi 
Angle between incident center ray and major ellipsoidal axis, Opi 
Angle between reflected center ray and major ellipsoidal axis, Op2 
Offset angle, 00 

Half-cone angle, Oe 
Offset angle at the distant focus, 00 ' 

Vertex to near focus distance, fo 
Eccentricity, e 
Semi-major-axis of plane ellipse, pmajor 

Semi-minor-axis of plane ellipse, pminor 

Semi-major-axis of ellipsoid, a 
Semi-minor-axis of ellipsoid, b 

The two equations below 

. e So. e 
SIn = - SIn 0 

s 

54.36 
244.22 

17° 
42.68 0 

8.68° 
41.87° 
22.09° 

8.86° 
48.56 

0.67475 
21.98 
21 

149.29 
110.18 

(16) 

(17) 

are similar to eqs. (32) and (31). The parameters are explained in 
Fig. 3. The angular conversion of eq. (16) will be required in both 
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Fig. 6-19-GHz radiation pattern oftransverse polarization (transverse perpendicular 
to offset) in (a) offset plane and (b) transverse plane. 

amplitude- and phase-pattern transformations, whereas another factor 
of (s + do - so) will be also added to the measured phase pattern. 

To ensure reliable phase data, all pattern measurements were made 
in the azimuthal plane vv·here a rotary joint can be used for avoiding 
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Fig. 7-23-GHz radiation pattern of transverse polarization (transverse perpendicular 
to offset) in (a) offset plane and (b) transverse plane. 

cable motion during rotation of the turntable. Care was taken in 
keeping the same center of rotation by flipping over the feed assembly 
between measuring the transverse plane and offset plane cuts. 

Calculations of radiation patterns are described in Appendix B. Both 
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Fig. 8-28-GHz radiation pattern of transverse polarization (transverse perpendicular 
to offset) in (a) offset plane and (b) transverse plane. 

measured and calculated patterns around the phase center are shown 
in Figs. 6, 7, and 8 for 19, 23, and 28 GHz, respectively. Comparisons 
between measured and calculated data show generally good agreement 
for both a...1!lplitude and phase patterns. An ideBl imaging feed would 
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have a frequency-independent amplitude pattern of -15 dB taper at 
5 degrees and a straight-line phase pattern that represents an exact 
spherical wave originating from a point source at the phase center. 
Deviations from these ideal patterns can be attributed to the imper­
fection of the paraxial approximation and to the truncation effect. 
Measured patterns also include the effect of deviation of the corru­
gated-horn-aperture field from the theoretical model. Figures 6 
through 8 show that 28-G Hz measured pattern widths are slightly 
narrower than those of 19 GHz. Phase deviations remain less than 20 
degrees. These results are very similar to those of a long broadband 
corrugated horn designed for constant beamwidth feed. 

The patterns in Figs. 6 through 8 were measured with the polariza­
tion transverse to the offset plane. Measurements with the polarization 
parallel to the offset plane showed similar patterns. Cross-polarized 
pattern measurements showed a maximum cross polarization of -26 
dB, which is what would be expected from the offset geometry.12 

v. DISCUSSIONS 

Theoretical and experimental studies have demonstrated the feasi­
bility of a broadband imaging feed using the combination of an offset 
ellipsoid and a corrugated horn. This feed is also important for serving 
as a basic building block of the imaging beam waveguide. 

Since a broadband feed design will avoid the need of quasi-optical 
frequency diplexing, a much simpler, cost-effective feed system can be 
built to achieve performance similar to that of the 19/28.5 G Hz feed of 
the Crawford-Hill 7-meter antenna. 

The application of imaging of a corrugated horn by an offset ellip­
soidal reflector is certainly not limited to broadband narrow feed 
patterns for large ground station antennas. For example, Dragone 
suggests13 its application to terrestrial microwave repeater antennas. 
Furthermore, it can be used as a constant beamwidth radiometer 
antenna for multifrequency remote sensing. 
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APPENDIX A 

Geometry of Offset Ellipsoids 

The geometrical properties of offset ellipsoids can be generalized 
from those14 of offset paraboloids. The following formulas are derived 
by lengthy but straightforward algebra. The intersection of an offset 
ellipsoid and a circular cone subtended at the focus is a plane ellipse, 
which is subtended by another circular cone at the other (distant) 
focus. This property was indicated in Ref. 1, and also observed later in 
Ref. 15. 

Let us define the ellipsoid in Figure 9 by 
(1 + e)fa 

r=-----
1 + e cos 0/ 

(18) 

where the eccentricity, e, is less than unity. fa is the distance between 
the origin in Xp YpZp coordinates and the vertex, and ()p is the polar 
angle with respect to the Zp axis. We first find the intersection between 
the ellipsoid and the XaYo plane, which is perpendicular to xpzp plane, 
located at a distance ra from the origin, and its normal makes an angle 
Opa with the Zp axis: 

2 . 2 { e(sin Opa) J}2 2 (l-esInOpa) Xa - 2.20 [(I+e)fa-eraCOS ()pa +Yo 
1 - e SIn pa 

[eracos Opa - (1 + e) faJ 2 
2 

----~2:---;;2:----- - r a • 
1 - e sin ()po 

(19) 

Next, the following expressions are found for Opa and ro: 

O . -1 ( sin ()o ) po = SIn 
.Jl + 2e cos OaCOS ()e + e 2

COS
20e 

(20) 

(1 + e)facos ()e 
r =-r===================-===~ a J 2 2 ' 1 + 2e cos OoCOS Oe + e cos Be 

(21) 
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Fig. 9-Geometry of an offset ellipsoid subtended by circular cones at two foci. 

where 00 + Oe and 00 - Oe are the polar angles of the top and bottom 
edges of the offset ellipsoid in the XpZp plane. Now it can be shown 
that the intersection of the XoYo plane with the circular cone, which 
has its axis oriented at Op = 00 and a half cone angle of Oe, is the same 
ellipse as represented by eq. (19). 

The major and minor radii of the ellipse are 

(1 + e) fosin Oe J1 + 2e cos Oocos Oe + e 2cos20c 
pmajor = 2 2 2 2 

1 + 2e cos Oocos Oe + e cos' Oe - e sin 00 

(22) 

(23) 

When e = 1, the above equations are reduced to those of Appendix A 
in Ref. 14. One notes an error in eq. (50) for the plane ellipse in Ref. 
14, i.e., missing a term (rotan Opo) in the bracket on the left-hand side 
of that equation. 

The axis of the circular cone subtended at the second (distant) focus 
is oriented with respect to the major axis of the ellipsoid at 

O~ = ~ {sin-1 [R r; _ sin(Oo + Oe)] 
2 0 + 0 r2 

where 

(1 + e) fo 
rl 2 = ------:-:-------::"~ 

. 1 + e cos(Oo =+= Oe) 
(25) 

are the radial distances from the (near) focus to the termini of the 
major axis of the ellipse represented by eq. (19) and 
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Ro= fo --(
1 + e) 
1-e 

(26) 

is the distance from the vertex to the second focus. 

APPENDIX B 

Calculation of Radiation Pattern 

In this appendix we shall calculate the radiation pattern of an offset 
ellipsoid illuminated by a corrugated feed horn. The numerical inte­
gration of the diffraction integral accomplishes computer simulation 
of the hardware. 

When an ellipsoid is illuminated by a feed located at the near focus, 
the geometrical optic rays reflected from the ellipsoid are expected to 
converge toward the distant focus. Although the diffraction effect will 
take place before reaching that second focus, the ray approximation 
should be valid in the vicinity of the ellipsoid. To find the radiation 
from the ellipsoid, we will employ a spherical wave field in an equiva­
lent plane aperture that is perpendicular to the axis of, and subtended 
by, the cone of reflected rays, and passes through the point, 0', of 
intersection of the centric reflected ray with the ellipsoid. The radius 
of curvature of the spherical wave is the distance, R ~, from the distant 
focus to the point 0'. 

R~= (1 + e)fo 
1 - e cos (fa 

The transverse cartesian coordinates in the plane aperture are 

{

X = R (cos Oosin 0 cos <I> + sin Oocos 0) cos O~ 
- [R (-sin Oosin 0 cos <I> + cos Oocos 0) + Ro - f]sin O~ 

y = R sin 0 sin <1>, 

where 

R= (1+e)fo 
1 + e(cos Oocos 0 - sin 0 sin Oocos <1» 

(27) 

(28) 

(29) 

is the position radius from the focus to the ellipsoid. 0 and <I> are the 
standard spherical coordinates with the polar axis FlO along the axis 
of the circular cone subtended at the near focus, as shown in Fig. 9. 

Using a small angle scalar approximation, we can determine the 
radiation of the offset ellipsoid as 

je-ik(s+d) J F { [ 
E = A(S + d) R exp jk x sin 8'cos 4> + y sin 8'sin 4> 

x
2 + y2 x

2 + y2 , l} 
+ 2R~ - 2(s + d) + (s + d - s ) __ dA, (30) 
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where F is the feed pattern, which will be described later. The term 
(X2 + y2) /2(8 + d) is a phase correction needed for the Fresnel re­
gion in which the Cassegrainian subreflector is located. The factor 
(8 + d - 8') is added to give a phase pattern with respect to the phase 
center, which is located at a distance d in front of the ellipsoid. 8 is the 
distance between the phase center and the field point, and 8' is the 
distance between the point 0', which is the effective center of the 
ellipsoid aperture, and the field point 

8' = .J82 + d 2 + 28d cos 9. (31) 

The angle 9', between 8' and the cone axis O'F2 , is related by the sine 
law to the angle 9 between 8 and the cone axis, as shown below: 

sin 9' = 8, sin 9. 
8 

(32) 

cJ> is the azimuth coordinate of the field point. The surface element dA 
is 

d' A _ R 2
sin OdOdcJ> 0 

L"1 - 0 cos r, 
cos i 

(33) 

where Oi is the angle of incidence between the incident ray and the 
unit vector normal to the ellipsoidal surface, and Or is the angle between 
this unit normal and the beam axis. Since the ellipsoids under consid­
eration are only slight perturbations of paraboloids, cos Oi ~ cos Or. 
Noting the symmetry of the aperture field, eq. (30) becomes 

je-ik(s+d) J" JOe [ X2 + y2 X2 + y2 
E = A d) F exp jk X sin 9' cos <I> + -

(8 + 0 0 2R ~ 2 (8 + d) 

+ (s + d - s') ] cos[ ky sin 9' sin <I>]R sin OdOd</>. (34) 

The feed pattern of a corrugated horn is given by 

11 ( R ) -ik[ar2tau-f!. + (ar) 2 + t(l-COSO')] 
F(9') = 0 Jo(ar)Jo ka sin 0' R' r e 2 2R' rdr, 

(35) 

where a is the aperture radius, f3 is the half cone angle of the horn, 
a = 2.405 for frequencies close to the resonance of the corrugated 
depth, r is the normalized radial coordinate of the horn aperture, and 
sin 0' is multiplied by R / R' because 0' is referred to the ellipsoid focus 
(the phase center of the horn), which is located at a distance t behind 
the horn aperture. R' is the distance from the center of the horn 
aperture to a point on the ellipsoid: 

R' = .JR2 + t 2 - 2Rtcos ()'. (36) 
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The first term kar2tan (f3/2) in the exponential bracket of eq. (35) is 
the phase deviation in the horn aperture, the second term is a phase 
correction in the Fresnel region, and the third term is added to give a 
phase pattern with respect to the horn phase center (ellipsoidal focus) 
instead of the horn aperture. 

To compensate for the difference in length between the radii from 
the focus toward the top and bottom edges of the offset ellipsoid, the 
axis of the feed horn is offset by an angle 81 from the axis of the circular 
cone subtended by the ellipsoid at the focus. 8' can be expressed in 
terms of the angular coordinates (8, </» of the offset ellipsoid: 

cos 8' = cos 8 cos 81 + sin 8 sin 81 cos </>. (37) 

81 = 1.6 degrees is used in the calculated patterns of Figs. 6, 7, and 8. 
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In this paper we analyze the delay in a single-server queue in 
which the server, when it becomes free, selects for the next service the 
oldest customer with current delay smaller than T. If no such cus­
tomer is present, then it selects the youngest customer with the current 
delay in excess of T. This service discipline is desirable in applica­
tions where the success or failure of a service depends on the delay in 
providing the service. Telephone call processing and steel rolling are 
two of these applications. We obtain the delay distribution for this 
service discipline using a combination of level-crossing arguments 
and renewal theory, and compare this performance with that of the 
last-in-first-out discipline with respect to the throughput of success­
fully served customers. 

I. INTRODUCTION 

The following situation is common in telephone call processing or 
data-processing systems. When a customer requests service, an entry 
is made in the queue that is serviced by a processor. The processor 
serves the queue of entries according to some specified service disci­
pline. When an entry is served, the corresponding customer is notified 
of the completion of the service. The customer, however, does not wait 
forever for the completion of the service. At some random time, R, 
after its arrival, the customer will renege if service is not completed. 
The associated entry remains in the queue, and the server does not 
know that the customer has reneged until after it completes the service 
and attempts to notify the customer. Such a service is wasted. The 
customer may make the situation worse by reattempts at getting the 
desired service, thereby increasing the load on the server. It is therefore 
necessary to keep the proportion of reneging customers as small as 
possible. This can be done by selecting an appropriate discipline. 

In this paper we study a specific model of the above situation. In 
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Fig. I-Customer behavior function 1. 

particular, we have a single-server queue with Poisson arrivals at rate 
A>O. 

Let G be the distribution of the service time. Let p(t) be the 
probability that the customer does not renege before time t. We may 
think of p(t) as the expected reward obtained by completing the 
service of a customer at t time units after its arrival. With this general 
interpretation p(t) need not be restricted to be between 0 and 1. Let 

P(t) = f p(t + y)dG(y) (1) 

for 0::5 t < 00. Then P(t) is the expected reward from a customer whose 
waiting time (excluding the service time) is t. Let W\'T be the distribu­
tion of the waiting time under the specified service discipline, 77. Then 
the expected reward from an arbitrary customer is 

V. = f P(t)dW.(t). (2) 

We want to select a service discipline that maximizes V\'T' It was shown 
in Doshi and Lipper! that if P(t) is convex (respectively, concave), 
then the last-in-first-out (LIFO) [respectively, first-in-first-out (FIFO)] 
discipline is optimal. More realistic functions P(t), however, are of the 
forms given in Figs. 1 and 2. 

For such functions, P(t), an optimal service discipline, is not known. 
However, our results for concave and convex P(t) indicate that a 
hybrid discipline may provide better performance than either the 
FIFO or the LIFO discipline does. In this hybrid discipline the server, 
when it completes a service, fIrst looks at the customers with the 
current waiting time less than T and selects the oldest waiting customer 
for the next service. If no such customer is waiting, then the server 
looks at the customers with the current waiting time in excess of T 
and selects the youngest customer. Note that this hybrid discipline 
includes FIFO (T = (0) and LIFO (T = 0) as special cases. Since P(t) 
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Fig. 2-Customer behavior function 2. 

is assumed to be given, we only need W 1T (t), 0::; t < 00, for this hybrid 
discipline 'IT, to calculate V1T • In this paper we obtain W 1T for general 
service time distribution. We do this in three steps. First we describe 
another queueing system for which the distribution of the waiting time 
is the same as for the original system. Moreover, for this equivalent 
queueing sYl?tem the distribution of the waiting time can easily be 
expressed in terms of the distribution, F(x), of the work in a subsystem. 
We then use level-crossing arguments to derive an integral equation 
satisfied by f(x) = F'(x). Finally, we use some results from renewal 
theory to solve this integral equation. 

Some comments about the model are in order before we proceed to 
give an outline of the rest of this paper. Models similar to the one 
studied here can be useful in a variety of other applications. Some of 
these are the management of steel-rolling operation and the manage­
ment of blood bank. Also, in many applications the customers do not 
necessarily renege. They simply take actions (start to dial, become 
cold, etc.) which make any subsequent service worthless. 

This paper is organized as follows: In Section II we formally define 
the queueing system under consideration. We describe an equivalent 
queueing system in Section III. There we also show the relationship 
between the distributions of the waiting time in the original system 
and of the work in a subsystem of the equivalent queueing system. In 
Section IV we derive an integral equation for the steady-state density 
of the work in the subsystem. We give the solution of this integral 
equation in Section V. There we also derive the steady-state distribu­
tion of the waiting time in the original system. Finally, we give some 
numerical results in Section VI. 

II. MODEL 

The queueing system and the hybrid service discipline discussed in 
Section I can be formally described as follows: We hB:ve a queueing 
system with a single server and two queues, Ql and Q2. Customers in 
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QI have a nonpreemptive priority over those in Q2. The order of 
service is fIrst-in-fIrst-out (FIFO) in QI and last-in-fIrst-out (LIFO) in 
Q2. Customers arrive according to a Poisson process at rate A > o. On 
arrival the customer is put in Q1. If its service has not started within 
T seconds after its arrival, then at that time it is transferred to Q2. 
The service times of the customers are independent and identically 
distributed with distribution function G with continuous density g. 

Let ilK denote the Kth moment of the service time and let p = Aili. 
Assume that the waiting-time process is in the steady state. Let W 
denote the distribution function of the waiting time seen by an arbi­
trary customer. Since G has a continuous density, W is differentiable 
on (0, 00). Let 

w(x) = W'(x) 0< x < 00. 

We are interested in obtaining an expression for W(x) or, equivalently, 
for W(O) and w(x), 0 < x < 00. 

III. AN EQUIVALENT QUEUEING SYSTEM 

We now describe a queueing system that is equivalent to the one 
described in Section II as far as the waiting times of the customers are 
concerned. However, the number of customers in QI and Q2 at a given 
time may be different in the two systems. 

Consider the subsystem consisting of the server and Q1. Let X t 

denote the work, at time t, in this subsystem. Thus, X t is the sum of 
the remaining service time of the customer, if any, being served and 
the service times of all the customers in Q1. If a customer arriving at 
time t fInds Xt ::s T, then it joins QI; otherwise it joins Q2. Recall that 
QI has a nonpreemptive priority over Q2 and that QI is served FIFO 
and Q2 is served LIFO. A little reflection shows that the waiting time 
of a customer is the same in this system as in the one described in 
Section II. 

We now relate the waiting-time distribution, W, to the steady-state 
distribution, F, of the work, X, in the subsystem consisting of the 
server and Q1. If an arriving customer sees X ::s T, then its. waiting 
time will be X because the service in QI is FIFO and because QI has 
a nonpreemptive priority over Q2. Thus, 

W(x) = F(x) o ::s x ::s T. (3) 

In particular, 

W(O) = F(O), (4) 

and 

w(x) = {(x) = F'(x) O<x<T. (5) 
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If an arriving customer sees X > T, then it joins Q2. Since Ql has 
priority over Q2 and since Q2 is served LIFO, this customer has to 
wait for the duration of a busy period in the MIGII queue with initial 
work, X. Let By denote the distribution of the busy period in the 
MIGII queue started by initial work, y. Since G has a continuous 
density, 

(6) 

exists for all x > y. Then 

w(x) = I: f(y)by(x)d(y) x>T. (7) 

Thus, it is sufficient to find the distribution of X. 

IV. INTEGRAL EQUATION FOR f(x) 

We now use level-crossing arguments (see Ref. 2) to derive an 
integral equation for f. Figure 3 shows a typical sample function for 
the process {Xl}. Assume that at time 0 the queues are empty, the 
server is idle, and a customer arrives and enters service. If Xl > 0, then 
it decreases at unit rate as in a MIGII queue. Symbols 0 represent 
arrivals which see Xl ::; T and join the subsystem, thus increasing Xl 
by a service time. A symbol in the shape of a dot(Q) represents 
arrivals that see Xl > T, and join Q2 without affecting Xl on their 
arrival. When Xl reaches zero, two things can happen: Q2 is empty and 
the server remains idle until the next arrival, or Q2 is nonempty and 
a customer from Q2 enters service, thus increasing X t by its service 
time. Such arrivals from Q2 into the server are denoted by a symbol in 
the shape of a square (m). 

The stochastic process {Xt} is not Markovian because what happens 

t_ 

Fig. 3-Typical sample function for the process {Xd. 
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when Xl reaches zero depends on the past. On the other hand, the 
vector-valued process {(Xl, N l )}, where Nl is the number in Q2 at time 
t, is a Markov process. We can derive the steady-state distribution of 
(Xl, N l ) using the standard results and use that to obtain the marginal 
steady-state distribution of X. We, however, use a simpler approach 
here. Recall that}L2 < 00. Consider the following two cases: 

(i) p < 1. In this case the process {Xt} is regenerative and with the 
regeneration points corresponding to the external arrivals that make 
an idle server busy. Denote this event by E. Then E is a positive 
recurrent, regenerative event. 

(ii) p ~ 1. In this case the queue length in Q2 grows without bound 
and, in the steady state, can be assumed to be 00. Thus, a customer is 
removed from Q2 to enter service every time Xl reaches o. This event, 
E', is then positive recurrent. 

Standard regenerative arguments now show that {Xl} has a steady­
state distribution and that 

where the distribution of X is the steady-state distribution of {Xl}. 
Moreover, for any x, 0 < x < 00, the steady-state rate, D(x), at which 
Xl crosses x from above, equals the rate U(x), at which Xl jumps from 
below x to above x. We now express D(x) and U(x) in terms of f(x) 
and get the desired integral equation by equating these expressions. 

Xl decreases at unit rate until an arrival occurs or until Xl = o. Thus, 
during every downcrossing of level x, the {Xt} process spends dx units 
of time in the interval (x - dx, x). Hence, 

D(x) = f(x) 0< x < 00. (8) 

Before deriving an expression for U(x) we introduce some notation. 
Let p denote the rate at which Xl jumps from 0 to some positive value. 
These jumps may be due to either external arrivals coming to an idle 
system or to customers from Q2 moving to the server. Also, let G 
denote the complementary service time distribution defined by 

G(x) = 1 - G(x) 0:5 x < 00. 

Assume that G(O) = 0, G(O) = 1. Then, for x :5 T 

U(x) = A I: f(y)G(x - y)dy + pG(x). 

(9) 

(10) 

Since an external arrival causes a jump in Xl only when Xl :5 T, we 
have, for x > T, 

U(x) = A iT f(y)G(x - y)dy + pG(x). (11) 
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Thus, 

j
TI\x 

U(X) =}.. 0 f(y)G(x - y)dy + pG(x) O<x< 00. (12) 

Let 

f(O) = lim f(x). (13) 
x!O 

Then f(O) is the r~te at which {Xd hits level zero. In the steady state, 
this must equal the rate at which {Xt} jumps from 0 to some positive 
value. Thus 

p = f(O). (14) 

We now have for 0 < P < 00, 0 < x < 00, 

Let 

Then 

f(x) = D(x) 

= U(x) 

j
X/\T 

=}.. 0 f(y)G(x - y)dy + f(O)G(x). 

f(O) 
q=T· 

j
X/\T 

f(x) =}.. 0 f(y)G(x - y)dy + q}..G(x). 

(15) 

(16) 

This is the desired integral equation for f The additional conditions 
needed to solve this completely depend on whether p < 1 or p ~ 1. 

First consider the case where p < 1. Let P2 be the probability that 
an arriving customer sees X t > T and joins Q2. Since, for p < 1, every 
arriving customer is eventually served, the rate at which customers 
enter the server from Q2 is AP2 • Also, the rate of arrivals coming to an 
empty system is }"F(O). Thus, 

q = f(O) = }"[F(O) + P 2 ] F(O) + P
2

• (17) 
}.. }.. 

Also, 

P 2 = f {(x)dx, (18) 

QUEUEING 1257 



and 

F(O) + f {(x)dx = 1. (19) 

For p ~ 1, Q2 is always nonempty in steady state. Hence F(O) = 0, 

and 

f(O) 
q=T' 

iOO 

{(x)dx = 1. 

(20) 

(21) 

Equation (16), together with either conditions [eqs. (17) to (19) or 
20], characterizes f completely. We solve this equation in the next 
section. 

v. SOLUTION OF THE INTEGRAL EQUATION 

We now solve eq. (15) to obtain an expression for f(x). For 0 < x < 
00, let 

h(x) = AG(X) (22) 

and let m(x) be the renewal density function for h(x). Then m(x) 
satisfies (see Ref. 3): 

m(x) = h(x) + f h(x - y)m(y)dy. (23) 

Equation (15) can now be rewritten as 

((x) = qh(x) + f {(x - y)h(y)dy (0 < x < T), 

and 

((x) = qh(x) + iT {(y)h(x - y)dy T:s x < 00. 

Equation (24) is a renewal equation and its solution is given by 

((x) = qh(x) + q f h(x - y)m(y)dy 

= q [h(X) + f h(x - y)m(Y)dY] 

= qm(x), 
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where the last equality follows from (23). Note that 0 < h(x) < 00, and r h(x)dx = AP.l = p. 

Thus, h is like a probability density with total mass, p. The function 
m(x) is well defined for any finite x irrespective of the value of p, 0 < 
p < 00. To obtain an expression for f(x), x === T, we note that the right­
hand side of (25) involves f(y) for y only in the interval (0, T), which 
we have obtained in (26). Thus, replacing f(y) on the right-hand side 
of (25) by qm(y), we get 

((x) = [ qh(x) + iT qm(y)h(x - Y)dY] 

= q [h(X) + iT h(x - y)m(y)dy ] x 2: T. (27) 

We now use conditions (17) through (19) or (20) through (21) to 
evaluate q and thus completely characterize f. First, consider the case 
p < 1. We have 

q = F(O) + P2, (28) 

and 

F(O) + q iT m(x)dx + P2 = 1. (29) 

Also, equating the rate of customers coming to the system with the 
rate of customers leaving the system, we get 

or 

1 
A = - [1 - F(O)], 

JlI 

F(O) = 1 - p. (30) 

We can now solve (28) through (30) for q and P2 to get 

p - (1 - p) iT m(x)dx 

P2 = --------

1 + iT m(x)dx 
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and 

Thus, 

q = F(O) + P2 
1 

1 + iT m(x)dx 

F(O) = 1 - p 

m(x) 
f(x) = T 

1 + i m(x)dx 

x<T 

h(x) + 1:. h(x - y)m(y)dy 

1 + f'm(X)dX 

x~ T. 

Next, consider the case where p ~ 1. Here, 

and 

Thus, 

f(O) 
q=T' 

f {(x)dx + f {(x)dx = I, 

{(OJ {f m(x)dx + p [ 1 + f m(X)dxJ - f m(X)dx} = 1, 

or 

x<T, 
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and 

h(x) + f.T h(x - y)m(y)dy 

f(x) = T 

P [1+ f. m(X)dXJ 

x::: T. (36) 

We now consider a special case where G(x) = e-J.LX, f.l = l/f.ll. Then, 

0< x < 00, 

m(x) = Ae(A-p)X 0 < x < 00, 

jT 1 
1 + m(x)dx = [1 - pe-p (1-p)r:J, 

o (1 - p) 

and, for x ::: T, 

h(x) + iT h(x - y)m(y)dy 

= Ae-I'X + A' iT e-"X-Y)e-',-AlYdy 

Thus, for p < 1 

and 

For p::: 1 

= Ae-I'X + A'e-I'X iT e+AYdy 

= Ae-J.LX+AT. 

F(O) = 1 - P 

1-p 
f(x) = e-p(1-p)x 

1 - pe-p(1-p)T 

1-p 
f(x) - e-J.LX+AT 

- 1 - pe-p(l-p)T 

F(O) = 0, 

_ 1 - P p(p-l)x 
f(x) - p[l _ peP(p-l)T] e 

x< T, 

x::: T. 

x< T, 
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and 

_ 1 - P -p.x+AT 
f(x) - [1 P.(P-l)T] e 

P - pe 
x;::: T. 

VI. WAITING,.TIME DISTRIBUTION 

We now use the results of Section V to obtain an expression for the 
waiting-time distribution and its Laplace Stieltjes Transform. From 
eqs. (4), (5) and (6) we get 

and 

{

1- p 
W(O) = F(O) = 0 

m(x) 

p<l 

p;::: 1, 

[ 1 + r m(X)dX] 

w(x) = f(x) = 
m(x) 

p [ 1 + r m(X)dX] 

p<l 

p;::: 1, 

I: [ h(y) + r h(y - Z)m(Z)dZ] by(x)dy 

1 + iT m(x)dx 

p<l 

w(x) = I: [ h(y) + 1: h(y - Z)m(Z)dz] by(x)dy 

p [ 1 + r m(X)dX] 

p;::: 1. 

Let 

W*(8) = E[e-owl = W(O) + i oo 

e-oXw(x)dx Re 8> o. 

Also, for Re 8 > 0 let 

g*(8) = i oo 

e-OXg(x)dx 
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and 

h*(O) = 100 

e-OXh(x)dx 

A[l - g*(O)] 

o 

m*(1I) = 100 

e-OXm(x)dx 

h*(O) 

1 - h*(O) 

A[l - g*(O)] 

0- A[l - g*(O)]' 

(42) 

(43) 

Let B*(O) be the Laplace Stieltjes Transform of the ordinary busy 
period in an MIGl1 queue with the arrival rate A > 0 and the service 
distribution, G. Then B * satisfies 

B*(O) = g*{O + A[l - B*(O)]}. (44) 

Also, let Bj (0) be the Laplace Stieltjes Transform of By. Then 

Bj(O) = e-y {O+A[1-B*(O)]}. (45) 

We now express W* (0) in terms of m, m * and B *. First, consider the 
case p < 1, where 

1 {IT. W*(O) = 1 - p + T e-oXm(x)dx 

1 + 1 m(x)dx 0 

+ fe-ox fT [h(Y) + f h(y - Z)m(Z)dzJ by(X)dYdX} 

= 1- p + / (iT e-OXm(x)dx 

1 + 1 m(x)dx 0 

+ 0 100 

e-{O+A[l-B*(O)]}Xm(X)dX) (46) 
o + A[ 1 - B * (0) ] T • 
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For p > 1, 

W*(8) = ; {f e-OXm(x)dx 

p [1+ L m(x)dx ] 0 

+ e-[6+'\(1-B (O)]xm(x)dx . o Joo · } 
0+ A[l - B*(O)] T 

(47) 

6.1 Mean value of the waiting time 

Let W denote the mean value of the waiting time. For p < 1, every 
customer is eventually served. Hence, W is the average over all the 
customers. For p > 1, some of the arriving customers do not get served 
and, in this case, W is the average waiting time of those who do get 
served. In the first case, 

and for the second case, 

For p < 1, all customers are served and the order of service does not 
affect the mean waiting time. Thus, in this case the mean waiting time 
is the same as that for an MIGll queue with the FIFO discipline. That 
is, 

- AJl2 
W= . 

2(1 - p) 
(48) 

For p > 1, the busy period distribution is defective. Let 

ba = P {Busy period < oo}. 

Then ba is the unique solution in (0, 1) of 

(49) 

Also, 

*' + _ g*'[A(l - ba )] 

B (0) - 1 + Ag*'[A(l - ba )] 
(50) 

and 

*" + _ g*"[A(l - ba )] 

B (0) - {I + Ag*'[A(l _ ba )]}3· 
(51) 
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Now, from eq. (47), we get 

1 
W*(O+) =----=----

p [ 1 + f m(X)dX] 

. [jT m(x)dx + 1 lim Joo oe-{o+A[l-n.(o)]}Xm(X)dX] 
o A(l - bo ) 0->0+ T 

[! [r m(x)dx + 1 ] 

p 1 + I. m(X)dX] 0 

1 

p 

and 

1 
- W*'(O+) = -----=----

p [ 1 + f m(X)dX] 

1 

p 

. {f xm(x)dx + A(l ~ bo) [ 1 + f m(X)dX]} 

jT xm(x)dx 
o 1 

iT + A(l - bo ) 

1 + 0 m(x)dx 

From (52) and (53) we have 

T 

j xm(x)dx 
- - W*'(O+) 0 1 

W = W* (0+) = JT + A(l - bo ) • 

1 + m(x)dx 
o 

(52) 

(53) 

(54) 

Equation (54) shows that the mean waiting time of the customers who 
get served is minimized by the LIFO discipline (T = 0). 

VII. NUMERICAL RESULTS 

In this section we present some numerical results. Instead of calcu-
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lating the waiting-time distribution, we calculate the quantity of inter­
est, namely 

for a specific P. Let 

V= f P(t)dW(t) 

PIt) = {!-a"-TI t~ T 
t> T. 

(55) 

We now evaluate V for the hybrid discipline with parameter T and 
also for the LIFO discipline. For the hybrid discipline we have 

where 

VT = q, [iT m(x)dx + eaTm*(u + A[l- B*(u)]} 

. (1 + h*{a + A[l - B*(a)]}) 

q= 

- eoT (1 + h*{a + A[l- B*(a)]}) 

° iT m(y)e-y(aH)[I-nO(a)]dy J. 

1 

1 + iT m(x)dx 

1 

p [ 1 + f m(X)dx] 

p<l 

p> 1. 

(56) 

(57) 

(58) 

We need some more notation before writing an expression for VL • 

Let bFR(·) denote the density function for the busy period started by 
the forward recurrence time of the service time. Thus, 

J
x 1 - G(y) 

bFR(X) = by(x) dy. (59) 
o III 

Then, for p < 1, 

VL = 1 - p + p iT bFR(x) + peaT J: e-axbFR(X)dx 

= 1 - p + P [iT bFR(x)dx - eaT iT e-axbFR (x) dx ] 

oT A[l - B*(a)] 
+ e a + A[l _ B*(a)]' (60) 
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and, for p > 1, 

VL = iT bFH(x)dx - eoT iT e-OXb;'R(x)dx 

I-B*(a) 
+--------

J.h{a + A[I - B*(a)]} 
(61) 

For numerical calculations we considered all integrals in eqs. (56) 
through (58) and (60) through (61) as functions of T, obtained their 
Laplace transforms, and inverted the transform at the specified value 
of T using the inversion method of D. Jagerman.3 Thus, let 

R1(t) = L m(x)dx, 

R 2(t) = L m(x)e-x(o+.[l-B·(o)]}dx, 

R 3(t) = L bFH(X)dx, 

and 

Also, for i = 1, 2, 3, 4, and 0 in the appropriate domain, let 

m (8) = ioo 

e-"Ri(t )dt. 

Then 

and 

R i (0) = m ~(O) , 

R*(O) = m*{O + a + A[I - B*(a)]} 
20' 

* 1 - B*(O) 
R3 (0) = O{O + A[I - B*(O)]} ' 

R* 0 _ I-B*(O+a) 
4 ( ) - a + 0 + A[ 1 - B * (0 + a)] 

For numerical examples we had the service time distribution gamma 
with mean 1 and variance 1/ K. We used two different values of K, 
K = 1 (exponential distribution), and K = 10. We used two different 
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values of T, 1 and 3. Finally, we used two values of (J, 2.0 and 0.15. 
These give us eight parameter sets. The values of V T and VL as 
functions of the load A = p are given in Figs. 4 through 11. From these 
figures we observe: 

(i) For both service disciplines, the throughput of good calls is 
larger for larger T, smaller (J, and larger K. The behavior of the 
throughput with respect to T and (J is obvious. Larger K implies smaller 
variability in the service time, thus reducing the probability of a 
customer getting served after a long wait. This, in turn, results in a 
higher throughput. 

(ii) For the assumed customer behavior, the hybrid discipline al­
ways provides higher throughput than the LIFO discipline does. The 
difference is larger for larger T, larger (J, and larger K. 

en 
--l 
--l 
<t: 
u 
o 

1.0r--------------------, 

g 0.8 
(!) 

u.. 
o 
l­
=> a.. 
:::c g 0.6 
o 
a: 
:::c 
t: 
~ 

0.4 '--__ ---L. ___ ....I...-___ .l.....-__ ---L ___ -J 

0.6 0.8 1.2 1.4 1.6 

A = P 

Fig. 4-The values V T and VL as functions of the load A = p for T = 3.0, (J = 2.0, and 
K=1. 

1.0 r-------------~:-:-------, 

0.8 

t 
0.6 

0.4 '":-__ --'-___ -:-'-::-___ .l..-__ ~_:__---J 

M 1~ 

Fig. 5-The values VT and VL as functions of the load A = p for T = 3.0, (J = 2.0, and 
K= 10. 
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0.4 '--___ :-'-:-___ --'-___ ---'-____ '--__ ----::' 
M 1~ 

A=P-

Fig. 6-The values V T and VL as functions of the load A = p for T = 3.0, (] = 0.15, and 
K=1. 

t 
):,. 

0.4L.....----::l::-----:--1-::------:-I-_:__-----:'.L..:-----:-' 
0.6 1.6 

A=P --

Fig. 7-The values V T and VL as functions of the load A = p for T = 3.0, (] = 0.15, and 
K= 10. 

1.0,-----------------------, 

0.8 

t 
0.6 
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0.6 1.6 

A = P 

Fig. 8-The values V'/' and VL as functions of the load A = p for T = 1.0, (] = 2.0, and 
K=1. 
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t 
> 

0.4 ~ __ ~~--~--___::'::_-----:-'_:__---:-' 
Q6 1~ 

x=p -

Fig. 9-The values V T and VL as functions of the load A = p for T = 1.0, (J = 2.0, and 
K= 10. 

1.0..--------------------, 

t 

0.4 L...-__ ---L.. ___ -'-___ .L-__ --lo. ___ ~ 

Q6 1~ 

Fig. 10-The values V T and VL as functions of the load A = p for T = 1.0, (J = 0.15, and 
K=1. 

Of course, our knowledge of the customer behavior may be more or 
less accurate, depending on the application. An issue of interest then 
is the sensitivity of the throughput to the assumed customer behavior. 
This was studied for a special case (K = 1) in Ref. 1. The analysis in 
this paper can be used to answer such issues for more general service 
time distributions. Qualitatively, however, the conclusions will remain 
the same: the last-in-first-out (LIFO) discipline is robust with respect 
to the knowledge of customer behavior. The hybrid discipline, on the 
other hand, is very sensitive to the customer behavior and should be 
used only when the customer behavior is adequately known and does 
not change in time, or when the parameters of the customer behavior 
can be estimated and used to change the control parameters dynami­
cally. 
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Fig. 11-The values V T and VL as functions of the load A = p for T = 1.0, (J = 0.15, and 
K= 10. 
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In this paper we describe the off-line quality control method and 
its application in optimizing the process for forming contact windows 
in 3.5-p.m complementary metal-oxide semiconductor circuits. The off­
line quality control method is a systematic method of optimizing 
production processes and product designs. It is widely used in Japan 
to produce high-quality products at low cost. The key steps of off-line 
quality control are: (i) Identify important process factors that can be 
manipulated and their potential working levels; (ii) perform frac­
tional factorial experiments on the process using orthogonal array 
designs; (iii) analyze the resulting data to determine the optimum 
operating levels of the factors (both the process mean and the process 
variance are considered in this analysis; (iv) conduct an additional 
experiment to verify that the new factor levels indeed improve the 
quality control. 

I. INTRODUCTION AND SUMMARY 

This paper describes and illustrates the off-line quality control 
method, which is a systematic method of optimizing a production 
process. It also documents our efforts to optimize the process for 
forming contact windows in 3.5-p.m technology complementary metal­
oxide semiconductor (CMOS) circuits fabricated in the Murray Hill 
Integrated Circuit Design Capability Laboratory (MH ICDCL). Here, 
by optimization we mean minimizing the process variance while keep­
ing the process mean on target. 

A typical very large scale integrated circuit (IC) chip has thousands 
of contact windows (e.g., a BELLMAC*-32 microprocessor chip has 

* Trademark of Bell Laboratories. 
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250,000 windows on an approximately 1.5-cm2 area), most of which are 
not redundant. It is critically important to produce windows of size 
very near the target dimension. (In this paper windows mean contact 
windows.) Windows that are not open or are too small result in loss of 
contact to the devices, while excessively large windows lead to shorted 
device features. The application of the off-line quality control method 
has reduced the variance of the window size by a factor of four. Also, 
it has substantially reduced the processing time required for the 
window-forming step. 

This study was inspired by Professor Genichi Taguchi's visit to the 
Quality Theory and Systems Group in the Quality Assurance Center 
at Bell Laboratories during the months of August, September, and 
October, 1980. Professor Taguchi, director of the Japanese Academy 
of Quality and a recipient of the Deming award, has developed the 
method of off-line quality control during the last three decades. It is 
used routinely by many leading Japanese industries to produce high­
quality products at low cost. An overview of Professor Taguchi's off­
line and on-line quality control methods is given in Taguchi, l and 
Kackar and Phadke.2 This paper documents the results of the first 
application of Professor Taguchi's off-line quality control method in 
Bell Laboratories. 

The distinctive features of the off-line quality control method are 
experimental design using orthogonal arrays and the analysis of signal­
to-noise ratios (sin). The orthogonal array designs provide an econom­
ical way of simultaneously studying the effects of many production 
factors on the process mean and variance. Orthogonal array designs 
are fractional factorial designs with the orthogonality property defined 
in Section IV. The sin is a measure of the process variability. According 
to Professor Taguchi,3 by optimizing the process with respect to the 
sin, we ensure that the resulting optimum process conditions are 
robust or stable, meaning that they have the minimum process varia­
tion. 

The outline of this paper is as follows: Section II gives a brief 
description of the window-forming process, which is a critical step in 
IC fabrication. The window-forming process is generally considered to 
be one of the most difficult steps in terms of reproducing and obtaining 
uniform-size windows. Nine key process factors were identified and 
their potential operating levels were determined. A description of the 
factors and their levels is given in Section III. The total number of 
possible factor-level combinations is about six thousand. 

The aim of the off-line quality control method is to determine a 
factor-level combination that gives the least variance for the window 
size while keeping the mean on target. To determine such a factor­
level combination we performed eighteen experiments using the L 18 
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orthogonal array. The experimental setup is given in Section IV. These 
eighteen experiments correspond to eighteen factor-level combinations 
among the possible six thousand combinations. For each experiment, 
measurements were taken on the line width and the window-size 
control features. The resulting data were analyzed to determine the 
optimum factor-level combination. The measurements and the data 
analysis are presented in Sections V through IX. 

The optimum factor levels, inferred from the data analysis, were 
subsequently used in fabricating the BELLMAC-32 microprocessor, 
the BELLMAC-4 microcomputer, and some other chips in the Murray 
Hill ICDCL. The experience of using these conditions is discussed in 
Section X. 

The experiment was designed and preliminary analysis of the exper­
imental data was performed under Professor Taguchi's guidance and 
collaboration. 

II. THE WINDOW-FORMING PROCESS 

Fabrication of integrated circuits is a complex, lengthy process.4 

Window forming is one of the more critical steps in fabricating state of 
the art CMOS integrated circuits. It comes after field and gate oxides 
are grown; polysilicon lines have been formed; and the gate, source, 
and drain areas are defined by the process of doping. Figure 1 shows 
the windows in a cross section of a wafer. A window is a hole of about 
3.5 JLm diameter etched through an oxide layer of about 2 JLm thickness. 
The purpose of the windows is to facilitate the interconnections 
between the gates, sources, and drains. For this reason these windows 
are called contact windows. 

The process of forming windows through the oxide layers involves 
photolithography. First the P-glass surface is prepared by depositing 
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Fig. I-Cross section of a wafer. 
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undoped oxide on it and prebaking it. The window-forming process is 
described below. 

(i) Apply Photoresist: A wetting agent is sprayed on the wafer to 
promote adhesion of photoresist to the oxide surface. Then an appro­
priate photoresist is applied on the wafer and the wafer is rotated at 
high speed so that the photoresist spreads uniformly. 

(ii) Bake: The wafer is baked to dry the photoresist layer. The 
thickness of the photoresist layer at this stage is about 1.3 to 1.4 /lm. 

(iii) Expose: The photoresist-coated wafer is exposed to ultraviolet 
radiation through a mask. The windows to be printed appear as clear 
areas on the mask. In addition to the windows, which are parts of the 
desired circuits, the mask has some test patterns. Light passes through 
these areas and causes the photoresist in the window areas and the 
test pattern areas to become soluble in an appropriate solvent (devel­
oper). The areas of the photoresist where light does not strike remain 
insoluble. 

(iv) Develop: The exposed wafer is dipped in the developer, which 
dissolves only the exposed areas. In properly printed windows, the 
exposed photoresist is removed completely and the oxide surface is 
revealed. 

(v) Plasma Etch: The wafers are placed in a high-vacuum chamber 
wherein a plasma is established. The plasma etches the exposed oxide 
areas faster than it etches the photoresist. So at the places where the 
windows are printed, windows are cut through the oxide layers down 
to the silicon surface. 

(vi) Remove Photoresist: The remaining photoresist is now re­
moved with the help of oxygen plasma and wet chemicals. 

In the formation of the final contact windows there are additional 
steps: (vii) removal of cap-oxide, (viii) oxidation of the contact area 
to prevent diffusion of phosphorus in the subsequent step, (ix) reflow 
of the P-glass to round the window corners, (x) hydrogen annealing, 
and (xi) pre-metal wet-etching to remove any remaining oxides from 
the contact window areas. 

At the time~ we started this study, the target window size at step 6 
was considered to be 3.0 /lm. The final target window size (after step 
xi) was 3.5 /lm. 

III. SELECTION OF FACTORS AND FACTOR LEVELS 

For the present study only the steps numbered (i) through (v) were 
chosen for optimization. Discussions with process engineers led to the 
selection of the following nine factors for controlling the window size. 
The factors are shown next to the appropriate fabrication steps. 

(i) Apply Photoresist: Photoresist viscosity (B) and spin speed 
(C). 
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(ii) Bake: Bake temperature (D) and bake time (E). 
(iii) Expose: Mask dimension (A), aperture (F), and exposure time 

(G). 
(iv) Develop: Developing time (H). 
(v) Plasma etch: Etch time (1). 

No factor was chosen corresponding to the photoresist removal step 
because it does not affect the window size. 

The standard operating levels of the nine factors are given in Table 
I. Under these conditions, which prevailed in September 1980, the 
contact windows varied substantially in size and on many occasions 
even failed to print and open. Figure 2 shows a typical photograph of 
the programmed logic array (PLA) area of a microcomputer chip. The 
wide variation in window size and the presence of unopened windows 
is obvious from the figure. 

The principle of off-line quality control is to systematically investi­
gate various possible levels for these factors with an aim of obtaining 
uniform-size windows. 

In the window-forming experiment a number of alternate levels were 
considered for each of the nine factors. These levels are also listed in 
Table 1. Six of these factors have three levels each. Three of the factors 
have only two levels. 

Label 

A 
B 
C 
D 
E 
F 
G 
H 
I 

Table I-Test levels 

Factors Name 

Mask Dimension (/Lm) 
Viscosity 
Spin Speed (rpm) 
Bake Temperature (OC) 
Bake Time (min) 
Aperture 
Exposure Time 
Developing Time (s) 
Plasma Etch Time (min) 

Low 
90 
20 

1 
20% Over 

30 
14.5 

Levels 

Standard 
Levels 

2 
204 

Normal 
105 
30 
2 

Normal 
45 
13.2 

Dependence of spin speed on viscosity 

Spin Speed (rpm) 

Viscosity 204 
206 

Low 

2000 
3000 

Normal 

3000 
4000 

High 

4000 
5000 

Dependence of exposure on aperture 

Aperture 1 
2 
3 

Exposure (PEP-Setting) 

20% Over 

96 
72 
40 

Normal 

120 
90 
50 

20% Under 

144 
108 
60 

2.5 
206 
High 

40 
3 

20% Under 
60 
15.8 

IC QUALITY CONTROL 1277 



Fig.2-Example of nonuniform contact window sizes and an isolatea, unopened 
contact window. Both are typical results obtained in August 1980, for the PLA area of 
microprocessor and microcomputer chips. The contact windows are round shaped. 

The levels of spin speed are tied to the levels of viscosity. For the 
204 photoresist viscosity the low, normal, and high spin speeds mean 
2000 rpm, 3000 rpm, and 4000 rpm, respectively. For the 206 photoresist 
viscosity the spin speed levels are 3000 rpm, 4000 rpm, and 5000 rpm. 
Likewise, the exposure setting depends on the aperture. These rela­
tionships are also shown in Table I. 

IV. THE ORTHOGONAL ARRAY EXPERIMENT 

The full factorial experiment to explore all possible factor-level 
combinations would require 36 X 23 = 5832 experiments. Considering 
the cost of material, the time, and the availability of facilities, the full 
factorial experiment is prohibitively large. Also from statistical consid­
erations it is, unnecessary to perform the full factorial experiment 
because processes can usually be adequately characterized by a rela­
tively few parameters. 

The fractional factorial design used for this study is given in Table 
II. It is the L 18 orthogonal array design consisting of 18 experiments 
taken from Taguchi and Wu.3 The rows of the array represent runs 
while the columns represent the factors. Here we treat BD as a joint 
factor with the levels 1, 2, and 3 representing the combinations B 1D 1 , 

B 2D 1 , and B 1D2 , respectively. This is done so that we can study all the 
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Table II-The L18 orthogonal array 
Column Number & Factor 

Experiment 1 2 3 4 5 6 7 8 
Number A BD C E F G H I 

1 1 1 1 1 1 1 1 1 
2 1 1 2 2 2 2 2 2 
3 1 1 3 3 3 3 3 3 
4 1 2 1 1 2 2 3 3 
5 1 2 2 2 3 3 1 1 
6 1 2 3 3 1 1 2 2 
7 1 3 1 2 1 3 2 3 
8 1 3 2 3 2 1 3 1 
9 1 3 3 1 3 2 1 2 

10 2 1 1 3 3 2 2 1 
11 2 1 2 1 1 3 3 2 
12 2 1 3 2 2 1 1 3 
13 2 2 1 2 3 1 3 2 
14 2 2 2 3 1 2 1 3 
15 2 2 3 1 2 3 2 1 
16 2 3 1 3 2 3 1 2 
17 2 3 2 1 3 1 2 3 
18 2 3 3 2 1 2 3 1 

nine factors with the L 18 orthogonal array. Thus, experiment 2 would 
be run under level 1 of factors A, B, and D, and level 2 of the remaining 
factors. In terms of the actual settings, these conditions are: 2-/Lm mask 
dimension, 204 viscosity, 90°C bake temperature, 3000-rpm spin speed, 
bake time of 30 minutes, aperture 2, exposure PEP setting 90, 45-
second developing time, and 13.2 minutes of plasma etch. The other 
rows are interpreted similarly. 

Here are some of the properties and considerations of this design: 
(i) This is a main-effects-only design; i.e., the response is approx­

imated by a separable function. A function of many independent 
variables is called separable if it can be written as a sum of functions 
where each component function is a function of only one independent 
variable. 

(ii) For estimating the main effects there are two degrees of 
freedom associated with each three-level factor, one degree of freedom 
for each two-level factor, and one degree of freedom with the overall 
mean. We need at least one experiment for every degree of freedom. 
Thus, the minimum number of experiments needed is 2 X 6 + 1 X 3 
+ 1 = 16. Our design has 18 experiments. A single-factor-by-single­
factor experiment would need only 16 experiments, two fewer than 18. 
But such an experiment would yield far less precise information 
compared with the orthogonal array experiment.3

,5 

(iii) The columns of the array are pairwise orthogonal. That is, in 
every pair of columns, all combinations of levels occur and they occur 
an equal number of times. 

(iv) Consequently, the estimates of the main effects of all factors 
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as shown in Table II and their associated sums of squares are inde­
pendent under the assumption of normality and equality of error 
variance. So the significance tests for these factors are independent. 
Though BD is treated as a joint factor, the main effects and sums of 
squares of Band D can be estimated separately under the assumption 
of no interaction. In general, these estimates would be correlated with 
each other. However, these estimates are not correlated with those for 
any of the other seven factors. 

(v) The estimates of the main effects can be used to predict the 
response for any combination of the parameter levels. A desirable 
feature of this design is that the variance of the prediction error is the 
same for all parameter-level combinations covered by the full factorial 
design. 

(vi) It is known that the main-effect-only models are liable to give 
misleading conclusions in the presence of interactions. However, in the 
beginning stages of this study the interactions are assumed to be 
negligible. If we wished to study all two-factor interactions, with no 
more than 18 experiments we would have enough degrees of freedom 
for studying only two three-level factors, or five two-level factors! That 
would mean in the present study we would have to eliminate half of 
the process factors without any experimental evidence. Alternately, if 
we wished to study all the nine process factors and their two-factor 
interactions, we would need at least 109 experiments! Orthogonal array 
designs can, of course, be used to study interactions.3 

(vii) Optimum conditions obtained from such an experiment have 
to be verified with an additional experiment. This is done to safeguard 
us against the potential adverse effects of ignoring the interactions 
among the manipulatable factors. 

In conducting experiments of this kind, it is common for some wafers 
to get damaged or broken. Also, the wafer-to-wafer variability of 
window sizes is typically large. So we decided to run each experiment 
with two wafers. 

4.1 Analysis of variance 

Data collected from such experiments are analyzed by a method 
called analysis of variance (ANOVA).6 The purpose of ANOVA is to 
separate the total variability of the data, which is measured by the 
sum of the squared deviations from the mean value, into contributions 
by each of the factors and the error. This is analogous to the use of 
Parseval's theorem to separate the signal strength into contributions 
by the various harmonics.3 To see which of the factors have a signif­
icant effect, F-tests are performed. In performing the standard F-test 
we assume that the errors are normally distributed with equal variance 
and are independent. The results of the F-test are indicated by the 
significance level. When we say that a factor is significant at 5-percent 
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level we mean that there is 5 percent or less chance that, if we change 
the level of the factor, the response will remain the same. If the F-test 
indicates that a factor is not significant at the 5-percent level it means 
that, if we change the level of that factor, there is more than a 5-
percent chance that the response will remain the same. 

The levels of factors which are identified as significant are then set 
to obtain the best response. The levels of the other factors can be set 
at any levels within the experimental range. We choose to leave them 
at the starting levels. 

If the assumptions of the F-test are not completely satisfied, the 
quoted significances are not accurate. However, the standard F-test is 
relatively insensitive to deviations from the assumptions used in its 
derivation. Thus, for making engineering decisions about which factor 
levels to change, the accuracy of the significance level is an adequate 
guide. In this paper we will use the standard F-test even though some 
of the assumptions are not strictly satisfied. 

V. QUALITY MEASURES 

The window size is the relevant quality measure for this experiment. 
The existing equipment does not give reproducible measurements of 
the sizes of windows in the functional circuits on a chip. This is because 
of the small size of these windows and their close proximity to one 
another. Therefore, test patterns-a line-width pattern and a window 
pattern-are provided in the upper left-hand corner of each chip. The 
following measurements were made on these test patterns to indicate 
the quality. 

(i) Line width after step (iv), called the pre-etch line width or 
photo-line width. 

(ii) Line width after step (vi), called the post-etch line width. 
(iii) Size of the window test pattern after step (vi), called the post­

etch window size. 
Five chips were selected from each wafer for making the above 

measurements. These chips correspond to specific locations on a 
wafer-top, bottom, left, right, and center. 

All three quality measures are considered to be good indicators of 
the size of the functional windows. However, between the geometries 
of the window-size pattern and the line-width pattern, the geometry of 
the window-size pattern is closer to the geometry of the functional 
windows. So, among the three quality measures, the post-etch window 
size may be expected to be better correlated with the size of the 
functional windows. 

VI. EXPERIMENTAL DATA 

Only thirty-four wafers were available for experimentation. So ex­
periments 15 and 18 were arbitrarily assigned only one wafer each. One 
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Table III-Experimental data 
Line-Width Control Feature 
Photoresist-Nanoline Tool 

Experi- (Micrometers) 
ment 
No. Top Center Bottom Left Right Comments 

1 2.43 2.52 2.63 2.52 2.5 
1 2.36 2.5 2.62 2.43 2.49 
2 2.76 2.66 2.74 2.6 2.53 
2 2.66 2.73 2.95 2.57 2.64 
3 2.82 2.71 2.78 2.55 2.36 
3 2.76 2.67 2.9 2.62 2.43 
4 2.02 2.06 2.21 1.98 2.13 
4 1.85 1.66 2.07 1.81 1.83 
5 Wafer Broke 
5 1.87 1.78 2.07 1.8 1.83 
6 2.51 2.56 2.55 2.45 2.53 
6 2.68 2.6 2.85 2.55 2.56 
7 1.99 1.99 2.11 1.99 2.0 
7 1.96 2.2 2.04 2.01 2.03 
8 3.15 3.44 3.67 3.09 3.06 
8 3.27 3.29 3.49 3.02 3.19 
9 3.0 2.91 3.07 2.66 2.74 
9 2.73 2.79 3.0 2.69 2.7 

10 2.69 2.5 2.51 2.46 2.4 
10 2.75 2.73 2.75 2.78 3.03 
11 3.2 3.19 3.32 3.2 3.15 
11 3.07 3.14 3.14 3.13 3.12 
12 3.21 3.32 3.33 3.23 3.10 
12 3.48 3.44 3.49 3.25 3.38 
13 2.6 2.56 2.62 2.55 2.56 
13 2.53 2.49 2.79 2.5 2.56 
14 2.18 2.2 2.45 2.22 2.32 
14 2.33 2.2 2.41 2.37 2.38 
15 2.45 2.50 2.51 2.43 2.43 
15 No wafer 
16 2.67 2.53 2.72 2.7 2.6 
16 2.76 2.67 2.73 2.69 2.6 
17 3.31 3.3 3.44 3.12 3.14 
17 3.12 2.97 3.18 3.03 2.95 
18 3.46 3.49 3.5 3.45 3.57 
18 No wafer 

of the wafers assigned to experiment 5 broke in handling. So experi­
ments 5, 15, and 18 have only one wafer. 

The experimental data are shown in Table III. 
The data arising from such experiments can be classified as two 

types-continuous data and categorical data. Here, the pre-etch and 
the post-etch line-width data are of the continuous type. The post-etch 
window size data are mixed categorical-continuous type, because some 
windows are open while some are not. The two types of data are 
analyzed somewhat differently, as we explain the following two sec­
tions. 

VII. ANALYSIS OF THE LINE-WIDTH DATA 

Both the pre-etch and the post-etch line widths are continuous 
variables. For each of these vfu"'iables the statistics of interest are the 
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Table III-Experimental data (Continued) 
Line-Width Control Feature 

Etched-Nanoline Tool 
Experi- (Micrometers) 
ment 
No. Top Center Bottom Left Right Comments 

1 2.95 2.74 2.85 2.76 2.7 
1 3.03 2.95 2.75 2.82 2.85 
2 3.05 3.18 3.2 3.16 3.06 
2 3.25 3.15 3.09 3.11 3.16 
3 3.69 3.57 3.78 3.55 3.40 
3 3.92 3.62 3.71 3.71 3.53 
4 2.68 2.62 2.9 2.45 2.7 
4 2.29 2.31 2.77 2.46 2.49 
5 Wafer Broke 
5 1.75 1.15 2.07 2.12 1.53 
6 3.42 2.98 3.22 3.13 3.17 
6 3.34 3.21 3.23 3.25 3.28 
7 2.62 2.49 2.53 2.41 2.51 
7 2.76 2.94 2.68 2.62 2.51 
8 4.13 4.38 4.41 4.03 4.03 
8 4.0 4.02 4.18 3.92 3.91 
9 3.94 3.82 3.84 3.57 3.71 
9 3.44 3.30 3.41 3.28 3.20 

10 3.17 2.85 2.84 3.06 2.94 
10 3.70 3.34 3.45 3.41 3.29 
11 4.01 3.91 3.92 3.80 3.90 
11 3.67 3.31 2.86 3.41 3.23 
12 4.04 3.80 4.08 3.81 3.94 
12 4.51 4.37 4.45 4.24 4.48 
13 3.40 3.12 3.11 3.25 3.06 
13 3.22 3.03 2.89 2.92 2.98 
14 3.18 3.03 3.4 3.17 3.32 
14 3.18 2.83 3.17 3.07 3.02 
15 2.86 2.46 2.3 2.6 2.55 
15 No wafer 
16 2.85 2.14 1.22 2.8 3.03 
16 3.4 2.97 2.96 2.87 2.88 
17 4.06 3.87 3.90 3.94 3.87 
17 4.02 3.49 3.51 3.69 3.47 
18 4.49 4.28 4.34 4.39 4.25 
18 No wafer 

mean and the standard deviation. The objective of our data analysis 
is to determine the factor-level combination such that the standard 
deviation is minimum while keeping the mean on target. We will call 
this the optimum factor-level combination. Professor Taguchi's 
method for obtaining the optimum combination is ~ven next. 

7.1 Single response variable 

Let us fIrst consider the case where there is only one response 
variable. Instead of working with the mean and the standard deviation, 
it is preferable to work with the transformed variables-the mean and 
the signal-to-noise ratio (sin). The sin is defIned as 

sin = loglo ( Mean ) 
Standard Deviation 

= -loglO(coeffIcient of variation). 
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Table III-Experimental data (Continued) 
Window-Control Feature 

Etched-Vickers Tool 
Experi- (Micrometers) 
ment 
No. Top Center Bottom Left Right Comments 

1 WNO* WNO WNO WNO WNO 
1 WNO WNO WNO WNO WNO 
2 2.32 2.23 2.30 2.56 2.51 
2 2.22 2.33 2.34 2.15 2.35 
3 2.98 3.14 3.02 2.89 3.16 
3 3.15 3.08 2.78 WNO 2.86 
4 WNO WNO WNO WNO WNO 
4 WNO WNO WNO WNO WNO 
5 Wafer Broke 
5 WNO WNO WNO WNO WNO 
6 2.45 2.19 2.14 2.32 2.12 
6 WNO WNO WNO WNO WNO 
7 WNO WNO WNO WNO WNO 
7 WNO WNO WNO WNO WNO 
8 WNO WNO WNO WNO WNO 
8 2.89 2.97 3.13 3.25 3.19 
9 3.16 2.91 3.12 3.18 3.11 
9 2.43 2.35 2.14 2.40 2.28 

10 2.0 1.75 1.97 1.91 1.72 
10 WNO 2.7 WNO 2.61 2.73 
11 2.76 3.09 3.22 3.05 3.04 
11 3.12 3.21 WNO 2.71 2.27 
12 3.24 3.08 WNO 2.89 2.72 
12 3.5 3.71 3.52 3.53 3.71 
13 2.54 2.63 2.88 2.31 2.71 
13 WNO WNO WNO WNO WNO 
14 WNO 1.74 2.24 2.07 2.38 
14 WNO WNO WNO WNO WNO 
15 WNO WNO WNO WNO WNO 
15 No wafer 
16 WNO WNO WNO WNO WNO 
16 WNO WNO WNO WNO WNO 
17 3.09 2.91 3.06 3.09 3.29 
17 3.39 2.5 2.57 2.62 2.35 
18 3.39 3.34 3.45 3.44 3.33 
18 No wafer 

* WNO-Window not open. 

In terms of the transformed variables, the optimization problem is 
to determine the optimum factor levels such that the sin is maximum 
while keeping the mean on target. This problem can be solved in two 
stages: 

(i) Determine which factors have a significant effect on the sin. 
This is done through the analysis of variance (ANOV A) of the sin. 
These factors are called the control factors, implying that they control 
the process variability. For each control factor we choose the level 
with the highest sin as the optimum level. Thus the overall sin is 
maximized. 

(ii) Select a factor that has the smallest effect on the sin among all 
factors that have a significant effect on the mean. Such a factor is 
called a signal factor. Ideally, the signal factor should have no effect 
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on the sin. Choose the levels of the remaining factors (factors that are 
neither control factors nor signal factors) to be the nominal levels prior 
to the optimization experiment. Then set the level of the signal factor 
so that the mean response is on target. 

In practice, the following two aspects should also be considered in 
selecting the signal factor: (i) If possible, the relationship between the 
mean response and the levels of the signal factor should be linear, and 
(ii) It should be convenient to change the signal factor during produc­
tion. These aspects are important from the on-line quality control 
considerations. The signal factor can be used during manufacturing to 
adjust the mean response. 1-3 

Why do we work in terms of the sin ratio rather than the standard 
deviation? Frequently, as the mean decreases, the standard deviation 
also decreases and vice versa. In such cases, if we work in terms of the 
standard deviation, the optimization cannot be done in two steps; i.e., 
we cannot minimize the standard deviation fIrst and then bring the 
mean on target. 

Through many applications, Professor Taguchi has empirically 
found that the two-stage optimization procedure involving the sin 
indeed gives the parameter-level combination where the standard 
deviation is minimum, while keeping the mean on target. This implies 
that the engineering systems behave in such a way that the manipu­
latable production factors can be divided into three categories: 

(i) Control factors, which affect process variability as measured by 
the sin 

(ii) Signal factors, which do not influence (or have negligible effect 
on) the sin but have a signifIcant effect on the mean 

(iii) Factors that do not affect the sin or the process mean. 
The two-stage procedure also has an advantage over a procedure 

that directly minimizes the mean square error from the target mean 
value. In practice, the target mean value may change during the 
process development. The advantage of the two-stage procedure is 
that for any target mean value (of course, within reasonable bounds) 
the new optimum factor-level combination is obtained by suitably 
adjusting the level of only the signal factor. This is so because in step 
(i) of the algorithm the coefficient of variation is minimized for every 
mean target value. 

7.2 Multiple response variables 

N ow let us consider the case where there are two or more response 
variables. In such cases, engineering judgment may have to be used to 
resolve the conflict if different response variables suggest different 
levels for anyone factor. The modifIed two-stage procedure is as 
follows: 
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(i) Separately determine control factors and their optimum levels 
corresponding to each response variable. If there is a conflict between 
the optimum levels suggested by the different response variables, use 
engineering judgment to resolve the conflict. 

(ii) Select a factor that has the smallest effect (preferably no effect) 
on the signal-to-noise ratios for all the response variables but has a 
significant effect on the mean levels. This is the signal factor. Set the 
levels of the remaining factors, which affect neither the mean nor the 
sin, at the nominal levels prior to the optimization experiment. Then 
set the level of the signal factor so that the mean responses are on 
target. Once again engineering judgment may have to be used to 
resolve any conflicts that arise. 

The selection of the control factors, signal factor, and their optimum 
levels for the present application will be discussed in Section IX. The 
remaining portions of Sections VII and VIII contain the data analysis 
that forms the basis for selecting the optimum factor levels. 

7.3 Pre-etch line width 

Mean, standard deviation, and sin were calculated for each of the 
eighteen experiments. For those experiments with two wafers, ten data 
points were used in these calculations. When there was only one wafer, 
five data points were used. These results are shown in Table IV. The 
presence of unequal sample sizes has been ignored in the subsequent 
analysis. Let Xi and YJi denote the mean and the sin for the i th 
experiment. 

Table IV-Pre-etch line-width data 
Standard 
Deviation 

Mean of 
Line Width, Line Width, 

Experiment x s sin 
Number (pm) (/Lm) TJ = log (xis) 

1 2.500 0.0827 1.4803 
2 2.684 0.1196 1.3512 
3 2.660 0.1722 1.1889 
4 1.962 0.1696 1.0632 
5 1.870 0.1168 1.2043 
6 2.584 0.1106 1.3686 
7 2.032 0.0718 1.4520 
8 3.267 0.2101 1.1917 
9 2.829 0.1516 1.2709 

10 2.660 0.1912 1.1434 
11 3.166 0.0674 1.6721 
12 3.323 0.1274 1.4165 
13 2.576 0.0850 1.4815 
14 2.308 0.0964 1.3788 
15 2.464 0.0385 1.8065 
16 2.667 0.0706 1.5775 
17 3.156 0.1569 1.3036 
18 3.494 0.0473 1.8692 
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By computing a single mean Xi and a single variance sr (needed for 
computing rli) from the two wafers of each experiment i, we pool 
together the between wafer and the within wafer variance. That is, 

E(sn = (Between wafer variance for experiment i) X % 

+ (Within wafer variance for experiment i). 

Thus, when we maximize 11, we minimize the sum of the between-wafer 
and the within-wafer variances of the line width, which is the response 
of interest to us. There can be situations when one wants to separately 
estimate the effects of the factor levels on the between-wafer and 
within-wafer variances. In those cases, one would compute the sin and 
the mean line width for each individual wafer. 

In the analysis of the pre-etch and the post-etch line widths, we 
compute the Xi and the sr for each experiment by pooling the data 
from both wafers used in that experiment. A relative measure of the 
between-wafer and within-wafer variance is obtained in Section VIII, 
while the post-etch window-size data is being analyzed. 

7.3.1 Analysis of sin 

The estimates of the average sin for all factor levels are given in 
Table V. The average for the fIrst level of factor A is the average of 
the nine experiments (experiments 1 through 9), which were conducted 
with level 1 of the factor A. Likewise, the average for the second level 
of factor A is the mean of experiments 10 through 18, which were 
conducted with level 2 of the factor A. Let us denote these average 
effects of Al and A2 by mAl and mA

2
, respectively. Here mAl = 1.2857 

and mA
2 

= 1.5166. The other entries of Table V were calculated 
similarly. 

The average signal-to-noise ratios for every level of the eight factors 
are graphically shown in Fig. 3. Qualitatively speaking, the mask 
dimension and the aperture cause a large variation in the sin. The 

Table V-Pre-etch line width for average sin 

Factor 

A Mask Dimension 
BD Viscosity Bake Temperature 
B Viscosity 
D Bake Temperature 
C Spin Speed 
E Bake Time 
F Aperture 
G Exposure Time 
H Developing Time 

Overall average sin = 1.4011. 

Levell 

1.2857 
(BIDI) 1.3754 

1.4098 
1.3796 
1.3663 
1.4328 
1.5368 
1.3737 
1.3881 

Average sin 

Level 2 

1.5166 
(B2D I ) 1.3838 

1.3838 
1.4442 
1.3503 
1.4625 
1.4011 
1.3461 
1.4042 

Level 3 

1.4868 
1.3082 
1.2654 
1.4836 
1.4111 
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developing time and the viscosity cause a small change in the sin. The 
effect of the other factors is in between. 

For three-level factors, Fig. 3 can also be used to judge the linearity 
of the effect of the factors. If the difference between levels 1 and 2, and 
levels 2 and 3 is equal and these levels appear in proper order (1, 2, 3, 
or 3, 2, 1), then the effect of that factor is linear. If either the differences 
are unequal or the order is mixed up, then the effect is not linear. For 
example, the aperture has approximately linear response while the 
bake time has a nonlinear response. 

We shall perform a formal analysis of variance (ANOVA) to identify 
statistically significant factors. The analysis of variance of general 
linear models is widely known in literature, see e.g., Searle7 and Hicks.6 

Simple ANOV A methods for orthogonal array experiments are de­
scribed in Taguchi and Wu.3 The linear model used in analyzing this 
data is: 

Yi = Il + Xi + ei, 

where 
i = 1, ... , 18 is the experiment number. 
Il is the overall mean. 

(1) 

Xi is the fixed effect of the factor-level combination used in exper­
iment i. Here we consider only the main effect for each of the 
factors. Thus it represents the sum of the effects of the eight 
factors. 

ei is the random error for experiment i. 
Yi is the sin for experiment i. 
To clarify the meaning of the term Xi, let us consider experiment 1, 

which was run at level 1 of each of the eight factors A through H. Note 
that the factor I is irrelevant for studying the pre-etch line width. So 
Xl is the sum of the main effects associated with the first level of each 
of the factors A through H. 

The sum of squares and the mean squares for the eight factors are 
tabulated in Table VIa. The computations are illustrated in Appendix 
A. 

The expected mean squares are also shown in Table VIa. See Refs. 
6 and 7 for the computation of expected mean squares, which are used 
in forming appropriate F-tests. The error variance, i.e., variance of ei, 

is denoted by a 2
• The variability due to the factors A through H is 

denoted by cf> with an appropriate subscript. 
In Table VIa we see that the mean sum of squares for factors BD, 

C, G, and H are smaller than the mean error sum of squares. So a new 
ANOV A table, Table VIb, was formed by pooling the sum of squares 
of these factors with the error sum of squares. The linear model 
underlying the ANOVA Table VIb is the same as Eq. (1), except that 
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now Xi stands for the sum of the main effects of only A, E, and F. The 
F ratios, computed by dividing the factor mean square by the error 
mean square, are also shown in Table VIb. Factors A and F are 
significant using F-table values for the 5-percent significance level. So 
the mask dimension and the aperture are the control factors. 

In performing the analysis of variance, we have tacitly assumed that 
the response for each experiment, here the sin, has a normal distri­
bution with constant variance. Weare presently investigating the 
distributional properties of the sin and their impact on the analysis of 
variance. In this paper we treat the significance levels as approximate. 

The engineering significance of a statistically significant factor can 
be measured in terms of the percent contribution, a measure intro­
duced by Taguchi.3 The percent contribution is equal to the percent of 
the total sum of squares explained by that factor after an appropriate 
estimate of the error sum of squares has been removed from it. The 
larger the percent contribution, the more can be expected to be 
achieved by changing the level of that factor. Computation of the 
percent contribution is illustrated in Appendix B, and the results are 
shown in Table VIb. 

From Table VIb we see that both the factors A (mask dimension) 
and F (aperture) contribute in excess of 20 percent each to the total 

Table VI-Pre-etch line width 
(a) ANOV A for sin 

Degrees 
of Free- Sum of 

Source dom Squares, 

A Mask Dimension 1 0.2399 
BD Viscosity Bake Temperature 2 0.0169 
C Spin Speed 
E Bake Time 
F Aperture 
G Exposure Time 
H Developing Time 
Error 

Total 

Source 

A Mask Dimension 
E Bake Time 
F Aperture 
Error 

Total 

F 1•12(0.95) = 4.75. 
F 2•12(0.95) = 3.89. 

2 0.0668 
2 0.0804 
2 0.2210 
2 0.0634 
2 0.0017 
4 0.1522 

17 0.8423 

(b) Pooled ANOVA for sin 

Degrees 
of Free- Sum of Mean 

dom Squares Square 

1 0.2399 0.2399 
2 0.0804 0.0402 
2 0.2210 0.1105 

12 0.3010 0.0251 

17 0.8423 

* Factors significant at 95-percent confidence level. 

Expected 
Mean Mean 

Square Square 

0.2399 c? + cf>A 
0.0085 c? + cf>Bn 
0.0334 c? + cf>c 
0.0402 c? + cf>E 
0.1105 c? + cf>F 
0.0317 c? + cf>a 
0.0009 (12 + cf>H 
0.0381 c? 

Percent 
F Contribution 

9.56* 25.5 
1.60 3.6 
4.40* 20.3 

50.6 

100.00 
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sum of squares. So the factors A and F are not only statistically 
significant, they have a sizable influence on the sin. These results are 
consistent with Fig. 3. They will be used in Section IX for selecting the 
control factors. 

7.3.2 Analysis of the means 

N ow we analyze the mean pre-etch line widths, Xi values, to find a 
signal factor. 

The estimates of the mean line widths for all factor levels are given 
in Table VII. These estimates are graphically shown in Fig. 4. It is 
apparent that the levels of viscosity, mask dimension, and spin speed 
cause a relatively large change in the mean line width. Developing 
time and aperture have a small effect on the line width. The remaining 
two factors have an intermediate effect. 

The linear model used to analyze this data is the same as eq. (1), 
except that now Yi stands for the mean pre-etch line width rather than 
the sin. 

The original and the pooled ANOV A tables for the mean pre-etch 
line width are given in Tables VIlla and b, respectively. Because the 
design is not orthogonal with respect to the factors Band D, we need 
a special method, described in Appendix C, to separate SED into SE 
and SD. 

It i~ clear from Table VIIIb that the mask dimension (A), viscosity 
(B), and spin speed (C) have a statistically significant effect on the 
mean pre-etch line width. Also, these factors together contribute more 
than 70 percent to the total sum of squares. These results will be used 
in Section IX for selecting the signal factor. 

7.4 Post-etch line width 

The analysis of the post-etch line-width data is similar to the 
analysis of the pre-etch line-width data. The mean, the standard 
deviation, and the sin for each experiment are shown in Table IX. 

Table VII-Pre-etch line width for the mean line width 

Factor 

A Mask Dimension 
BD Viscosity Bake Temperature 
B Viscosity 
D Bake Temperature 
C Spin Speed 
E Bake Time 
F Aperture 
G Exposure Time 
H Developing Time 

Overall mean line width = 2.63 /Lm. 

Mean Line Width (/Lm) 

Levell 

2.39 
(BlDl) 2.83 

2.79 
2.57 
2.40 
2.68 
2.68 
2.74 
2.60 

Level 2 

2.87 
(B2D l ) 2.31 

2.31 
2.74 
2.59 
2.68 
2.56 
2.66 
2.60 

Level 3 

2.89 
2.53 
2.64 
2.49 
2.69 
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Table VIII-Pre-etch line width 
(a) ANOV A for mean line width 

Degrees Expected 
of Free- Sum of Mean Mean 

Source dom Squares Square Square 

A Mask Dimension 1 1.05 1.050 cI- + cf>A 
BD Viscosity Bake Temperature 2 0.95 0.475 cI- + cf>BV 
C Spin Speed 2 0.73 0.365 cI- + cf>c 
E Bake Time 2 0.10 0.050 cI- + cf>E 
F Aperture 2 0.05 0.025 cI- + cf>F 
G Exposure Time 2 0.19 0.095 cI- + cf>a 
H Developing Time 2 0.04 0.020 cf2 + cf>H 
Error 4 0.26 '0.065 cI-

Total 17 3.37 

(b) Pooled ANOVA for mean line width 

Degrees 
of Free- Sum of Mean Contribution 

Source dom Squares Square F Percent 

A Mask Dimension 1 1.05 1.050 19.81 * 29.6 
B Viscosity 1 0.83 0.834 15.74* 22.6 
C Spin Speed 2 0.73 0.365 6.89* 18.5 
G Exposure Time 2 0.19 0.095 1.79 2.5 
Error 11 0.58 0.053 26.8 

Total 17 3.37 100.0 

F 1•ll (0.95) = 4.84. 
F2,ll (0.95) = 3.98. 
* Factors significant at 95-percent confidence level. 

Table IX-Past-etch line-width data 

Mean 
Line Width, 

Experiment x 
Number (pm) 

1 2.84 
2 3.14 
3 3.65 
4 2.57 
5 1.72 
6 3.12 
7 2.62 
8 4.10 
9 3.55 

10 3.31 
11 3.60 
12 4.17 
13 3.10 
14 3.14 
15 2.55 
16 2.81 
17 3.78 
18 4.34 

Standard 
Deviation of 
Line Width 

s sin 
(pm) 1/ = log (xis) 

0.11 1.42 
0.063 1.70 
0.15 1.40 
0.20 1.11 
0.40 0.63 
0.27 1.07 
0.19 1.14 
0.18 1.37 
0.26 1.13 
0.35 0.98 
0.38 0.98 
0.27 1.18 
0.16 1.29 
0.16 1.29 
0.21 1.09 
0.37 0.88 
0.22 1.23 
0.078 1.75 
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The average sin and the mean line width for each factor level are 
shown in Tables Xa and b, respectively. 

The linear model (1) was again used to analyze the post-etch line­
width data. The ANOVA for the signal-to-noise ratios, Table XI a, 
indicates that none of the nine process factors has a significant effect 
(approximately 5-percent level) on the sin for the post-etch line width. 
The pooled ANOV A for the mean post-etch line widths is shown in 
Table XIb. It is obvious from the table that the viscosity, exposure, 
spin speed, mask dimension, and developing time have significant 
effects (5-percent level) on the mean line width. The contribution of 
these factors to the total sum of squares exceeds 90 percent. The mean 
line width for each factor level is shown graphically in Fig. 5. 

VIII. ANALYSIS OF POST-ETCH WINDOW-SIZE DATA 

Some windows are printed and open while the others are not. Thus 
the window-size data are mixed categorical-continuous in nature. Anal­
ysis of such data is done by converting all the data to the categorical 
type and then using the 'accumulation analysis' method, which is 

Table X-Past-etch line width 
(a) Average signal-to-noise ratios 

Factor 

A Mask Dimension 
BD Viscosity Bake Temperature 
B Viscosity 
D Bake Temperature 
C Spin Speed 
E Bake Time 
F Aperture 
G Exposure Time 
H Developing Time 
I Etch Time 

Overall average sin = 1.205 

Levell 

1.22 
(BIDI) 1.28 

1.27 
1.18 
1.14 
1.16 
1.28 
1.26 
1.09 
1.21 

Average sin 

Level 2 

1.19 
(B2D I ) 1.08 

1.08 
1.25 
1.20 
1.28 
1.22 
1.33 
1.20 
1.18 

(b) Mean line width 

Factor 

A Mask Dimension 
BD Viscosity Bake Temperature 
B Viscosity 
D Bake Temperature 
C Spin Speed 
E Bake Time 
F Aperture 
G Exposure Time 
H Developing Time 
I Etch Time 

Overall mean line v:idth = 3.23 }Lm. 

Mean Line Width (}Lm) 

Levell 

3.03 
(BIDI) 3.45 

3.49 
3.08 
2.88 
3.15 
3.28 
3.52 
3.04 
3.14 

Level 2 

3.42 
(B2D I ) 2.70 

2.70 
3.53 
3.25 
3.18 
3.22 
3.34 
3.09 
3.22 

Level 3 

1.27 
1.17 
1.11 
1.02 
1.32 
1.23 

Level 3 

3.56 
3.35 
3.18 
2.83 
3.56 
3.32 
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described by Taguchi in Refs. 3 and 8. Factors that are found significant 
in this analysis are control factors. 

The window sizes were divided into the following five categories: 

Category 

I 
II 

III 
IV 
V 

Description (micrometers) 

Window not open or not printed 
(0, 2.25) 
[2.25, 2.75) 
[2.75, 3.25] 
(3.25, (0) 

Note that these categories are ordered with respect to window size. 
The target window size at the end of step (vi) was 3/-tm. Thus category 
IV is the most desired category, while category I is the least desired 
category. Table XII summarizes the data for each of the experiments 
by categories. To simplify our analysis, we shall presume that a missing 
wafer has the same readings as the observed wafer for that experiment. 
This is reflected in Table XII, where we show the combined readings 
for the two wafers of each experiment. 

Table XI-Past-etch line width 
a) ANOVA for sin 

Degrees 
of Free- Sum of Mean 

Source dom Squares Square 

A Mask Dimension 1 0.005 0.005 
B Viscosity 1 0.134 0.134 
D Bake Temperature 1 0.003 0.003 
C Spin Speed 2 0.053 0.027 
E Bake Time 2 0.057 0.028 
F Aperture 2 0.085 0.043 
G Exposure Time 2 0.312 0.156 
H Developing Time 2 0.156 0.078 
I Etch Time 2 0.008 0.004 
Error 2 0.444 0.222 

Total 17 1.257 

b) Pooled ANOVA for mean line width 

Source 

A Mask Dimension 
B Viscosity 
C Spin Speed 
G Exposure Time 
H Developing Time 
Error 

Total 

F 1•9(0.95) = 5.12. 
F 2•9(0.95) = 4.26. 

Degrees 
of Free- Sum of Mean 

dom Squares Square 

1 0.677 0.677 
1 2.512 2.512 
2 1.424 0.712 
2 1.558 0.779 
2 0.997 0.499 
9 0.356 0.040 

17 7.524 

* Factors significant at 95-percent confidence level. 

F 

16.92* 
63.51 * 
17.80* 
19.48* 
12.48* 

F 

0.02 
0.60 
0.01 
0.12 
0.13 
0.19 
0.70 
0.35 
0.02 

Percent 
Contri-
bution 

8.5 
32.9 
17.9 
19.6 
12.2 
8.9 

100.0 
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Table XII-Past-etch window-size data-frequencies by experiment 
Frequency Distribution Frequency Distribution Combined Frequency for 

Experi- for Wafer 1 for Wafer 2 the Two Wafers 
ment 
No. I II III IV V II III IV V II III IV V 

1 5 0 0 0 0 5 0 0 0 0 10 0 0 0 0 
2 0 1 0 2 2 0 2 3 0 0 0 3 3 2 2 
3 0 0 0 4 0 1 0 0 3 0 1 0 0 9 0 
4 5 0 0 0 0 5 0 0 0 0 10 0 0 0 0 
5 * * * * * 5 0 0 0 0 10 0 0 0 0 
6 0 3 2 0 0 5 0 0 0 0 5 3 2 0 0 
7 5 0 0 0 0 5 0 0 0 0 10 0 0 0 0 
8 5 0 0 0 0 0 0 0 5 0 5 0 0 5 0 
9 0 0 0 5 0 0 1 4 0 0 0 1 4 5 0 

10 0 5 0 0 0 2 0 3 0 0 2 5 3 0 0 
11 0 0 0 5 0 1 1 2 1 0 1 1 2 6 0 
12 1 0 1 3 0 0 0 0 0 4 1 0 1 3 5 
13 0 0 3 2 0 5 0 0 0 0 5 0 3 2 0 
14 1 3 1 0 0 5 0 0 0 0 6 3 1 0 0 
15 5 0 0 0 0 * * * * * 10 0 0 0 0 
16 5 0 0 0 0 5 0 0 0 0 10 0 0 0 0 
17 0 0 0 3 2 0 0 4 0 1 0 0 4 3 3 
18 0 0 0 0 5 * * * * * 0 0 0 0 10 

* Implies data missing. 

Table XIII gives the frequency distribution corresponding to each 
level of each factor. To obtain the frequency distribution for a specific 
level of a specific factor, we summed the frequencies of all the experi­
ments that were conducted with that particular level of that particular 
factor. For example, the frequency distribution for the first level of 
factor C (low spin speed) was obtained by summing the frequency 
distributions of experiments with serial numbers 1, 4, 7, 10, 13, and 16. 
These six experiments were conducted with level 1 of factor C. 

The frequency distributions of Table XIII are graphically displayed 
by star plots in Fig. 6. From this figure and the table it is apparent 
that a change in the level of viscosity, spin speed, or mask dimension 
causes a noticeable change in the frequency distribution. A change in 
the level of etch time, bake time, or bake temperature seems to have 
only a small effect on the frequency distribution. The effects of the 
other factors are intermediate. 

We now determine which factors have a significant effect on the 
frequency distribution of the window sizes. The standard chi-square 
test for multinomial distributions is not appropriate here because the 
categories are ordered. The accumulation analysis method has an 
intuitive appeal and has been empirically found by Professor Taguchi 
to be effective in analyzing ordered categorical data. The method 
consists of the following three steps: 

(i) Compute the cumulative frequencies. Table XIII shows the 
cumulative frequencies for all factor levels. The cumulative categories 
are denoted with parentheses. Thus (III) means sum of categories I, 
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Table XIII-Past-etch window-size data-frequencies by factor level 
Frequencies Cumulative Frequencies 

Factor Levels I II III IV V (I) (II) (III) (IV) (V) 

Mask Dimension 
Al 51 7 9 21 2 51 58 67 88 90 
A2 35 9 14 14 18 35 44 58 72 90 

Viscosity, Bake 
Temperature 

BIDI 15 9 9 20 7 15 24 33 53 60 
B2DI 46 6 6 2 0 46 52 58 60 60 
BID2 25 1 8 13 13 25 26 34 47 60 

Spin Speed 
CI 47 5 6 2 0 47 52 58 60 60 
C2 22 7 10 16 5 22 29 39 55 60 
C3 17 4 7 17 15 17 21 28 45 60 

Bake Time 
EI 31 2 10 14 3 31 33 43 57 60 
E2 26 3 7 7 17 26 29 36 43 60 
E3 29 11 6 14 0 29 40 46 60 60 

Aperture 
FI 32 7 5 6 10 32 39 44 50 60 
F2 36 3 4 10 7 36 39 43 53 60 
F3 18 6 14 19 3 18 24 38 57 60 

Exposure Time 
G1 26 3 10 13 8 26 29 39 52 60 
G2 18 12 11 7 12 18 30 41 48 60 
G3 42 1 2 15 0 42 43 45 60 60 

Developing Time 
HI 37 4 6 8 5 37 41 47 55 60 
H2 27 11 12 5 5 27 38 50 55 60 
H3 22 1 5 22 10 22 23 28 50 60 

Etch Time 
II 37 5 3 5 10 37 42 45 50 60 
12 21 8 14 15 2 21 29 43 58 60 
13 28 3 6 15 8 28 31 37 52 60 

Totals 86 16 23 35 20 86 102 125 160 180 

II, and III. Note that the cumulative category (V) is the same as the 
total number of window readings for the particular factor level. 

(ii) Perform "binary data" ANOV A 7 on each cumulative category 
except the last category, viz. (V). Note that a certain approximation is 
involved in the significance levels suggested by this ANOV A because 
the observations are not normally distributed. 

(iii) Assign weights to each cumulative category. These weights are 
inversely proportional to the Bernoulli trial variance. Let cumc be the 
total number of windows in the cumulative category, c, as given in the 
bottom row of Table XIII. Then the weight for that category is: 

Wc= 
1 1802 

= 
cumc X ( _ cumc) cumc(180 - cumc)' 

180 1 180 

These ,x!eights are shmll.rn in .. A~ppendix D for each category. 
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Then for each factor and for each error term the accumulated sum 
of squares is taken to be equal to the weighted sum of the sum of 
squares for all cumulative categories. 

The intuitive appeal for accumulation analysis is that by taking 
cumulative frequencies we preserve the order of the categories. By 
giving weights inversely proportional to the sampling errors in each 
cumulative category, we make the procedure more sensitive to a 
change in the variance. The difficulty is that the frequencies of the 
cumulative categories are correlated. So the true level of significance 
of the F-test may be somewhat different from that indicated by the F 
table. More work is needed to understand the statistical properties of 
the accumulation analysis. 

Table XIV gives the final ANOV A with accumulated sum of squares. 
The computations are illustrated in Appendix D. For each cumulative 
category, the following nested, mixed linear model was used in per­
forming the ANOVA: 

(2) 

where 
i = 1, ... , 18 stands for the experiment. 
J = 1, 2 stands for wafer within the experiment. 
k = 1, ... , 5 stands for replicate or position within wafer within 

the experiment. 
/l is the overall mean. 
Xi is the fixed effect of the factor-level combination used in 

experiment i. Here we consider only the main effect for each 
of the factors. See the discussion of model (1) in Section 7.3 
for more details of the interpretation of Xi. 

elij is the random effect for wafer j within experiment i. 
e2ijk is the random error for replicate k within wafer j within 

experiment i. 
Yijk is the observation for replicate k in wafer j in experiment i. 

Yijk takes a value 1 if the window size belongs to the particular 
category. Otherwise, the value is zero. 

The expected mean squares for this ANOV A model are also shown 
in Table XIV. The variances of el and e2 are denoted by or and (1~, 
respectively. The effects of the factors A through I are denoted by cP 
with an appropriate subscript. The effect of lack of fit is denoted by 
CPt. We assume that the random variables elij and e2ijk are independent 
for all values of i, j and k. The degrees of freedom shown in Table XIV 
have been adjusted for the fact that three experiments have only one 
wafer each. 

For testing the significance of the effect of error between wafers 
within experiments, the relevant denominator sum of squares is the 
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Table XIV-Past-etch window size 
ANOV A for accumulation analysis 

Degrees 
of Free- Sum of Mean (Expected M~an 

Source dom Squares Square F Square) + W 

A Mask Dimension 4 26.64 6.66 2.67* 0"2: + 50"1: + CPA 
BD Viscosity-Bake 8 112.31 14.04 5.64* 0"2 + 50"1 + CPBD 

Temperature 
0"2: + 50"1: + cpc C Spin Speed 8 125.52 15.69 6.30* 

E Bake Time 8 36.96 4.62 1.86 0"22 + 50"12 + CPE 
F Aperture 8 27.88 3.49 1.40 0"22 + 50"12 + CPF 
G Exposure Time 8 42.28 5.29 2.12* 0"22 + 50"12 + cpa 
H Developing Time 8 45.57 5.70 2.29* 0"22 + 50"12 + CPH 
I Etch Time 8 23.80 2.98 1.20 0"22 + 50"12 + CPI 
Lack of Fit 8 17.25 2.16 0.87 0"2 + 50"1 + CPt 
Error Between Wafers 60 149.33 2.49 11.69* O"l + 50"12 

Within Experiment 
O"l Error Between Repli- 528 112.45 0.21 

cates Within Wafers 
Within Experiment 

Total 656 720.00 

W = (W(1) + W(ll) + W(lll) + W(IV))/4. 
F4,60(0.95) = 2.53, FS,60(0.95) = 2.10, F 60,52S(0.95) = 1.32. 

(b) Separation of SBn 

Degrees 
of Free- Sum of Mean 

Source dom Squares Square F 

B Viscosity 4 87.38 21.85 8.78* 

D Bake Temperature 4 6.55 1.64 0.66 

* Factors significant at 95-percent confidence level. 

estimate of a~. The corresponding F value is 11.69, which is significant 
far beyond the nominal5-percent level. To test for the lack of fit of the 
main-effects-only model, the appropriate denominator is the estimate 
a~ + 5ai. The corresponding F ratio is 0.87. This indicates that the 
main-effects-only model adequately describes the observed data rela­
tive to the random errors between wafers. For testing the significance 
of the process factors, the denominator mean square is again the 
estimate of a~ + 5ai. We see that the mask dimension, viscosity, spin 
speed, exposure time, and developing time have a significant effect 
(approximately 5-percent level) on the window size. The effects of the 
other factors are not significant. 

IX. SELECTION OF OPTIMUM FACTOR LEVELS 

The following table summarizes the significant results of the analyses 
performed in Sections VII and VIII. In each category, the factors are 
arranged in descending order according to the F value. 

Significant effect on sin: 
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Pre-etch line width: A, F 
Post-etch line width: None 

Significant effect on mean: 
Pre-etch line width: A, B, C 
Post-etch line width: B, G, C, A, H 

Significant factors identified by accumulation analysis: 
Post-etch window size: B, C, A, H, G 

Factors that have a significant effect on the sin and the factors 
identified to be significant by the accumulation analysis are all control 
factors. Setting their levels equal to optimum levels minimizes the 
process variability. Here the control factors are A, F, B, C, H, and G. 

To keep the process mean on target we use a signal factor. Ideally, 
the signal factor should have a significant effect on the mean, but 
should have no effect on the sin. Then changing the level of the signal 
factor would affect only the mean. In practice, a small effect on the 
sin may have to be tolerated. 

Among the factors (A, B, C, G, and H) that have a significant effect 
on the mean, factors A, B, and C are relatively strong control factors 
as measured by the F statistics for the accumulation analysis and the 
ANOV A for pre-etch line-width sin. Also, these factors are relatively 
difficult to change during production. So A, B, and C are not suitable 
as signal factor. Between the remaining two factors, G and H, G has 
greater effect on the mean and also shows as a less significant factor in 
accumulation analysis. So exposure time was assigned to be the signal 
factor. 

The optimum levels for the control factors were selected as follows. 
The mask dimension (A) and the aperture (F) have a significant effect 
on the sin for pre-etch line width. From Table V we see that the 
2.5-JLm mask (level 2) has a higher sin than the 2.0-JLm mask. Hence 
2.5 JLm was chosen to be the optimum mask dimension. Also, aperture 
1 (level 1) has the highest sin among the three apertures studied. 
However, because of the past experience, aperture 2 was chosen to be 
the preferred level. 

The accumulation analysis of the post-etch window-size data indi­
cated that the viscosity, spin speed, mask dimension, developing time, 
and exposure have statistically significant effects on the frequency 
distribution. The optimum levels of these factors can be determined 
from Table XIII and Fig. 6 to be those that have the smallest fraction 
of windows not open (category I) and the largest fraction of windows 
in the range 3.0 ± 0.25 JLm (category IV). Because it is more critical to 
have all the windows open, when there was a conflict we took the 
requirement on category I to be the dominant requirement. The 
optimum levels are: 2.5-JLm mask dimension, viscosity 204, 4000-rpm 
spin speed, 60-second developing time, and normal exposure. 
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Table XV-Optimum factor levels 
Standard Optimum 

Label Factors N arne Levels Levels 

A Mask Dimension (/Lm) 2.0 2.5 
B Viscosity 204 204 
C Spin Speed (rpm) 3000 4000 
D Bake Temperature (OC) 105 105 
E Bake Time (min) 30 30 
F Aperture 2 2 
G Exposure (PEP setting) Normal Normal 
H Developing Time (s) 45 60 
I Plasma Etch Time (min) 13.2 13.2 

Table XV shows side by side the optimum factor levels and the 
standard levels as of September 1980. Note that our experiment has 
indicated that the mask dimension be changed from 2.0 p,m to 2.5 p,m, 
spin speed from 3000 rpm to 4000 rpm, and developing time from 45 
seconds to 60 seconds. The exposure time is to be adjusted to get the 
correct mean value of the line width and the window size. The levels 
of the other factors, which remain unchanged, have been confIrmed to 
be optimum to start with. 

In deriving the optimum conditions we have conducted a highly 
fractionated factorial experiment and have considered only the main 
effects of the factors. The interactions between the factors have been 
ignored. If the interactions are strong compared to the main effects, 
then there is a possibility that the optimum conditions thus derived 
would not improve the process. So experiments have to be conducted 
to verify the optimum conditions. The verifIcation was done in con­
junction with the implementation, which is described next. 

X. IMPLEMENTATION AND THE BENEFITS OF THE OPTIMUM LEVELS 

We started to use the optimum process conditions given in Table 
XV in the Integrated Circuits Design Capability Laboratory in January 
1981. In the beginning the exposure was set at 90, which is the normal 
setting given in Table I. We observed that the final window at the end 
of step (xi) was much larger than the target size of 3.5 p,m. Through 
successive experiments, we reduced the exposure time until the mean 
fInal window size came to about 3.5 p,m. The corresponding exposure 
setting is 140. Since then the process has been run at these conditions. 
The benefIts of running the process at these conditions are: 

(i) The pre-etch line width is routinely used as a process quality 
indicator. Before September 1980 the standard deviation of this indi­
cator was 0.29 p,m on a base line chip (DSO chip). With the optimum 
process parameters, that standard deviation has come down to 0.14 
p,m. This is a two-fold reduction in standard deviation, or a four-fold 
reduction in variance. This is evidenced by Fig. 7, which shows a 
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typical photograph of the PLA area of a BELLMAC-32 microprocessor 
chip fabricated by the new process. Note that windows in Fig. 7 are 
much more uniform in size compared to the windows in Fig. 2. Also, 
all windows are printed and open in Fig. 7. 

(ii) After the final step of window forming, i.e., after step (xi), the 
windows are visually examined on a routine basis. Analysis of the 
quality control data on the DSO chip, which has an area of approxi­
mately 0.19 cm2

, showed that prior to September 1980 about 0.12 
window per chip was either not open or not printed (i.e., approximately 
one incidence of window not open or not printed was found in eight 
chips). With the new process only 0.04 window per chip is not open or 
printed (i.e., approximately one incidence of window not open or 
printed is found in twenty-five chips). This is a three-fold reduction in 
defect density due to unopened windows. 

(iii) Observing these improvements over several weeks, the process 
engineers gained a confidence in the stability and robustness of the 
new process parameters. So they eliminated a number of in-process 
checks. As a result the overall time spent by the wafers in window 
photolithography has been reduced by a factor of two. 

The optimum parameter levels were first used in the Integrated 
Circuit Device Capability Laboratory with only a few codes of ICs. 
Subsequently, these parameter levels were used with all codes of 3.5-
p.m technology chips, including BELLMAC-4 microcomputer and 
BELLMAC-32 microprocessor chips. The mask dimension change 
from 2.0 to 2.5p.m is now a standard for 3.5-p.m CMOS technology. 

XI. DISCUSSION AND FUTURE WORK 

The off-line quality control method is an efficient method of im­
proving the quality and the yield of a production process. The method 
has a great deal of similarity with the response surface method9 arid 
the evolutionary operations method,10 which are commonly known in 
statistical literature in this country. Both the response surface and the 
evolutionary operations methods are used to maximize the yield of a 
production process and they both make use of the experimental design 
techniques. The main difference is that in the off-line quality control 
method the process variability that has a great impact on the product 
quality is the objective function. In the response surface and evolu­
tionary operations methods, the process variability is generally not 
considered. Thus, intuitively, the optimum levels derived by using the 
off-line quality control method can be expected to be more robust, 
stable, and dependable. 

In the response surface method one typically uses a relatively large 
fraction of the factorial experiment. However, in off-line quality control 
usually a very small fraction is chosen. Another difference is that in 
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Fig.7-Typical results for contact windows in PLA area (January through March, 
1981) using parameters derived from this experiment. The contact windows are round 
shaped. 

the response surface method the objective function is considered to be 
a continuous function approximated by a low-order polynomial. In off­
line quality control, we can simultaneously study both the continuous 
and discrete factors. 

Our application of the off-line quality control method to the window­
cutting process in the Murray Hill 3.5-JLm CMOS technology, as seen 
from the earlier sections, has resulted in improved control of window 
size, lower incidence of unopened windows, and reduced time for 
window photolithography. Presently, we have undertaken to optimize 
two more steps in IC fabrication. Those steps are polysilicon patterning 
and aluminum patterning. Both these processes, like the window­
cutting process, involve photolithography and are among the more 
critical processes of IC fabrication. We think that the. method has a 
great potential and would like to see applications in various parts of 
Bell Laboratories and Western Electric Company. 

XII. ACKNOWLEDGMENTS 

The authors acknowledge with gratitude the support and the en­
couragement given by R. L. Chaddha, R. Edwards, J. V. Dalton, A. B. 
Hoadley, and G. R. Weber. R. G. Brandes, K. J. Orlowski, and mem­
bers of the IC Process Operations Group provided valuable help in 
conducting the experiments. We also thank Ramon Leon for helpful 
discussions on the graphical representation of the data and 1. J. 
Terpenning for helpful comments on an earlier draft of this paper. The 

IC QUALITY CONTROL 1305 



original manuscript was carefully prepared by Jill Cooper on the 
UNIX* operating system. 

REFERENCES 

1. G. Taguchi, "Off-line and On-line Quality Control Systems," International Confer­
ence on Quality Control, Tokyo, Japan, 1978, pp. B4-1-5. 

2. R. N. Kackar and M. S. Phadke, unpublished work. 
3. G. Taguchi and Y. Wu, Introduction to Off-Line Quality Control, Central Japan 

Quality Control Association, Nagoya, Japan, 1980. 
4. A. B. Glaser and G. A. Subak-Sharp, Integrated Circuits Engineering, Reading, 

MA: Addison-Wesley, 1977. 
5. W. Q. Meeker, G. H. Hahn, and P. I. Feder, "A Computer Program for Evaluating 

and Comparing Experimental Designs and Some Applications," American Stat­
istician,29, No.1 (February 1975), pp. 60-4. 

6. C. R. Hicks, Fundamental Concepts in the Design of Experiments, New York, NY: 
Holt, Rinehart and Winston, 1973. 

7. S. R. Searle, Linear Models, New York, NY: John Wiley, 1971. 
8. G. Taguchi, "A New Statistical Analysis Method for Clinical Data, the Accumulation 

Analysis, in Contrast with the Chi-square Test," Shinjuku Shobo, Tokyo, Japan, 
1975. 

9. R. H. Myers, Response Surface Methodology, Newton, MA: Allyn and Bacon, 1971. 
10. G. E. P. Box and N. R. Draper, Evolutionary Operations: A Statistical Method for 

Process Improvement, New York, NY: John Wiley, 1969. 
11. G. W. Snedecor and W. G. Cochran, Statistical Methods, Ames, Iowa: Iowa State 

University Press, 1980. 

APPENDIX A 

Computation of the Sum of Squares-Analysis of the Signal-to-Noise Ratio 
for Pre-Etch 

The computations of the sum of squares tabulated in Table VIa are 
illustrated below. 

Sm = Correction Factor 

(
18 )2 
L Y/i 
i=1 

18 
(25.2202)2 = 35.3366 

18 

SA = Sum of squares for factor A 

= (9mA)2 + (9mA 2 )2 _ Sm 
9 

{11.5711)2 + (13.6491)2 _ 35 3366 
9 . 

= 0.2399 (d.{. = 1) 

* Trademark of Bell Laboratories. 
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= (8.1979)2 + (8.1017)2 + (8.9206)2 _ Sm 
6 

= 0.0668 (d.{. = 2). 

Sums of squares for the factors E, F, G, and H were calculated 
similarly. The combined sum of squares due to Band D is given by 

SBD = Sum of squares for the column BD 

= (6mB1D)2 + (6mB1D)2 + (6mB2D)2 _ Sm 
6 

= (8.2524)2 + (8.6649)2 + (8.3029)2 _ 353366 
6 . 

= 0.0169 (d.{. = 2). 

The total sum of squares is 
18 

ST = L 717 - Sm = 0.8423. (d.{. = 17). 
i=1 

The error sum of squares is calculated by subtraction. 

Se = ST - (SA + SBD + Se + SE + SF + SG + SH) 

= 0.1522 (d.{. = 4). 

Here we do not compute the sum of squares due to factor I (etch 
time), because it has no influence on the pre-etch line width. 

APPENDIX B 

Computation of the Percent Contribution-Analysis of the Signal-to-Noise 
Ratio for Pre-Etch Line Width 

The computation of the percent contribution is explained below. 
The contribution of factor A to the total sum of squares 

= SA - (d.{. of A)(error mean square). 

Hence, the percent contribution for factor A 

= SA - (d.f. of A) (error mean square) X 100 
total sum of squares 

0.2399 - 0.0251 X 100 = 25 507' 
0.8423 . 10. 

The percent contributions ofE and F are determined similarly. Now 
consider, the contribution of error to the total sum of squares: 

= Se + (total d.{. for factors)(error mean square). 
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Hence, the percent contribution for error 

Se + (total d.{. for factors) (error mean square) 00 = Xl 
total sum of squares 

= 0.3010 + 5 X 0.0251 X 100 = 50.6%. 
0.8423 

APPENDIX C 

Separation of Sao into Sa and So-Analysis of the Mean Pre-Etch Line Width 

The sum of squares, SBD, can be decomposed in the following two 
waysll to obtain the contributions of the factors Band D: 

SBD = SE(D) + S'n 

and 

SBD = S'n(B) + SE. 

Here S'B(D) is the sum of squares due to B, assuming D has no effect; 
S'n is the sum of squares due to D after eliminating the effect of B. 
The terms S'n(B) and SE are interpreted similarly. We have 

(d.{. = 1) 

S'n = SBD - SE(D) = 0.047 (d.{. = 1). 

Similarly, 

S' = (6mB 1D1 + 6mB2D1 - 12mBID)2 = 0 116 
D(B) (11 + 12 + 22) X 6 . (d.{. = 1) 

SE = SBD - S'n(B) = 0.834 (d.{. = 1). 

For testing the significance of the factors Band D we use SE and 
S'n, respectively. Note that SE and S'n do not add up to SBD, which is 
to be expected because the design is not orthogonal with respect to the 
factors Band D. 

APPENDIX 0 

Computation of the Sum of Squares for Accumulation Analysis-Analysis of 
Post-Etch Window Size 

The weights for the cumulative categories (I), (II), (III), and (IV) 
are given below. The frequencies of the bottom line of Table XIII are 
used in computing these weights. Therefore: 

1 
W(I) 4.008 

86 180 - 86 
-X----
180 180 
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1802 

W(lI) = 102 x (180 _ 102) = 4.072 

1802 

W(l1I) = 125 X (180 _ 125) = 4.713 

1802 

W(lV) = 160 X (180 _ 160) = 10.125. 

Computation of the sum of squares tabulated in Table XIV are 
illustrated below: 

_ (51
2 + 35

2 
86

2
) (58

2 + 44
2 

102
2
) 

SA - W(I) X 90 - 180 + W(l1) X 90 - 180 

= 26.64, 

and 

(
472 + 222 + 172 862) 

Se = W(I) X 60 180 

(
522 + 292 + 212 1022) + W(l1) X 

60 180 

= 125.52. 

125
2
) 

180 

160
2
) 

180 
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The Effects of Selected Signal Processing 
Techniques on the Performance of a Filter-Bank­

Based Isolated Word Recognizer 
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(Manuscript received December 3, 1982) 

To implement an isolated word recognizer ,based on filter bank 
techniques, decisions must be made as to how to condition the speech 
signal prior to the filter bank analysis (preprocessing), how to con­
dition the feature vector at the output of the filter bank analysis 
(postprocessing), and how to perform the time alignment in the 
pattern comparison between an unknown test pattern and previously 
stored reference patterns (registration and distance computation). In 
the past most designers of such word recognition systems made 
arbitrary choices about how the various signal processing operations 
were to be carried out. This paper presents results of a systematic 
study of the effects of selected signal processing techniques on the 
performance of a filter bank isolated word recognizer using tele­
phone-quality speech. In particular, the filter bank analyzer was a 
13-channel, critical-band-spaced filter bank with excellent time res­
olution (impulse response durations of from 3 to 30 ms) and poor 
frequency selectivity (highly overlapping filters with ratios of center 
frequency to 3-dB bandwidth of about 8 for each band). Among the 
signal processing techniques studied were: preemphasis of the speech 
signal; time and frequency smoothing of the filter bank outputs; 
thresholding, quantization, and normalization of the feature vector; 
principal components analysis of the feature vector; local and global 
distance computations for use in the time alignment procedure; and 
noise analysis in both training and testing. Each of the signal 
processing techniques was studied individually; hence no tests were 
run in which several of the techniques were used together. Results 
showed that sbme fairly simple signal processing operations provided 
the best overall performance in the noise-free case; in noisy conditions 
performance degraded significantly for signal-to-noise ratios less 
than about 24 dB. 

1311 



I. INTRODUCTION 

To implement an isolated word recognizer based on a filter analysis, 
decisions must be made as to how to preprocess the speech signal prior 
to the filter bank analysis, how to postprocess the feature vectors 
obtained at the output of the filter bank analysis, and how to perform 
the time alignment and distance computation in the pattern compari­
son between an unknown test pattern and previously stored reference 
patterns. Often such decisions are made arbitrarily based on experi­
ence, heuristic procedures, or sometimes a few brief tests with the 
system. To our knowledge no one has attempted to systematically 
examine the effects of various signal processing techniques on the 
performance (as measured in word error rate) of a filter-bank-isolated 
word recognizer. This paper provides such a comparison by examining 
several of the most popular signal processing techniques and showing 
how they affect the performance of a particular filter bank word 
recognizer using telephone-quality speech. 1 

There are two inherent problems with any study that attempts to 
find the best signal processing techniques for a system via experimental 
means. The first is that the results presented are highly dependent on 
the signal processing techniques that were studied. Hence, the 
"optimal" way of processing the signal may not even have been 
investigated (due to lack of knowledge, etc). With our limited knowl­
edge we know of no way to avoid this difficulty. The second problem 
is that, of necessity, each of the various signal processing techniques 
is studied independently of any other (thereby tacitly assuming inde­
pendence of the various methods). Hence, any interactions between 
the techniques studied will go unnoticed. Again, we know of no 
practical way of studying the interactions between signal processing 
operations; the processing, assuming independence of operations, took 
about four full months on a modern minicomputer system! 

The results to be presented in this paper are an extension of a 
previous studyl that examined different filter bank structures and 
compared their performance to that of a conventional linear predictive 
coefficient (LPC) word recognizer.2

,3 The key results of this earlier 
work were: 

(i) The best performance in word recognition tests was achieved 
by both a l3-channel, critical-band-spaced filter bank, and a l5-chan­
nel, uniformly spaced filter bank. Both filter banks had composite 
frequency responses without gaps at the band edges. The l3-channel 
filter bank had highly overlapping filters; the l5-channel filter bank 
had filters with almost no overlap. 

(ii) There were significant performance differences between talkers 
(especially female as opposed to male talkers). 
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_(iii) Performance of the LPC and the best filter bank recognizers 
were comparable for a simple vocabulary of the 10 digits using tele­
phone-quality speech (with no extra noise degradation) over a dialed­
up telephone line using a local private branch exchange (PBX). 

(iv) Performance of the LPC recognizer was superior to that of the 
best filter-bank recognizers for a complex vocabulary of the alphabet, 
digits, and three command words, again using telephone-quality 
speech. 

A key question arising from these results was whether any of the 
proposed signal-processing techniques for the filter bank system could 
bring up the performance to that of the LPC system for the complex 
alpha-digits vocabulary. Unfortunately, we will see that none of the 
proposed methods was able to significantly improve filter-bank per­
formance. (However, some were able to keep performance the same 
while reducing required storage.) 

Two other implementational aspects of word recognizers were stud­
ied. The first involves the use of the normalize-and-warp procedure 
proposed by Myers et a1.4 In this procedure a fixed-length pattern is 
created for both test and reference patterns prior to time alignment. 
In this manner the largest warping area is obtained, and the compu­
tational aspects of implementing the time-warping procedure are 
greatly simplified. Instead of considering just the word average length 
for warping, we studied the effects (for both the filter bank and LPC 
systems) of warping to prespecified lengths of various amounts. It was 
found that a large amount of compression could be made before system 
performance degraded by a significant amount. 

The second implementational aspect studied was the effects of 
additive noise on the performance of both the LPC and filter bank 
recognizers. We considered cases in which both the training and testing 
occurred in the noisy background, and when only the testing occurred 
in the noisy background. It was found that far superior performance 
was obtained, at all signal-to-noise ratios, when both training and 
testing occurred in the noisy background. Furthermore, performance 
of both types of recognizers degraded for signal-to-noise ratios less 
than or equal to 24 dB. Also, for signal-to-noise ratios greater than 6 
dB, the LPC recognizer outperformed the filter bank recognizer. 

An overview of the work presented in this paper is as follows. In 
Section II we review the general implementation of the filter bank 
isolated word recognizer. In Section III we discuss the signal processing 
methods that were studied in conjunction with the filter bank. In 
Section IV we discuss the noise studies. In Section V we describe the 
experiments performed and give word error rates for the various tests. 
Finally, a discussion of the results is given in Section VI. 
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II. THE FILTER-BANK-ISOLATED WORD RECOGNIZER 

Figure 1 shows a block diagram of the overall fIlter bank word 
recognizer. The input speech signal is recorded off a dialed-up tele­
phone line, band-limited to 3200 Hz, and digitized at a 6.67-kHz rate. 
The digitized speech signal, s(n), is fIrst sent to a preprocessor to 
condition the signal for the fIlter bank analyzer. Preprocessing is 
basically a spectra-shaping operation (e.g., linear fIltering) for in­
creased immunity to fInite word-length processing in the remainder of 
the system.5 The preprocessed signal, s(n), is then sent to a fIlter bank 
analyzer whose structure is shown in Fig. 2. The fIlter bank contains 
a set of Q parallel bandpass fIlters that cover the speech band of 

/ 

s(n) 
I 

/ 

I 
/ 

RECOGNIZEO 
WORO(S) 

Fig. I-Filter bank word recognizer with both preprocessing and postprocessing 
operations. 

~rn) 

BANDPASS FILTER 

o fL fH 

BP - BANDPASS FILTER 
LP - LOW-PASS FILTER 
NL - NONLINEARITY 

~ LOG(-) f----xlrm) 

~ LOG(-) f----x2rm) 

~ LOG(-) f----xorm) 

LOW-PASS FILTER 

Fig. 2-Structure of fIlter bank analyzer. 
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interest (100 to 3200 Hz for telephone speech). Each bandpass filter is 
followed by a nonlinearity (NL), a low-pass (LP) filter, a sampler, and 
a logarithmic compressor. The output of the filter bank at time m is a 
vector 

(1) 

whose components Xi (m) represent the energy in the speech signal in 
channel i at time m. 

In our previous work1 we studied the effects of different types of 
filter banks on recognizer performance and found that the highest 
accuracy was obtained with two types of filter banks, namely: 

(i) A 13-channel, critical-band-spaced filter bank with higher over­
lapping channels. This filter bank had excellent time resolution (on 
the order of 10 ms) but poor frequency resolution. 

(ii) A 15-channel, uniformly spaced filter bank with essentially no 
overlap between channels. This filter had poor time resolution but 
excellent frequency resolution. The composite spectrum of this filter 
bank was flat to within fractions of a dB. 

Both of these filter banks used a magnitude nonlinearity and a 3-
pole, Bessel, low-pass filter with a 30-Hz cutoff frequency. The sam­
pling rate of the output feature vector was 67 Hz-i.e., adjacent feature 
estimates were spaced 15 ms in time. 

The output of the filter bank was sent to a postprocessor, which 
performed one or more of the following operations: 

(i) Time smoothing of feature vectors 
(ii) Frequency smoothing of channels within a feature vector 

(iii) Normalization of the feature vector 
(iv) Thresholding and/or quantization of the feature vector 
(v) Principal components analysis of the feature vector. 

The output_ of the postprocessor was the input pattern to either the 
training mode (a robust training procedure6

), or to the testing mode. 
In the training mode a set of word reference templates were created 
based on consistent matches of tokens of a word to previously analyzed 
tokens of the same word. In the testing mode the test pattern, T, 
consisting of the sequence of feature vectors 

T = {X(l), X(2), ... , X(M)} (2) 

was compared to the reference pattern, R i
, for the ith vocabulary word 

using a dynamic time-warping alignment procedure.2 For the ith 
reference pattern, a total average distance, Di , between it and the test 
pattern was computed, and simple decision logic was used to make the 
word choice for recognition. 

To implement the word recognizer of Fig. 1, one has to choose the 
types of processing to go into the preprocessor, the filter bank analyzer, 
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the postprocessor, and the dynamic time-warping algorithm. Based on 
the earlier studyl we limited the filter bank to the 13-channel critical­
band filter bank. However, for each of the remaining signal-processing 
blocks we tried to choose one or more possibilities and then did 
experiments to evaluate its usefulness to the overall word recognizer. 
We discuss our choices in detail in Section III. In addition we chose to 
study the effects of both noise addition and length quantization of 
both reference and test patterns on overall performance. These exper­
iments are described in Section IV. 

III. SIGNAL PROCESSING CHOICES IN THE RECOGNIZER 

3.1 Preprocessor 

The function of the preprocessor is to spectrally shape the speech 
signal to achieve some desired gross spectral shape. The most common 
form of preprocessing is simple preemphasis, which is used to compen­
sate the inherent 6-dB per octave falloff in the speech spectrum. In 
such a case a simple first-order network of the form 

H(z) = 1 - az- l (3) 

has been found adequate3 for recognition purposes. Thus, the differ­
ence equation relating §(n) to s(n) is of the form 

§(n) = s(n) - as(n - 1), 

where a value of a = 0.95 has been used previously. 

3.2 Postprocessing 

(4) 

We denote the output of the qth channel of the filter bank at frame 
m asXq(m), m = 1,2, ... ,M, q = 1,2, ... ,Q. All of the postprocessing 
operations can be expressed in terms of signal processing on Xq(m) to 
give the signal Xq(m). We have considered the operations in Sections 
3.2.1 through 3.2.5. 

3.2.1 Thresholding and energy normalization 

The purpose of channel thresholding is to clamp low-level noise 
signals from channels at times when essentially no speech signal is 
present. This is done by applying a threshold so that channel signals 
below threshold are clamped at the threshold value. In this way much 
less sensitivity to background noise is achieved. In particular, this is 
achieved by determining X~AX, the peak signal level for the qth 
channel, for each word as: 

X~AX = max [Xq(m)]. (5) 
l:5:m$M 

1316 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1983 



Then the threshold for the qth channel is set at 

T; =X~AX_ T*, (6) 

where T * is a parameter of the recognition system. A typical range of 
T* is from 30 to 50 (dB).l The thresholded channel signal is then given 
as 

(7) 

for all q and m. 
The purpose of frame energy normalization is to compensate for 

variations in speech level from utterance to utterance. We have con­
sidered two distinct normalization methods, which we call average and 
peak normalization. For average normalization we calculate the frame 
average, X(m), as 

- 1 Q 
X(m). = Q q~l Xq(m), 

and for peak normalization we calculate the peak as 

X(m) = max [Xq(m)]. 
l:5'cq:5'cQ 

The energy-normalized feature vector is then given ast 

Xq(m) = Xq(m) - X(m). 

(8) 

(9) 

(10) 

It can readily be shown that both peak and average normalization 
have the property that if a feature set T is derived from the speech 
signal s(n), then the feature set T' derived from 

s'(n) = ys(n) (11) 

will be identical to T after the normalization of eq. (10) is carried out. 
Hence, gain variations are normalized out of the processing as desired. 

3.2.2 Time smoothing of feature vectors 

The purpose of time smoothing of feature vectors is to reduce the 
variability in channel outputs by averaging adjacent time frames. The 
cost of such smoothing is a decrease in time resolution achieved by the 
recognizer. If we assume that M * adjacent frames are to be overlapped 
and smoothed, then time smoothing can be expressed as 

m=M*, 000 ,M. (12) 

t The reader is reminded that the channel signals are logarithmically encoded. Hence, 
normalization takes the form of subtraction. 
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It should be noted that the first (M* - 1) frames are eliminated and 
are used as initial conditions for the smoothing. 

3.2.3 Frequency smoothing of channel outputs 

As in time smoothing, the purpose of frequency smoothing is to 
reduce the variability in channel outputs by averaging adjacent chan­
nels for a given time frame. Again, the cost of this smoothing is a loss 
in frequency resolution. If we assume that Q * adjacent channels are to 
be overlapped and smoothed, then frequency smoothing can be ex­
pressed as 

q = Q*, ... , Q. (13) 

It should again be noted that the first (Q * - 1) channels are eliminated 
and are used as initial conditions for the smoothing. 

3.2.4 Quantization of channel outputs 

The purpose of quantizing the channel outputs is to reduce the 
storage requirements of the recognizer both for reference patterns and 
for the test pattern. If we use a B-bit quantizer, and we assume the 
channel signals are in the range [0, -T*] because of the thresholding 
and energy normalization operations, then with a uniform quantizer 
we have a quantization width of 

T* 
aE = - (14) 2B 

and we can express the quantized output signal as 

Xq(m) = lXq(m)/aEJ.aE, (15) 

where lxJ is the greatest integer less than x, and it is assumed that 
Xq(m) is already thresholded and energy normalized. 

3.2.5 Principal components analysis 

The last form of postprocessing that we considered was a principal 
cO'1lponents analysis7 in which the Q-dimensional filter bank feature 
vector is transformed into a new P-dimensional feature vector, where 
P < Q, such that all the important information in the original vector 
is retained. The purpose of reducing the feature dimensionality is to 
reduce the required storage for reference and test patterns. This 
method has also been used by Pols7 to recognize vowels with good 
success. 

The way in which the principal components analysis was performed 
was as follows. The first step is to ?ollect a large number of filter bank 
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feature vectors and to compute the covariance matrix, A, between 
. dimensions as 

2: [Xi (·) - ~t(·) ][Xj (.) - Xj (.)] 

Aij = 1/2 , (16) 

{ ~ [X.( .) - X.( . ) y ~ [Xj ( .) - Xj ( • ) y } 

where the summation is over the training set of feature vectors. The 
principal components analysis then determines a new dimension, 
which is a linear combination of the original Q dimensions, that 
contains as much of the total variance as possible. Then a second new 
dimension is determined such that it is orthogonal to the first new 
dimension and contains as much of the remaining variance as possible. 
This new dimension is again a linear combination of the Q old dimen­
sions. This process is continued until we have P new orthogonal 
dimensions, all of which are linear combinations of the original Q 
dimensions. Hence, if we denote the transformed set as Xq(m), the 
transformation to the new dimensions is of the form 

A Q 
Xq(m) = 2: {3q(q)Xq(m), q = 1,2, ... ,P, (17) 

q=l 

where f3q(q) is the coefficient vector for dimension q. 
The resulting P-dimensional space of the principal components 

analysis contains as much of the total variance of the original space as 
is possible in P dimensions. The new space is obtained formally by 
doing an eigenvector analysis of the original covariance matrix, A. The 
resulting eigenvectors are the coefficient vectors for the transformation 
of eq. (17). 

3.3 Dynamic time-warping considerations 

Once the feature vectors have been obtained, the recognizer must 
compare the unknown test pattern, T, to each word reference pattern, 
R i , i = 1,2, ... , V, for a V-word vocabulary. For this comparison the 
technique of dynamic time warping (DTW) is used.2

,8,9 If we denote 
the test pattern, T, as 

T = {T(I), T(2), ... , T(M)} 

and the ith reference, R i , as 

then the DTW algorithm determines a warping path 

n = w(m) 

(18) 

(19) 

(20) 

WORD RECOGNIZER 1319 



such that the total distance, D( T, R i), defined as 

D(T, Ri) = ! 1 d{T(m), R'[w(m)]J (21) 

is minimized, where d(T, Ri) is the local distance between test and 
reference frames. 

We have considered several variations on the conventional DTW 
algorithm. First we have modified the global distance of eq. (21) to 
include a time weighting of the form 

M 

L WT(m)d{T(m), Rtw(m)]} 
D(T, Ri) = m=1 M (22) 

L WT(m) 
m=1 

where WT(m) is the weight applied to the local distance at frame m. 
It should be noted that in eq. (22) the weight is a function of only the 
test pattern, T. 

We have also considered a variety of types of local distance calcu­
lations of the form 

1 

{J. (Wr)p[I T(q) - R(q) Fl Y 
d( T, R) = [ Q ]~ 

L (W~)P P 
q=1 

(23) 

where W~ is a frequency weighting curve dependent only on the test 
pattern, T, and p is the distance power for emphasizing the frequency 
variations. Typical values for pare 1 (magnitude distance), 2 (squared 
distance), and 1/2 (square root distance). Again, it should be noted 
that the frequency weight of eq. (22) is only a function of the test 
frame. 

An alternative form of distance weighting was suggested by Silver­
man and Dixon 10 and is of the form 

1 Q _ -

d(T, R) = Q q~1 1 T(q) - R(q) - f(1 T - R I) I, (24) 

where 

y 
f(y) = 1 - MAX 

Y 
(25) 

and yMAX is the largest value that y can attain. The form of eq. (24) is 
similar to that of the average normalization [eq. (8)] discussed earlier 
in that the means of Tand R (over channels) are essentially subtracted 
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• from each T(q) and R(q) component. However, this is only the case 
when I T - R I ::::: 0, in which case f(l T - R D ::::: 1. For cases in which 
IT - R I is large (i.e., close to the maximum difference of T*), then 
f(l T - R D ::::: 0 and no mean correction is used. Thus, the weighting of 
eq. (24) places extra emphasis on regions of high average energy 
difference, and less emphasis on regions of low average energy differ­
ence. We denote the distance measure of eq. (24) as the Silverman­
Dixon (SD) distance measure. 

The last variation on the conventional DTW algorithm that we have 
investigated is the relaxation of the endpoint constraints on the warp­
ing path. Normally we use the simple constraints that 

w(l) = 1 

w(M) = Ni 

Initial Point 

Final Point, 

(26a) 

(26b) 

i.e., the first test frame is mapped to the first reference frame and the 
last test frame is mapped to the last reference frame. We have consid­
ered relaxation of both endpoint constraints of eq. (26) to the form 

1 ~ W(MB) ~ OBEG, 

Ni - OEND ~ w(ME ) ~ N i, 

1 ~MB~ OBEG (27a) 

M - OEND ~ ME ~ M. (27b) 

The new endpoint constraints say that the warping path can begin 
anywhere within a square of size OBEG X OBEG at the origin of the test­
reference plane, and end anywhere with a square of size OEND X OEND 

at the upper right-hand corner of the test-reference plane. This situa­
tion is depicted in Fig. 3. By using local path constraints, which keep 
the slope of the warping path greater than 1/2 and less than 2, the 
warping path becomes constrained to lie within the shaded area of the 
test-reference plane. 

3.4 The normalize-and-warp procedure 

The conventional DTW algorithm works quite well for most cases 
of interest. However, in cases when the length of the test pattern, M, 
is significantly different from the length of a reference pattern, N, then 
the region in the test-reference plane in which the warping path can 
lie often becomes very small. To handle such cases the normalize-and­
warp procedure was devised,4 and it basically consists of linearly 
pre normalizing both the test and reference patterns to a fixed length, 
IV, and then performing the DTW on these equal length patterns. In 
this manner the area in the test-reference plane in which the warping 
path can lie is maximized; hence we have the best chance of finding a 
good time-alignment path. 

The normalize-and-warp procedure has been successfully used in a 
number of tests with an LPC recognizer4

,1l-13 with very good results. 
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Fig. 3-The allowable warping region in the "test-reference" plane when the warping 
path has a beginning region of size SBEG X SBEG and an ending region of size SEND X SEND. 

For all these systems the fixed length to which all patterns were· 
warped was the average duration of all words in the vocabulary. In 
this study we consider use of the normalize-and-warp procedure with 
the fixed length parameter a free variable. 

3.5 Summary of signal processing choices 

In this section we have enumerated a number of ways of imple­
menting the signal processing of a filter bank isolated word recognizer. 
These factors include 

(i) Spectral pre emphasis 
(ii) Thresholding of channel signals 

(iii) Energy normalization of channel signals 
(iv) Time smoothing of feature vectors 
(v) Frequency smoothing of channel outputs 

(vi) Quantization of channel signals 
(vii) Principal components analysis 
(viii) Time weighting of local DTW distances 

(ix) Frequency weighting of channel signals in DTW computation 
(x) Local distance metric for DTW computation 

(xi) Loosened endpoint constraints in DTW computation 
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(xii) Use of the normalize-and-warp procedure for DTW compu­
tation. 
In Section V we give the actual choices that were studied for each of 
the above factors. First, however, we describe the tests of the noise 
immunity of both filter bank and LPC word recognizers. 

IV. NOISE STUDIES WITH THE ISOLATED WORD RECOGNIZER 

Almost all tests of isolated word recognizers are made in a laboratory 
environment with a high signal-to-noise ratio on the recordings (e.g., 
greater than 35 dB is typical). There are a wide variety of applications 
(namely those of the military) in which the word recognizer is required 
to operate in noisy environments [e.g., signal-to-noise ratios (s/n) 
around 0 to 20 dB]. Thus, an important consideration in the evaluation 
of an isolated word recognizer is how the performance degrades as the 
background goes from laboratory conditions to highly noisy conditions. 

When a word recognizer must operate in high-background-noise 
environments, an important issue arises, namely, whether it is better 
to train the system in a noise-free environment (and test in the noisy 
background), or to train and test in the noisy background. We have 
attempted to study these questions by artificially adding uncorrelated, 
zero mean, white noise to the speech signals at a specified signal-to­
noise ratio, and then performing the required word recognition tests 
on both the filter bank and LPC word recognizers. A discussion of the 
test conditions and the results is given in the next section. 

When one is concerned with using a word recognizer in an environ­
ment with a poor signal-to-noise ratio, another important consideration 
is whether one would "cancel" any of the noise by using a noise 
spectral estimation technique and subtracting the noise spectrum out. 
These techniques have been investigated in the context of voice 
coding14

-
16 and have achieved various degrees of success. For suffi­

ciently stationary noise backgrounds it seems reasonable to expect 
that a high degree of noise cancellation could be obtained. For such 
cases it would be of interest to understand how such noise cancellation 
algorithms work in the context of word recognition. 

V. EXPERIMENTAL RESULTS ON ISOLATED WORD RECOGNITION 

To evaluate the effects on performance (word error rate) of each of 
the recognition system factors of Sections III and IV, a series of tests 
were run with the following specifications: 

Vocabulary 39 word alpha-digits 
Number of talkers 2 male, 2 female 
Training 7 replications for each word 
Testing 10 replications for each word. 
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Table I-Word error rates for filter bank and LPC 
word recognizers 

Candidate Position 

Talker 1 2 3 4 5 

(a) Rates for baseline filter bank recognizer as a function of talker 
and candidate position 

1 (Male) 9.0 4.1 0.5 0.5 0.0 
2 (Male) 5.4 2.3 1.0 0.5 0.3 
3 (Female) 13.1 2.8 0.5 0.3 0.3 
4 (Female) 18.7 8.5 4.4 2.1 1.3 
Average 11.6 4.4 1.6 0.9 0.5 

(b) Rates for LPC recognizer as a function of talker and candidate 
position 

1 (Male) 
2 (Male) 
3 (Female) 
4 (Female) 
Average 

5.1 
4.1 

10.3 
11.8 
7.8 

0.5 
2.3 
2.3 
6.7 
3.0 

0.0 0.0 0.0 
0.8 0.3 0.3 
1.3 1.0 0.5 
3.3 1.3 0.8 
1.4 0.7 0.4 

All recordings were made over dialed-up telephone lines, and the test 
and training replications were obtained in different recording sessions. 
The speaker-dependent training used the robust training method6 to 
give a single reference pattern for each vocabulary word. 

The filter bank used was the 13-channel, critical-band spacing sys­
tem that gave essentially the best performance in earlier tests. l A 
"baseline" filter bank recognizer was defined that had the following 
signal processing options: 

(i) No pre emphasis-a = o. 
(ii) Channel thresholding at T* = 50 dB below the peak in each 

channel. 
(iii) Average energy normalization. 
(iv) No time smoothing-M* = 1. 
(v) No frequency smoothing-Q* = 1. 

(vi) No quantization of channel signals (i.e., floating point accu­
racy)-B = 00. 

(vii) No principal components analysis. 
(viii) Uniform time weighting of local distances-WT(m) = 1, all m. 

(ix) Uniform frequency weighting of local distances- Wr = 1, 
all q. 

(x) Magnitude local distance-p = 1. 
(xi) No opening up of DTW endpoint regions-oBEG = OEND = 1. 

(xii) No length pre normalization prior to the DTW. 
(xiii) No additive noise-s/n(Test) = s/n(Train) = 00. 

The performance results of this baseline system are given in Table Ia 
and are shown plotted in Fig. 4a. Both the table and the figure show 
the word error rate as a function of candidate position for all four 
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Fig. 4-Plots of word error rate versus candidate position for each of the four talkers 
and the average for (a) the baseline l3-channel fIlter bank system, and (b) the LPC word 
recognizer. 

talkers (the solid curves in Fig. 4a) and the average (the dashed curve). 
These results show an average error rate of 11.6 percent in the top 
candidate position, with a high degree of variability in error rate across 
talkers. For comparison purposes, Table Ib and Fig. 4b show similar 
results on the LPC word recognizer. The average error rate for the top 
candidate position is about 4 percent lower for the LPC recognizer 
than for the 13-channel filter bank recognizer. Again we see a fair 
degree of variability in error rate scores across talkers for the LPC 
recognizer. 

In the following sections we present results of tests designed to 
measure changes in performance of the filter bank recognizer as the 
factors noted above are varied. As discussed earlier we have been 
forced to use the expedient of only varying 'Jne parameter at a time; 
hence all information about interactions between two or more param­
eters is unavailable. 
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5.1 Effects of simple preemphasis 

Only one value of the preemphasis constant, lX, was studied, namely, 
lX = 0.95. This is the value used in previous work on the LPC recog­
nizer.3 The results of recognition with the use of the preemphasis 
network are given in Table lIa (only results for top candidate position 
are included). It can be seen by comparing these results to those of the 
baseline system that a small improvement in average accuracy was 
obtained. This improvement was not statistically significant at the 0.9 
confidence level. 

5.2 Effect of clipping threshold 

The values studied for the clipping threshold were T* = 40 and 
T* = 30 (dB). The resulting recognition scores are given in Table lIb 
for the top candidate position. The results for T* = 40 are comparable 
to those for T* = 50 in the baseline system, whereas for T* = 30 a 
significant loss (2.4 percent) in word accuracy is obtained. Hence, a 30-
dB range is deleterious to the channel signals in that useful recognition 
information is lost by clamping the signals at too high a level. 

5.3 Effects of peak energy normalization 

The results of using peak (rather than average) energy normalization 
of the channel signals are given in Table lIc.t The results show a large 
increase in word error rate for all talkers, thereby indicating a lack of 
stability of the peak in each frame and therefore its inappropriateness 
to be used as an energy normalization aid. 

5.4 Effects of time smoothing 

The value used for the smoothing duration, M*, were 2 and 3 
(frames). The recognition results for this condition are given in Table 
lId for the top candidate position. For M* = 2 an insignificant increase 
in average error rate occurred, while for M* = 3 there was a very 
significant increase in error rate. The results show that time smoothing 
produced far worse scores for female talkers (3 and 4) than for male 
talkers (1 and 2). This was undoubtedly due to the high variability in 
channel signals for the females (due to the high pitch frequency), 
which often led to smearing a "good" frame with a "bad" adjacent 
frame. The results indicate that time smoothing should not be done. 

5.5 Effects of frequency smoothing 

The results of smoothing across Q * = 2 adjacent frequency channels 
are given in Table lIe. It can be seen that a uniform increase of about 

t Recall that average normalization is one of the standard options used in the 
recognizer. 
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Table II-Word error rates for several signal processing techniques in 
the filter bank recognizer 

Talker 

(a) Rate with pre emphasis (a = 0.95) 

a 1 2 3 4 Average 
0.95 7.7 7.7 11.8 17.4 11.2 

(b) Rates as a function of threshold parameter, T* (dB) 

T* 1 2 3 4 Average 
40 8.7 6.9 13.3 17.4 11.6 
30 9.5 8.5 17.2 21.0 14.0 

(c) Rates for peak energy normalization 

Method 1 2 3 4 Average 
Peak 23.1 19.5 14.4 40.5 24.4 

(d) Rates as a function of number of frames over which 
smoothing occurred, M* 

M* 1 2 3 4 Average 
2 7.9 5.6 13.1 21.3 12.0 
3 7.7 5.6 26.9 29.7 17.5 

(e) Rates as a function of number of frequency channels over 
which smoothing occurred, Q * 

Q* 1 2 3 4 Average 
2 12.6 7.4 15.4 20.5 14.0 

(f) Rates as a function of B, the number of bits used to 
quantize the channel signals 

B 1 2 3 4 Average 
6 6.7 5.6 14.4 17.4 11.0 
4 11.3 7.2 16.9 18.7 13.5 

(g) Rates as a function of P, the dimensionality of the 
principal components analysis 

P 1 2 3 4 Average 
12 11.3 9.9 25.1 29.5 18.7 
6 11.3 
4 11.5 
2 18.7 

(h) Rates using a nonuniform time weighting in the DTW 
algorithm 

1 2 3 4 Average 
9.2 6.5 14.5 19.5 12.4 

(i) Rates using a nonuniform frequency weighting in the DTW 
algorithm 

Weight 1 2 3 4 Average 
Fig. 5 8.7 8.7 16.2 21.3 13.7 
SD 8.2 7.4 16.4 17.4 12.4 

P 
2 
1h 

(j) Rates as a function of p, the power in the local distance 
computation 

1 2 3 4 
12.3 7.1 21.4 23.1 
10.0 6.2 13.1 20.8 

Average 
16.0 
12.5 

(k) Rates as a function of the opening region parameters OBEG and OEND of the DTW 
algorithm 

OBEG 

2 
o 
2 
2 

OEND 

o 
4 
4 
4 

Region 1 2 3 4 
Square 8.7 5.6 13.1 22.3 
Square 7.9 5.4 13.8 21.5 
Square 8.5 5.6 14.4 22.8 
Line 8.9 6.2 24.6 22.1 

Average 
12.4 
12.2 
12.8 
15.5 
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2.5 percent in word error rate is obtained for all four talkers. Thus we 
conclude that smoothing across channels leads to a loss in information 
for recognition and therefore should not be used. 

5.6 Quantization of channel signals 

The results on channel signal quantization are presented in Table 
IIf. It can be seen that quantization of the channel signals to 6 bits 
actually decreases the average error rate by 0.6 percent; however, a 
further reduction to 4 bits leads to a 1.9-percent increase in error rate 
over the baseline system. Hence the results indicate that 6-bit quan­
tization is adequate for the channel signals. 

5.7 Results using principal components analysis 

The results obtained using the principal components analysis for a 
single talker are presented in Table IIg. It can be seen that for P = 12 
a7.1-percent increase in average error rate is obtained; however, small 
increases in error rate were attained for reductions in P down to 4. In 
fact, for talker 1 the word error rate increased by 0.2 percent in going 
from 12 to 4 principal components. 

An explanation of why the P = 12 principal components analysis led 
to such large increases in error rate is as follows. The transformation 
of the feature vector used in the principal components analysis has the 
property that it is invariant to a quadratic distance measure. The 
distance measure used in the baseline system was an absolute value 
distance; hence a significant decrease in accuracy resulted. We will 
show in Section 5.10 that using a quadratic distance measure gave 
much worse recognition accuracy than the absolute distance. Thus it 
would appear that the principal components analysis is not a useful 
tool, at least for this particular filter bank word recognizer. 

5.B Results using time weighting in the global distance for DTW 

The results using nonuniform time weighting in the DTW global 
distance calculation are given in Table IIh. The actual weighting 
function, W T

, was a function only of the energy in the test pattern, of 
the type shown in Fig. 5. The test energy, E T

, was estimated as the 
sum of the individual channel energies. A high correlation (::::0.94) was 
measured between this estimate of test energy, and the actual test 
energy (as computed from the raw speech samples). For frames in 
which the test energy was within 20 dB of the peak energy (suitably 
normalized to 0 dB), the frame weight was 1.0; for frames with ET less 
than 40 dB below the peak, the weight was set to 0.01; 'a linear 
interpolation 0r.the weight was used for frames with -40 :$ ET:$ -20 
dB. 

The results in Table IIh show a small increase in word error rate for 
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Fig. 5-The nonlinear weighting function, W T
, on the local distance as determined 

from the test energy, E T
, estimated from the sum of channel outputs. 

each talker. Hence we conclude that the addition of time weighting 
(of the form of Fig. 5) in the DTW distance calculation is unnecessary. 

5.9 Results using frequency weighting in the local distance for DTW 

The results of using a nonuniform frequency weighting for local 
distances in the DTW algorithm are shown in Table IIi. The frequency­
weighting characteristic was identical to the time-weighting character­
istic of Fig. 5, except that the abscissa was the individual channel 
energy (relative to the peak channel energy for the word) and the 
ordinate was frequency weight W q • It can be seen from Table IIi that 
a 2.1-percent increase in average word error rate is obtained using the 
nonuniform frequency weighting. Hence we again conclude that such 
weighting should not be used for this particular filter bank recognizer. 

The results of using the SD weighting proposed by Silverman and 
Dixon (based on both reference and test frame energies) are also 
shown in Table IIi. Although the average word error rate is lower than 
for the nonuniform weighting of Fig. 5, it is still about 0.8 percent 
higher than obtained using simple uniform weights. 
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5.10 Effects of different local distance computations 

The results of using different local distance computations in the 
DTW algorithm are given in Table IIj. Values for p of 2 (squared 
distance) and 1/2 (square ro·ot distance) were considered. It can be 
seen that for p = 2 a 4.4-percent increase in average word error rate is 
obtained; for p = 1/2 the increase in average word error rate is 0.9 
percent. These results indicate that the magnitude distance (p = 1) is 
the best compromise between giving extra weight to very different 
channel energies (p = 2) and giving a small weight to very different 
channel energies (p = 1/2). 

5.11 Results of opening up the DTW starting and ending regions 

The results of opening up the beginning andlor ending region of the 
DTW speech regions are given in Table Ilk. Results are given for an 
initial or final square search region, as well as for an initial or final line 
search region (i.e., the path had to begin or end at the first or last 
frame of either the test or reference; it could not begin or end at a 
noninitial or nonfinal frame of both). It can be seen that all the cases 
studied led to a small (for square regions) or a large (for the line 
region) increase in average word error rate. This result is anticipated 
from previous results, which have shown that opening up the DTW 
search region consistently aids false matches (reference and test dif­
ferent) as much or more than true matches (reference and test the 
same).3,4,17 

5.12 Results using length normalization prior to DTW 

The results of using fixed-length word normalization prior to the 
DTW (the normalize-and-warp procedure) are given in Table III and 
Fig. 6. Table IlIa and Fig. 6a show results for the 13-channel filter 
bank and Table IIIb and Fig. 6b show results for the LPC-based 
recognizer. The results show that for a broad range of warping lengths 
(from 20 to 45 frames) the average word accuracy does not change 
significantly. Significant degradation in performance is obtained only 
for the shortest warping lengths considered (i.e., 10 and 15 frames). 
Hence the results indicate that the normalize-and-warp procedure is 
suitable for a sizeable range of warping lengths so long as the length 
used does not become too small. 

5.13 Results on noise studies 

The results of the noise studies are given in Table IV and plotted in 
Fig. 7. Results are given for three cases: 

(i) Signal-to-noise ratio (sin) (Test) = sin (Train) , where sin varied 
from 00 down to 0 dB (Table IVa, Fig. 7a). 
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Table III-Word error rates for the normalize-and-warp procedure 
applied to both the filter bank and LPC word recognizers 

Length of Reference and Test 

(a) Rates as a function of warping length of reference and test prior to DTW for the 
13-channel recognizer 

Talker Variable 40 30 25 20 15 10 
1 9.0 8.7 9.5 8.7 8.7 10.3 12.6 
2 5.4 5.6 5.4 5.9 5.6 6.9 11.5 
3 13.1 13.1 14.6 14.1 14.6 15.4 19.5 
4 18.7 21.8 20.8 21.8 20.8 22.8 23.3 

Average 11.6 13.1 12.6 12.6 12.7 13.9 16.7 

(b) Rates as a function of warping length of reference and test prior to DTW for the 
LPC-based recognizer 

Talker Variable 45 40 35 30 25 20 15 10 
1 5.1 4.9 6.2 4.6 4.6 5.1 4.9 8.5 
2 4.1 4.6 3.8 4.9 5.1 4.9 5.6 6.9 
3 10.3 8.2 9.0 7.9 8.5 10.0 10.5 12.6 
4 11.8 11.3 12.1 12.6 11.5 12.6 12.8 14.1 
Average 7.8 7.3 7.8 7.5 7.4 8.2 8.5 10.5 

i= 
z 
w 
U 
cr: 
w 
!::. 

25r-----r----,r----,-----.-----.-----.-----,----

FILTER BANK 

~----------------­---------

~ OL-__ ~L_ __ ~ ____ ~ ____ ~ ____ ~ ____ ~ ____ ~ __ _ 

~ 25r-----r----,-----.-----.-----.-----,-----.---­
cr: 
o 
cr: 
cr: 
w 
o 
cr: 
o 
~ 

LPC 

(b) 

---------------------

11.8 
7.4 

12.8 
20.0 
13.0 

VARIABLE 

FIXED DURATION OF WARP 

Fig. 6-Plots of word error rate versus fixed frame duration for linear prewarp prior 
to DTW alignment for (a) the filter bank system, and (b) the LPC system. 

(ii) s/n(Train) = 00, s/n(Test) variable from 00 down to 0 dB (Table 
IVb, Fig. 7b). 

(iii) s/n(Test) = 18 dB, s/n(Train) variable from 00 down to 0 dB 
(Table IVc, Fig. 7c). 
The first case represents the situation when both training and testing 
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Table IV-Word error rates for noise studies 

sin (dB) 

(a) Rates for filter bank (FB) and LPC word recognizers as a function of sin for case 
when noise'added to both test and reference signals 

System 
FB 
LPC 

00 30 24 18 12 6 
9.0 9.5 11.0 13.1 13.6 16.7 
5.1 3.8 6.2 7.4 11.3 16.7 

o 
21.0 
23.6 

(b) Rates for filter bank (FB) and LPC word recognizers as a function of sin for the 
case when noise added to test only-i.e., sin of reference for training was 00 

System 00 30 24 18 12 6 0 
FB 9.0 14.4 17.3 32.6 61.0 82.3 92.3 
LPC 5.1 10.0 17.4 ::l7.2 65.1 76.9 90.8 

(c) Rates for filter bank (FB) and LPC word recognizers as a function of sin for case 
when noise added to reference at variable sin, and with test sin set to 18 dB 

System 00 30 24 18 12 6 0 
FB 32.6 12.3 11.8 13.1 14.1 18.5 89.5 
LPC 37.2 10.3 7.2 7.4 10.0 17.2 31.5 

(d) Rates for filter bank (FB) and filter bank with noise removal (FB/NR) for case 
when noise added to reference at variable sin, and with test sin set to 18 dB 

System 00 30 24 18 12 6 0 
FB 32.6 12.3 11.8 13.1 14.1 18.5 89.5 
FB/NR 26.2 12.6 11.8 13.1 14.4 18.7 28.2 

of the word recognizer are done in the same noisy background; case 
(ii) represents the situation when there is "clean" training (no noise) 
but the test words are spoken in the noisy background; case (iii) 
represents the situation when there is noise in both training and 
testing; however there may be a mismatch in sin. 

The results in Table IV and Fig. 7 show that: 
(i) For case (i), the LPC system performs as well as or better than 

the filter bank (FB) system for sin 2:: 6 dB. The filter bank (FB) 
system outperformed the LPC system only at a 0 dB sin. 

(ii) For case (i), there was little degradation in performance down 
to sin's of close to 24 dB for either the FB or LPC recognizer. 

(iii) For case (ii) the performance of both the FB and LPC recog­
nizers was significantly worse at all sin's than for case (i). Hence we 
see that using clean training data with noisy test data leads to badly 
degraded system performance for sin :s 30 dB. 

(iv) For case (iii) the results indicate that when sin (Test) and 
sin (Train) differ by as little as 6 dB (or more) degraded performance 
results. 

The results of Table IV and Fig. 7 indicate that it is mandatory that 
both the training (reference) and testing data be obtained in the same 
background noise conditions for best word recognition performance. 

A test was also conducted on the filter bank recognizer to determine 
whether the effects of additive (background) noise could be lessened 
by subtracting out an (estimated) average noise spectrum prior to 
recognition. A one-second average was calculated for each channel 

1332 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE '19B3 



40r------,r------.-------.------~------_.------

sin (TEST) = sin (TRAIN) (a) 

..... FILTER BANK 

~~~-------------------------
~ O~------~----~------~------~------~-----­
w 
~ 40r-------.------,r---~~------_.------_T------

~ 
w 
I­
~ 
a: 

(b) 

a: 
o 
a: 
a: 
w 

---~----
LPC../ ----

o O~------~----~~----~------~------~-----­
a: 
~ 40r----.--.------,r------.-------.------~------

" 
'...... FILTER BANK ---;r_ 7 

P J. --......--- ------"/ LC --______ -

6 

RMS SIGNAL-TO-NOISE RATIO IN DECIBELS 

00 

Fig.7-Plots of word error rate (for a single talker) versus signal-to-noise ratio 
for both the LPC and filter bank recognizers for, (a) s/n(Test) = s/n(Train); (b) 
s/n(Train) = co, s/n(Test) variable; and (c) s/n(Test) = 18 dB, s/n(Train) variable. 

signal of the filter bank when only the additive white noise was present 
at the input. Each of these l3-channel average noise values was then 
subtracted from the corresponding channel signal to form a new 
channel signal, which was used in the recognition processing. For these 
tests the signal-to-noise ratio for the test data was held constant at 18 
dB, and the noise level in the reference data was varied to give signal­
to-noise ratios b~tween 0 dB and 00. 

The results of this experiment are given in Table IV d. These results 
show that the effects of this simple noise-cancelling arrangement are 
to broaden the range of signal-to-noise ratios over which the filter 
bank recognizer can operate. It can be seen that recognizer perform­
ance is not changed significantly between 30-dB and 6-dB signal-to­
noise ratios from that obtained without the noise cancellation. How­
ever, for signal-to-noise ratios of 00 and 0 dB, a considerable reduction 
of error rate is obtained with the noise cancellation method. The 
conclusion from this test is that noise cancelling is useful for reducing 
the effects of variations in noise level between reference and test data. 

VI. DISCUSSION AND CONCLUSIONS 

The results presented in Section V lead to the following conclusions: 
(i) Essentially none of the proposed signal processing techniques 
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for use in the filter bank word recognizer led to an improvement in 
performance of the system (i.e., reduced word error rate). At best any 
single technique led to a small (insignificant) increase or decrease in 
word error rate; at worst it led to a significant increase in word error 
rate. 

(ii) The filter bank coefficients (for telephone inputs) needed only 
about 6 uniform bits for a representation with no increase in word 
error rate. Hence, the storage requirements on the Q = 13 channel 
recognizer were about 78 bits per frame using this 6-bit coding scheme. 

(iii) The normalize-and-warp procedure was an effective method 
for reducing storage and processing requirements in the DTW com­
putation in that fixed duration linear prewarps of size as small as 20 
frames per word did not increase word error rate significantly for either 
the LPC or FB recognizers. 

(iv) The best strategy for using a word recognizer in a noisy back­
ground was to both train and test the recognizer in the same noise 
background. 

(v) The LPC word recognizer gave error rates the same or lower 
than the FB word recognizer for sin 2: 6 dB. 

Our initial goal was to find signal processing techniques to enhance 
the performance of the FB word recognizer so as to come closer to 
that of an existing LPC word recognizer. Our results indicate that we 
have not succeeded in attaining this goaL Hence our main question is 
whether we failed because we tried the wrong things, or because there 
is no way of doing consistently better with the FB limitations. There 
is no simple answer to this question. Perhaps our best response is that 
we tried a wide range of techniques that encompassed those methods 
previously proposed and studied in other FB recognizers. The lack of 
any significant improvement in performance for any of the proposed 
techniques indicates to us that perhaps the only way to improve 
accuracy is by some heuristic based on linguistic knowledge of the 
vocabulary words. We have meticulously avoided such techniques as 
they change the nature of the recognizer from a vocabulary-independ­
ent system to one that depends on the specific words to be recognized. 

Another possible objection to the conclusions as drawn from the 
results given in Section V is that we studied each proposed signal 
processing technique independently. As such we avoided interactions 
between techniques that could have led to improved accuracy. Again 
we iterate our speculation that since no individual technique led to a 
real performance improvement, we are skeptical that combinations of 
techniques would lead to real improvements. Of course we have no 
concrete evidence that this is indeed the case. 

Our noise analysis results dispel the common notion that LPC 
recognizers "fall apart" in noisy backgrounds while FB recognizers 
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degrade gracefully. Our results show that with proper training the LPC 
system outperforms the FB system at all reasonable signal-to-noise 
ratios. 

Finally, the noise results show that training and testing should 
always be done in the same acoustic backgrounds. If there are gross 
differences in acoustic backgrounds, significant degradation in per­
formance results. 

VII. SUMMARY 

We have presented results of a study to measure the effects of 
selected signal processing techniques on the performance of a filter 
bank word recognizer. We have shown that a fairly simple set of signal 
processing techniques led to the best overall performance of the word 
recognizer in the noise-free case. In noisy conditions the performance 
of the recognizer degraded significantly for signal-to-noise less than 
about 24 dB. 
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