
























































































































































































































































































































































the telephone number, to specify the time of delivery, and to actually 
record the message. Extensive studies were done to develop easy and 
logical input procedures for AC. 

The basic service operation is for the casual or infrequent user of 
the service who may not remember the operating procedures. Special 
user prompting announcements guide and assist customers through 
the entire procedure. However, frequent users need not be burdened 
by instructional prompts. For instance, when the service is prompting 
for digits to be entered, either time or telephone number, the reception 
of any digit cancels the prompt and the service begins collecting digits. 
Thus, a customer may "dial thru" prompting announcements. In 
addition, customers with DTMF signaling may dial the digit to cancel 
prompting announcements preceding a message recording operation 
to speed up service operation. 

Since there is a significant amount of information to be entered into 
AC service, the chances for dialing mistakes is higher than normal. The 
AC service allows certain errors to be corrected. For instance, if the 
service detects an invalid area code or an invalid time of day, the 
service asks the customer to re-enter the information. If the customer 
detects a mistake while dialing, customers with DTMF signaling may 
dial the digit * to signal the service that an error has been made. The 
service then prompts the customer to enter the correct information. 
Furthermore, all information dialed by the customer is repeated to the 
customer for verification. 

The AC service operates in three distinct phases. The first phase, 
called message recording, allows the customer to select the telephone 
number to which the message should be delivered, specify the time for 
delivery (optional), and record the message. The second phase, called 
delivery, is automatically performed by AC service. It places calls to 
the specified telephone number and upon answer, delivers the cus­
tomer's message. The third phase, called delivery status check, allows 
the customer to determine if and when a message has been delivered. 
If a message has not yet been delivered, a customer may cancel any 
future attempts to deliver it. Each phase of AC service will be discussed 
in more detail. 

x. MESSAGE RECORDING PHASE 

Any residence or small business customer may access AC service by 
dialing the service access code (Table I) on a DTMF signaling or rotary 
dial telephone. The customer is greeted with a prompting announce­
ment indicating that AC service has been reached and the customer 
should dial the telephone number where the message should be deliv­
ered. The prompt states, "Please dial the telephone number to which 
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you want your message delivered. Dial the entire number exactly as if 
you were dialing it directly." The customer then enters the telephone 
number, and it is spoken back to the customer for verification. The 
verification response states, "The number to which you want your 
message delivered is (number entered)." If incorrect, the customer 
may reenter the telephone number by following error correction pro­
cedures. 

The customer is then asked to choose between Customer Specified 
Delivery (CSD) or Service Specified Delivery (SSD) by entering the 
appropriate control digit. The announcement states, "If you wish to 
select the time you want your message delivered, please dial the 
number 9. If not, please dial 7." If CSD is selected, the service prompts 
the customer to enter the time of day (hours and minutes and a.m./ 
p.m. indication) at which the first attempt to deliver the message is to 
be made. The service asks the customer to, "Please indicate in your 
local time when you want your message sent. First dial the hour and 
the minutes. Then dial A for a.m., or P for p.m." (Twenty-four hour 
time notation is not used by the service since tests show a very large 
error rate with that time convention.) The time entered by the cus­
tomer is spoken back for verification. The announcement states, 
"Thank you. The time you want your message sent is (day of week) 
(time) (a.m., p.m., noon, or midnight)" for example, "Thursday-3:15 
p.m." Customers may only enter delivery attempt time within 24 hours 
of the current time of day. If a customer does not wish to specify the 
time (i.e., chooses SSD), the first attempt to deliver the message is 
made 15 minutes after the message is entered, but no attempts are 
made during the late night hours. 

The customer is then prompted to record the message. The service 
prompt states, "When you hear the tone please record your message. 
You will have (number) minutes of recording time. After recording 
your message, please dial 2 to approve it for delivery." The actual 
maximum length of a message is a service parameter to be adjusted as 
experience is gained with the service. Initially, a I-minute message is 
planned for AC service. The message must exceed a 1/2-second mini­
mum message length, and the recording will end if the maximum 
message length is reached or the customer remains silent for 3 seconds 
(whichever occurs first). If the customer dials 3, the message is then 
played back for verification. The service prompt states, "(tone) Thank 
you. Your message will now be played back for your approval. After 
hearing your message, you may approve it for delivery by dialing the 
number 2. If you want to re-record your message, dial the number 6 
(tone)." The playback of the recorded message begins within 1 second. 
When the customer dials the number 2, the message is scheduled for 
delivery. 
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Whenever a customer makes a mistake detectable by the system, an 
appropriate prompting announcement informs the customer of the 
mistake made and voice-responds any information entered. For in­
stance, if a customer entered only six digits of a telephone number, the 
service would respond with, "We're sorry. You have not dialed enough 
digits. The numbers you dialed are (numbers)." 

The service duplicates the recorded message for reliability, schedules 
the delivery of that message at the appropriate time, and records 
necessary information for future billing purposes. 

XI. DELIVERY PHASE 

If the customer specified the delivery time, (Customer Specified 
Delivery, CSD), the first attempt to deliver that message is made at 
that time. If the customer selected System Specified Delivery (SSD), 

the service will schedule the first attempt 15 minutes after the message 
is entered, unless the time falls into a nondelivery time period. Selected 
hours during the day may be specified as nondelivery periods for SSD 

messages. Typically included are the late night hours (10 p.m. to 7 
a.m.) in the time zone where the message will be delivered. In addition, 
retry attempts for SSD messages will not be made during central office 
busy hours where the call originates. For both CSD and SSD, no delivery 
attempts will be made during an administrative period lasting 10 
minutes at midnight. 

The tentative time for the first delivery attempt, t1 , is given by: 

1 T + 15 min (-0, +15 min) SSD 

tl = I 
Tl (-0, +5 min) CSD 

where 

T = time of message entry into AC 

TI = customer-specified delivery time. 
As referred to above, tl is only a tentative first delivery time because 

it may be necessary to adjust tl to avoid nondelivery periods. The 
exact time for the first delivery, T1, is determined from tl by the 
algorithm in Fig. 2. 

At the time of delivery, the service places a call, over the regular 
telephone network, to the telephone number specified by the customer. 
Voice-presence circuits will "listen" to the call progress tones associ­
ated with the call attempt, and the service will be able to determine 
the status of the call. It will know that a busy or reorder condition was 
reached or that the called number is ringing. Any other call condition 
that might be reached is treated as a ringing connection. If the call 
attempt reaches busy, the attempt ends and a record is made of the 
busy condition. If a ringing connection is reached, the service will wait 

VOICE STORAGE SYSTEM-CUSTOM CALLING 833 



SSD 1ST 

ATTEMPT 
? 

CSD 
YES 

IS 
NO THISA 

NONDELIVERY 
PERIOD 

? 

YES 

SET tn = tn + 
LENGTH OF 

NONDE LIVE RY 
PERIOD 

YES SET 
tn = tn +10 

NO 

IS 
NO THISA 

BUSY-HOUR 
PERIOD 

? 

YES 

SET tn = tn+ 
LENGTH OF 

BUSY PERIOD 

tn = TENTATIVE TIME FOR 
nTH ATTEMPT 

Tn = EXACT TIME FOR 
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Fig. 2-Delivery time algorithm (find Tn from tn). 

for approximately 30 seconds (five ringing cycles) for answer before 
abandoning the attempt and records the no-answer call condition. The 
time of the next attempt is then calculated. 

The algorithm for determining the next attempt time considers how 
many attempts have already been made, whether the previous attempt 
reached busy or a no-answer condition, and whether CSD or SSD was 
selected. In general, the time between attempts gets longer as the 
number of attempts increases. Advance calling will make from six to 
ten attempts in no more than 13 hours for CSD and in no more than 24 
hours for SSD. It was felt that if a customer specified the time of 
delivery, the message was important and, therefore, delivery should be 
attempted more frequently. 

To determine the tentative time of the next delivery attempt, tn, 
when n ~ 1 
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where Ll tn is found in the appropriate Delivery Time Table in Tables 
II and III. Based on the call condition reached on the previous attempt 
and whether a CSD or SSD message is being processed, select from the 
Delivery Time Table the appropriate time interval and add it to Tn-I. 
The Delivery Time Tables also include a range adjustment factor to 
allow the service to smooth out traffic loads over time periods to 
prevent peaking of call attempts. 

In addition to the time-table calculations for tn, several other con­
ditions must be evaluated: 

(i) The total number of attempts, N, for any message cannot 
exceed 10. 

(ii) If attempt n encounters a busy after attempt n - 1 encountered 
a no answer, set n = 2. This allows for a faster retry on the next 
attempt to increase the probability of delivery since it appears that 
the customer is now home but busy on the telephone. 

(iii) When the above adjustment has been made, but the next call 
attempt encounters a no-answer condition, set n = N - 1, allowing the 
service to extend the time of the next attempt since it appears that the 
customer is really not available. 

(iv) If there have been three consecutive no-answer conditions and 
the last attempt occurred between 11 a.m. and 2 p.m., add an additional 
3 hours to tn calculated from the table. This allows the service to move 
several call attempts into the evening hours to maximize the probabil-

n 
2 
3 
4 
5 
6 

n 
2 
3 
4 
5 
6 

Table II-Delivery Time Table-CSD 
tn if attempt n - 1 reached 

(minutes) 

Busy No Answer 
5 (-0,+5) 30 (-0,+15) 

10 (-0,+5) 60 (-15,+15) 
15 (-5,+5) 60 (-15,+15) 
20 (-5,+10) 90 (-15,+30) 
25 (-5,+10) 120 (-15,+45) 

Table III-Delivery Time Table-SSD 
tn if attempt n - 1 reached 

(minutes) 

Busy 
15 (-0,+15) 
30 (-15,+15) 
60 (-15,+15) 
75 (-15,+30) 
90 (-15,+30) 

No Answer 
60 (-15,+30) 

120 (-15,+30) 
180 (-15,+45) 
180 (-15,+45) 
240 (-15,+60) 
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ity of delivery to customers who work during the day and are home 
during the evening. 

Once tn is determined from the Delivery Time Tables and the 
additional constraints above, Tn is calculated from tn by the algorithm 
in Fig. 2. 

The generation of the delivery algorithm for AC was based on 
evaluations of network completion studies and studies of calling habits 
of telephone customers. But at best, the delivery algorithm is a "best 
guess." As AC service is used by customers, detailed data on call 
attempts, time of day, and busy/idle conditions reached will be re­
corded and analyzed. Results of that analysis will be used to modify 
the delivery algorithm to maximize the probability of delivery with the 
fewest number of attempts. 

When the called telephone is answered on any delivery attempt, the 
answering party is greeted by a service Logo and a standard announce­
ment identifying the call as AC service and explaining that a recorded 
message will be delivered if the customer will continue to listen. The 
announcement states, "This is the Bell System Advance Calling Ser­
vice with a personal message recorded earlier for delivery to you. If 
you stay on the line, your message will be played three times." The 
message is then delivered for the customer. 

The message is considered delivered if the customer hangs up during 
the introductory greeting or the delivery of the message. No further 
attempts will be made. The service will record, for billing purposes, 
the length of the call made to deliver the message. 

XII. DELIVERY STATUS CHECK 

A unique aspect of AC service, is that customers may check on the 
delivery status of their messages up to 48 hours after the message is 
entered into the system. A customer may check the status of a message 
or messages by dialing a Delivery Status Check access code (Table I) 
from the same telephone where the message was originated. If a 
message or several messages exist fore a single destination, the status of 
each message will be returned with an indicator of the day and time 
each message was entered into the system (i.e., "your message of 
Thursday 3:15 p.m. was ... ). If messages have been recorded for deliv­
ery to several telephone numbers, the customer is asked to enter the 
telephone number of the message for which the status is desired. The 
appropriate status is then returned. 

For each message status requested, one of five possible responses is 
given: 

(i) The message could not be delivered (the service has stopped 
all further attempts); 
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(ii) The message has not been delivered, but further attempts are 
continuing; 

(iii) The delivery call was completed, but the called party hung up 
before the message was delivered; 

(iv) The message was partially delivered when the called party 
hung up; or 

(v) The entire message was delivered. 
When a delivery call is completed, the day and time of the completion 
is included in the status report. 

Another feature of AC is that when a customer receives a status 
report that a message has not yet been delivered, the customer may 
cancel any future delivery attempts for that message by dialing the 
cancel code, o. The service then verifies the cancellation of a message. 
The status of messages remains available to customers until a delivered 
or undelivered status is reported to the customer or until 48 hours 
have elapsed since the message was recorded. The actual message is 
erased when delivery is made or when no further attempts to deliver 
are to be made. 

XIII. BILLING 

There are two parts of the billing for AC service. Customers are 
charged for entering a message into the service, regardless of the 
outcome of the delivery attempts. This message recording charge 
covers the cost of recording, all delivery attempts, and one status 
check. Additional status checks are charged on a per-call basis. Cus­
tomers are also billed at standard call rates in effect at the time of day 
the message is delivered for any local message unit charges or toll 
charges associated with any delivery attempt that is completed. 

XIV. CUSTOM ANNOUNCEMENT SERVICE 

Custom Announcement Service (CAS) will provide customers, mainly 
small businesses and community organizations, with a low traffic 
announcement service. The service operations are identical to CA 

service, except that callers cannot leave messages and the customer's 
telephone is never rung while the service is active. Customers may 
activate or deactivate the service at any time by dialing the proper 
access codes (Table 1). During activation, a customer records the 
announcement desired. 

The CAS offers the customer the advantage of having the telephone 
completely free for making outgoing calls. It also allows customers to 
specify how many simultaneous calls would be answered by CAS. When 
CAS is combined with Remote Access (to be described next), a customer 
may set up a recorded announcement service on a telephone number 
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without actually equipping that number with a telephone. The service 
would be controlled from any other telephone using remote access 
procedures. 

xv. REMOTE ACCESS 

The above description of CA, AC, and CAS has assumed that the 
customers only access the service from their homes or business tele­
phones. But there is an identified need for customers to be able to 
access their services when they are away from ~heir regular telephones. 
A Remote Access (RA) feature is available for CA, AC, and CAS, which 
will permit customers to access their services from any DTMF signaling 
telephone. 

Each customer who selects the RA feature must use a customer­
changeable~ variable-length (maximum nine digits) Privacy Code (pc) 
so that the service can identify the customer. In addition, customers 
are given a special seven-digit telephone number which they can call 
when RA is desired. All customers in the same central office code (the 
fIrst three digits of a telephone number) will use the same RA telephone 
number. 

When a customer wants to access a service from a telephone other 
than the telephone on which the service is active, a call must be placed 
to the special RA telephone number (plus area code if needed). This 
call will be a charged call with the appropriate local message unit or 
toll charges applied. Upon terminating to the service, customers will 
be prompted to enter their home or business telephone number and 
their pcs. This must be done using DTMF signaling. The service will 
check the telephone number and the PC entered. If a match exists, the 
customer is prompted to enter the access code for any service desired 
(see Table I). 

If a match does not exist between the telephone number and the PC, 

the caller is given a second try. If the second try fails, the caller is 
disconnected from the service. To deter attempts to "break" a PC (over 
one billion combinations possible) and gain unauthorized access to a 
customer's service, records are kept on the number of error attempts 
made over some time interval. When a preset threshold is reached, RA 

capability is turned off for that telephone number for some period of 
time and is then turned on again. 

Once customers properly complete the PC check, they enter service 
access codes and have complete control over their services just as if 
they were at their base telephones. The only restriction imposed is 
that customers must use DTMF signaling to control the services via RA. 

A customer may access CA service to turn it on or off, retrieve messages, 
or change a personal greeting; AC service to send a message, check on 
the status of a message or cancel a message; or CAS to turn it on or off 
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to record a new announcement. Note, that a customer must subscribe 
to RA on a monthly basis, but via RA, a customer could access and use 
DCA service. 

When an RA customer first subscribes to the service, the BOC assigns 
a null pc. This permits the customer to gain initial access to the 
service. When customers pass the PC check using the null PC, they can 
dial the Privacy Code Change (pcc) access code (Table I) and input 
any new PC desired. By using the pcc feature regularly, customers can 
repeatedly change their pcs. Further, no BOC records are made of 
customer's pcs. 

For all services, RA may be assigned to a telephone number without 
actually having a telephone equipped on that line. This is very attrac­
tive for AC since it allows customers in areas where AC ·is not directly 
available to send AC messages via RA. To allow customers to make 
efficient use of RA for AC service, an additional "recycle" capability 
was designed. At the end of the message recording phase, when a 
customer would normally have been disconnected, provisions have 
been made to allow customers to enter the AC access code again to 
"recycle" back to the beginning of the message recording sequence so 
that a second message could be sent via the same RA call. Recycle is 
also available during other phases of AC service. Thus, with the recycle 
capability a customer could, on a single RA call, send several AC 

messages, check the status of previous messages, cancel previous AC 

messages if not yet delivered, and retrieve CA service messages from 
storage. 

As experience is gained with customers using RA, the remote access 
procedures described here may be extended to other ccs services, e.g., 
Call Forwarding. 

XVI. THE FUTURE 

The new services described in this paper offer the telephone cus­
tomers new and unique communications services. They allow cus­
tomers to make more efficient use of telecommunications. These initial 
services establish a solid foundation on which to build future improve­
ments and additional capabilities. The extent to which these services 
are enhanced will be directly determined by the customers themselves. 
Many enhancements have already been studied and defined for CA and 
AC services. The development only awaits customer feedback from the 
initial services. 

One thing is certain for the future. The technology used to provide 
these new services offers potential for other services that will have an 
impact on the way people will communicate with each other. 
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To provide new basic capabilities associated with the Custom 
Calling Services II (ccs II) feature package, a new system has been 
developed. This system, the lA Voice Storage System (lA vss), is a 
generalized resource with the ability to receive, store, administer, 
compose, and deliver voice messages or announcements. The capacity 
of this system is such that it can provide ccs II services on hundreds 
of simultaneous calls and serve tens of thousands of concurrent 
subscribers. In this article, the circuit architecture and physical 
design of the lA vss is described. 

I. INTRODUCTION 

1.1 Background 

Custom Calling Services now available to electronic switching sys­
tem (ESS) customers have been implemented through software features 
and the existing switching periphery associated with the ESS system 
itself. However, the new Custom Calling Services II (ees II) feature 
package for No. lilA ESS customers has created the need for a new 
functional capability not available in the existing plant: high-capacity, 
high-availability, and rapid-access voice storage. Additionally, the 
complexity and real-time processing demands of ecs II creates the 
need for auxiliary processor support for the implementation of these 
services. In response to these needs, a new node in the Stored Program 
Control (spc) network has been developed: the IA Voice Storage 
System (IA vss). The IA vss is a generalized resource with the ability 
to receive, store, administer, compose, and deliyer voice messages or 
announcements. The capacity of the IA vss IS such that it may be 
deployed in a centralized fashion, each system serving tens of ESS 
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Central Offices, hundreds of simultaneous calls, tens of thousands of 
concurrent subscribers to ccs II features, and a total community (via 
sub tending ESS offices) of hundreds of thousands of lines. 

II. SYSTEM ARCHITECTURE 

2.1 Basic structural concepts 

The basic attributes of the 1A vss are that it is a self-contained 
stored-program-controlled entity in the SPC network, that it intercon­
nects with sub tending No.1 ESSS via trunks, and that it provides 
random access from these trunks to a massive voice storage medium. 
Special new services utilizing these resources are implemented by SPC 

within the 1A vss. It follows that 1A vss embodies many of the 
structural and operational attributes of an ESS. The basic components 
of the 1A vss architecture (Fig. 1) are a switching network, highly 
specialized trunk circuits called voice access circuits (VACS), an ensem­
ble of high-capacity storage devices and their controllers, a central 
processor and program/data store, a peripheral controller, and an 
ensemble of service circuits and data set controllers. 

Although 1A· vss interfaces to No. 1 ESS via analog trunks, all 
internal switching and storage of voice is implemented digitally. To 
support this, each VAC is equipped with a Coder/Decoder CODEC which 
transforms analog voice to/from a digital representation. The digital 
bitstreams associated with encoded voice are switched via the digital 
network to storage media controllers, and ultimately to the media 
itself. Voice storage is implemented digitally via high-capacity moving­
head disk transports. Moving-head disk transports provide high-speed 
random access to stored messages such that the delays experienced by 
humans after requesting message playback are barely perceivable. 

A major objective associated with the 1A vss development has been 
to minimally impact the design of the ESS offices to which the 1A vss 
interconnects. The 1A vss and each subtending ESS must intercom­
municate frequently to coordinate their efforts toward the implemen­
tation of service. Rather than defining the need for a new data link to 
be established in the ESS to effect this communication, interoffice 
signaling is implemented via multifrequency (MF) tone packets. The 
switching network (Fig. 1) is used to establish a path between the 
relevant trunk and one of the 1A vss service circuits. Once the 
interoffice signaling phase of a call is complete, the network is used to 
reswitch the trunk to an appropriate storage controller. 

Because the customer may control [via dial pulse or dual tone multi­
frequency (DTMF) signaling] the operation of 1A vss at any time during 
a call, a DTMF / dial pulse receiver is permanently assigned to each v AC. 

This implies a tremendous scanning and control load associated with 
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the lA vss periphery. Much of the burden of peripheral control has 
been implemented via microprocessors distributed throughout the 
periphery itself. Each storage controller is microprocessor controlled, 
as is the peripheral controller. Each of these processors communicates 
with the central control via a functional command language which 
minimizes both the frequency of communication and the amount of 
central control real time devoted to peripheral controL This provides 
the central control with the additional real time required to implement 
the complex ccs II services. 

The lA vss exists within the SPC network as a self-contained office. 
As such it has been designed to meet the reliability standards estab­
lished for ESS offices. These standards include reliability and maintain­
ability features in both hardware and software that ultimately limit 
system downtime to mere minutes per year per system. Specific 
hardware features include duplication of critical units, each imple­
mented with self-check logic design to enable fault detection. The spc 
of lA vss is the Auxiliary 3A Processor which was originally developed 
for the No. 3 ESS and No. 2B ESS systems. All signal paths experience 
an automatic loop-around test immediately before they are switched 
into a voice path. All programs and data stored on processor memory 
or disk are duplicated. Voice messages are also duplicated. 

At the system level, lA vss incorporates data links to the Switching 
Control Center (scc) for remote fault monitoring and control, to the 
automatic message accounting recording center (AMARC) for automatic 
message billing features, and to Engineering and Administrative Data 
Acquisition System (EADAS) for traffic analysis purposes. The lA vss 
trunks are automatically diagnosed via the centralized automatic re­
porting on trunks/remote-office test line (CAROT/ROTL) system. 

2.2 The voice access circuit 

Each trunk appearance at the lA vss terminates a v AC. The v AC 

(Fig. 2) consists of a trunk circuit, a DTMF and dial-pulse receiver, a 
voice-presence detector, an automatic gain control (AGC) circuit, an 
analog to/from digital CODEC, and a high-capacity, two-port FIFO 

buffer. Each function of the v AC is under the control and surveillance 
of the central processor via a microprocessor-based peripheral con­
troller (pc). The VACS and pc communicate via a synchronous, bit­
serial message protocol through transmission over an internal distri­
bution network. 

The lA vss v ACS utilize standard Type II E&M trunk circuitry and 
are available in 2- and 4-wire versions. 

An AGC circuit is included to provide for constant playback sound 
level for both prerecorded announcements and prompts and for mes­
sages recorded directly from customers. The AGC circuit also meets a 
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transmission requirement that all messages be played back at -20 vu 
(measured at the v AC trunk port) to assure that customers hear lA 
vss playback at a pleasing level, regardless of variations in level at the 
time of message recording. The AGC circuit is under program control 
in that its function may be defeated at the command of the pc. In the 
disabled mode, the AGC circuit provides a fixed gain, enabling trunk 
maintenance testing. 

At the time of the message's recording, the speaker may leave 
periods of silence preceding and following his message. These periods 
of leading and trailing silence are detected and removed by lA vss to 
provide for a pleasing and efficient playback. The voice-presence 
detector in the v AC seeks to distinguish between signals with the 
characteristics of voice and signals with the characteristics of noise. 
Additionally, the voice-presence detector reports "voice present" for 
continuous signals at high levels to allow for the storage of frequency 
shift keying (FSK) encoded data. The voice-presence detector functions 
by observing the rate of change of the envelope surrounding the 
incoming analog waveform. A nonvarying or slowly varying envelope 
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indicates steady-state background noise or line noise. A rapidly varying 
envelope indicates voice. The output of the voice-presence detector is 
used for the deletion of leading and training silence from messages as 
will be described later. 

Because ccs II customers may signal vss for control purposes by 
dialing digits at any time during a call, a DTMF and dial pulse signaling 
receiver is permanently assigned to each v AC. To overcome the cost 
penalties of a per-trunk assignment, a new low-cost integrated circuit 
DTMF and dial pulse receiver has been developed for lA vss. The 
receiver is based on charged-couple device (CCD) filter technology and 
eliminates the need for bulky RC networks. This new receiver performs 
at a level of quality equivalent to that of standard central office 
receivers in approximately an order of magnitude less space and at 
significantly lower cost. The logic circuitry associated with this new 
receiver also receives as an input the incoming E-Iead signal over 
which dial pulses from the subtending ESS are repeated. The receiver, 
upon detecting E-Iead activity begins to count dial pulses. Once a valid 
dial pulse digit is received, the receiver reports the digit as though it 
were a DTMF digit. Thus, the v AC, PC, and central processor are 
insulated from the distinction between customer DTMF signaling or 
dial pulse control. The receiver queues two received digits until the PC 

interrogates it in order to lessen the scanning load on the pc. The 
receiver also provides an "early detect" output signal when it begins to 
observe a DTMF or dial pulse digit as an aid to the record/playback 
control over messages, as will be described later in greater detail. Once 
a digit is fully verified, a second "digit present" output is raised to 
inform the PC that the receiver should be read. 

The v AC receives its control via a bit-synchronous serial data trans­
ceiver. Each transmission by the PC consists of a '27-bit word, contain­
ing 11 address and parity bits and 16 command and status bits. Each 
transmission to the v AC is followed by a return transmission to the 
peripheral controller. The bits associated with commands to the v AC 

are retransmitted back to the peripheral controller in the follow-on 
reply to allow for transmission error checking by the peripheral con­
troller. 

Voice signals to be stored are encoded digitally into a bit serial 
format at 32 kb/second by an Adaptive Delta Modulation (ADM) 

CODEC. This CODEC, originally designed for the Subscriber Loop Car­
rier-40 system, is driven at its level of optimal performance by the AGC 

circuit which precedes it. Extensive subjective testing has shown that 
this ADM CODEC with AGC performs at a level of quality comparable 
with that specified as the Bell System standard for transmission. Upon 
recording, digitally encoded voice is loaded into a two-port FIFO buffer 
at the CODEC bit rate. When a sufficient number of bits have been 
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stored to fill the message storage portion of a disk track (155,078 bits) 
the disk's controller establishes a path through the network between 
the buffer and a disk transport and transfers the track's worth of bits 
at the rate of approximately 10 Mb/second. The buffer must be 
serviced only once every 4.85 seconds, and hence the disk's controller 
must be connected to the buffer relatively infrequently. This frees the 
disk's controller to simultaneously serve the needs of many buffers. 

The buffer circuit organizes incoming digitally encoded voice into 
1024-bit blocks. Each block consists of 1007 bits of digitized voice, 16 
bits generated by the buffer's cyclic redundancy (CRC) generator for 
the purpose of error detection over the block, and one "voice presence 
in this block" bit as received from the voice-presence detector. The 
CRC character is checked by the disk's controller upon transmission to 
the disk as an error check over the switching path. Upon playback, the 
disk's controller again checks the CRC characters to verify the integrity 
of the disk medium. As the message is sent from the buffer to the 
CODEC, the CRC characters are again checked and stripped out of the 
bitstream. This again checks the integrity of the transmission from 
disk controller to buffer, plus the buffer's memory. 

Once the buffer is told by the system to begin recording a message 
sent from the CODEC, it will actually enter a "pseudo record" mode 
until the voice-presence detector indicates "voice present." In this 
mode, it records bits but discards them after approximately 120 ms. 
When the voice-presence detector indicates the presence of voice, the 
buffer ceases to discard bits and records continuously. This feature 
eliminates "clipping" of the message potentially introduced by the 
operational delay of the voice-presence detector. 

In the event that a customer should seek to control lA vss through 
DTMF or dial pulse signaling while recording or playback is in progress, 
the DTMF / dial pulse signaling receiver sends a "freeze" command to 
the buffer. This prevents the customer from losing any of his message 
while signaling. The receiver's "early detect" output is sent to the 
buffer and, when active, causes the buffer to suspend its activity. If a 
"digit present" signal does not follow, the buffer is immediately 
"thawed." If a digit is detected, the PC and central processor may elect 
to force the buffer into the "thawed" mode if appropriate (the cus­
tomer's digit may, however, be a request for some other action on the 
part of lA vss). 

Because of return loss in the trunk circuit and because of transmis­
sion echos, a recorded DTMF digit may be fed back into the receiver 
and be perceived as a customer-initiated signal. To prevent this, the 
"early detect" signal freezes the buffer, while the receiver continues to 
listen for DTMF signals. If a DTMF signal is detected while the buffer is 
"frozen," the signal must have originated from the incoming line and 
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not from the message being played back. If the signal originates from 
the recorded message, the receiver suspends its operation for several 
hundred milliseconds to lessen the frequency of interruption of the 
recorded DTMF signals. 

All v AC circuitry, including the buffer, is implemented on two 8- by 
l3-inch circuit packs. Thus, the plug-in VAC circuit pack represents the 
growth circuitry on an engineering basis for expanding offices. 

2.3 The storage media controller 

The functional responsibilities of the disk's controller clearly go 
beyond that of a computer disk controller. This device, named the 
Storage Media Controller (SMC), exerts control over the disk media 
attached thereto, over buffer circuits, and over the electronic switching 
arrangement that interconnects buffers and SMCS. The SMC is a micro­
processor-based controller endowed with considerable intelligence and 
autonomy. The SMCS communication with the central processor is at 
a high functional level designed to minimize the frequency of com­
munication with central control and to minimize the real time invested 
by central control over the detailed operation of its periphery. In this 
realm, the SMC might receive a work order from the central processor 
requesting that it play the message beginning at physical location x of 
its disk media to customer y, who is connected to VAC z. The SMC then 
accesses the data associated with that message, performs security 
checks to assure that proper data are being accessed, verifies the 
integrity of the signal path to the required v AC, and begins to transfer 
digitally encoded voice to that v AC. This digitally encoded voice is 
physically realized as many segments of data (see Fig. 3), each segment 
consisting of 4.85 seconds of recorded voice and 256 bytes of control 
data. These data include the identity of the customer to whom the 
message belongs, forward and backward linked list pointers to the next 
and previous segment of the message, and miscellaneous data regarding 
the status of the segment. The SMC uses the linked list pointers to 
manage the playback of an entire message autonomously, and reports 
back to the central processor when it detects "end of message." 

A similar function is executed upon message recording, whereby the 
central processor furnishes a set of disk storage locations that is 
available for recording purposes. The SMC manages the building of the 
data portion of each segment as it is recorded. 

The SMC performs somewhat differently in order to compose 
prompts or system announcements. Digitally encoded voice fragments, 
each consisting of 63 ms of sound, are "stitched" together by the SMC 

to create complete phrases. The central processor sends the SMC an 
ordered set of pointers to many fragments that, taken together, forms 
a particular phrase. The SMC then seizes the appropriate v AC circuit, 
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Fig. 3-No. lA vss disk data format. 

accesses the fragments from among its disk population, and stores the 
fragments contiguously in the v ACS buffer circuit. The short duration 
of the speech fragment, taken together with the vast number of 
fragments that can be stored in fhe SMCS disk population enable an 
automatic message composition capability of exceptional quality, var­
iability, and scope. For example, all prompts could be duplicated in 
several languages, with the target language selected independently for 
the requirements of a particular call. 

The SMC executes trailing silence deletion from recorded messages 
as a post-processing operation. After a message has been completely 
recorded, the SMC is instructed by the central processor to autono­
mously begin with the last segment of a message, inspect it via the 
stored "voice-presence" bits for the presence of voice, and to delete 
segments that contain no voice. When the last segment containing 
voice is identified, its data field is updated to reflect this fact, and to 
indicate the exact location within the segment of the "end of voice." 
Upon message playback, the SMC will transmit all bits in segments 
until the last segment is reached. At that time, only those bits preced­
ing end of voice are transferred to the v AC buffer. 

The SMC has the capacity to accept work lists from the central 
processor to conduct up to 80 concurrent record, playback, or compose 
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operations. To implement this, the SMC scans the number of v ACS 

assigned to it at any point in time and schedules disk data transfers for 
those buffers currently in need of service. The v ACS that are assigned 
to a particular SMC at any point in time is a function of system load 
only. These VACS may be any subset of the total VAC population, and 
the members of this subset change dynamically with time. For exam­
ple, if a customer is hearing the playback of six messages in sequence, 
each of these six messages may have been sent to the v AC associated 
with that customer by six different SMCS. Thus, that v AC moves from 
the work list of one SMC to the next as playback proceeds. 

The order in which the SMC serves v ACS is determined by the 
locations on disk of the stored segments of data associated with those 
v ACS. The SMC schedules data transfers according to an algorithm 
which minimizes disk head travel and, thus, maximizes the number of 
transfers that can be conducted in a given period of time. 

In addition to managing the transfer of digitally encoded voice to 
and from v ACS, the SMC serves as a traditional disk controller to serve 
the central processor's bulk data needs. Data are stored on the same 
disk media used for voice messages, with special track header fields 
used to distinguish between locations used for data and locations used 
for voice. The amount of storage space allocated for voice and for data 
changes dynamically as a function of system operation and load. 

Messages are duplicated to ensure message reliability in the event 
of a disk transport failure. A message is duplicated after it has been 
completely recorded and all silence-deletion post processing is com­
plete. A message is always duplicated onto a disk transport associated 
with an SMC different from that of the original recording. Message 
duplication is initiated by the central processor causing the initial SMC 

to seize an idle v AC and to move the first segment of the message to 
that VAC'S buffer. A second SMC is then directed to read the VACS buffer 
as though it were an incoming message. This process is repeated until 
the complete message is duplicated. Because the buffer is filled and 
emptied at the high bit rate associated with buffer to/from SMC 

transmission, the duplication process transpires at a fraction of the 
time that was required for the initial message recording. 

Each SMC equipped in the IA vss may control up to eight disk 
transports. The fully equipped IA vss has eight SMCS associated with 
it. The disk transports will be described in detail later in this article. 

2.4 Switching within 1 A VSS 

There are two electronic space division switching entities associated 
with the IA vss as shown in Fig. 4. The first is a nonblocking Time­
Multiplexed Space Division Switch (TMSDS) which serves to intercon­
nect v ACS with SMCS. The second is an engineered blocking electronic 
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space division switch, called the Service Circuit Access Matrix (SCAM), 

which serves to interconnect v ACS with service circuits and test circuits. 
The TMSDS is under the combined control of the ensemble of SMCS. 

Each SMC utilizes the TMSDS as a time-multiplexed switch with regard 
to data transfer to/from up to 80 v ACS on its work list. Each SMC 

continuously and sequentially steps through paths to those v ACS to 
interrogate the readiness of each v AC'S buffer to conduct a transfer of 
digitally encoded voice. When a buffer is in a state of readiness, the 
SMC schedules the transfer according to the current location of the disc 
track to be used, relative to the current position of the disk's moving 
head carriage. When the disk is ready for data transfer, the SMC uses 
the TMSDS to establish a path to the buffer and transfers 157,696 bits 
(including encoded voice, check bits, and voice-presence bits) in ap­
proximately 17 ms. Completing this transfer, the SMC progresses to its 
next active v AC to effect a similar transfer. 

The TMSDS is utilized simultaneously in a manner as described above 
by as many as eight SMCS. The SMCS operate completely asynchro-
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nously with respect to each other and, thus, the TMSDS is under the 
control of as many as eight independent entities. To prevent collisions 
of control and/or "lock-up" situations, the TMSDS has integral control 
circuitry which adjudicates conflicts of control among the SMCS, such 
as may occur during circuit failures, or during the duplication of voice 
messages. 

A request for access to a v AC by one SMC, while a second SMC is 
using the v AC causes the TMSDS to put the second request into a "wait" 
state. The second SMC may wait until an internal time-out occurs at 
which time it either retries the attempt or determines that a fault has 
occurred in the TMSDS. 

The SCAM is a two-stage space division electronic switch engineered 
for 0.001 probability of blocking under peak load. The SCAM is con­
trolled by the microprocessor-based peripheral controller in a manner 
analogous to network control in an ESS. All paths in the SCAM are 
automatically verified after set-up but before the signal path is com­
pleted by a signal loop-around test conducted between the v AC and a 
"hair pin" in the selected service circuit port. 

2.5 The peripheral controller 

A microprocessor-based PC has been included in the 1A vss archi­
tecture for the purpose of relieving the central processor of the respon­
sibility for scanning. This peripheral controller also is responsible for 
the SCAM as previously noted. As described earlier, the PC communi­
cates directly with v ACS via a bit-serial communication protocol utiliz­
ing a 27-bit word transmitted to and/or from each VAC or SCAM. This 
word includes commands to the v AC (or SCAM) and received status 
from the VAC (or SCAM). Additionally, each command sent by the PC to 
the v AC is acknowledged by the v AC in a response transmission. This 
provides a checking function to ensure reliability of transmission. 

A loop-around transmission is conducted every 40 ms by the PC with 
each v AC. This serves a basic scanning function associated with trunk 
status and DTMF signals or dial pulse digit reception. (The DTMF 

receiver of the v ACS queues digits and E-Iead signals to permit this 
relatively slow scanning rate.) Additionally, the PC may be directed by 
the central processor to perform special communication with v ACS at 
any time in order to effect changes in the state of the v AC (e.g., wink 
to the ESS, disable the AGC circuit, freeze the recording process). 
Certain "histories" of events are recorded by the PC for periodic 
transmission to the central processor. This is exemplified by a history 
of voice-presence activity seen by each v AC to simplify "time-out-on­
no-voice" processing within the application software. Associated with 
this function, the PC samples the voice-presence detector of an active 
v AC once each 40 ms and builds a file which documents voice-presence 
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activity over intervals of hundreds of milliseconds. The central pro­
cessor periodically interrogates the PC to access voice-presence history 
files and, thus, is not forced to scan the PC at a high rate to implement 
a time-out-on-no-voice function. 

The PC is duplicated for reliability purposes with one unit active and 
the other unit in a standby state. The PC incorporates a master clock 
which controls the population of CODECS. The master clocks of each PC 

are interconnected in a special arrangement which causes high-speed 
autonomous switch-over from the clock of the active pcs to the clock 
of the stand-by pcs upon the failure of the active clock of the pcs. This 
switch-over precedes the follow-on switch of pcs themselves, which is 
initiated by the central processor. Thus, a master clock failure does 
not cause even a momentary system outage because of loss of the 
CODEC clock. A PC failure is detected by self-check circuitry in the PC 

and reported to the central processor. The central processor, thus, 
directs the standby PC to become active. The newly active PC then 
determines the state of the periphery and assumes control. 

2.6 Central processor 

The central processor used in the 1A vss is the Auxiliary 3A 
Processor (AP). Various versions of this processor are also used in No. 
2B ESS, No. 3 ESS, Transaction Network System, l and No. 5 Crossbar 
Electronic Translator System. The AP has the general attributes of a 
minicomputer with the added reliability of duplicated processors, 
memory, I/O controllers, and communication buses. Self-checking cir­
cuit techniques enable the AP to have rapid fault detection and 
reconfiguration. 

Three types of frame, the AP frame, the supplementary main store 
frame, and the maintenance frame comprise the central processor for 
IA vss. The AP frame consists of duplicated 3A central controls, 
duplicated semiconductor memories and I/O controllers. The supple­
mentary main store frame consists of additional semiconductor mem­
ory. The IA vss uses 768K I8-bit words of memory with the capacity 
to grow to 1024K words of memory. The maintenance frame consists 
of a system status panel, two cartridge tape units used for loading 
programs, and teletypewriter equipment. 

2.7 Moving-head disk transports 

The storage medium employed by the 1A vss consists of an ensemble 
of moving-head disk transports, each with a storage capacity of 300 
million bytes of digital memory. This translates into a total voice 
storage capacity per disk of approximately 21 hours. 

The disk media itself consists of 11 platters mounted on a single 
rotating shaft. Nineteen of the surfaces of these platters are useful for 
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data storage and each is served by a read/write transducer. The many 
transducers, or heads, are mounted on arms which extend into the 
assembly of platters, and the arms are fastened to a common moving­
carriage assembly which positions the heads radially on the surface of 
the platters. The access time to a particular datum is a function of the 
current position of the carriage with respect to the physical location of 
the datum on the platter. It is to minimize track access response time 
that a minimal head travel algorithm was selected to dominate control 
over job sequencing within the SMC. 

The reliability of the 1A vss is influenced by the reliability of the 
alternating current power which serves the disk transport community. 
To provide virtually disturbance-free power in the face of the uncer­
tainties of commercial power service, a new uninterruptible power 
supply (ups) has been developed for 1A vss. This system, called the 
TRIPORT,2 after its internal structure, will react to power failure 
within a cycle of the disturbance and smoothly convert its own battery­
supplied inverter for backup without creating significant power wave­
form discontinuities. 

III. PHYSICAL DESIGN 

3. 1 1 A VSS physical design 

The 1A vss equipment uses a standard set of devices, apparatus, 
and design tools known as the 1A technology. The 1A technology 
hardware is used in the No.4 ESS3 and the 1A Processor,4 as well as 
various other ESSS now being manufactured by Western Electric. The 
use of this technology allowed 1A vss to take advantage of the present 
manufacturing capabilities of Western Electric. The AP frame, the 
supplementary main store frame, and the maintenance frame were 
under manufacture by Western Electric prior to the development of 
1A vss. 

3.2 Circuit packs 

Circuit packs used in 1A vss are FB-, FC-, and FE-coded packs. The 
FB- and FC-type packs are approximately 4 by 7 inches, with 40 
pinouts and 80 pinouts, respectively. The FE-type packs are approxi­
mately 8 by 13 inches, with either 80 or 160 pinouts. These packs use 
the standard WE 946/947-type of connector. 

The majority of the circuit packs designed for 1A vss are six-layer 
multilayer boards with path widths of 8 mils. Where the wiring density 
of multilayer boards was not required, double-sided and single-sided 
boards were designed. 

Great attention was paid to maximize the density of circuitry per 
board. For example, the 1A vss v AC is implemented as two circuit 
packs-the trunk access circuit (TAC) pack and the buffer pack. The 
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functions located on the TAC pack include the trunk circuit (Type II 
E&M, 2- or 4-wire), a DTMF receiver, an AGC circuit, a voice-presence 
detector circuit, a CODEC, and interface and local control circuitry. To 
achieve this level of density, a new DTMF receiver based on CCD filter 
technology has been designed for the 1A vss. Additionally, most digital 
logic has been implemented as custom-integrated circuits using the 
new low-power Schotcky gate array technology. Figure 5 is a photo­
graph of the 1A T AC pack. 

The buffer circuit pack contains 327,680 bits of random-access 
memory (RAM) organized as a two-port FIFO memory. Each port may 
operate asynchronously with respect to the other at speeds defined by 
the connecting circuits. The 16K RAM used on the buffer pack is the 
Western Electric coded 28A device. Again, to achieve high-circuitry 
densities, a large portion of the control logic on the buffer pack is 
implemented using the gate array technology. 

Before the multilayer art masters or the integrated circuit masks for 
the gate arrays were produced, machine wire-wrapped models were 
built to test the logic design. Figure 6 shows the buffer pack both in its 
wire-wrap version and in its final printed wire-board version using gate 
arrays. Notice that without the use of the custom-designed gate arrays 
to replace a large number of individual IC devices, the buffer circuitry 
would have required two packs and connector positions instead of one 
pack. Because a large number of T AC packs and buffer packs are 

AGC CIRCUIT 

CONTROL LOGIC AND 
COMMUNICATIONS TRANSCEIVER 

CODEC 

TRUNK CIRCUIT 

DTMF POWER SEQUENCER 
RECEIVER AND SWITCH 

Fig. 5-Trunk access circuit. 
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(a) 

Fig. 6a-Wirewrap buffer. 

Fig. 6b-ML PWB buffer. 

required in a large IA vss office, the savings in space and cost were 
considerable. 

All IA vss circuit packs associated with "growable" functions (for 
example, the TAC and buffer packs) are designed to be plugged into 
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and removed from their units without removing unit power. To achieve 
this, a power switch has been integrated into the""circuit pack handle 
to allow power sequencing of individual packs to be effected automat­
ically. Figure 5, the TAC pack, shows this switch. 

3.3 Unit and frame designs 

The lA vss has been partitioned into functional units, each com­
pletely self-contained including power converters and alarm circuitry. 
Figure 7 is a photograph of the SMC unit used to control the moving­
head disk transports. This unit, as well as all of the basic units of the 
lA vss, was designed using the lA technology. The mounting plate, 
apparatus mountings, circuit pack connectors, backplane boards and 
backplane wiring, and designation strips are all standard apparatus 
used in other Western Electric manufactured units. 

The units are mounted on standard lA-type equipment frames 
which are 7 ft high by 2 ft 2 in. wide. All frames are 18 in. in depth. 
Table I lists all of the frames required for a lA vss office. The v AC 

frame is the only frame added to operational systems to serve growth 
needs. Each v AC frame has a capacity of 32-voice access circuits to the 
No. lilA ESS offices. The minimum number of v AC frames is two to 
ensure reliability of trunk groups. The v AC frames do not have to be 
fully equipped. The maximum number of v AC frames is sixteen which 
provides a total system capacity of 512 TACS. Figure 8 is a photograph 
of the v AC frame. 

Other self-contained equipment provided on an engineered basis are 
the moving-head disk transports (minimum 3) and the TRIP aRT 

Fig. 7-Storage media controller. 
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Table 1-1A VSS frames 

EXISTING FRAMES 
Auxiliary 3A processor frame 

Supplementary main store frame 
Maintenance Frame 

FRAMES DESIGNED FOR 1A VSS 
Voice access circuit frame 
Storage media controller frame 

Peripheral control frame 

Service circuit frame 
Test frame 
Miscellaneous frame 
Power control and distribution frame 

OTHER EQUIPMENT 
TRIPORT cabinet (located in office 

power plant area) 
Disk transport 

Size 

4'4" 
(double bay) 

2'2" 
2'2" 

2'2" 
4'4" 

(double bay) 
4'4" 

(double bay) 
2'2" 
2'2" 
2'2" 
2'2" 

2'2" 

23" x 36" x 40" 
(maximum dimension) 

* Based on CCS II engineering requirements. 

Number 
Required 
Per Office 

1 

2 
1 

2-16 
1 

1 

1 
1 
1 
1 

3-8* 

3-24* 

cabinets (minimum 3) which provide the uninterruptible ac power for 
the disk transports. The TRIP aRTS are usually located with the 
office power plant. 

Almost all cabling between lA vss units and frames is connectorized. 
The objective of connectorization is to enable the lA vss to be fully 
assembled, wired, and tested at the factory using the same cables that 
will be used at site. The only cables not connectorized are the scan 
and distribute leads associated with alarm circuitry. 

3.4 Floor plan 

The lA vss requires approximately two building bays (approxi­
mately 800 square feet) for the maximum-size office. A fixed floor plan 
is specified in order to use predesigned cabling. This not only ensures 
cable lengths to meet electrical requirements but also eliminates the 
line engineering of each cable. Figure 9 shows the floor plan layout of 
the,lA vss. As mentioned earlier, the only equipment provided on a 
capacity basis are the VAC frames, the disk transports, and the TRI­
PORTS. The office power plant and TRIPORT frames are usually 
located in a separate power room. Figure 10 is a photograph of a lA 
vss model. 

The wiring aisles of the frame line ups are 3 ft wide as compared to 
a typical 2-ft width in most electronic switching systems. This allows 
normal office cooling methods to be used, even though a fully equipped 
v AC frame dissipates approximately 1200 watts. 
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Fig. 8-Voice access circuit frame. 

The commercial disk transports used in IA vss are designed so that 
cabling enters the cabinet from the bottom. This is consistent with the 
normal application of disk transports in computer rooms which use 
raised floors with all cabling being done under the floor. The IA vss 
has been designed to be located on either a raised floor or on a regular 
floor. Apparatus is available to support either cabling to the disk 
transports under a raised floor or in overhead cable raceways. 

IV. CONCLUSION 

A new centralized system has been developed for the purpose of 
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TRIPORTS 

01 02 03 I 04 I 05 I 06 07 08 

DT - - - DISK TRANSPORT 
MISC - - MISCELLANEOUS FRAME 
MTC - - MAINTENANCE FRAME 
PC - - - PERIPHERAL CONTROL FRAME 
PCD - - POWER DISTRIBUTION FRAME 
PRCC- - PROCESSOR FRAME 
SMAS- - SUPPLEMENTARY MAIN STORE FRAME 
SRC - - SERVICE CIRCUITS FRAME 
TRT - - TRUNK TEST FRAME 
VAC --VOICE ACCESS CIRCUIT FRAME 
SMC - - STORAGE MEDIA CONTROLLER FRAME 

NOTE: TRIPORTS ARE SHOWN AS 
PHYSICALLY LOCATED 
IN VSS. TRIPORTS ARE 
USUALLY LOCATED IN THE 
POWER ROOM. 

Fig. 9-Voice storage system floor plan. 

adding high-capacity voice storage and voice storage processing capa­
bilities to the SPC network. This system has been developed using a 
mixture of new periphery design and use of an existing processor 
complex. The system has been implemented in a generalized fashion 
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Fig. 10-Model of 1A vss. 

which allows the addition of future storage services with minimal (if 
any) impact upon the system hardware architecture. 
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The new Custom Calling Services II (ccsII) have been provided by 
adding a 1A Voice Storage System (lA vss) as a new node in the 
Stored Program Control network. Software and a new trunk circuit 
are required in the No. lilA ESS to provide call control~ call filtering~ 
and routing to a 1A vss. The 1A vss accepts the call and provides the 
package of voice services known as ccs II. The software required to 
provide these services is described. 

I. OVERVIEW 

1. 1 Design considerations 

The software required to implement the new line of Custom Calling 
Services (ccs II) being developed for the Bell System exists in both 
No. lilA ESS and in the IA Voice Storage System (IA vss). The 
software in No. lilA ESS is required for call screening, for determining 
which calls should receive service by IA vss and for dealing with the 
interaction of existing services with this new class of services. 

There is a strong interaction between the ESS and IA vss in providing 
ccs II services. To the extent possible, all service control has been 
placed in the IA vss. In addition, all customer data and control data 
are maintained on the disks in IA vss. In a general sense, as soon as 
ESS determines that the calling party requires a IA vss-provided 
service, the call is routed to IA vss. All control data are permanently 
maintained in IA vss and required data are sent to ESS when it is 
needed. When the data are no longer needed, as when a call answering 
customer deactivates, l 

ESS destroys the data so as to regain the 
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memory space; the data are retransmitted when the customer next 
activates. l 

1.2 The SPC network 

The partition of function between the ESS and the IA vss subsystem 
is an example of the growing trend in the Bell System to specialize 
functions in the various nodes of the Stored Program Control (spc) 
network. The SPC network is the name applied to the collection of 
stored program controlled systems which provide customer services 
and Bell operating companies (BOCS) administrative services. These 
systems are interconnected by trunks and data links and, hence, are 
referred to as a network. The network includes the increasing number 
of Electronic Switching Systems (ESSS), the Operations Support Sys­
tems (osss), the Traffic Service Position Systems (TSPSS), and IA vsss. 
This growing network of stored program controlled systems permits 
increased sophistication in customer features and in techniques for 
providing these features. The IA vss services are an example of the 
concentration of customer feature implementation in a specialized type 
of node in the SPC network. Such a node can provide its specialized 
features to many class 5 offices by having calls routed to it for service. 

Figure I illustrates the role of IA vss as a node in the SPC network. 
The connection to class 5 No. lilA ESSS and to osss is shown. 

II. SOFTWARE IN NO. 1 ESS 

2. 1 Partition of functions between the host office and 1 A VSS 

An early objective in the design of IA vss features was to minimize 
the impact on the interconnecting (host) ESS and to place the major 
burden of responsibility on the IA vss itself. There were several 
reasons for this important principle: 

(i) The IA vss processor and system software were new and, hence, 
provided flexible vehicles which could more readily support functional 
changes as the system matured. 

(ii) Although the IA vss was initially to serve the No. lilA ESS host 
office, other host systems such as No. 2B ESS, No. 3 ESS, No. 5 ESS, 

and No.5 Cross-bar Electronic Translater System were also considered 
as potential candidates for the future. Any function performed within 
the IA vss would need to be developed only once, whereas each host 
office function would require separate development on each system. 

Figure 2 depicts the major functions performed by the host ESS and 
the IA vss. The IA vss itself provides the capability for recording, 
storing, and returning voice messages and announcements, and for 
interacting directly with the customer to provide the services described 
in the companion article. l For the customer to make use of these 

864 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1982 



< o 
(5 
m 
C/) 
--I 
o 
JJ » 
G) 
m 
C/) 

-< 
C/) 
--I 
m 
5: 
I 

C/) 

o 
"T1 
--I 
~ .» 
JJ 
m 

(X) 
0) 
CJ1 

Fig.l-IA VSS: a new node in the SPC network. 



ESS 

NETWORK 

----------------~ 

VSS 
r---------------l 
I 
I 
I 
I 
I 
I 
I 

I 
I I 
I I L ________________ ~ 

ESS VSS 

DETECT REQUESTS FOR VSS SERVICE 

PROVIDE CUSTOMER ACCESS TO VSS 

MAINTAIN STATUS OF ACTIVE CUSTOMERS 

INTERCEPT CALLS AND ROUTE TO VSS 

PROVIDE MESSAGE WAITING ALERTING 

PROCESS SERVICE ORDERS AND PASS 
DATA TO VSS 

PROVIDE LOCAL VSS SERVICES 

PROVIDE SMOOTH INTERACTION WITH 
EXISTING SERVICES 

MAINTAIN ESS/VSS TRUNKS 

ANALYZE AND PROCESS SERVICE 
REQUESTS 

STORE, RETRIEVE, AND PLAYBACK 
MESSAGE SEGMENTS 

PROVIDE FLEXIBLE ANNOUNCEMENT 
CAPABILITY 

MANAGE DISK SPACE 

PROVIDE FOR INTERACTIVE CONTROL 
BY CUSTOMER 

ACCUMULATE DATA FOR BI LLiNG AND 
TRAFFIC 

INITIATE CALLS THROUGH ESS 

MAINTAIN VSS HARDWARE 

Fig. 2-ESS/IA vss software functions. 

services, the host ESS provides several capabilities, some new and some 
extensions of existing capabilities. Essentially, these capabilities are of 
two types: those that are general and those that are related to specific 
features. General capabilities are as follows: 

(i) Customers gain access to IA vss by dialing the special service 
prefix (* or 11) plus two digits, or by dialing seven digits. 

(ii) ESS and IA vss processors communicate using an expanded 
form of multifrequency signaling. 

(iii) Service orders are entered from the ESS with subsequent trans­
mission of service order data to IA vss. 

(iv) Audits of new and modified data are performed to assure the 
integrity of transient data. 

(v) Maintenance of the ESS trunk circuit and the transmission 
facility to the IA vss is provided. 

(vi) Resource usage counts are recorded for the software resources 
used. 

Capabilities that are related to specific features include: 
(i) Terminating calls are intercepted and rerouted to the IA vss. 

Intercept is of three types: immediate, busy, and don't-answer. Call 
Answering service typifies the use of the intercept capability within 
the ESS. 
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(ii) The customer is provided an indication that the IA vss has 
voice messages waiting to be retrieved by the customer. 

(iii) Voice messages are delivered from the IA vss office through 
the host ESS for the Advance Calling feature. Also included is the 
handling of a special AMA billing message sent from IA vss for billing 
the terminating portion of the Advance Call. 

(iv) Capability is provided for a customer to monitor a call being 
recorded and to answer the call personally if desired. This feature is 
called Monitor/Cut-Through. 

(v) Coordinated interaction of the new ccs II features with existing 
features, including those of ccs I, is provided. 
The following section presents an overview of the software required 
for the host ESS in order to implement these capabilities. 

2.2 ESS software design overview 

The host ESS for the initial implementation of ccs II is the lilA 
ESS. It is beyond the scope of this paper to discuss the detailed 
structure of the lilA ESS implementation for IA vss services since it 
would require substantial background in the design of lilA ESS soft­
ware and hardware. Hence, the design will be presented conceptually, 
allowing the reader to mentally apply it to any familiar switching 
system, as appropriate. 

The ESS software for implementing the new Custom Calling Services 
can be viewed as a set of new and modified capabilities, each providing 
a particular part of the service. Figure 3 illustrates those capabilities 
and the control flow among them. The following conventions apply in 
Fig. 3: 

o Circles represent inputloutput devices as follows: 
SO TTY-Service Order (so) Teletypewriter. 
LINES-Both IA vss customer lines and others. 
TRUNKS-Both interoffice trunks to the IA vss and to other 

switching offices. 
o Rectangles represent the various functional capabilities. 

The primary function of each IA vss-related capability is discussed 
below. 

The Service Order Handler accepts messages from the so TTY, 

screens messages to ensure that they are syntactically correct and that 
the subscriber specified by the message is permitted access to the 
services specified. It also assembles appropriate so messages to send 
to the IA vss via the Data Message Sender. All IA vss subscriber 
service orders pass through a host ESS prior to transmittal of the 
service order data to the IA vss processor. This is done primarily to 
consolidate the administrative aspects of service order processing and 
to allow the ESS to make appropriate screening checks. Thus, a service 
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order describing a new customer for the ESS can simply identify the 
1A vss services that the customer wishes to purchase as part of a 
single order. Note that the entire customer profile describing all aspects 
of the 1A vss service purchased is maintained in the 1A vss processor 
and that those items required by the ESS processor are sent to the ESS 

from 1A vss when the subscriber activates the service. 
The Service Order Handler also is responsible for processing 1A vss 

customer-related VERIFY messages which allow the ESS craft person 
to check the content of the customer profile in the lA vss processor. 
This requires the transmittal of a VERIFY request from ESS to 1A vss 
and a VERIFY RESPONSE message in the opposite direction. 

The Incoming Message Dispatcher receives all MF message packets 
from 1A vss trunks, analyzes the dispatch code, and distributes the 
data to the appropriate client program. 

The Voice Delivery Controller provides functions required for the 
delivery of Advance Calling messages. This essentially resolves into a 
terminating call (if the destination telephone is in the host ESS) or into 
a tandem call (when the destination is not in the host ESS), with the 
1A vss incoming trunk serving as the originating terminal in both 
cases. 

The Signal Dispatcher is a collection of routines which interprets 
signals from lines and trunks to decide which other processes should 
be requested to further process the signals. For example, when a 
customer dials the Call Answering access code *51, the Signal Dis­
patcher interprets the *51 as a request to activate Call Answering 
service and passes control to the Customer Access Controller. 

The Auditor represents the collection of audit programs which 
assesses the consistency of data for 1A vss-related features. Audits in 
ESS systems form a powerful force to maintain the stability of the host 
ESS. Several new data structures for 1A vss services have required 
corresponding new audit software, while extensions of existing data 
structures required modification of extant audits. 

Note that only the Database Manager is allowed write access to the 
database representing the pertinent customer profile data within the 
ESS for active subscribers, whereas many other capabilities are given 
read-only access. The database for an active Call Answering subscriber 
includes such items as message-waiting tone and message-waiting ring 
indicators, Monitor/Cut-Through feature allowed, and identity of the 
trunk group to the 1A vss. Customer service requests that require 
access to the 1A vss are handled by the Customer Access Controller. 
It screens the request to assure that the request is allowed within the 
ESS, formats an appropriate MF packet, selects a trunk to the lA vss 
and passes control to the Call Message Sender. Since some ccs II 
services are offered on a usage-sensitive basis within the host ESS, 
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potentially all lines within the office can request activation of these 
. services. However, some combinations of usage-sensitive services, such 
as Call Answering on COIN lines, are inconsistent or confusing. There­
fore screening, based on the originating and terminating major class of 
the line, is used to control such situations so that specific services may 
be denied to particular line classes. 

Whenever a ccs II subscriber has an active intercept feature, such 
as Call Answering the Intercept Controller assumes control of any call 
that would normally terminate to the subscriber's lines. Its function is 
to perform the actions necessary to route the call to the lA vss. 

The Monitor/Cut-Through Controller processes requests for this 
subfeature of Call Answering service and is illustrated in the nequence 
shown in Fig. 4. The MONITOR function is accessed when the Call 
Answering subscriber dials the appropriate two-digit access code. A 
check of the subscriber's database is first made to determine whether 
the Monitor/Cut-Through feature is allowed. 

The Status Indication Controller provides for Message Waiting 
Tone (MWT) and Message Waiting Ring (MWR) to alert a Call Answer­
ing subscriber that messages are waiting to be retrieved from the lA 
vss. Both status indications are under control of the customer's data­
base profile established by the service prototype (see section on the 
lA vss Feature Processor Subsystem). The MWT is provided when 
applicable on all call originations using software control of dial tone 
through standard digit receivers. The MWR is a short burst of ringing 
applied to the customer's line following disconnect from stable network 
connections involving that line. 

The Call Message Sender and Data Message Sender perform the 
task of transmitting MF packets of information to lA vss for various 
software clients as described in the previous sedion. These modules 
perform functions, such as seizing appropriate memory resources, a lA 
vss trunk, and an MF transmitter, as well as implementing the inter­
processor communication protocols. 

The Isolation Talking Monitor disables the Call Waiting feature and 
any similar features that may apply tones or switching noise to a 
customer's line. This capability is invoked principally, while the cus­
tomer is in the process of recording a greeting or message on the lA 
vss, but it may be utilized in other circumstances to prevent adverse 
interaction of ccs II with other services to which the customer may 
have access. 

The lA vss Trunk Maintenance Controller is responsible for provid­
ing new diagnostic software to verify the operation of the new two­
port trunk circuit, as well as the standard end-to-end operational test 
provided on many interoffice trunks. Additionally, provision to allow 
the standard transmission quality tests both automatically and man-
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l 
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DIRECTLY CONNECTING A TO B, AND RELEASES 
THE VSS TRUNK CIRCUIT SO IT MAY BE USED FOR 
ANOTHER CALL 

Fig. 4-Monitor/Cut-Through capability. 

ually from the various test panel configurations is contained within 
the Trunk Maintenance Controller conceptual model. 

2.3 Interaction with existing customer services 

Great care was taken to assure that the new ccs II services mesh 
well with the many customer services already provided by the lilA 
ESS. Two examples are given here to illustrate this interaction. 

Example I-Call Answering interaction with Call Forwarding. 

Both of these services allow the customer to accomplish a similar 
goal, namely, when activated, each will result in calls that would 
normally terminate at the subscriber's line being routed to an alternate 
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destination. For Call Forwarding, the customer specifies the destina­
tion; for Call Answering, the new destination is the lA vss. Obviously, 
both cannot be active at the same time or the intent would be 
ambiguous. Hence, only one type of intercept service is allowed to be 
active at anyone time. If one service is active, subsequent attempts to 
activate the other result in reorder tone being applied to the customer 
line. 

Example 2-Call Answering (busy line) interaction with Call Waiting. 

In this case, a priority of action is used. Call Waiting is useful in 
informing a customer whose line is busy that another caller is trying 
to reach the customer. This is done by applying a short beep-tone to 
the customer's line at intervals of 10 seconds. The customer, wishing 
to answer the new incoming call, verbally informs the original party of 
his intent to do so. He then flashes the switchhook which results in 
the customer being connected to the new party, while the original 
party is placed on "hold." A subsequent switchhook flash will bring 
back the original connection. However, if the customer also has Call 
Answering service active and elects not to answer the new caller, the 
latter will be intercepted after the fust 10-second period and will be 
routed to the lA vss. In this way, the Call Waiting and Call Answering 
services conflict minimally and provide enhanced call control capabil­
ity for the lilA ESS customer. 

Feature interactions of this sort are implemented wholly within the 
host ESS. 

2.4 The Interface between VSS and ESS 

As shown previously, lilA ESS customers gain access to the lA vss 
via two-way voice frequency trunks interconnecting the two systems. 
Signaling associated with the use of these trunks is accomplished via 
an expanded form of E and M, Multifrequency (MF), wink-start sig­
naling, which is still the most common interoffice signaling arrange­
ment in the Bell System. This communication arrangement was se­
lected since it was most easily adaptable to other existing switching 
systems. 

Communication messages can be divided into two main categories: 
(i) those messages which will normally proceed to a talking connection 
between a customer and the lA vss-Call Messages, and (ii) messages 
which involve transmission of call control data only-Data Messages. 
Signaling protocol for Call Messages is quite standard, except for the 
content and amount of information to be transmitted. Typical infor­
mation in an MF Call Message packet specifies the type of call message 
(e.g., Call Answering activation, or Call Answering intercept), the 
restriction class, the lA vss customer identity (by Directory Number), 
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and the billing specifications. Standard Call Message protocol is illus­
trated in Figure 5, Section A. 

Consider for example the Call Message MF packet requesting acti­
vation of Call Answering service for a casual user. The MF packet sent 
from the host ESS to lA vss would be of the form 

MESSAGE RESTRICTION 
(KP) DISPATCH CUSTOMER DN CLASS 

BILLING 
DN (ST) , 

CODE 

where 

KP =KEYPULSE DIGIT 
Message Dispatch Code = 2-digit code identifying the receiving 

client program in lA vss. 
Restriction Class =For example, "complaint observing re-

quested by this customer." 

SIGNALING PROTOCOL 

SENDING RECEIVING 
PROCESSOR PROCESSOR 

~ SEIZE TRUNK 
WINK 

OUTPULSE MF 

CALL MESSAGES 
DIGITS 

ANSWER 
(STANDARD PROTOCOL) 

TALKING 
CONNECTION TALKING 

CONNECTION 
DISCONNECT 

DISCONNECT 

l!J SEIZE TRUNK 

DATA MESSAGES WINK 

SUCCESSFUL TRANSMISSION, OUTPULSE MF --CLIENT ACCEPTANCE DIGITS 

WINK 
DISCONNECT -

~ SEIZE TRUNK 

DATA MESSAGES 
WINK 

SUCCESSFUL TRANSMISSION, OUTPULSE MF 

CLIENT REJECTION DIGITS 
ANSWER 

DISCONNECT 
DISCONNECT 

~ SEIZE TRUNK 
WINK 

DATA MESSAGES OUTPULSE MF 
UNSUCCESSFUL DIGITS 
TRANSMISSION 

NO RESPONSE 

TIME OUT-
DISCONNECT 

Fig. 5-Ess/IA vss interprocessor communication. 

] 

TIME 

~ 

ITERATIVE 
SEQUENCE 
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Customer DN 

Billing DN 

ST 

=4-, 5-, or 7-digit form of the customer 
directory number (DN). 

= Directory number to which lA vss 
should bill the charges for this use of 
Call Answering service (optional). 

="START PROCESSING" digit (end-of­
message). 

There are 99 two-digit message dispatch codes. Data Message MF 

packets have much the same format as Call Message packets. The 
dispatch code distinguishes the packet as a Data Message and identifies 
the client program in the receiving processor. Examples of Data 
Messages are (i) the activation message sent from lA vss to ESS in 
response to an ESS customer's activation request, and (ii) service order 
messages and their replies. 

Signaling protocol for Data Messages is necessarily more complex 
than the Call Message protocol since it involves interprocessor com­
munication without the presence of the customer to detect the success 
or failure of the communication. Figure 5, Sections B, C, and D depict 
the signaling protocol for Data Messages. Note that one of three 
responses is expected from the receiving processor: 

WINK-Implies successful transmission of the message and accept­
ance by the client program. 

ANSWER-means the MF packet was received but was rejected by 
the client program, for example, because of incorrect format. 

TIME-OUT -implies unsuccessful transmission in the same sense 
as standard interoffice MF signaling. 

To increase trunk usage efficiency for data transmission, capability 
to batch Data Messages is provided. Batching means that multiple 
independent Data Messages may be transmitted over a single trunk. 
After receiving the WINK acknowledgment, the transmitting processor 
will either disconnect, signifying end of transmission, or commence 
sending the next Data Message. 

III. SOFTWARE IN THE VOICE STORAGE SYSTEM 

3. 1 Software techniques 

Control· in lA vss is distributed among the central processor and 
several microprocessors which control the periphery. The microproc­
essors provide the necessary low-level repetitive control and relieve 
the central processor of this workload. 

A major goal in the design and implementation of the central 
processor software was that it be easily modifiable. Several techniques 
and rules were used to achieve software that allows new features to be 
added easily. 

874 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1982 



(i) The fundamental technique is embodied in the software archi­
tecture. The software architecture was designed to partition the com­
plexity of the system so that designers and programmers have to 
concern themselves with only a subset of the total problem. 

(a) Software that requires knowledge about the detailed hard­
ware characteristics is concentrated into a few subsystems and 
the need for this knowledge is eliminated from other subsys­
tems. This technique makes feature development easier by 
controlling the need for detailed hardware knowledge and makes 
it easier to change the hardware and fIrmware. It also results in 
less overall software impact when hardware and fIrmware are 
changed. 
(b) The software that controls feature operation is concentrated 
in one subsystem. Other subsystems provide high-level service 
functions to the feature subsystem. This effectively creates a 
language of functions which can be used to build and expand 
services. 

(ii) Within the feature subsystem each feature is implemented as 
independent software. To do otherwise would mean that each time one 
feature was changed, other features could be affected. 

(iii) Separate data structures are built for each feature. Shared data 
structures for one customer seems natural, but if the features are 
completely disjoint, then the data are kept disjoint to avoid interaction 
effects. 

(iv) A high-level language with data structure defInition capability 
is used. 

(v) Many characteristics of lA vss operation are implemented as 
system parameters so that they will be easy to change as experience is 
gained from early customer use. Some of these parameters will require 
software recompilation to change, while others can be changed by 
modifIcation to the system in the field. Examples of system parameters 
include: (a) number of seconds of silence before time out during 
recording, and (b) the time to return answer supervision during a call. 
The concept of parameters is oriented toward overall system charac­
teristics. An analogous concept of options on specific customer features 
is used and is discussed in the section on feature implementation. 

(vi) The software was built with the rule, "Design it correctly, build 
it, then tune it." Tuning a system too early can destroy its structure 
and, hence, destroy its modifiability. 

(vii) The call-related portions of the software were designed and 
implemented using finite-state-system concepts. 

The finite-state-system design technique consists of partitioning the 
software into functional models where each model is viewed as a finite 
state automaton. The model consists of states, signals, and transition 
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routines. The occurrence of an event causes a signal to be sent to a 
model which is in a particular state. The model executes particular 
transition routines as a function of its state and the received signaL It 
then enters another state to wait for another signaL Figure 6 illustrates 
the diagram of such a modeL 

Finite-state design techniques provide a good structure for the 
implementation of call processing. They produce software which is 
self-documented by the state diagrams of each modeL Because of this 
documentation and the intuitive naturalness of the structure, the 
resulting software is easy to read and understand. 

These techniques have produced call processing software which 
should be easy to modify as new features are added to the IA vss. 
Initial indications are that this goal has been met, but several years of 
experience will be required before a final judgment can be made. 

3.2 Software architecture overview 

The IA vss software runs under control of the Extended Operating 
System (EOS), a real-time control system developed for Auxiliary 3A 
Processor applications. Call handling software runs in a single EOS task 
and is controlled within the task by the State Table Controller (STC). 

The STC provides the structure necessary to process signals and to 

Fig. 6-Example of finite state model. 
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control models as required for the vss finite-state design techniques. 
The STC schedules models, queues signals and maintains state control 
for each model. 

The overall structure of the call processing software is shown in Fig. 
7. The software is divided into six major subsystems. The Feature 
Processor controls the actual customer features. It calls on the Re-. 
cording Trunk and the Database Manager for services; these systems 
in turn request lower-level services from the Input/Output Processor, 
the Voice Manager, and the File System. Support services are provided 
by device handlers, disk memory allocation software, a message dupli­
cation service, and disk erasure software. 

3.3 The feature processor subsystem 

The characteristics of a customer feature are incorporated in the 
Feature Processor subsystem. Like all call processing software, the 
Feature Processor is a collection of finite state models which performs 
transitions from state to state as the various call events occur. Events 
such as "off-hook," "customer dialed a 6," or "message playback 
complete" cause signals to be sent to the appropriate model. The 
model executes transition subroutines, sends signals if required, and 
enters another state to await the next signal. Each call in the system 
creates an "instance" of each model as the call progresses (similar to 
a software process). Multiple call capability comes implicitly from the 
collection of all instances of these models. 

The set of Feature Processing models and associated transition 
routines orchestrates the handling of calls but does little of the actual 
work. The work is done by calling on the Recording Trunk and the 

TRUNK AND SERVICE 
CIRCUIT CONTROL DISK STORAGE CONTROL 

Fig. 7-Basic structure of call processing software. 
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Database Manager. These two subsystems provide an extensive set of 
high-level functions which constitutes a primitive language for building 
customer services. 

Examples of the type of functions provided include: 
(i) Report origination 

(ii) Report on-hook 
(iii) Return answer 
(iv) Get dialed digits 
(v) Disconnect 

(vi) Seize trunk 
(vii) Send data 

(viii) Say a system announcement 
(ix) Playa customer message 
(x) Compose an announcement from fragments 

(xi) Record a message 
(xii) Erase a message 

(xiii) Secure customer data 
(xiv) Release customer data 
(xv) Modify customer data. 

Many options have been incorporated into each service in order to be 
responsive to the changing needs of the telephone customer. 

The solution to handling the changing needs of the Call Answering 
customer was to implement essentially all the options which were 
considered useful and to provide a way to define a customer feature as 
a collection of these options. Additionally, several packages of Call 
Answering services can be marketed by defining several collections of 
options. A set of options is called a prototype, thus, a package of Call 
Answering options is defined by defining a prototype. The three 
packages of Call Answering to be marketed initially, i.e., Daily, 
Monthly, and Deluxe, are created by defining three prototypes with 
the associated, required sets of options. Further flexibility was gained 
by providing the capability, through customer service orders, to modify 
each of the options for the individual customer. Thus, a deluxe cus­
tomer can have the maximum length of a message extended from 30 
to 60 seconds by a service order indicating such a change for that one 
customer. 

IV. THE RECORDING TRUNK SUBSYSTEM 

The Recording Trunk Subsystem is an abstraction of an "idealized 
voice storage trunk." Such an "idealized" trunk in lA vss would be 
capable of recording and playing messages and handling timed se­
quences in an autonomous manner. By abstracting these characteris-' 
tics and incorporating them into a software system, feature designers 
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are given a powerful capability for building voice features which do 
not require intimate knowledge of the complex IA vss architecture. 
The Recording Trunk Subsystem provides the feature programmer 
the ability to: 

(i) Record a message 
(ii) Playa message 

(iii) Erase a message 
(iv) Return answer supervision 
(v) Control silence timeout 

(vi) Acquire allowable digits 
(vii) Control digit timing 

(viii) Recognize flash signaling 
(ix) Send messages to the ESS office 
(x) Receive messages from the ESS office. 

The Recording Trunk calls upon the Voice Manager (VM) and the 
Input/Output Processor (lOP) in providing functions to the Feature 
Processor. 

V. THE DATABASE MANAGER AND FILE SYSTEM 

Data services are provided to the system by the Database Manager 
and the File System. The IA vss Database Manager was designed and 
tuned to fit the type of support needed by vss features. Rapid access 
to the customer database is provided by the physical clustering of 
logically adjacent data. Flexible database services are achieved by 
basing the design on the general concepts of the relational model of 
data structures. 

The File System provides for the random access storage and retrieval 
of variable length records. To provide the required reliability, each 
record is duplicated when written. The File System and the Database 
Manager are designed to specifically complement each other so as to 
meet the objective of minimization of data storage and transfer costs. 
The File System also provides storage services directly for administra­
tive data such as billing and traffic data and the collection of data on 
equipment failures. 

VI. INPUT/OUTPUT PROCESSOR 

The lOP provides functional control and error detection for the IA 
vss trunks and service circuits. In this capacity, it receives requests for 
service from the Recording Trunk and system maintenance software. 
Control is achieved through interaction with the microprocessor-based 
peripheral controller, with responses from the periphery distributed to 
the requesting subsystem. High-level functional device requests are 
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accepted by the lOP and transmitted to the periphery as a sequence of 
device commands. 

The lOP also receives notification of autonomous events from the 
periphery, e.g., a trunk seizure. These are distributed, as appropriate, 
to the associated Recording Trunk, maintenance or error control 
software. Timing control and error recovery are also provided by the 
lOP. 

VII. THE VOICE MANAGEMENT SUBSYSTEM 

7.1 Voice manager 

The Voice Manager encompasses all software for control and ma­
nipulation of stored voice. The operational unit of access is the mes­
sage. Messages may have a variable length and are comprised of one 
or more fixed-length segments. These segments are the fundamental 
units of storage allocation and deallocation. Each message has a unique 
owner. The owner may be either a customer, designating a message 
entered in conjunction with the customer's service, or the owner may 
be the system, designating a system announcement identified with a 
particular vss service. 

The Voice Manager provides the Feature Processor three basic 
capabilities for manipulating messages: the ability to record a message, 
the ability to playa message, and the ability to erase a message when 
no longer needed, thus, releasing the space for other uses. Each service 
is defined as a sequence of these operations with appropriate system 
announcements played to prompt the customer. 

Because it is impractical to store certain system announcements' in 
prerecorded form, e.g., "You have seven messages," the VM provides 
the capability to play such messages from a small set of prerecorded 
fragments. This allows the Feature Processor to specify the phrase 
"You have seven messages" as follows: 

Specification 
Fragment identifier 
Decimal number 
Fragment identifier 

Fragments 
"you have" 
seven 
"messages." 

To allow a reasonable range of numbers, individual fragments are 
recorded. The following are examples of such fragments: the numbers 
1 through 19, plus 20, 30, such phrases as a.m., p.m., and the names of 
the days of the week. 

7.2 Storage media controller handler 

The Storage Media Controller (SMC) handler provides the commu­
nication path between the Voice Manager and· the microprocessor­
based peripheral device which performs the voice commands. 
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The structure of the handler is governed by two characteristics of 
the SMC: its ability to service many active calls simultaneously and its 
highly autonomous operation. The handler defines four phases of 
operation, described below, and provides all necessary synchronization. 
These phases are staggered for the equipped SMCS to smooth the main 
processor load. 

Command Phase-The handler transmits all voice commands ac­
cumulated during the last cycle. 

Voice Phase-The handler is dormant. The SMC schedules and 
performs the commands it has been given, signaling the handler when 
complete. 

Reply Phase-The handler reads the status replies indicating the 
disposition of the commands performed during the voice phase. 

Disk Controller Phase-The SMC performs the functions of a con­
ventional disk controller, e.g., data read/write. This state holds until 
the start of the next cycle. 

7.3 Storage al/ocator 

The Storage Allocator is charged with managing the storage avail­
able for digitized voice in the SMC community. This storage is addressed 
by specifying the SMC, Disk Transport, and segment. The number of 
SMCS and Disk Transports varies with office configuration; segment 
numbers are a property of disk geometry. The basic strategy of 
monitoring the idle/busy status of segments and providing rapid 
allocation/de allocation of resources employs a combination of main­
memory-resident segment address lists and disk resident maps. The 
memory lists provide for normal, rapid resource allocation/dealloca­
tion, while the disk maps maintain the idle/busy status of all resources 
and provide a permanent record of disk configuration. 

VIII. SYSTEM MEASUREMENTS 

Since lA vss is a switching-type entity, it requires traffic and billing 
data and interfaces to both the Engineering and Administrative Data 
Acquisition System (EADAS) and the Automatic Message Accounting 
Recording Center (AMARC) to make these data available to the BOC. 

However, lA vss provides an entirely new class of vertical services, 
ccs II, without precedent. Hence, little information exists upon which 
to gauge, for example, customer response to the new services or traffic 
engineering rules. 

A single, unified data collection mechanism is provided to meet data 
collection requirements. For each system activity of interest a unique 
action is defined with regard to data content, reasons for collection, 
method of collection, and intended uses. Because of the different uses 
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of the data, two primary collection methods are provided: the peg 
count, typically used for traffic actions which appear on the quarter 
hourly reports, and the transaction fIle, in which the action, and 
associated parameters, are written into a disk rue. 

IX. SECURITY AND RELIABILITY 

A major concern during the design of IA vss has been the protection 
of customers' messages. The two aspects of this concern are that a 
message should be returned only to the correct customer and that 
messages should not be lost. To guarantee the correctness of delivery, 
the identity of the customer owning the message is stored in the 
control portion of each message segment. During playback, the identity 
of the requesting customer is passed to the SMC and each message 
segment is validated before being played. During recording, each 
message segment is checked before being written to verify that its 
current owner is the Storage Allocator. These checks protect against 
several types of failures that might cause a message or a message 
portion to be played to the wrong customer. 

Messages are protected against loss by replicating each one. System 
announcements and voice fragments are replicated on each SMC and 
are accessed via translators. This is done both for reliability and 
availability. Because of the lower access rates, customer messages are 
duplicated for reliability. To accomplish this, the following deferred 
duplication scheme is used. As the customer speaks the message, one 
copy is recorded in real time. Upon completion of this recording, a 
duplicate command identifying this newly recorded message is placed 
on a queue. A background program serves this queue as processor and 
SMC time permits, and records the second copy of the message. To 
provide the desired quality of service, a system parameter specifIes the 
maximum tolerable elapsed time to duplication. If this value is ex­
ceeded, duplication takes precedence over other new work, until the 
desired level of service is restored. 

IX. SUMMARY 

ccs II services are provided jointly by software and hardware en­
hancements in No. lilA ESS and by a new voice processing system, IA 
vss. The software for these services has been provided in such a way 
as to provide economical service and to permit straightforward expan­
sion to new voice services in the future. The IA vss software contains 
the basic voice control software functions needed for many types of 
voice services. These building block functions permit expansion of ccs 
II to meet marketing requirements. 
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The quality of service that will be delivered by the Voice Storage 
System (lA vss) is influenced by a number of diverse factors which 
are addressed in this paper. High intrinsic reliability is designed into 
the system at every level; it is built from system redundancies, defen­
sive software strategies, hardware self-checking, and manufacturing 
quality control. Good service also requires a complement of equipment 
which can adequately handle peak traffic loads; the sizing of this 
complement is the job of Office Engineering. Effective maintenance 
software will minimize, and in most cases obviate, the impact on 
service of circuit component failures. And finally, effective plans and 
test equipment are required to ascertain that a newly installed lA 
vss properly performs its intended functions. 

I. INTRODUCTION 

The lA Voice Storage System (IA vss) comprises a new functional 
node in the telephone network, which will provide a number of new 
services classified generally as Custom Calling Services II (ccs II). 
These services provide the means for conveying voice messages be­
tween customers who do not happen to be at their telephones at the 
same time. 

A conventional telephone switching office mediates communication 
between two parties by setting up a connection over which they may 
converse. Unlike a switching office, the lA vss takes on the role of one 
of the conversing parties. In the course of handling a typical call, the 
IA vss receives input control signals at various times, outputs system 
announcements in response, and either records or retrieves customer 
messages. 
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The quality of service is important; yet, this type of communication 
is complex; there are many opportunities for system malperformance 
to disrupt the call. The following paragraphs introduce several factors 
that contribute to high quality service; they are expanded upon in the 
remainder of this article. 

Office Engineering, which is covered in Section II, is the process 
through which a Bell operating company (BOC) decides specifically 
what equipment to order to provide ccs 11.1 Inherent in the process 
are estimates of the amount of traffic to be expected as a function of 
time. This information is derived from market studies which project 
the expected usage of specific services in specific customer sectors. 

Once a system is put into service, however, it is important to obtain 
feedback which will allow the early usage estimates to be examined in 
light of actual market acceptance. With such information, intelligent 
decisions can be made for office growth, which tracks increasing service 
demands. The collection and utilization of these usage data is covered 
under Traffic Measurements in Section 2.4. 

With IA vss services in use, the system is being entrusted with large 
numbers of customers' messages. Extensive precautions have been 
taken in all phases of the system design and manufacturing process to 
keep these messages secure and to assure their delivery. The design 
and manufacturing strategies employed to assure dependable IA vss 
performance are covered in Section III under the heading of Reliabil­
ity. 

Although the best quality obtainable with present technology is 
built into the IA vss components, precautions are taken against the 
occurrence of component failures by providing spare equipment and 
maintenance software which can locate the malfunctioning component. 
This software then responds to system troubles by configuring a 
working system that excludes the faulty unit. The philosophies and 
methodology employed to keep IA vss operational and to facilitate 
repair are presented in Section IV. 

As a final step in office installations, many system tests are per­
formed by the Western Electric installation organization. These are 
followed by BOC tests which verify the system's interfaces with other 
systems. Associated feature tests verify that the IA vss works properly 
when accessed through the connecting ESS offices. This testing is 
covered in Section V. 

II. OFFICE ENGINEERING 

2. 1 Planning 

The engineering of a IA vss office and of the associated equipment 
in lilA ESS is performed to determine the specific equipment that is 
required to provide ccs II. Initially, trial office engineering is performed 

886 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE, 1982 



for economic feasibility study purposes. Such trial economic studies 
result in a decision as to whether or not to proceed with a local offering 
of ccs II. After a deCision is made to proceed with IA vss, an order is 
placed for the required equipment. 

To engineer a IA vss office and the equipment in the associated 1/ 
IA ESS offices, ccs II marketing information is necessary. Estimates of 
the rate of penetration and the ultimate market penetration for the 
services being provided are required for three types of stations: resi­
dential, small business, and large :9usiness. Providing this essential 
input is the responsibility of the HOC marketing organization. 

The schedule for introducing ccs II in the l/IA ESS offices must 
also be determined. For each l/IA ESS that will provide these services, 
the number of residential, small business, and large business stations 
is required. The estimated annual growth rate for each of these 
categories, and the period of time for which the equipment is being 
engineered, must also be specified. 

The above marketing and l/IA ESS information comprise the re­
quired inputs to the worksheets which guide HOC engineering personnel 
through the numerous calculations required to determine the amount 
of equipment required to provide ccs II services and to support their 
growth. 

2.2 Storage and offered load 

Storage time is a new traffic parameter associated with IA vss. 
Storage time is defined as the time a voice greeting or message is 
stored in IA vss before it is erased. The average storage time multiplied 
by the number of greetings and messages recorded during this time 
gives the number of simultaneous greetings and messages in the 
system. This, in turn, multiplied by the average length of a voice 
greeting or message determines how much storage is required, and 
hence the number of disk transports in a IA vss office. 

The two main parameters that must be determined to engineer a IA 
vss office are (i) the offered load (erlangs) between each l/IA ESS and 
IA vss, and (ii) the total storage (disk capacity) required in the IA 
vss. These are calculated from numerical arrays which contain market 
penetration estimates and traffic characteristics tabulated by service 
and customer types. The two-way trunks between l/IA ESS and IA 
vss are engineered for 0.01 probability of blocking. The disk transports 
are engineered for more than an order of magnitude better blocking 
performance than the trunks. 

2.3 Equipment engineering 

For the No. l/IA ESS offices, ccs II services require new dial pulse 
repeating/monitor trunks, additional program store and additional call 
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store. The increase in program store is required to hold the ccs II 
feature; the additional call store holds the service translations. Since 
additional ESS capacity is required for IA vss-handled calls and for 
advance calling delivery, some lilA ESS processor capacity must be 
allocated for these services. The ccs II services have a minimal effect 
on the lilA ESS network and service circuits. 

The IA vss office equipmene (see Figs. 1 and 2) can be divided into· 
three categories. The fIrst category is comprised of a minimum basic 
set of common equipment required for all offices. Included in this fIrst 
category are the two Auxiliary 3A Processors (labelled generically as 
the Central Processor in Fig. 1), main memory storage, the two 
peripheral controllers, three storage media controllers (SMCS) and a 
service circuit frame. 

The second category covers major frames or units of equipment 
which are either traffic sensitive themselves or which must be provided 
to support traffic-sensitive equipment. Frames or units in this category 
must be provided by the supplier during the system installation, or at 
major growth periods. Typically, this equipment is engineered for a 
two-year period. Included in this second category are voice access 
circuit frames and units, SMCS, and uninterruptible power equipment 
called triports. The voice access circuit frames in this category com­
monly contain additional unequipped circuit pack locations to accom­
modate equipment in the third category. 

The third category is comprised of traffIc-sensitive plug-in equip­
ment, which includes trunk access and buffer circuit modules, plus 
disk transports. These units are procured as required and may be 
installed and turned up for service by the BOC maintenance personnel. 
Such growth results from adding lilA ESS connecting offices, penetra­
tion into the potential user market anticipated in the market forecast, 
or a rise in actual trunk group and storage usage based upon traffIc 
measurements. Equipment in the third category is typically engineered 
for a 6-month period. 

2.4 Traffic measurements 

Traffic measurements are provided on periodic reports referred to 
as C, H, Q, and D schedules. The C schedule lists measurements of 
trunk utilization, while the H schedule provides measurements of 
internal subsystem utilization. Measurements which are taken to re­
flect the load on internal subsystem resources include counts of disk 
transport, service circuit and disk subsystem usage, total calls handled, 
processor real time, processor main memory usage, and a record of 
overload control actions. Both the C and H schedules are half-hour 
reports. The quarter-hourly Q schedule is a subset of the H schedule 
that provides a quick look at a few key measures of system performance 
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that indicate the proper functioning of the vss office. The D schedule 
gives the daily totals of the C and H schedules. Also, the traffic 
measurements on trunks, storage, and usage are enumerated by service 
on the D schedule for specific half-hour periods. 

2.5 Interface to the total network data system 

The lA vss has two independent data links which comprise the 
interface to the Total Network Data System (TNDS). One connection 
is to an Engineering and Administrative Data Acquisition System 
(EADAS), and the second is to the Network Administrative Center 
(NAC). 

The EADAS polls vss for the H, C, and D schedules. Within EADAS, 

sets of traffic measurement outputs are triggered when preset thresh­
old criteria are exceeded to indicate heavy traffic conditions. The 
EADAS also supplies the vss traffic measurements to other TNDS 

systems for additional traffic processing and analysis. 
The NAC channel is an interface to the No.2 Switching Control 
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Center (scc) system over a dedicated facility. It is used to transmit the 
Q schedule. In the event of an EADAS data link or machine failure, the 
NAC channel serves as the backup for all traffic data (H, C, and D) in 
addition to the normally received Q schedule. 

2.6 Transaction file 

The transaction file is a mechanism for the collection, storage, and 
retrieval of data generated by the vss application software. Raw data 
concerning the software activity or state at given times during a 
program's execution are written to the disk file. The transaction file is 
processed to produce a detailed engineering, service cost, and human 
factors characteristics of vss services. Included in this information are 
distributions of holding times and storage utilization. The traffic mea­
surements give the average values of the traffic parameters, but the 
transaction file analysis gives the complete distributions. 

III. RELIABILITY 

3. 1 Overview 

Although experience with previous ESSS may be drawn upon in 
establishing reliability criteria for lA vss, there are important differ­
ences. For lA vss, the term "call" has a special meaning: In a switching 
machine, the primary job is to establish a path (talking connection) 
over which two parties may converse. It does not matter whether the 
parties are human or computer; in either case, once a connection is 
made, the burden of the information exchange is the responsibility of 
the parties, not the switching machine. The lA vss, however, handles 
one end of the information-exchange transaction; furthermore, infor­
mation flows alternately in each direction as is typical of a conversa­
tion. In the course of handling a typical call, lA vss receives input 
control signals at various times, outputs system announcements in 
response, and either records or retrieves customer messages. This type 
of communication is complex. The system is continuously involved in 
a dynamic interaction with the customer during the entire course of 
the connection, and there are many opportunities for a malfunction to 
disrupt the call. 

At the first level of analysis, the lA vss may be viewed as two 
primary subsystems: (i) a large disk storage community, and (ii) an 
access system which handles the storage and retrieval of disk infor­
mation. These two subsystems are quite different in nature: the disks 
are electromechanical moving-head storage devices, while the access 
system consists of program-controlled digital circuitry. Hence, the 
approaches taken to achieve acceptable system reliability must take 
these characteristics into account. 

The first approach used, as a defense against occasional failure of 
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disk transports, is to create duplicate copies of stored messages on two 
different disks. The second approach is to engineer the remainder of 
the system, via which the disks are accessed, to a failure rate suffi­
ciently low so that it does not contribute significantly to the probability 
of losing a message. The manner in which this is accomplished is 
discussed later. The net result is that the overall system reliability is 
presently dominated by the failure rates of commercial disk transports. 
The IA vss is expected to provide a grade of service comparable to 
that of ordinary telephone service. 

3.2 General design approach for reliability 

Reliable operation of IA vss, as with other large systems, depends 
upon numerous design and manufacturing factors. The high probabil­
ity of long-term reliable operation is built into the system at every 
level-from system design through hardware, firmware and software 
designs, carrying through quality control in the manufacturing process. 

At the system level, extensive redundancy is used. Key units (e.g., 
the Auxiliary 3A Processor) are fully duplicated, and are provided with 
automatic protection switching so that a failure of either unit will still 
leave the system fully functional. Engineered units (e.g., SMC and disk 
units), whose quantity is traffic dependent, have on-line spares. The 
system design also encompasses power backup, communication chan­
nel redundancy, alternate external interface channels, and trunk group 
diversity arrangements to obviate or minimize the impact of compo­
nent failures. At the hardware level,2 self-checking arrangements are 
extensively used in the design. Cyclic redundancy check (CRC) circuitry 
monitors all message data at several points along the storage and 
retrieval path. Parity circuitry checks data transmissions along com­
munication buses into and out of main memory and over disk storage 
and retrieval paths. An alarm system of ferrod scan points keeps watch 
over power and other hardware conditions. Firmware in the intelligent 
controllers [SMC and Peripheral Controller (pc)] routinely performs a 
number of checks to assure proper setup of switch and matrix connec­
tions, as well as validity of the transmitted data. 

Furthermore, the analog path over the trunks which connect IA vss 
with ESS offices is automatically checked by use of an interoffice 
communication scheme which uses MF signalling over these same 
trunks. 

At the software level, IA vss incorporates an extensive system of 
maintenance, diagnostic, and audit programs which can detect and 
locate a wide variety of hardware faults and transient errors. The 
maintenance system will perform appropriate system reconfigurations 
if necessary. 

It should be noted that IA vss reliability, and hence availability, is 
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influenced by the time required to repair certain faults. If one of a 
duplicated pair of units has failed, the system still functions normally. 
However, it is now vulnerable to a total outage which would occur if 
the mate unit should fail before the first one is repaired. The proba­
bility of this happening is proportional to the repair time. The lA vss 
design incorporates a number of features which aid craft personnel to 
minimize repair time. These include automatic trouble-locating cir­
cuits, firmware and software, trouble-locating reference material to 
interpret diagnostic results, modes of manual diagnostic program exe­
cution, built-in test facilities, and a physical arrangement in which 
circuit boards and 95 percent of the interunit cabling are connectorized. 

The quality of the lA vss equipment itself is controlled by tests and 
inspections at each assembly level through the manufacturing and 
installation process. Basic components are either manufactured by 
Western Electric or purchased under rigid specification to guarantee 
the incoming quality. Once components are assembled onto circuit 
modules, these are thoroughly tested on computer-driven test facilities. 
When the modules are assembled into functional units and frames, 
these are, in turn, tested at the factory prior to shipment. Since a 
standard floor plan is used by lA vss, the connectorized cables which 
will be used in the field to interconnect frames are included in the 
factory test and shipped along with the frame. 

Final testing occurs at the lA vss office site where, as part of the 
installation process, the frames are interconnected and operated as a 
system. 

3.3 Hardware redundancies 

3.3.1 Duplicated units 

On lA vss (see Figs. 1 and 2), there are two unit types which perform 
common-control functions on which system operation depends.2 These 
are the Auxiliary 3A Processor (AP) and the pc. Each is fully duplicated. 

Associated with each AP is a complete set of communication buses 
over which it exchanges data with other units. Communication with 
the SMCS is via a direct-memory access (DMA) parallel channel. The 
even-numbered SMCS connect via one set of bus hardware, while the 
odd-numbered SMCS connect via the second set. This arrangement is 
replicated for the second AP. The A and B power buses similarly supply 
odd- and even-numbered SMCS. Taking this arrangement into account, 
the lA vss software always places the duplicate of a message on a disk 
subsystem (SMC and its disks) of the opposite group (even or odd). 
Therefore, even if an AP should fail, and then one of the DMA channels 
on the good AP should also fail, the system will be able to retrieve a 
copy of every stored message. Since each AP also has a separate DMA 
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bus connection to each PC, the system can survive a failure of any PC, 

AP, or interconnecting parallel channel. 
Another characteristic of these redundant bus arrangements is that 

a failed peripheral unit can always be diagnosed from the active AP. 

This means that the standby AP can remain at all times in the update 
mode; in this way, the system is better prepared to handle an AP failure 
as well. 

Each of the pcs, which controls the per-trunk circuitry and service 
circuit access via the Service Circuit Access Matrix (SCAM), has its own 
communication channel and interface circuit in each Voice Access 
Circuit (VAC). Hence, failure of either a PC or its communication with 
a v AC can be bypassed by switching to the other pc. 

3.3.2 Engineered units-M plus N sparing 

Several unit types are engineered to a quantity determined by the 
traffic to be handled by the office. This, of course, includes the v AC 

units which contain the per-trunk circuitry for up to 16 trunks, and 
the service circuits, such as MF transmitters and receivers. The disk 
subsystems (SMCS and their disks) are also engineered, although the 
quantities can also be influenced by other factors such as reliability 
considerations or traffic measurements. For example, the number of 
disks provided will depend on the average length of time that messages 
are left in the system. In like manner, the Time Multiplex Space 
Division Switch (TMSDS), which interconnects the trunk and the disk 
equipment communities, is designed in a modular fashion for conven­
ient growth. 

A failure of one of these engineered units could degrade service, but 
it could not take the entire lA vss out of service; hence, the number 
of spares provided is less than full duplication. The sparing philosophy 
used has come to be known as M plus N sparing where, for M in­
service units, a number of spares N is provided where N < M. Full 
duplication is where N = M. An additional philosophy applied for vss 
is that the spares are kept in service and in use. In this arrangement, 
no unit can be identified as the spare; however, should a failure occur, 
the number remaining in service can carry the traffic at the engineered 
level. 

There are two main advantages to keeping spares on line: (i) they 
contribute to a better grade of service during the large fraction of the 
time when there are no failures, and (ii) they are periodically tested 
by both routine diagnostics and by the operational checks which go on 
all the time in in-service equipment. 

3.4 Automatic trouble detection and protection switching 

As alluded to earlier, a key element in the graceful failure mecha­
nisms of lA vss is the action taken by the maintenance and diagnostic 
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software. These programs react to either hardware or operational 
software indications of trouble by testing suspect units or communi­
cation paths, isolating the trouble area and reconfiguring the system 
so as to bypass the faulty equipment. The diagnostics are also routinely 
called in by the maintenance software for testing of the system each 
night during hours when the system is relatively idle. The maintenance 
software is described in Section IV. 

3.5 Storage duplication 

Whereas lA vss disks hold programs and data used by the processor, 
the bulk of the storage media is required for messages and announce­
ments. In general, when any information is stored, it is then scheduled 
for duplication on another disk associated with another SMC. This 
arrangement allows outage of a disk or of other system components 
without loss of any data. 

Although processor information duplication is scheduled with a high 
priority, analysis shows this to be unnecessary for voice messages. 
That is, as long as messages are duplicated within approximately one 
hour, the delay contributes little to the probability of lost messages 
since this delay is still very short relative to the mean time between 
failures of disk transports. 

However, the advantage of the delayed-duplication philosophy, is 
that priority may then be given to more urgent service-affecting 
activity, such as the handling of calls during a temporary peak traffic 
period. During much of the time when the system is not heavily 
loaded, messages will be duplicated quickly. 

IV. MAINTENANCE SOFTWARE 

4. 1 Overview 

A complex maintenance software system is required to enable the 
lA vss to meet the high reliability objectives described in Section III. 
The primary responsibility of this maintenance system is to accept 
error indicators from the operational and administrative software, 
reconfigure the lA vss such that the suspected faulty unit is isolated, 
diagnose the isolated unit without affecting normal lA vss functions, 
and help resolve exactly where the fault is in terms of replaceable 
circuit modules. The main interface with the operational and admin­
istrative software is the error control subsystem. This subsystem 
receives the error indicators and determines the corrective action. If 
the error control subsystem is unable to maintain a working configu­
ration, the system recovery subsystem is called into action. Other parts 
that make up the maintenance software system are (i) The trunk 
maintenance subsystem, which includes the ability to perform auto­
matic tests between the lA vss and connecting client offices, manual 
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tests from either end, and automatic trunk administration functions. 
(ii) The routine diagnosis subsystem, which is responsible for auto­
matically testing the entire lA vss periodically. (iii) The power/alarm 
subsystem, which monitors the system's power and alarm indicators, 
controls the system status panel, and operates all the other audible 
and visual indicators. (iv) The maintenance administrative subsystem, 
which accumulates hourly, daily, and monthly maintenance status and 
reports. All of the above functions are controlled and administered by 
the maintenance control subsystem. This control subsystem coordi­
nates all maintenance activities in the lA vss, maintains the vss 
configuration database, initiates all diagnostic executions, and admin­
istrates system reconfigurations. The remainder of this section will 
describe these subsystems in greater detail. 

4.2 Error control and error history analysis 

The error control subsystem receives error indicators from opera­
tional and administrative software. It is responsible for evaluating 
these error inputs and determining what action to take. Figure 3 shows 
the sequence used to maintain a working configuration when the 
system experiences errors. Error messages sent to error control can be 
classified into the following types: (i) A device handler has lost the 
ability to communicate with its hardware. (ii) An error occurred but 

OPERATIONAL SOFTWARE 

DETECTS ERROR 

ERROR 
MESSAGE 

ERROR CONTROL AND 
MAINTENANCE SOFTWARE 

RESOLVE PROBLEM 
AND RECONFIGURE 

DIAGNOSTIC SOFTWARE 

DIAGNOSE SUSPECT 
UNIT (S) 

PASS 

HISTORY ANALYSIS 

Fig. 3-Error detection/fault recovery. 
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the operation was successful because of a retry strategy. (iii) An error 
occurred and either no retry strategy was employed or it was unsuc­
cessful. 

When an error message of the fIrst type is received, the unit involved 
is already out of service since fault recovery code is designed into the 
device handlers to cause an immediate reconfIguration if communica­
tions are lost with the unit. In this case, error control does not have to 
resolve the problem. The action taken is to request a conditional 
restore of the unit identifIed in the error message. The unit is already 
out of service so this request results in a diagnosis of the unit. If the 
resulting diagnosis fails, appropriate failure information used to resolve 
the fault is displayed on the maintenance teletypewriter (TTY) and the 
unit is left out of service. Manual action will then be required to restore 
the unit. If the unit passes diagnosis, it is put back in service and the 
history analysis part of error control is informed. In certain instances, 
it is possible for a unit to fail but pass diagnosis and be restored. To 
prevent an endless cycle of this type of occurrence, each time the unit 
is restored, history analysis is informed. If this cycle repeatedly occurs 
in a short time span, history analysis will order the unit to be removed 
from service and to be put in a trouble state. Manual action will then 
be required to restore the unit to service. 

An error message of the second type is called a transient error. No 
attempt to resolve the problem is· made by error control. Instead, the 
transient error is sent to history analysis. If many transient errors for 
a particular unit occur in a short time span, history analysis will cause 
the unit to be diagnosed by requesting a conditional restoral. Since the 
unit is in service at this ttme, it will be removed from service when the 
restore request is received (diagnostics can be run only on an out-of­
service unit). Once the unit has been removed from service, the actions 
taken are identical to those in the fIrst error-type sequence, including 
the feedback to history analysis if the diagnostic passes. 

Error messages of the third type trigger the greatest amount of 
activity. Some of these messages are such that a specifIc unit is 
immediately implicated. For these cases, a conditional restore of the 
unit is requested. Other type-three error messages do not allow error 
control to make an exact determination of where the fault lies. These 
messages result in conditional restorals of some suspect units, and 
implication of other units via transient error messages sent to history 
analysis. In the former case, the resulting diagnostic will either fInd a 
fault or exonerate the units. The action in the latter case is identical 
to that taken for transient error messages sent by operational software. 

It is expected, in the cases where the determination is not clear, that 
the unit implication lists and history analysis thresholds will be opti­
mized as fIeld experience becomes available. 
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4.3 System recovery 

The system recovery subsystem has the responsibility for recovering 
a working lA vss when the system must be reinitialized (similar to 
phasing the ESS machines) because of processor problems, when cat­
astrophic peripheral hardware failures occur, or when lA vss software 
insanity occurs. When the system is reinitializing because of processor 
problems, system recovery has little control over the situation. If 
sufficient time does not elapse between successive reinitializations, the 
reinitialization level escalates. At each level, more drastic software 
initialization occurs until the- bootstrap level is reached. Once this 
occurs, system recovery takes its fIrst positive action-it triggers a 
memory reload of all resident memory programs and the office data­
base. 

As specifIed in Section III, some of the lA vss periphery is dupli­
cated. If a duplex failure occurs, the failure is catastrophic and lA vss 
ceases to function operationally. When the duplex device handlers 
recognize this occurrence, they send a message to system recovery and 
stop functioning. System recovery will attempt to fInd a working 
combination of one of these devices and one of the processors by trying 
all possible combinations and by driving the initialization level higher 
and higher each time. Unlike the escalations caused by processor 
problems, if the system recovery subsystem is unsuccessful at fInding 
a working combination, the escalations can be stopped manually by 
pressing the manual stop key on the system status panel. When the 
manual stop key is pressed, the lA vss will stop thrashing through 
initializations and will settle into a quiescent nonoperational state 
where diagnostics can be run manually on the duplex-failed unit until 
the faulty component is found and repaired. When one of the units is 
functional, the manual stop key is released and a manual bootstrap 
will restart the system. 

The system recovery subsystem provides an outlet for software 
modules (including the system recovery modules) that fInd themselves 
in untenable states from which further processing would cause further 
system software failures. 

When this occurs, a module can send a message to system recovery 
which causes an initialization of the module, and perhaps all other 
modules depending on the level of initialization. This could cause an 
escalation to the memory reload bootstrap level. The manual stop key 
has no effect on software sanity initializations. 

The last interface to system recovery is utilized when the lA vss 
confIguration has deteriorated below a predefIned threshold. For 
threshold analysis, the lA vss is divided into the storage subsystem, 
the service circuits subsystem, and the voice access (per trunk) circuit 
subsystem. When 50 percent or less of the units in any of these 
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categories are in service, system recovery is notified. The first notifi­
cation will cause a switch of the processors which will raise the level 
of initialization by one. The next unit removed from service in that 
group will trigger conditional restores of all the out-of-service units in 
the affected subsystem. Further reports of units being removed from 
service in this category will be ignored until all the units in the category 
are out of service. If this occurs, all the units in the category will be 
unconditionally restored to service (unconditionally means that no 
diagnostic is run), and the threshold recovery algorithm is reset. The 
algorithm is also reset if sufficient time elapses between any of the 
levels of recovery. The manual stop key functions as described in the 
duplex failure case. 

4.4 Trunk maintenance 

The IA vss office connects via trunks to the l/IA ESS connecting 
offices. The main philosophy of the IA vss trunk maintenance plan is 
that the connecting offices, regardless of type, are the controlling 
offices for the interconnecting trunks. This means that the IA vss will 
have supporting automatic trunk test equipment, but will not have 
responsibility for initiating trunk facility maintenance. The connecting 
offices execute and evaluate end-to-end operational and transmission 
tests. Nevertheless, the IA vss does contain a substantial amount of 
trunk maintenance software which is used for trouble detection, trou­
ble verification, sectionalization, repair, repair verification, service 
protection, and new circuit installation or circuit rearrangement test­
ing. 

The IA vss will accommodate the execution of end-to-end opera­
tional tests initiated from the connecting office. This test, which is run 
whenever the trunk diagnostic is executed at the connecting office, will 
validate the interoffice signaling capability and continuity over the 
transmission path, but will not test transmission quality. This will 
occur automatically at least on a daily basis. The IA vss will also 
accommodate a Remote Office Test Line/Centralized Automatic Re­
porting on Trunks (ROTL/CAROT) automatic transmission test. Only 
terminating test equipment exists at the IA vss; therefore, the trans­
mission test must be initiated at the ESS connecting office end either 
manually or automatically through a CAROT facility. This test, which 
includes a verification of transmission quality, will be run automatically 
at least once a day. 

The IA vss provides extensive trunk service protection on its own. 
Whenever an internallA vss problem exists which affects one or more 
v ACS, the corresponding trunks at the vss end are put in the reverse­
make-busy state. A trunk is in this state when it is seized from one 
end, but no signaling is sent or accepted by that end. Viewed from the 
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opposite (ESS) end, the trunk is said to be high and wet. This will keep 
the connecting offices from using the affected trunks at the price of 
making them execute some software which deals with the high-and­
wet state. When the internal lA vss problem is cleared, the trunk 
circuit will be put back into a normal idle state. 

All carrier groups connected to a lA vss have hardware Carrier 
Group Alarms (CGAS). A CGA is reported to a trunk maintenance 
module which immediately removes all associated trunks from service 
and releases any service circuits tied to these trunks. This protection 
is required because a lA vss has only a small number of service circuits 
which could all be occupied by a faulty carrier that causes all the 
associated trunks to be seized. When the CGA is cleared, all the 
associated trunks will be put back in service automatically. 

Whenever a VAC is put back in service, an operational end-to-end 
test is run on the corresponding trunk from the lA vss end. This test 
does not require any special software at· the ESS end. It is used to 
determine if the trunk is high and wet (seized permanently from the 
ESS end), or if it is otherwise faulty so that it should be locked out at 
the lA vss end. The locked-out condition occurs if the ESS does not 
respond to a trunk seizure from the vss end. A locked-out trunk will 
not be used operationally by the lA vss but will be treated normally 
if seized by the connecting office. Trunks in the locked-out state will 
be automatically and periodically tested by the lA vss end-to-end test. 
If it passes, the trunk will be restored to a normal condition. A trunk 
found to be high and wet will be restored to service automatically 
when the permanent seizure from the connecting end is dropped. 

The trunk maintenance subsystem also provides a manual trunk 
maintenance capability from either end of the trunk. The craft person­
nel at the connecting end can request several test signals from the lA 
vss, or can be connected to the trunk test panel at the lA vss. By 
using various TTY input messages and the trunk test panel, craft 
personnel at lA vss can call test signal generators or the trunk test 
panel at the connecting office end. 

The key points of the trunk maintenance plan for the lA vss are 
that the extensive trunk maintenance software, along with the error 
control/history analysis software described earlier, provide a powerful 
sectionalization tool for all trunk-related problems. Consequently, 
almost no end problems will require manual restorals of trunks at the 
end where the problem did not exist. 

4.5 Maintenance control 

The maintenance control subsystem orchestrates all maintenance 
activity in the lA vss periphery. The processor contains its own 
maintenance system. The maintenance control subsystem gets re-
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quests to remove units from service, to diagnose units, restore units to 
service, and to switch duplex units. These requests come from the 
error control, system recovery, trunk maintenance and routine diag­
nosis subsystems, and from manual inputs via the TTY from craft 
personnel. Maintenance control is responsible for prioritizing these 
requests and ensuring that no interference occurs between concurrent 
maintenance activities. 

Requests to remove units from service will be evaluated to determine 
the effect of this action. Removing a unit from service may affect 
several other units, or it could trigger particular alarm conditions or 
even system recovery action. Maintenance control must make these 
determinations and take appropriate action. One example of an inter­
active condition is the removal of an SMC from service, which will 
necessitate the removal of all disks connected to it, along with its 
associated second-stage switch (one of the modules in the two-stage 
TMSDS shown in Fig. 2). All three of these unit types are grouped into 
a family, and anything that affects one member of the family is 
evaluated to determine its affect on other family members. There are 
several other family groupings in the lA vss. 

Another situation arises when the removal from service of an SMC 

would leave the system below a critical minimum number of opera­
tional SMCS (as detailed in the system recovery section). In this case, 
a routine remove request would be denied. 

Requests to diagnose units will cause these units to be removed from 
service if they are active, and then helper units will be selected as 
required before the request is passed along to the diagnostic control 
subsystem. Requests to restore a unit to service will first cause it to be 
removed from service if required, and then diagnosed. If the unit 
passes the diagnostic tests, it will be initialized and restored. A unit 
can also be unconditionally restored which will cause it to be initialized 
and put back into service without being diagnosed. When a unit is 
restored, a family evaluation will take place. For example, this occurs 
when all the disks connected to a particular voice message controller 
are taken out of service; then the storage media controller and its 
associated second stage switch are also taken out of service but are 
put in a nonfault stage. When anyone of the disks is restored to 
service, the associated SMC and second-stage switch are also restored 
automatically. 

4.6 Diagnostics 

The lA vss peripheral diagnostic programs are used to detect faults 
in their respective units; the resulting failure data are then used to 
identify any of the replaceable circuit modules which are faulty. A 
table-driven diagnostic design is used, and a high-level-macro approach 
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facilitates the diagnostic development. The same diagnostics are used 
for frame testing in the factory, for installation testing at the field site 
prior to cutover, and for on-line testing programs, while the system is 
operational. The diagnostics are triggered either manually, by craft 
personnel using a TTY, or automatically as was discussed earlier. The 
manually initiated diagnostics may be originated from either the on­
site maintenance TTY or remotely from a Switching Control Center 
(sec). The trouble location capability is an integral part of the diag­
nostics and will be described later. In general, the location capability 
is at its maximum when a unit contains a single fault; if it contains 
multiple faults, the location resolution is reduced. 

Each unit diagnostic is a collection of macros used to test the unit. 
These macros expand into data table words when assembled. Each 
macro expands into an OP-CODE or INDEX word, plus one or more 
data words. These data table words are grouped into one or more 
segments each containing less than 2K words. When a diagnostic is 
triggered automatically, all the segments in a particular unit diagnostic 
are run on the unit under test. If the diagnostic is manually triggered, 
all segments or selected segments can be run. A diagnostic segment 
can also run in an interactive mode where execution proceeds to a 
selected point in a segment, or proceeds frOln a selected point to 
another, or loops over one or more tests. 

Figure 4 shows the structure of the diagnostics. The data tables 
reside in auxiliary memory in the lA vss disks. When executed, the 
segments are overlayed, one segment at a time, into a 2K paging buffer 
in main memory and are used to drive the diagnostic control program 
which resides in main memory. A simple model of this control program 
is included in Fig. 4. After overlaying a segment of data tables, a task 
dispenser examines the first data table word and extracts the OP­
CODE or INDEX information. This is used to pass control to the 
appropriate task routine. Each macro type has a corresponding task 
routine which fetches the data words following the OP-CODE or 
INDEX word and executes accordingly. Most of the task routines 
build commands for the lA vss ·peripheral devices and then send these 
commands to the appropriate device handlers. These handlers send 
the commands to the devices and they in turn cause the execution of 
one or more device-resident fmnware routines. The result of this 
execution is sent back to the task routine via the device handler. If 
this sequence was triggered by a test-type macro, the task routine will 
compare the results with an expected result (supplied in the data 
words of the macro expansion) and will determine whether the test 
passed or failed. 

Of special interest is the fact that the diagnostic structure resides in 
three different memory media. The data tables are in auxiliary mem-

902 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE, 1982 



DIAGNOSTIC 
SOURCE 

DIAGNOSTIC 
DATA 

TABLES 

DIAGNOSTIC 
CONTROL 
PROGRAM 

POINTER 

COMMANDS 

DATA 

INDEX WORD 

DATA 

Fig. 4-Diagnostic design. 

OFF-LINE 

t 

AUXILIARY MEMORY 

MAIN MEMORY 

RESUL TS 

ory, the control is in main memory, and the work routines are in device 
memory (fIrmware). This table-driven, high-level-macro approach to 
designing diagnostics has been proven very successful in other ESS 

developments.3 It has permitted the diagnosticians to concentrate 
efficiently on the functional requirements of the hardware. 

4.7 Trouble location 

Trouble location uses all available information to deduce where a 
fault exists in the system. Once the resolution is made, the fault is 
corrected and the out-of-service unit is restored to service. Trouble 
location may require analyzing error conditions, plant measurements, 
maintenance reports, and any other indications of atypical system 
behavior. No attempt will be made here to describe all possible 
approaches. However, the great majority of all faults will be resolved 
by the unit diagnostics. 

The trouble location information is built into the diagnostic source. 
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A trouble location macro follows each test-type macro in a diagnostic 
segment. This macro requires the diagnostician to comment on what 
the test was checking for, to list the suspected replaceable circuit 
modules in a prioritized order, and to specify any special instructions 
required for the repair process. When the diagnostic source is assem­
bled into data tables, these macros are expanded into readable repair 
information in the diagnostic listing. The listings are processed off-line 
where the trouble location information is extracted and used to form 
a separate Trouble Location Manual (TLM). When a diagnostic detects 
a test failure, it terminates at that point. Craft personnel can use the 
test number and segment number to find the appropriate diagnostic 
listing or the TLM where the trouble location information will be found. 

4.8 Routine diagnosis 
Periodically, the routine diagnosis subsystem will test the lA vss in 

an attempt to provide automatic preventive maintenancel Periodic 
testing will detect a fault soon after it occurs, which reduces the 
probability of the occurrence of a second fault before the first one is 
repaired. This is desirable since, as previously mentioned, the power of 
the diagnostics is reduced if the unit under test contains multiple 
faults. Daily routine diagnosis will attempt to remove, diagnose, and 
restore all the lA vss units that are in service. If the diagnostic fails, 
the unit will be left out of service. 

There are several special considerations that the routine diagnosis 
subsystem must observe. It will run only during the intervals when the 
system has little or no customer load. It will cause the processors to 
switch only after first triggering a diagnosis of the processor that was 
the standby. It must take hardware family associations into account to 
minimize the effect on the rest of the system. 

Routine diagnosis also has the responsibility for performing certain 
test sequences that are not executed when the diagnostics are run as 
previously described. These test sequences can be run manually if the 
appropriate diagnostic parameters are used, but they seldom will be 
executed this way because of their long execution times. Two examples 
of such sequences are the multiple path select tests in the switch and 
matrix diagnostics, and the complete media test and initialization 
portion of the disk diagnostic. These sequences will be run periodically, 
but not on a daily basis. 

4.9 Power lalarm control 

The power/alarm subsystem monitors the system's power and alarm 
indicators (with the exception of the carrier group alarms described in 
Section 4.4). Examples of these are unit power indicators, bus power 
alarms, and building alarms. The power/alarm software also provides 
routines for other maintenance software to trigger minor, major, and 
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critical alarms in the system. These power and alarm inputs will result 
in appropriate TTY output messages, audible and visual indications, 
and corresponding indications on the System Status Panel (ssp). All 
of these alarms will be sent to the connecting see system using another 
port on the maintenance TTY channel and telemetry. An interesting 
feature of the IA vss maintenance philosophy is that the power and 
alarm indicators which provide input to the power/alarm subsystem 
will not trigger any maintenance activity other than the indicators 
described above. The reasoning behind this is that all such power/ 
alarm problems will result in operational problems with the unit or 
units involved and will be handled by the error control subsystem. 

Most IA vss peripheral units have power and status indicators built 
into the power switch module visible on the unit's front panel. These 
indicators show if the unit is operating normally, is out of service, is 
powered down or is in a power alarm state. The indicators are con­
trolled by the power/alarm subsystem. The status of the IA vss units 
is also displayed on the sSP. If all the members of a particular unit 
type (e.g., sMes) are in service, the corresponding light on the ssp is 
extinguished. If one or more units are out of service, the light is lit. 
Minor, major, or critical alarms result in output messages describing 
the problem, appropriate indicators on the SSP, audible alarms and 
aisle pilot lights indicating which aisle or equipment is experiencing 
the problem. If the IA vss does not have resident craft personnel, the 
audible alarms can be shut down at the site and monitored only via 
remote connections to the see system. 

4. 10 Administrative maintenance function 

A great deal of effort was put into the man-machine-interface design 
of the administrative maintenance capability. This capability consists 
of: 

(i) Reporting features which allow the craft personnel to ask for 
the maintenance status of various system components via TTY input 
messages. 

(ii) Automatic outputs of maintenance information on an hourly 
basis. 

(iii) Automatic outputs of detailed plant measurement data on a 
daily basis. 

(iv) Automatic outputs of a summary of the plant measurement 
information on a daily basis (used by the management in charge of the 
system). 

(v) Monthly measurements and summary records. 
The hourly maintenance information can be tailored by the individ­

ual system managers. The default case is to report all available 
information. The entire report or selected categories can be printed 
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out or inhibited as desired. Examples of items comprising this report 
are a list of units out of service, entire trunk groups that are inoperative, 
and carrier facilities in the alarm state. The detailed plant measure­
ments show which units had transient error conditions, which were 
automatically removed from service, which were found faulty as a 
result of the automatic removal, and the measurements also show the 
length of time each remained out of service. Other plant measurements 
indicate the frequency of system reinitializations and the levels at 
which the reinitializations occurred, and provide a calculation of the 
message reliability based on the Mean Time to Repair (MTTR) and the 
Mean Time Between Failure (MTBF) of the storage subsystem. 

v. INSTALLATION TESTING AND ACCEPTANCE TESTING 

5. 1 Overview 

As the final phase of the installation, a new vss is put through an 
extensive series of tests to verify proper operation. Most of these tests 
result in TTY printouts of system actions that can serve as a permanent 
record of test results. In addition, a high-temperature test may be run 
at the option of the BOC. The BOC personnel either participate in these 
tests or subsequently review the results. At this point, the system is 
turned over to the BOC for final acceptance testing prior to cutting the 
system into service. 

Acceptance tests are run by a BOC to assure itself of the proper 
operation of a newly purchased system. It is highly likely that no two 
vsss will ever be exactly alike in terms of installed office configuration, 
trunking arrangements, connecting office number and types, and the 
mix of customers served by these offices. Nevertheless, the BOC has 
extensive standard test documentation and the expertise of the West­
ern Electric installation organization to draw upon in tailoring testing 
to the specific vss office configuration. 

Acceptance tests may include: 
(i) an audit of the installation tests, 
(ii) tests which check the interaction of the lA vss with other 

systems to which it connects (e.g., ESS client offices and operational 
support systems). 

The installation tests are described in Section 5.3. In these tests, the 
system's ability to handle a heavy calling volume is verified by the 
application of a simulated traffic load. The equipment which generates 
these test calls is described next. 

5.2 Call simulation equipment 

The equipment used to provide a simulated traffic load to lA vss is 
different than that used in ESS offices because the requirements of lA 
vss are unique. The processor on either an Electronic Switching 
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System (ESS) or on lA vss can be presented a load by generating a 
large number of short-holding-time calls with computer-driven test 
facilities. In the ESS case, lengthening the holding time on calls would 
additionally load down the network. This is not generally done-it is 
considered unnecessary because networks are well understood and can 
be engineered to a highly predictable level of performance. Long calls 
would, incidentally, also load down the test facility; a much larger 
computer would be required to manage the much greater number of 
calls concurrently extant within the switching system. 

For lA vss, both a high calling rate and long call holding times are 
required. It is true that the processor, which handles the call setup 
and tear-down, is loaded by a high calling rate. However, unlike the 
situation in an ESS, the lA vss processor also has work to do during 
the course of a call to handle the storage and retrieval of messages. 
Furthermore, the SMCS and disks are loaded most heavily by lengthy 
messages which must be stored and retrieved. 

The corresponding throughput capacity requirement on the call 
simulation equipment is large. This is handled by a number of micro­
processor-driven call simulators which provide a distributed load. In 
each VAC unit (of which there are two in each VAC frame) there is a 
normally unoccupied circuit module location having backplane wires 
to each Trunk Access Circuit (TAC). A call-simulator board may be 
plugged into this location to provide a call load on any or all of the 16-
trunk circuits in this v AC. Simulated traffic is applied to selected 
trunks by the insertion of a strap plug (in lieu of an actual trunk 
connection) for each such trunk on the v AC backplane. Each call 
simulator can generate traffic autonomously, or can be monitored and 
controlled from a common facility. 

The call simulators are capable of generating any or all of five call 
types associated with the Call Answering service. l They produce 
messages comprised of a pulsating tone that is encoded to contain a 
check number; message length may be set from 10 to 80 seconds in 10-
second increments. Front panel switches (see Fig. 5) or external control 
may select the call type and message length parameters. Additionally, 
the E&M lead signalling is handled as is the generation of multifre­
quency (MF) digit strings which contain call type and directory number 
information for the vss. Retrieved messages are decoded and matched 
for a correct check number. Counts of total calls and of errors in each 
of five categories are recorded by the microprocessor. They are also 
selectively displayed on a three (hexidecimal) digit read-out on the 
front panel. 

At the shortest (lO-second) message length, a call simulator is 
capable of generating in the vicinity of 160 calls/hour/trunk depending, 
of course, on the response time of the vss. This substantially exceeds 
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Fig. 5-Call simulator. 
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anticipated per-trunk calling rates which are predicated on longer call 
holding times. Therefore, in doing volume tests, message lengths are 
chosen appropriately to obtain the calling rate for which an office has 
been engineered. 

A jack on the front panel provides a 300-baud RS 232 communication 
interface to a common monitor/control unit. This unit contains a 
minicomputer controller and a teletype for output. A maximum of 32 
call simulators, each located in a v AC unit, would be concurrently 
connected to this monitor/control unit in a maximum-size 1A vss. In 
the normal monitor mode, a full report is issued every 15 minutes. 
Others modes are available for hourly, daily, or on-demand reports. 
For each active trunk in the system, a printed line is produced that 
contains counts of total calls and of each of the five error types. Control 
and monitoring of all call simulators from this central point greatly 
facilitates the administration and recording of the integrated and 
maintenance volume tests, as discussed in the next section. 

5.3 Installation tests 

Various final checks performed by Western Electric installation are 
discussed in the following: 

(i) Idle System Tests are those in which the system is caused to 
sequence through the routine diagnostics which are normally run once 
a day. No traffic load is applied. This test verifies that all units and 
subsystems are operating properly. 

(ii) Integrated Volume Tests involve a simulated traffic load being 
applied to the system. In this test, the 1A vss is required to carry the 
level of traffic (calls per hour) for which it was engineered, for a 24-
hour period, during which full grade-of-service requirements must be 
met. 

(iii) Maintenance Volume Tests verify the system's ability to re­
cover properly from hardware troubles and software initializations. 
Simulated traffic is applied during the test. The grade of service 
delivered by the 1A vss during induced disturbances is monitored by 
the call simulation equipment and printed out on an associated TTY. 

The printout provides per-trunk counts of the number of calls handled 
properly, and of call-handling errors in different categories. The num­
ber of such errors, if any, which are allowed depends upon the severity 
of the disruption induced in the system. For example, the manually 
initiated removal from and restoral to service of any units in the 1A 
vss should be accomplished without perturbation of call-handling 
activity. On the other hand, the disabling of an active controller will 
abort a call being set up at that instant, while a major software 
reinitialization could suspend call handling for a matter of seconds. A 
failure of commercial ac power is induced to verify the system's ability 
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to transfer smoothly to battery-backup power. In general, the system 
design is such that the voltages supplied to vss operational equipment 
are not disturbed by such a failure. 

Also, various additional tests are run to cover interfaces or test 
equipment not checked by diagnostics (e.g., trunk test facilities). 

5.4 Acceptance tests 

During the interval between turnover and cutover of a system, the 
BOC performs acceptance tests to verify that the system will perform 
as engineered. Aside from the optional repetition of any of the instal­
lation checks, these tests deal primarily with interfaces to other sys­
tems. For vss this includes the connection to the automatic message 
accounting recording center (AMARC) system, which receives billing 
information; to EADAS (discussed in Section II); which collects traffic 
data; and to the scc for maintenance monitoring. However, the largest 
interface is made up of the trunk groups, which connect to ESS client 
offices. 

A complete test of vss features is made at the option of the BOC. 

Since the presently planned services and features can be thoroughly 
tested over the interconnecting trunk groups by several hundred phone 
calis, the development of special field test facilities has not been 
warranted. These intersystem tests are spelled out in a "script" which 
defines the specific actions (and their timing) to be taken in placing 
each call. A grouping of test telephones has been defined, each of 
which is provided with specific ESS features (e.g., one- or two-digit 
speed calling, call forwarding, call waiting, etc.). Appropriate calls 
placed on these phones can then verify that the combination of the 
ESS with its software, and the lA vss with its software, are interacting 
correctly so as to produce the expected announcements or other 
responses. 

VI. SUMMARY 

A conventional telephone switching office mediates communication 
between two parties by setting up a connection over which they may 
converse. Unlike a switching office, the lA Voice Storage System (IA 
vss) takes on the role of one of the conversing parties. In the course of 
handling a typical cali, lA vss receives input control signals at various 
times, outputs system announcements in response, and either records 
or retrieves customer messages. Since this type of communication is 
complex, offering many opportunities for a system malfunction to 
disrupt a call, the lA vss design incorporates a large number of failure­
defense strategies. 

The quality of service is of utmost importance. This article has 
presented the underlying philosophies and the approaches used to 
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obtain this quality. Several contributing factors which have been 
covered are adequate office er gineering to assure sufficient equipment 
to handle peak traffic, high intrinsic reliability based upon system 
redundancies and defensive software strategies, and an effective main­
tenance software system to minimize the effect of failures on system 
service. The incorporation of these system features has provided a 
robust IA vss system which is flexible and reliable. 
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ACRONYMS AND ABBREVIATIONS FOR VOICE 
STORAGE SYSTEM 

AC 
ADM 
AGC 
AMARC 
AP 
ATAE 
BOC 
CA 
CAROT/ROTL 

CAS 
CCD 
CCS II 
CF 
CGA 
CODEC 
CRC 
CSD 
CW 
DCA 
DMA 
DN 
DT 
DTMF 
EADAS 

EOS 
ESS 
FCC 
FIFO 
FSK 
lOP 
LSI 
MCA 
MF 
MISC. 
MTBF 
MTC 
MTTR 
MWR 

advance calling 
adaptive delta modulation 
automatic gain control 
automatic message accounting recording center 
auxiliary 3A processor 
Associated Telephone Answering Exchanges, Inc. 
Bell Operating Company 
call answering 
centralized automatic reporting on trunks/remote 

office test line 
custom announcement service 
charge-coupled device 
custom calling services II 
call forwarding 
carrier group alarm 
coder / decoder 
cyclic redundancy check (or code) 
customer specified delivery 
call waiting 
daily call answering 
direct memory access 
directory number 
disk transport 
dual tone multifrequency 
engineering and administrative data acquisition 

system 
extended operating system 
electronic switching system 
Federal Communication Commission 
first-in-first-out 
frequency shift keying 
input/ output processor 
large-scale integration 
monthly call answering 
multifrequency 
miscellaneous 
mean time between failures 
maintenance frame 
mean time to repair 
message waiting ring 
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MWT 
NAC 
OSS 
PC 
PCC 
PCD 
POTS 
PUC 
RA 
RAM 
RC 
SCAM 
SCC 
SMC 
SO 
SO TTY 
SPC 
SRC 
SSD 
SSP 
STC 
T 
TAC 
TLM 
TMSDS 
TNDS 
TSPS 
TST 
TTY 
UPS 
VAC 
VP 
VSS 
VM 
VU 

message waiting tone 
network administrative center 
operations support system 
privacy code 
privacy code change 
power control and distribution frame 
"plain old telephone service" 
Public Utility Commission 
remote access 
random-access memory 
resistance-capacitance 
service circuit access matrix 
switching control center 
storage media controller 
service order 
service order teletypewriter 
stored program control 
service circuit 
service specified delivery 
system status panel 
state table controller 
TRIPORT cabinet 
trunk access circuit 
trouble location manual 
time multiplexed space division switch 
total network data system 
traffic service position system 
test frame 
teletypewriter 
uninterruptible power supply 
voice access circuit 
voice presence 
voice storage system 
voice manager 
volume unit 
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374 (June 1981), p 294. 
Connected Digit Recognition From Using a Level Building DTW Algorithm. C. 
S. Myers and L. R. Rabiner, IEEE Trans Acoustics, Speech, and Signal Processing, 
ASSP-29, No.3 (June 1981), pp 351-63. 
Global Approximate Newton Methods. R. E. Bank and D. J. Rose, Numer Math, 
37 (1981), pp 279-95. 
A Group Testing Problem on Two Disjoint Sets. G. J. Chang and F. K. Hwang, 
SIAM J Algebraic and Discrete Math, 2, No.1 (1981), pp 35-8. 
Hierarchical Addressing Scheme in Bell Labs Network. S. Kho, Proc 15th 
Annual Hawaii Int Conf Syst Sci (January 8,1982). 
Human-Interface Design of the Display Text Editor TED. D. K. Sharma and A. 
M. Gruchacz, Proc Natl Telecommun Conf (November 29-December 3, 1981), pp 
C6.5.1-C6.5.6. 
The uIcicle Plot" Display of a Hierarchical Clustering. J. B. Kruskal and J. M. 
Landwehr, Amer Statist Assoc 1980 Proc Statist Computing Section (August 11-14, 
1980), P 302. 
Lowess: A Program for Smoothing Scatterplots by Robust Locally Weighted 
Regression. W. S. Cleveland, Amer Statist, 35, No.1 (1981), p 54. 
Matrix Correspondences of Plan Partitions. E. R. Gansner, Pacific J Math, 92, 
No.2 (1981), pp 295-315. 
MML CCITT Man-Machine Language. B. H. Hornbach, Natl Telecommun Conf 
Record 1981, November 29-December 3, 1981. 
Node-Deletion Problems on Bipartite Graphs. M. Yannakakis, SIAM J Comput, 
10, No.2 (May 1981), pp 310-27. 
On the Complexity of Testing Implications of Functional and Joint Dependen­
cies. D. Maier, Y. Sagiv, and M. Yannakakis, J Assoc Comput Mach, 28, No.4 
(October 1981), pp 680-95. 
An Optimal Hierarchical Procedure for a Modified Binomial Group Testing 
Problem. F. K. Hwang, C. G. Pfeifer, and P. Enis, J Amer Statist Assoc, 76 (1981), pp 
947-9. 
Scoring Rule and Majority Agreements for Large Electorates With Arbitrary 
Preferences. W. V. Gehrlein and P. C. Fishburn, Math Soc Sci, 2, No.1 (1981), pp 
23-33. 
Solving Nonlinear Systems of Equations Arising from Semiconductor Device 
Modeling. D. J. Rose and R. E. Bank, SIAM J Numer Anal, 17, No.6 (December 
1980), pp 806. 
Some Graphical Procedures for Studying a Logistic Regression Fit. J. M. 
Landwehr, D. Pregibon, and A. C. Shoemaker, Amer Statist Assoc 1980 Proc Bus and 
Econ Statist Section (August 11-14, 1980), pp 15-20. 

ENGINEERING 

Criteria for Continued Inspection During the Discontinue Phase of MIL-STD­
l05D. B. S. Liebesman, J Quality Tech, 14, No.1 (January 1982), pp 34-9. 
Erratic Welding in Low-Carbon Steels Caused by Variations in the Electrical 
Resistivity. R. L. Cohen and K. W. West, Tooling and Prod (February 1981), pp 94-6. 
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Experimental and Theoretical Results on Fine-Line P-Channel Devices. W. 
Fichtner, R. M. Levin, K. K. Ng, and G. W. Taylor, IEDM Technical Digest (December 
7-9, 1981), pp 546-9. 
Experimental Studies of a Nonlinear Interface. P. W. Smith, W. J. Tomlinson, 
and P. J. Maloney, IEEE J Quantum Elect, QE-17, No.3 (March 1981). 
Fasnet: Proposal for a High Speed Local Network. J. O. Limb, INRIA Proc Int 
Workshop of Office Inform Syst, Session II (October 13-15, 1981). 
A Fourth-Order Homogeneous Random Field in Oceanography. T. T. Kadota 
and F. M. Labianca, IEEE Trans Inform Theory, IT-27, No.5 (September 1981), pp 
656-8. 
A Functional Technique for Decomposing the Complexity of Requirements 
Analysis. P. Zave, Proc 15th Hawaii Int Conf on Syst Sci (January 6-8, 1982), pp 
295-303. 
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Medford, A. Meloni, L. L. Lanzerotti, and G. P. Gregori, Nature, 290 (1981), pp 329-30. 
A Hierarchical Optimization Method of Large-Scale Time-Delay Systems. M. 
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Hall, J Acoustical Soc of Amer, 69, No.6 (June 1981), pp 1763-9. 
Performance of Frequency-Hopping Multiple-Access Multi-Level FSK Systems 
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Real-Time Simulation of Adaptive Transform Coding. R. V. Cox and R. E. 
Crochiere, IEEE Trans Acoustics, Speech, and Signal Processing, A SSP -29, No.2 (April 
1981), pp 147-54. 
The Rotation of Hydromagnetic Waves by the Ionosphere. M. K. Andrews, L. 
J. Lanzerotti, and C. G. Maclennan, ULF Pulsations in the Magnetosphere, edited by 
D. J. Southwood, Dordrecht, Holland: D. Reidel, 1981, pp 141-5. 
A Self-Detecting Microwave Spectrometer Based on the BARI'IT Diode. W. 
M. Walsh and L. W. Rupp, Rev Sci Instr, 52 (1981), p 1029. 
Study of Microwave Self-Detecting Oscillators. L. W. Rupp, Jr., Rev Sci Inst, 57, 
No.7 (July 1981), pp 1032-6. 
Transversely Excited Waveguide Lasers. O. R. Wood, II, and P. W. Smith, Conf 
Lasers and Electro-Optical Systems (1980), pp 34-6. 
Wave-Scattering Properties of Interdigital Saw Transducers. R. L. Rosenberg, 
IEEE Trans Sonics and Ultrasonics, SU-28, No.1 (January 1981), pp 26-41. 

MANAGEMENT /ECONOMICS 

Is Telephone Service an Economic Right? E. E. Zajac, Proc Conf Inst Pub Util, 
Williamsburg, Va (December 10-12, 1979), pp 94-109. 
Majority Committees. P. C. Fishburn, J Econ Theory, 25, No.2 (October 1981), pp 
255-68. 
Temporal Variability of United States Consumer Price Index. W. A. Gale, J 
Money, Credit, and Banking, 13, No.3 (August 1981), pp 273-97. 
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Adsorption Sites and Bard Lengths of Iodine on Cu(111) and Cu(lOO) from 
Surface Extended X-ray Absorption Fine Structure. P. H. Citrin, P. Eisenberger, 
and R. C. Hewitt, Phys Rev Lett, 45 (1980), p 1948. 
Amorphous Semiconducting Ag-Te Films. J. J. Hauser, J de Physique, 42, C-4, 
Supp to No. 10, Proc 9th Int Conf Amorphous and Liquid Semiconductors, edited by B. 
K. Chakraverty and D. Kaplan, Les UIis, France: Les Editions de Physique (October 
1981), pp 943-6. 
Analytic Evaluation of Interference Effects on Laser Output in a Fabry-Perot 
Resonator. G. P. Agrawal and M. Lax, J Opt Soc Amer, 71 (May 1981), pp 515-9. 
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Band Structure and Optical Properties of Inl-xGa .. AsyPl-y. S. M. Kelso, D. E. 
Aspnes, C. G. Olson, D. W. Lynch, R. E. Nahory, and M. A. Pollack, Proc 4th Int Conf 
Ternary and Multinary Compounds, Japanese J Appl Phys, 19 (1980) Supplement 19-3, 
pp 327-3l. 
Buckling Reconstruction on the Laser Annealed Si(111) Surface. Y. J. Chabal, 
J. E. Rowe, and D. A. Zwemer, Phys Rev Lett, 46, No.9 (March 2,1981), P 600. 
Calculations on the Effects of the Surface Potential Barrier in LEED. E. G. 
McRae and M. L. Kane, Surface Science, 108, No.3 (July 1981), pp 435-45. 
The Challenge of Biological Membranes: The Ultimate in Microelectronics. B. 
Chance, P. Mueller, D. DeVault, and L. Powers, Phys Today (October 1980), pp 32-8. 
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Characterization of InGaAs Photodiodes Exhibiting Low Dark Current and 
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Beebe, and J. C. DeWinter, IEEE J Quantum Elect, QE-17, No.2 (February 1981), pp 
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J. W. Goodby and R. Pindak, Molecular Crystals Liquid Crystals, 75 (1981), p 233. 
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troscopy. T. M. Duncan and C. R. Dybowski, Surface Science Reports, 1, No.4 
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Coexistence of Superconductivity and Long-Range Antiferromagnetic Order in 
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and D. E. Moncton, Phys Lett A, 77, No.6 (June 23, 1980), P 487. 
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Molecular Crystals Liquid Crystals Lett, 72 (1981), p 95. 
Conductivity Cusp in a Disordered Metal. T. F. Rosenbaum, K. Andres, G. A. 
Thomas, and P. A. Lee, Phys Rev Lett, 46, No.8 (February 23,1981), pp 1111-406. 
A Continuous X-ray Study of the Interfacial Reaction in Au-AI Thin Film 
Couples. J. M. Vandenberg and R. A. Hamm, J Vac Sci Tech, 19 (1981), p 84. 
Cosmic-Ray-Power Spectral Variations. I. Simulation Study. L. J. Lanzerotti, C. 
G. Maclennan, S. P. Agrawal, and D. Venkatesan, J Geophys Res, 86 (1981), pp 6951-6. 
Crystal Growth and Impurity Incorporation by Transient Laser and Electron 
Beam Heating of Semiconductors. W. L. Brown, Proc 15th Int Conf Phys of 
Semiconductors,49 (September 1-5,1980), pp 1271-80. 
Current Techniques in Muon Spin: Rotation Experiments. W. F. Lankford, K. G. 
Lynn, W. J. Kossler, A. T. Fiory, R. P. Minnich, and C. E. Stronach, Nucl Instr and 
Meth, 185 (1981), pp 469-80. 
Degradation of LaNis Hydrogen Absorbing Material by Cycling. R. L. Cohen, 
K. W. West, and J. H. Wernick, J Less Common Metals, (Proc Int Conf Hydrides), 73 
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Disorder: A Frontier of Theoretical Physics. P. W. Anderson, Nature Journal, 
Shanghai, China (February 1981), No.2, p 83. 
Distribution of Amplitudes of Geomagnetic Variations and Relationships to the 
K Index. M. L. Kane, L. J. Lanzerotti, and C. G. Maclennan, J Geophys Res, 86 
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Effect of Configuration Cross-Over on the Electronic Raman Scattering by 4f 
Multiplets. G. Guntherodt, A. Jayaraman, E. Anastassakis, E. Bucher, and H. Bach, 
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The Effect of a-Particle Damage on the Superconducting and Magnetic Tran­
sition Temperatures of Ternary Borides. R. C. Dynes, J. M. Rowell, and P. H. 
Schmidt, Ternary Superconductors (Proc Int Conf Ternary Superconductors), Amster­
dam: Elsevier North Holland Publishing, 1981, pp 169-73. 
Electron-hole Plasma on Photo excited AIxGal-xAs. E. Cohen, M. D. Sturges, M. 
C. Olmstead, and R. A. Logan, Phys Rev B, 22, No.2 (July 15, 1980), P 77l. 
Electronic and Geometric Structure of the Point Defect GaP:O. G. A. Baraff 
and M. Schluter, Proc on Defects and Radiation Effects in Semiconductors, 1980, Inst 
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of Phys Conf Series No. 59, edited by R. E. Hasigoti, Inst of Phys, Bristol and London 
(1981), pp 287-92. 
Electrophysiological Evidence for the Development of Stereopsis in Human 
Infants. B. Petrig, B. Julesz, W. Kropfl, M. Anliker, and G. Baumgartner, Science, 
213 (1981), pp 1402-5. 
Energy Transfer and Anderson Localization in Ruby. S. Chu, H. M. Gibbs, S. L. 
McCall, and A. Passner, Phys Rev Lett, 45 (1980), pp 1715. 
Extended X-ray Absorption Fine Structure-Its Strengths and Limitations as 
a Structural Tool. P. A. Lee, P. H. Citrin, P. Eisenberger, and B. M. Kincaid, Reviews 
Mod Phys (1981), pp 769-806. 
Fluorimetric Study of the Binding of Protoporphyrin to Haemopexin and 
Albumin. A. A. Lamola, I. Asher, U. Muller-Eberhard, and M. Poh-Fitzpatrick, 
Biochem J, 196 (1981), pp 693-8. 
Generation of Surface Gratings with Periods <1000 A. L. F. Johnson and K. A. 
Ingersoll, Appl Phys Lett, 38, No.7 (April 1, 1981), pp 532-4. 
Gravitational Lensing and the Relation Between QSO and Galaxy Magnitude­
Number Counts. J. A. Tyson, The Astrophys J, 248 (1981), p 689. 
Growth of Doped Silicon Layers by MBE. J. C. Bean, Impurity Doping Processes 
in Silicon, Materials Processing: Theory and Practices Series, edited by F.F. Y. Wang, 
Amsterdam: North-Holland Publishing, 1981. 
Hydromagnetic Wave Observations in the Vicinity of a Magnetospheric Plasma 
Density Gradient. L. J. Lanzerotti and A. Wolf, J Geophys Res, 86 (1981), pp 
2447-50. 
Ice in the Polar Regions of the Moon. L. J. Lanzerotti, W. L. Brown, and R. E. 
Johnson, J Geophys Res, 86 (1981), pp 3949-50. 
Identification and Assay of Synchrotron Radiation-Induced Alterations on 
Metalloenzymes and Proteins. B. Chance, P. Angiolillo, E. K. Yang, and L. Powers, 
FEBS Lett, 112 (April 1980), pp 178-82. 
Ino.53Gao.47As/SiaN4 N-Channel and P-Channel Inversion Mode MISFETs. A. S. 
H. Liao, R. F. Leheny, R. E. Nahory, J. C. DeWinter, and R. J. Martin, 1981 IEDM 
Technical Digest (December 7-9,1981), pp 637-40. 
Ion and Electron Angular Distributions in the 10 Torus Region of The Jovian 
Magnetosphere. L. J. Lanzerotti, C. G. Maclennan, T. P. Armstrong, S. M. Krimigis, 
R. P. Lepping and N. F. Ness, J Geophys Res, 86 (1981), pp 8491-6. 
Light Scattering Spectroscopy of Two Dimensional Electron Gases in Semicon­
ductors. A. Pinczuk, J. M. Worlock, H. L. Stormer, R. Dingle, W. Wiegmann, and A. 
C. Gossard, Proc 15th Int Conf Phys of Semiconductors, 49 (1980), pp 1025-8. 
Lithium Doping of Poly crystalline Silicon. G. L. Miller and W. A. Orr, Appl Phys 
Lett, 37 (1980), p 110. 
Magnetic Order and Energetics of Dipolar Coupling in Magnetic Superconduc­
tors. M. Redi and P. W. Anderson, Phys Sci Sect Proc of Natl Acad Sci, 78, No. I 
(January 1981), pp 27-30. 
Magnetic Order in Superconductors. D. E. Moncton, Proc Int Conf Phys of 
Transition Metals, in Inst Phys Conf Ser No. 55, Chapter 10 (1981), p 537. 
The Metal-Insulator Transition in Disordered Germanium-Gold. B. W. Dodson, 
W. L. McMillan, J. M. Mochel, and R. C. Dynes, Phys Rev Lett, 46 (1981), p 46. 
The Metal Insulator Transition in Granular Aluminum. R. C. Dynes and J. P. 
Garno, Phys Rev Lett, 46 (1981), p 137. 
MeV Ion Scattering for Surface Structure Determination. L. C. Feldman, CRC 
Critical Reviews in Solid State and Materials Science, 10, No.2, Boca Raton: CRe Press 
(May 1981), pp 143-67. 
Microfabrication and Basic Research. W. F. Brinkman, VLSI Electronics: Micro­
structure Science, 2, New York: Acad Press (1981), pp 149-69. 
MUltiplet Splittings and Jahn-Teller Energies for the Vacancy in Silicon. M. 
Lannoo, G. A. Baraff, and M. Schluter, Phys Rev B, 24 (July 15, 1981), pp 955-63. 
The Negative U Character of Silicon Vacancies. G. A. Baraff, E. O. Kane, and M. 
Schluter, Proc 11 th Int Conf on Defects and Radiation Effects in Semiconductors, 1980, 
edited by R. R. Hasiguti, Bristol and London: Inst of Phys, 1981, pp 19-3l. 
A Neutron Diffraction Study of the Coexistence of Antiferromagnetism and 
Superconductivity in GdMsSs• C. F. Majkrzak, G. Shirane, W. Thomlinson, M. 
Ishikawa, O. Fischer, and D. E. Moncton, Solid State Commun, 31 (1979), pp 773-5. 
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New Method for a Scaling Theory of Localization. P. W. Anderson, D. J. Thou­
less, E. Abrahams, and D. S. Fisher, Phy~ Rev B, 22 (1980), pp 3516-9. 
Nonlinear Microwave Resonance Behavior of Itinerant Holes in an Organic 
Conductor. W. M. Walsh, L. W. Rupp, F. Wudl, D. Nalewajek, P. A. Lee, and F. J. 
DiSalvo, J Appl Phys, 52 (1981), p 2031. 
Nuclear Structure Study of 24mNa Using Laser Induced Nuclear Orientation. 
P. G. Pappas, M. S. Feld, D. E. Murnick, H. M. Gibbs, and O. R. Wood, II, Hyperfine 
Interactions,9, Amsterdam: North-Holland, 1981, pp 187-97. 
Observation of Gas Absorption in Evaporated Amorphous Silicon Films Using 
Secondary Ion Mass Spectrometry. C. W. Magee, J. C. Bean, G. Foti, and J. M. 
Poate, Thin Solid Films, 81 (1981), pp 1-6. 
Optical Recording in Hydrogenated Semiconductors. M. Bosch, Appl Phys Lett, 
40, No.1 (January 1, 1982), pp 8-10. 
Oscillatory Magnetic Fluctuations Near the Superconductor-to-Ferromagnet 
Transition in ErR~B4. D. E. Moncton, D. B. McWhan, P. H. Schmidt, G. Shirane, 
W. Thomlinson, M. B. Maple, H. B. MacKay, L. D. Woolf, Z. Fisk, and D. C. Johnson, 
The Amer Phys Soc, 45, No. 25 December 22,1980, p 2060. 
Particle Diffusion in the Geomagnetosphere: Comparison of Magnetic and 
Electric Field Fluctuations. L. J. Lanzerotti and A. Wolfe, J Geophys Res, 85 (1980), 
pp 2346-8. 
Physiologically Determined Receptive Fields in Monocular and Binocular Tex­
ture Perception. B. Julesz, Proc 28th Int. Cong Phys Sci (1980), pp 309-14. Advances 
in Physiological Sciences, Elmsford, N. Y.: Pergamon Press, 1981. 
Picosecond Nonequilibrium Carrier Transport in GaAs. C. V. Shank, R. L. Fork, 
B. I. Greene, F. K. Reinhart, and R. A. Logan, Appl Phys Lett, 38, No.2 (January 15, 
1981), pp 104-5. 
Pinned Vorticity in Rotating Superfluids With Application Neutron Stars. D. 
Pines, J. Shaham, P. W. Anderson, and A. Alpar, Supplement of Progress of Theoretical 
Phys, Japan, No. 69 (1980), pp 376-96. 
Polarized Low-Energy DiffraCtion Study of the Mechanism of Electron Reflec­
tion from W(OOl) at Low Energies. E. G. McRae, D. T. Pierce, G.-C. Wang, and R. 
J. Celotta, Phy Rev B 24 (1981), pp 4230-9. 
Possible Coexisting Superconducting and Magnetic States. H. S. Greenside, E. 
I. Blount, and C. M. Varma, Phys Rev Lett, 46 (1981), p 49. 
Pressure-Induced Phase Transformations in the Chalcopyrite Structure Com­
pounds, CuGaS2-AgGaS2' A. Werner, H. D. Hochheimer, and A. Jayaraman, Phys 
Rev B, 23 (1981), p 3836. 
Pressure-Induced Valence Change in Y60. A. Werner, H. D. Hochheimer, A. 
Jayaraman, and J. M. Leger, Solid State Commun, 38 (1981), p 325. 
The Radio Optical Emission in 3C33 South. L. Rudnick, W. C. Saslaw, T. Crane, 
and J. A. Tyson, Astrophys J, 246 (1981), p L647. 
Rapid Changes in Plasma Flow at the Dawn Magnetopause. L. J. Lanzerotti, C. 
B. Maclennan, R. P. Lepping, and S. M. Krimigis, Planetary and Space Sci, 28 (1980), 
pp 1163-9. 
Role of Dislocations in the Electrical Conductivity of CdS. A. R. Hutson, Phys 
Rev Lett, 46, No. 17 (April 27, 1981), pp 1159-62. 
Sea Water Corrosion of Two Phase Cu-lO-Ni-8Sn. T. J. Louzon, Environmental 
Degradation of Engineering Materials in Aggressive Environments, edited by M. R. 
Louthan, R. P. McNutt, and R. D. Sisson, Bracksburg, Va.: Pub. Lab. for the Study of 
Environmental Degradation of Engrg. Matis. (September 21, 1981), pp 15-23. 
Self Consistent Calculations of the Electronic Structure for Ideal Ga and As 
Vacancies in GaAs. G. B. Bachelet, G. A. Baraff, and M. Schluter, Phys Rev B, 24 
(July 15, 1981), pp 915-25. 
SExAFS: New Horizons in Surface Structure Determinations. P. Eisenberger, 
P. H. Citrin, R. Hewitt, and B. Kincaid, CRC Critical Reviews in Solid State and 
Materials Sciences, 10 (1981), p 191. 
Sharp Metal-Insulator Transition in a Random Solid. T. F. Rosenbaum, K. 
Andres, G. A. Thomas, and R. N. Bhatt, 45, No. 21 (November 24,1980), pp 1111-408. 
Single-Particle Energy Levels in Doped Semiconductors at Densities Below the 
Metal-nonmetal Transition. R. N. Bhatt and T. M. Rice, Phys Rev B, 23 (February 
15, 1981), pp 1920-34. 
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Smectic Polymorphism and Molecular Shape-The Orthogonal Phases. J. W. 
Goodby, Molecular Crystals Liquid Crystals, 75 (1981), p 179. 
Spin Dependence of Electronic Surface Resonance Scattering From W(100). 
D. T. Pierce, R. J. Celotta, G.-C. Wang, and E. G. McRae, Solid State Commun, 39 
(1981), pp 1053-5. 
Star Interpolation and High-Energy Expansion for Evaluating Solid-State 
Greens Functions. G. A. Baraff and M. Schluter, Phys Rev, B, 23 (April 15, 1981), 
pp 4256-9. 
Summary Abstract: MeV Ion Scattering Studies of the (111) SijSi02 In­
terface. R. Haight, W. M. Gibson, and T. Narusawa, J Vac Sci and Tech, 18, No.3 
(April 1981), p 973. 
Systematics of the Chemisorption Energy of Hydrogen and Oxygen on Tran­
sition Metals-I. C. M. Varma and A. J. Wilson, Phys Rev, 22 (1980), p 3795. 
Textons, the Elements of Texture Perception, and Their Interactions. B. Julesz, 
Nature, 290 (1981), pp 91-7. 
Theoretical and Clinical Advances in Global Stereopsis. B. Julesz, Advances in 
Physiological Sciences, Proc 28th Int. Cong Phys Sci (1980), pp 451-9. 
Theoretical Considerations on the Superconductor-Ferromagnet Transition 
Region. E. I. Blount, J Appl Phys, 52 (1981), p 2169. 
Thermodynamics of Positronium Thermal Desorption From Surfaces. S. Chu, 
A. P. Mills, and C. A. Murray, Phys Rev A, 23 (1981), p 2060. 
The Thouless Conjecture for a One-Dimensional Chain. P. W. Anderson and P. 
A. Lee, Special Issue of Progress of Theoretical Phys, Japan, Supplement No. 69 (1980), 
pp 212-9. 
Transitions of Superconductor to Ferro- and Antiferromagnets. C. M. Varma, 
Proc Third Int Conf on f- and d- Band Superconductivity (June 21-23,1979), pp 391-402. 
Workshop on Crystals and Focusing. D. W. Berreman, 1980 AlP Conf Proc 
Laboratory EXAFS Facilities, No. 64 (1980), pp 100-3. 
X-ray Photo emission from the Creutz-Taube Mixed Valence Complex: A Reas­
sessment. P. H. Citrin and A. P. Ginsburg, J Amer Chern Soc, 103 (1981), p 3673. 
X-ray Studies of Smectic-B Liquid Crystal Films. D. E. Moncton and R. Pindak, 
Proc of the Ordering in Two Dimensions Conference, Amsterdam: Elsevier North 
Holland, Inc, 1980, p 83. 

SPEECH AND ACOUSTICS 

An Improved Endpoint Detector for Isolated Word Recognition. L. F. Lamel, 
L. R. Rabiner, A. E. Rosenberg, J. G. Wilpon, IEEE Trans Acoustics, Speech, and Signal 
Processing, ASSP-29, No.4 (August 1981), pp 777-85. 
Isolated and Connected Word Recognition-Theory and Selected Applica­
tions. L. R. Rabiner and S. E. Lewinson, IEEE Trans Commun, COM-29, No.5 (May 
1981), pp 621-59. 
A Level Building Dynamic Time Warping Algorithm for Connected Word 
Recognition. C. S. Myers and L. R. Rabiner, IEEE Trans Acoustics, Speech, and 
Signal Processing, ASSP-29, No.2 (April 1981), pp 284-97. 
Performance of Transform and Subband Coding Systems Combined With Har­
monic Scaling of Speech. D. Malah, R. T. Crochiere, and R. V. Cox, IEEE Trans 
Acoustics, Speech, and Signal Processing, ASSP-29, No.2 (April 1981), pp 273-83. 
Prosodic Aspects of American English Speech Rhythm. L. H. Nakatani, K. D. 
O'Connor, and C. H. Aston, Phonetic a, 38 (1981), pp 84-106. 
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B.S.T.J. BRIEF 

A Josephson Parallel Multiplier 

By T. A. FULTON and L. N. DUNKLEBERGER 

(Manuscript received January 14, 1982) 

This report describes the operation of an 8- x 12-bit parallel multi­
plier which employs Josephson tunnel junctions (Fig. 1).1* The device 
contains 548 junctions used in two-junction "Jaws" -type logic ele­
ments.2 Ninety-six of these logic elements function as AND gates to 
form the partial products. Their outputs are fed into a Wallace-tree3 

arrangement of 89 full adders, each having one Jaws for the CARRY 
computation and one for the SUM. The thirteen most significant bits 
of the product are returned to the outputs. 

A latching-logic mode of operation is used. 1 This employs a five­
phase ac current supply for power and timing, provided by unipolar 
pulses from a room-temperature word generator. The minimum cycle 
time achieved is 75 ns, with a latency time delay between input and 
output of 30 ns measured at the room-temperature connectors. Both 
times are within design specifications. The latency time is determined 
primarily by the time required for settling of the power-supply pulse 
amplitudes (20 ns total) and by the round-trip cable delay (8 ns) from 
the room-temperature connectors to the chip immersed in liquid He. 
The worst-case logic delay for the Jaws elements (ripple carry through 
18 stages) is estimated as <2 ns, based on the <100 ps computer­
simulated Jaws delay. In initial tests after preliminary adjustment of 
bias levels (chiefly the five-pulse amplitudes from the word generator), 
the multiplier operates correctly on all of several hundred selected 
combinations of inputs, as judged by oscilloscope monitors. Both 
exhaustive testing and optimization of bias levels remain to be carried 
out. 

* (See Ref. 1 for two recent publications devoted to reviews of the state of the art in 
Josephson digital circuits.) 
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Fig. I-A photomicrograph of the multiplier chip. 

Circuits were fabricated on 2-inch-diameter oxidized Si wafer sub­
strates having 12 chips per wafer. The circuit has seven levels. These 
are the Nb ground plane, two levels of ground-plane insulation (an­
odized Nb and an evaporated Ge-SiO sandwich), the Cu-Ge resistors, 
the Pb-alloy y-direction wiring and junction-base electrodes, the Ge­
SiO crossover insulation, and the Pb-alloy x-direction wiring and 
junction-upper electrodes. Linewidths of 10 Jlm are used predominantly 
in the wiring and junctions, while some resistors are of 2.5-Jlm line­
width. 

Fabrication was performed in a small class-lOOO clean-room facility. 
Failures were caused primarily by lithographic or other fabrication­
related defects and, secondarily, by nonuniformities in junction-critical 
currents. Estimates for the yield for defect-free fabrication are roughly 
25 percent. 

The very-high-speed capabilities of Josephson junctions are not well 
utilized in the particular design chosen for the multiplier. It was 
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decided to emphasize simplicity at the expense of performance (within 
the speed specifications mentioned previously) to minimize fabrication 
difficulties. Nevertheless, to our knowledge the circuit is the most 
complex, fully working Josephson circuit described to date. 

We wish to acknowledge substantial contributions to this work by J. 
N. Hollenhorst, S. S. Pei, and S. K. Tewksbury. We have benefited by 
continued support from R. E. Slusher and J. A. Giordmaine. 
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