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Source Coding for Multiple Descriptions 
II: A Binary Source 

By H. S. WITSENHAUSEN and A. D. WYNER 

(Manuscript received March 19, 1981) 

A uniformly distributed (iid) binary source is encoded into two 
binary data streams at rates Rl and R2, respectively. These sequences 
are such that by observing either one separately, a decoder can 
recover a good approximation of the source (at average error rates 
Db D2, respectively), and by observing both sequences, a decoder can 
obtain a better approximation of the source (at average error rate 
Dc). In this paper a uconverse" theorem is established on the set of 
achievable quintuples (Rl, R2, Do, D I, D0. For the special case RI = 

R2 = 1/2, Do = 0, and DI = D2 = D, our result implies that D ~ 1/5. 

I. INTRODUCTION 

Let {Xk}k=1 be a sequence of independent drawings of the binary 
random variable X, where Pr{X = O} = Pr{X = I} = 1/2. Assume that 
this sequence appears at a rate of 1 symbol per second as the output 
of a data source. (Refer to Fig. 1.) An encoder observes this sequence 
and emits two binary sequences at rates RI, R2 :::; 1. These sequences 
are such that by observing either one, a decoder can recover a good 
approximation to the source output, and by observing both sequences, 
a decoder can obtain a better approximation to the source output. 
Letting Dl, D2, and Do be the error rates which result when the streams 
at rate R I , rate R 2, and both streams are used by a decoder, respec­
tively, our problem is to determine (in the usual Shannon sense) the 
set of achievable quintuples (RI, R2, Do, D I, D2). Our main result is a 
"converse" theorem which gives a necessary condition on the achiev-
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(ERROR RATE 0 1 ) 

Rl BITS/S 

(ERROR RATE DO) 

R2 BITS/S 

(ERROR RATE O2 ) 

Fig. 1-Communication system. 

able quintuples. This paper extends a previous one on the same sub­
ject.1 This paper, however, is self-contained. 

This problem is an idealization of the situation in which it is desired 
to 

(i) send information over two separate channels, as in a packet 
communication network, and 

(ii) recover as much of the original information as possible, should 
one of the channels break down. 

To fix ideas, let us say that RI = R2 = 1/2, Do = 0, and DI = D2 = D. 
Thus, the source sequence at rate 1 is to be encoded into two sequences 
of rate 1/2 each, such that the original sequence can be recovered from 
these two encoded sequences with approximately zero error rate (i.e. 
Do = 0). Our question then becomes: How well can we reconstruct the 
source sequence from one of the encoded streams-that is, what is the 
minimum D? A simple-minded approach would be to let the encoded 
streams consist of alternate source symbols, which will allow Do = o. 
In this case, D = 1/4, since by observing every other source symbol a 
decoder will make an error half the time on the missing symbol. Is it 
possible to do better? EI Gamal and Cover2 have looked at this problem 
and have a theorem which can be used to show that we can make 
D = (J2 - 1)/2 ::::: 0.207. In a previous paperl it was shown that (with 
RI = R2 = 1/2, Do = 0) D ~ 1/6. The new result given here specializes 
to D ~ 1/5 = 0.200. The exact determination of the best D remains 
an open problem.* 

II. FORMAL STATEMENT OF PROBLEM AND RESULTS 

Let B = {O, I}, and let dH(x, y), x, y € B N
, be the Hamming distance 

between the binary N-vectors x, y; i.e., dH(x, y) is the number of 
positions in which x and y do not agree. A code with parameters 

* In Ref. 3, Witsenhausen proved a closely related result which encourages the 
conjecture that D = 0.207 is, in fact, the best possible. 
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(N, MI, M 2, Do, DI, D2) is a quintuple of mappings (fI, h, go, gI, g2) 
where, 

fa: BN ~ {I, ... , Ma}, a = 1, 2 (Ia) 

ga: {I, 2, ... ,Ma} ~ B N
, a = 1,2 (Ib) 

go: {I, 2, ... ,MIl X {I, 2, ... ,M2 } ~ BN. (Ic) 

The source output is a random vector X uniformly distributed on BN. 
Define 

and 

Y = glofl(X) , 

Z = g2of2(X) , 

x = go[fdX), h(X)]. 

Then the average error rates are 

1 
Dl = NEdH(X, V), 

1 
D2 = NEdH(X, Z), 

1 A 

Do = NEdH(X, X). 

(2a) 

(2b) 

(2c) 

(3a) 

(3b) 

(3c) 

We say that a quintuple (R 1, R2, do, d 1, d2) is achievable if, for 
arbitrary E > 0, there exists, for N sufficiently large, a code with 
parameters (N, M 1, M 2, Do, D 1, D2), where Ma :::; 2(Ra+E)N, a = 1, 2, and 
Da :S da + E, a = 0, 1, 2. The relationship of this formalism to the 
system of Fig. 1 should be clear. Our problem is the determination of 
the set of achievable quintuples, and our main result is a converse 
theorem. 

Before stating our result, let us take a moment to state a positive 
theorem by EI Gamal and Cover2 as it specializes to our problem. 

Theorem 1: The quintuple (R1, R2, do, dI, d2) is achievable if there 
exists a quadruple of random variables X, X, Y, Z, which take values 
in B, such that Pr{X = O} = Pr{X = I} = 1/2, and 

and 

EdH(X, X) :S do, 

EdH(X, Y) :::; d 1 , 

EdH(X, Z) :S d2, 

(4a) 

(4b) 

(4c) 

Rl 2=. I(X; Y), (5a) 
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R2 ~ I(X; Z), 

Rl + R2 ~ I(X; X, Y, Z) + I(Y; Z), 

where 1(· ; .) is the usual Shannon information. 

(5b) 

(5c) 

For the special case of Rl = R2 = 1/2, do = 0, it can be shown that 
d1 = d2 = (J2 - 1)/2 :::::: 0.207 is achievable. 

We now state our converse result. 
Theorem 2: If (R1, R 2, do, dI, d2) is achievable, then in all cases 

Rl + R2 ~ 1 - h(do) , 

furthermore, if 2d1 + d2 :::; 1, then 

Rl + R2 ~ 2 - h(do) - h 2d1 + d2 ___ 1_ , 
( 

2d2 ) 
1- d2 

and if d 1 + 2d2 :::; 1, then 

where 

( 
2d2 ) 

Rl + R2 ~ 2 - h(do) - h d 1 + 2d2 - 1 _ ~1 ' 

{ 

0, 
h("A) = -"A log2 "A - (1 - "A)log2(1 - "A), 

1, 

"A = 0, 
o <"A:::; 1/2. 
"A ~ 1/2. 

(6a) 

(6b) 

(6c) 

All logarithms in this paper are taken to the base 2. As (6a) is obvious, 
and (6c) follows from (6b) by symmetry, we need only prove (6b). 

In the special case of Rl = R2 = 1/2, do = 0, and d 1 = d2 = d, 
inequality (6b) implies that 

or 

( 
2d2 ) h 3d--- > 1 1- d - , 

d 2d2 3d (1 - d) - 2d2 1 
3 - (1 - d) = (1 - d) ~ "2 ' 

which implies that d ~ 1/5 = 0.200. 

III. PROOF OF THEOREM 2 

We start from the standard identity 

I ( VI; J12 V3) =-1 (VI; V 2) + I (VI; V31 V 2) , (7) 

for arbitrary random variables VI, V 2 , V3. We say that VI, V2 , V3 is a 
"Markov chain" if VI, V3 are conditionally independent given V 2; i.e., 
V3 depends on VI, V2 only through V2. If VI, V2, V3 is a Markov chain 
then I (VI; V31 V 2) = 0, and from (7) 
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(8) 

Note that the hypothesis for (8) holds when U3 is a function of U2• A 
sequence {Un} is a Markov chain if, for all n, 

( ..• Un- 2, Un-I), Un, (Un+ I, Un+2, ••• ) 

is a Markov chain. 
Let us now suppose that we are given a code (fI, b, go, gh g2) with 

parameters (N, M I , M2, Do, DI , D2) • We can write 

log MI + log M2 ::: H(fdX)) + H(f2(X)) (9) 

= J(fdX); f2(X)) + H(h(X)b(X)) 

= J(fI(X); b(X)) + J(X; fI(X) b(X)) (10) 

::: J(fI(X); b(X)) + J(X; X, Y, Z), (11) 

where (9) follows from the fact that f;, (X) takes its values in a set of 
cardinality M i , (10) holds because the pair fI(X) b(X) is determined by 
X and (11) holds because X, Y, and Z depend on X only through fl (X) 
f2(X) so that (8) applies. 

Now (11) is getting close to (5c) in the direct theorem. 
In fact, using (8) twice, we can underbound J[fI(X); f2(X)] by 
J(Y; Z). Now the components of the source vector X are independent, 
and if the components of either Y or Z were also independent, we 
could make use of standard techniques to establish the necessity of 
(5c). But alas, we cannot assume that either the {Yn} nor the {Zn} are 
independent, so that another tactic is required. The key idea is the 
definition of another random vector V = (VI, ... , Vn ) the components 
of which are in fact independent. 

For 1 :s k :s M I , define the set 

Ak = {x: fI(X) = k} = tIl (k). (12) 

Let the cardinality of Ak be Ilk. Let the random vector V be defined by 
its conditional distribution given X: 

Pr{V = vlX = x} = {[}lf1(X)r\ 
0, 

V E Af1(x), 
otherwise. 

(13) 

Thus, given X E A k , V is uniformly distributed on A k • It follows that 
the unconditional distribution for V is 

Pr{V = v} = 2-n
, 

and the components of V are independent, as desired. * Furthermore, 
Z, b(X), X, fI(X), V is a Markov chain, so that, using (8), 

* In effect, V is obtained from (l(X) by a channel with transition probabilities 
Pr{X = XI{l(X) = k} so that the distribution of V is the same as that of X, hence, iid. 
This is valid for any distribution of X. 
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I({l(X); fz(X)) = I(V, (l(X); fz(X), Z) ~ I(V; Z). (14) 

Combining (11) and (14), we obtain 

1 1 1 1 A 

N log Ml + N log M2 ~ N I(V; Z) + N I(X; X, Y, Z) 

1 1 A 

~ N1(V; Z) + N1(X; X) 

~ 2 - h[EdH<;; Z)] - h [EdH<:' ~)] 
= 2 - h(A) - h(Do), (15a) 

where 

(15b) 

Step (1) follows from the "rate-distortion bound" which states that 
if U is a random vector uniformly distributed in BN (as are V and 
X), and U is an arbitrary binary random vector, then I(U; U) ~ 

1 - h[ ~EdH(U, 0) 1 (See Ref. 4.) 

We will now obtain an upper bound on tl in terms of Dl and D2• As 
a "warm up," let us observe that from the triangle inequality, 

Now 

(16) 

Furthermore, 

EdH(V, Y) = ~ E[dH(v, Y) IV = v] Pr{V = v}. 
v 

Now suppose that we are given V = v E A k • Then, Y = gdk). Since 
Pr{V = v} = 2-N

, 

M} 

EdH(V, Y) = ~ ~ 2-NdH[v, gl(k)] 
k=l v€Ak 

M} 

= ~ ~ Pr{X = x}dH[x, gl(k)] = ND1• (17) 
k=l x€Ak 

Thus, 

(18) 
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Substitution of (18) into (15a) yields that for achievable 
(R 1, R2, do, d 1, d 2) 

(19) 

which is the result reported in Ref. 1. 
We will now establish a tighter bound on Ll, namely, for D2 + 

2Dl ~ 1, 

so that (15) yields that for achievable (R 1, R2 , do, dI, d2 ), 

(21) 

which is (6b), the inequality required for Theorem 2. 

Upper bound on Ll: We establish inequality (20) as follows. Let k, 
1 ~ k ~ Ml be fixed. Let Ak be as defined in (12), and let its cardinality 
Jlk = Jl. Let the members of Ak be the N-vectors {Xm}~=l. Let y = gl(k). 
Thus, when X = x E A k , then Y = y. Now, form a Jl X N 
array, A, with mth row 

(22) 

where ED denotes modulo 2 vector addition. Thus, amn = 1, when the 
nth coordinates ofxm and yare different, and amn = 0, otherwise. Note 
that 

11/1 11/1 N 

= - - L dH(xm, y) = - - L L amn 
N Jl m=l N Jl m=l n=l 

1 N 

= N L Sn, 
n=l 

where for 1 ~ n ~ N, 

1 /1 
Sn = - L amn 

Jl m=l 

is the fraction of l's in column n of A. 

(23a) 

(23b) 

Next, for 1 ~ m ~ Jl, let Zm = g2oh(xm) be the value of Z which 
results when X = x m • Let B be the Jl X N array with mth row 

b m = (bmI, bm2, ••• , bmN) = Zm ED y. (24) 
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Then, 
1 
N E[dH(X, Z) Ifl(X) = k] 

lIP. 
= N - ~ dH(xm, Zm) 

J.l m=l 

(25) 

where the last equality follows from the fact that for a, be{O,l}, 
a(l - b) + b(l - a) = 0 or 1 according as a = b or a ¥: b. Let 'Tn be the 
expression in braces in (25). Then, 

where 

1 p. 

'Tn = - ~ [amn + bmn - 2amnbmn] 
J.l m=l 

(26a) 

1 p. 

tn = - ~ bmn, 1 ::s n ::s N, (26b) 
J.l m=l 

and Sn is given by (23b). We conclude that 'Tn :::: I tn - Sn I, so that 
(25) yields 

lIN 
N E[dH(X, Z) Ifl(X) = k] :::: N n~l I tn - Sn I· (27) 

Finally, consider 
1 
N E[dH(V, Z) I fdX) = k] 

1 p. 1 
= N ~ -E[dH(V, Z) IX = Xm] 

m=l J.l 

1 p. 

= -N ~ E[dH(V, Zm) IX = xm] 
J.l m=l 

1 p. 

= -N ~ ~ dH(V, zm) Pr{V = vi X = xm}. (28) 
J.l m=l v 
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Now, from (13) which defines V, 

Pr{V = vlX = Xm} = {Jl
O
-\ tVh € A.k' 
, 0 erwlse. 

Thus, (28) yields, 

1 
N E[dH(V, Z) 1 fl(X) = k] 

1 
= N 2 2: 2: [am'n(l - bmn) + (1 - am'n)bmn] Jl m,m' n 

1 N 
= N n~l [sd1 - tn) + tn(l - Sn)]. (29) 

N ow make the dependence of Sn and tn on k explicit by writing Snk 
and tnk, respectively. Then, on averaging over k, (23b) becomes 

1 M) 1 N 

DI = N E {dH(X, V)} = k~l Pr{fl(X) = k} N n~l Snk 

M) N 

= 2: 2: P(n, k)Snk, (30a) 
k=l n=l 

where P (n, k) = Pr{ fl (X) = k} X ~. Similarly, (27) becomes 

1 M) N 

D2 = - E {dH(X, Z)} ;::: 2: 2: P(n, k) 1 tnk - Snk I. (30b) 
N k=l n=l 

Finally, (29) becomes 

1 a = NE{dH(V, Z)} 

M) N 

= 2: 2: P(n, k)[snk(l- tnk) + tnk(l- Snk)]. (30c) 
k=l n=l 

We now apply the following inequality, the proof of which is given 
in Section IV: 

Let S, T be random variables such that 0 :s S, T:s 1, and E {S} :s 
D 1, E { 1 T - S I} :s D2, with 2DI + D2 :s 1. Then, 

2Dr 
E{S(l - T) + T(l- S)} :s D2 + 2DI - -D . (31) 

1 - 2 
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Let 8, T be the random variables which take the value Snk, tnk, 

respectively, with probability P(n, k), then (30) and (31) imply that, 
for 2DI + D2 :::: 1, 

2D2 
Il :::: D2 + 2DI - 1 - ~2' (32) 

which, when substituted in (15) gives (6b), proving Theorem 2. 

IV. PROOF OF THE INEQUALITY 

Define Q(DI, D2) as the supremum of E{8(1 - T) + T(1 - 8)} 
over all distributions of (8, T) on the unit square [0, 1]2 for which 
E{8}:::: D I , E{I T - 81} :::: D2• 

Theorem 3: (a) For 2DI + D2 :::: 1 one has 

2Dr 
Q(DI, D2) = 2DI + D2 - -D ' 

1- 2 

with Q(O, 1) = 1. (b) For 2DI + D2 ;::: 1 one has 

1 
Q(DI, D2) ;::: 2' 

To establish this, introduce for 8, T, x, y in [0, 1], y =;i: 1, the 
function * 

F(8, T, x, y) = 8(1 - T) + T(1 - 8) 

+ (1 ~ y - 2) (S - x) + [(1 ~~)' -1] (IS - TI- y), (33) 

Lemma: For 2x + y:::: 1, y < 1 the maximum of F(8, T, x, y) over all 
(8, T) in [0, 1]2 is 2x + y - 2x2/(1 - y). 

Proof: For fixed 8, the maximum of F over T must, by piecewise 
linearity, be at either T = 0, 8, or 1. 
(i) If T = 0, then 

F = S + (1 ~ y - 2 ) (S - x) + [(1 ~~ )' -1 ] (S - y), 

and this is maximized over 8 at either 8 = ° or 8 =1. 
(a) For 8 = ° 

4X2 2x2y 
F = 2x - -1 - + y - (1 )2 -y -y 

2x2 2X2 2x2y 2X2 
=2x+y------- <2x+y---

l-y l-y (l-y)2 l-y' 

* This choice of F comes from the duality theory of convex hull formation, as 
described, e.g., in Section VA of Ref. 5. 
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(b) For 8 = 1 

4x(1 - x) 2X2 
F=1-2+2x+ +---l+y 

1-y 1-y 

2X2 4x 2X2 
= 2x + y - -- - 2 + -- ::s 2x + y - --, using 2x + y::s 1. 

1-y 1-y 1-y 

(ii) If T = 8, then 

F = 28 - 28' + (1 ~ y - 2) (8 - x) + y - (1~'~)" 
The maximum over 8 of this quadratic is at 8 = x/(l - y) which is in 
[0, 1] if x ::s 1 - y and this holds as x ::s (1 - y) /2 ::s 1 - y. Hence, the 
maximum is 

2x 2X2 (4X ) (x ) 
1 - y - (1 - y)2 + 1 _ y - 2 1 _ y - x 

(iii) If T = 1, then 

( 
4X) [2X2] F = 1 - 8 + -- - 2 (8 - x) + 2 - 1 (1 - 8 - y), 

1 - y (1 - y) 

which is maximized by taking 8 either 0 or 1. 
(a) For 8 = 0 

(b) For 8 = 1, 

4x2 2X2 
F=2x+y---+--~ 

1 - y (1 _ y)2 

2X2 
=2x+y---

1-y 

since 4x/ (1 - y) ::s 2. 
Thus, the maximum is as stated and is attained for T = 8 = x/ 

(1 - y) and for T = 1,8 = o. This completes the proof of the lemma. 
Turning to the proof of Theorem 3, consider any distribution of 

(8, T) on the unit square for which 
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E {S} = x, E {I T - S I} = y, 2x + y:s 1. (34) 

If y = 1, then x = 0 from which it follows that S = 0, T = 1 almost 
surely, giving E {S(l - T) + T(l - S)} = 1. 

If y < 1, one has, by the lemma, 
2X2 

E{F(S, T, x, y)} = E{S(l- T) + T(l - S)}:s 2x + y ---. 
1-y 

If one chooses the distribution T = 1, S = 0 with probability y and 
T = S = xl (1 - y) with probability 1 - y, equality is attained. This 
determines the maximum of E {S(l - T) + T(l - S)} subject to (34). 
As 2x + y - 2X2 1(1 - y) is monotone increasing (for 2x + y :s 1) in 
both x and y, the maximum is unchanged if one allows all x, y with 
o :s x :s D I , 0 :s y :s D2• This establishes part (a) of Theorem 3. 

For part (b), it suffices to observe that Q is monotone nondecreasing 
in both arguments by its definition and that on the boundary, where 
2DI + D2 = 1, one has Q (DI, D2) = (1 + D2) 12. This establishes part 
(b). (It could easily be shown that Q (Dl, D 2) = (1 + D 2 ) 12 for all 
(DI, D2) in the unit square satisfying 2DI + D2 2= 1.) 
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Microprocessor-based systems are used in many applications of 
modern telecommunications. The controlling program of most micro­
processor systems is stored in firmware which is usually coded into 
erasable programmable read-only memory chips (EPROM). As new 
services are implemented, there is a continuing need to update the 
firmware, a potentially expensive process. In this paper, a method is 
presented for determining the resources necessary for updating 
EPROM firmware from a centralized location by using a rotating 
inventory scheme. 

I. INTRODUCTION 

Microprocessor-based systems are used in many applications of 
modern telecommunications. The controlling program (firmware) of 
most microprocessor systems, is coded into either read-only memory 
(ROM), programmable read-only memory (PROM), or erasable pro­
grammable read-only memory (EPROM) chips, which are mounted on 
circuit boards. As new services are implemented in the microprocessor­
based systems, there is a continuing need to update the firmware. 
Frequent updating of firmware is more effectively accomplished by the 
use of EPROM chips, because they can be repeatedly erased by exposure 
to ultraviolet light and reprogrammed by the use of a specially designed 
unit. Typical EPROM circuit packs may require 0.5 hours for erasing 
and 1.5 hours for programming. 

One serious drawback to using EPROM firmware is that it cannot be 
altered by means of a data link. A change in firmware entails the 
removal and reinstallation of the memory circuit boards or packs. 
Because of this manual process, updating a large number of micro­
processor systems may involve a long and costly procedure. 

The object of this paper is to provide a quantitative method to 
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determine the level of spare boards and programming units necessary 
to achieve a predeterminated time span for updating all the micropro­
cessor-based systems. 

1.1 Firmware update process 

Typically, there are three conditions that could affect a fIrmware 
module: (i) Program updates because of new feature introduction, (ii) 
program changes caused by fIxing of "bugs," and (iii) program changes 
because of hardware updates. In general, a -fIrmware update process 
begins with a notice of a change sent by the microprocessor manufac­
turer to centralized programming sites where ultraviolet light pro­
gramming units and a spare inventory of circuit packs are kept. Over 
a dial-up connection, the programming unit receives the latest program 
version and writes it onto spare circuit packs taken from inventory. 
When all spare circuit packs are rewritten they are shipped to specifIc 
distribution sites associated with a subset of the microprocessor sys­
tems. From each distribution site, craft persons are dispatched to 
install the updated boards. The removed circuit packs are then re­
turned to the centralized programming site for updating. The recycling 
process continues until all the microprocessor systems in the fIeld, plus 
their allocated maintenance spares, are updated. 

1.2 Basic model 

The flow and assumptions of the basic update model, for a typical 
process schedule, are shown in Fig. 1. The process of updating begins 
when a fIrmware change message is received at the centralized pro­
gramming site. An initial period is used for administrative procedures, 
unpacking of inventoried circuit packs, erasing, and reprogramming, 
packing and crating, and shipping of the circuit packs to the distribu­
tion sites. Out of this initial time interval, it can be assumed that one 
day will be needed for reprogramming the spare EPROM circuit packs. 
If there are not enough programming units, a delay in the update 
process could be incurred. 

Once the rewritten boards arrive at the distribution sites, the asso­
ciated microprocessor systems are scheduled for update. The process 
of coordinating the installation forces necessary for the update is not 
immediate, and the following distribution can be assumed to charac­
terize the update interval: a proportion, iI, of the updated boards are 
installed and an equal amount of outdated boards are returned to the 
centralized location for reprogramming in one week; a proportion, i2, 

of the updated boards are recycled in two weeks; a proportion, i3, in 
three weeks, and so on until all the boards are recycled. 

Once the outdated boards arrive back at the programming site, the 
process of reprogramming begins again. This procedure continues until 
all of the microprocessor systems in the fIeld have been updated. 
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Fig. I-Typical flrmware update process. 

II. SYSTEM PARAMETERS 

The system parameters to be determined are the update time, the 
total update spares, and the number of programming units. Update 
time, T, is defined as the interval in weeks between a change notice 
and the time at which all the systems in the field, including mainte­
nance spares, have been updated. To determine T, it is necessary to 
define the concepts of update spare, total update spares, total systems, 
and spare ratio. 

An update spare is defined as one complete set of EPROM circuit 
packs for one microprocessor system. Since an update spare is defined 
as one full set of boards, an update spare may be equated to a 
microprocessor system and vice versa. Total update spares is defined 
as the number of EPROM circuit packs at the centralized programming 
site available for initiating the update process. Total systems is defined 
as the total number of microprocessor-based systems in service and 
their maintenance spares to be updated when a program change is 
issued. 

The spare ratio, S, is defined as the ratio of total update spares to 
total systems; that is, 
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s = Total Update Spares. 
Total Systems 

A spare ratio of one, S = 1, says that for each microprocessor system 
in the field and its maintenance spares there is one set of update spares 
at the programming site. In this case, T is the time required for one 
pass through the basic flow shown in Fig. 1. Similarly, if S is 0.5, one 
spare for every two systems in the field and their maintenance spares, 
T is the time required for approximately two passes through the basic 
flow. By following this reasoning, it becomes clear that T is a function 
of S. 

III. MODEL FORMULATION 

3. 1 Update time 

The update time can be determined by considering the following 
installation distribution mentioned in Section I and shown in Table 1. 
In Table I, ij = proportion of boards updated in weekj, W = number of 
weeks required for returning all spares updated in week 0; ij = 0, for 
j = 0 and j > w, i.e., no system can be updated in week 0 with spares 
reprogrammed in that week. Then, 

w 

which implies that after W weeks all the spares reprogrammed in week ° are returned. Define q(n) as the quantity of spares updated in week 
n, with n = 0, week of change message, and n = T, week by which all 
systems are updated. The update distribution can be modeled by 

q(O) = Total Update Spares = S X Total Systems, 

q(l) = i1q(0), 

q(2) = i 2 q(0) + i 1q(1), 

q(3) = i 3 q(0) + i 2q(1) + i 1q(2), 

, and 
n-l 

q(n) = L in-jq(j). (1) 
j=O 

Equation (1) can be rewritten as: 
w 

q(n) = L ijq(n - j), (2) 
j=O 

since io = 0, and with initial conditions 

q(O) = Total Update Spares = S X Total Systems, 

q(n) = 0, for n < 0. (3) 
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Table I-Distribution of 
microprocessor systems 

update 
Week of Update Proportion 

Process Updated 

w iw 

Equations (2) and (3) are the difference equations describing the 
microprocessor update process. To obtain the solution of the difference 
equation, define the ratio of total update spares updated in week n: 

a(n) = q(n) (4) 
Total Update Spares' 

where 

o ~ a(n) ~ 1. 

Substituting q(n) from eq. (4) into eq. (2) 

and 

w 

a(n) = L ija(n - i), 
j=O 

a(O) = 1. 

(5) 

(6) 

Before solving eq. (5), notice that the update process ends when the 
total number of updated spares equals the number of total systems; 
that is, 

T 

L q(n) = Total Systems, (7) 
n=l 

where T is the update time. 
Substituting eq. (4) into eq. (7) and using the definition of spare 

ratio, 
T 1 
L a(n) =-. 

n=l S 
(8) 

Expressions (5), (6), and (8) are the difference equations for the weekly 
ratio of updated spares and T. 

To obtain T, eqs. (5) and (8) must be solved. The solution can be 
obtained using a computer simulation, or a closed-form technique such 
as the z-transform. To use the z-transform method, recall the following 
properties: 1 

MICROPROCESSOR FIRMWARE UPDATING 2297 



(i) Translation property: 
k-1 

. Z[f(n + k)] = zkF(z) - Zk L fU)z-j, 
j=O 

where F(z) = Z[f(n)J. 
(ii) Summation property: 

[ 

N ] Z Z-l 
Z n~oo f(n) = z _ 1 F(z) + z _ 1 n~oo f(n). 

(iii) Final value property: 

lim f(t) = lim(z - I)F(z). 
t-+oo z-+l 

Using property (i) in eqs. (5) and (6) gives: 
Zw 

A(z) = w 

ZW - L ijzW-j 

j=l 

where i and w were previously defined, and 

A(z) = Z[a(n)] . 

(9) 

Using property (ii) in eq. (8), and the initial conditions for a(n), gives 

Z [f a(n)] = _z_A(z). (10) 
n=O Z - 1 

Substituting eq. (9) into eq. (10) and considering that io = 0, gives 
w 

~ i·z w- j 

[
T] L.J'l Z j=l 

Z L a(n) = W' 

n=l Z - 1 w ~. w-j Z - L.J ljZ 
j=l 

The inverse z-transform of eqs. (9) and (6) gives the following relation­
ship between T and S: 

{ 

~ ijz
w

-

j 
} .!. = Z-l _z ~j=l 

S Z - 1 w ~. w-j • 
Z - L.J ljZ 

j=l 

(11) 

The right-hand term of eq. (11) can be inverted using classical tech­
niques and z-transform tables. 

An example can be used to show an application of the z-transform 
technique. Consider the fIrmware update distribution shown in Fig. 1 
and given in Table II. 

2298 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1981 



Table II-Firmware 
update distribution for a 

six-week turnaround 
interval (w = 6) 

Week of 
Update 
Process 

3 
4 
5 
6 

Proportion 
Updated 

ij 
0.10 
0.50 
0.30 
0.10 

Substituting the above values of if in eq. (11), 

~ = Z-l {_Z_ 0.lz 3 + 0.5z
2 + 0.3z + 0.1} (12) 

S z - 1 Z6 - 0.lz 3 - 0.5z 2 
- 0.3z - 0.1 . 

Using the partial-fraction expansion technique for inverting eq. (12), 
the closed-form expression for S as a function of Tis 

~ = 0.22727T - 0.36983 

+ 0.09374( -0.67495) T 

+ 0.03228(0.45089) Tsin(2.27567T + 1.23494) 

+ 0.32472(0.85369) Tsin(1.41837T + 0.85769). (13) 

A closed form solution to this transcendental equation in T is difficult 
to obtain. An approximate solution is obtained when T is large. In this 
case 

1 S ::::: 0.22727T - 0.36983, (14) 

or 
4.4 

T ::::: S + 1.62725, (15) 

which is the expression for T. Equation (15) satisfies all update times 
with an error of less than 2 percent for T 2:: 10, and with a maximum 
error of 7 percent occurring in week 7. 

An integer solution can be obtained by making: 

f4.4 l T= s+ 1.6 , (16) 

with a maximum positive error of 1 week. The r·' operator denotes 
rounded-up approximation. Figure 2 shows the representation of the 
update time as a function of the spare ratio for this example. 
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Fig. 2-Update time. 

A more simplified approach was used for solving the original real­
life update time problem. From the given installation distribution, the 
expected number of weeks required to program, ship, and install a set 
of spares, i.e. one pass through the basic flow of Fig. 1, is 

T = 0.1 X 3 + 0.5 X 4 + 0.3 X 5 + 0.1 X 6 = 4.4 weeks. 

This means that one reprogramming process for the average micro­
processor system takes 4.4 weeks. The update time is determined by 
the number of times this process will be repeated, plus the error 
introduced by using the expected value approach. The number of 
times the process is repeated depends on the spare ratio. Therefore, 
the update time can be represented by the following equation: 

4.4 
T= - + error 

S ' 

which agrees with eq. (16) for an error of 1.6. 
The update time algorithm shows the dependency between T, S, 

and the microprocessor's update distribution. For an illustrative pur­
pose, assume that there are as many spare boards at the programming 
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site as microprocessor systems in the field, i.e., S = 1. In this case, 
T = 6 weeks. This period is the minimum time possible under the 
given basic assumptions. On the other hand, if we have spare boards 
available for only 50 percent of microprocessor systems in the field, S 
= 0.5, the update time according to the algorithm is T = 11 weeks. The 
conclusion is that T is directly proportional to the installation distri­
bution and inversely proportional to S. 

3.2 Total update spare requirements 

The number of update spares necessary at the centralized program­
ming site is determined by the update time and the total number of 
microprocessor systems. The update time determines the spare ratio 
which, when combined with the number of systems, gives the number 
of update spares as indicated in Section II: 

Total Update Spares = rS X Total Systems1- (17) 

For the example of Section 3.1, the update spare requirements for 
implementing a firmware update system for 150 total systems in 20 
weeks is computed as follows: 

First, the spare ratio for 20 weeks from Fig. 2 is; 

S = 0.24. 

Then, the number of update spares is given by 

Total Update Spares = rO.24 X 1501 = 36. 

3.3 Programming units 

The number of programming units necessary for a centralized op­
eration can be determined as a function of their capacity. To determine 
the number of units, two concepts must be used: weekly spares and 
programming days. 

Weekly spares, q(n), already defined in Section III, is the number of 
spares returned each week to the site for reprogramming. The number 
of weekly spares is a function of the installation distribution. Program­
ming days, P, is the number of days per week allocated to the erasing 
and programming of EPROM circuit packs. 

The number of programming units is the following function of the 
weekly spares, the number of programming days, and the unit capacity: 

Programming Units = r q~) X ~ l. for all n, 

where C, microprocessor systems per day per unit, is the capacity 
factor of the unit. The number of programming units can be computed 
using the three following approaches. 

An upper bound for the weekly spares can be used as a starting point 
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for determining the number of programming units. The number of 
total update spares available at the site can be used for this purpose. 
In this case, the number of units is: 

P . U· r q(o) 1 rOgrammmg nIts = p xc. (18) 

This algorithm overestimates the number of programming units be­
cause only in the initial week of the update process are weekly spares 
equal to update spares. In the following weeks, the number of spares 
returning vary according to the assumed installation distribution. 

A second approach for determining programming units is to make 
the weekly spares equal· to the largest number of spares updated in 
any week after the initial week of the update process. In this case, the 
number of units is: 

P . U·t r q(n) 1 rogrammIng m s = ~!lX P xc· (19) 

This algorithm reduces the number of units required and introduces a 
delay in the fIrst week of the update process. 

A third approach is to make the weekly spares equal to the expected 
number of spares returned each week for reprogramming. This is 
equivalent to the steady-state of the discrete time process. This ap­
proach satisfies the programming assumption of one day in 50 percent 
of the weeks and incurs a one-day delay during the other 50 percent. 
Therefore, on the average, programming will require 1.5 days per week. 
As a result, the nondelayed update time, which was derived assuming 
one day per week for programming, must be increased by 10 percent 
(one-half a day per five-day week). In this case, the number of units is: 

Programming Units = r p ~ c 1- (20) 

where Q = expected number of spares returned each week. To evaluate 
Q, the final value theorem can be used. Property (iii) of the z-transform 
methodology gives: 

Q = q(oo) = lim(z - I)Q(z) 
z-+l 

= Total Update Spares X lim(z - I)A(z). (21) 
z-+l 

Substituting eq. (9) into eq. (21) yields: 

(z - l)zW 
Q = Total Update Spares X lim w , 

z-+l w ~. w-j 
Z - L.. ljZ 

j=O 
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w 

which is indeterminate of the type 0 over 0, because L ij = 1. The 
j=O 

application of l'Hopital's rule solves this problem. 
For the distribution given in the example of Fig. 1, the expected 

number of spares is: 
_ . (z - I)z6 

Q=q(oo) = Total Update Sparesxbm 6-01 3-05 2-03 -01 
z--+l z . Z • Z • Z • 

= Total Update Spares X 0.22727 

= Total Update Spares X A, 

where A is the expected ratio of total update spares returned each 
week. It can be seen that the reciprocal of A represents the average 
number of weeks required for one pass through the basic flow of Fig. 
1; that is, 

- 1 1 
T = -= = = 4.4 weeks. 

A 0.22727 

For the example of Fig. 1, where one day per week is assumed for 
reprogramming, and the unit capacity is three systems per day, eqs. 
(18), (19), and (20) become, respectively: 

P . U' f Total Update sparesl rogrammIng nIts = 3 ' (22) 

P . U' fTotal Update sparesl rogrammmg nIts = 6 ' and (23) 

P . U' .f Total Update sparesl (24) rogrammIng nIts = . 13.2 . 

Comparing eqs. (22), (23), and (24), it can be seen that eq. (24) reduces 
the number of programming units by a factor of more than four, with 
respect to eq. (22), with the introduction of a IO-percent delay in the 
update time. 

The algorithms discussed above are represented in Fig. 3. The 
number of required programming units are shown as a function of the 
number of total update spares. To contain the size of the plot, a scale 
factor, N, was introduced. Also included is a parameter D, which is the 
additional delay in the update time because of the reduced number of 
programming units at the centralized site. 

3.4 Example 

To have a better understanding of the determination of the resource 
requirements for the firmware update process, consider the following 
example. 
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Fig. 3-Programming units. 

For a projection of microprocessor systems, it is desired to determine 
the total update spares and programming unit requirements for the 
years 1982 and 1983, for an overall update time of 10 weeks in 1982 
and 15 weeks in 1983, under the assumption of providing the fewest 
number of programming units. (See Tables III, IV, and V.) 

IV. ECONOMIC IMPACT OF FIRMWARE UPDATE SCHEMES 

4.1 Economic dependencies 

Based on the obtained algorithms, an economic analysis of an update 
scheme can be performed if the capital and expense costs associated 
with the process are known. 

The capital expenditures for the firmware update process are due to 
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Table III-Forecast of microprocessor 
systems 

Year 

1982 

1983 

Total 
Systems 

26 

116 

Update Time 
Weeks 

10 

15 

Table IV-Update spares from Fig. 2 

Year 

1982 

1983 

Nondelayed 
Update Spare Total 
Time ratio Systems 

9 0.59 26 

13 0.39 116 

Table V-Programming 
units from Fig. 3 

(0 = 0.1) 
Programming 

Year Units 

1982 2 

1983 4 

Total 
Update 
Spares 

15 

45 

the total update spares and programming unit requirements. There­
fore, the capital is a function of the desired update time, the total 
number of microprocessor systems, and the delay tolerated. If the 
capital budget is exceeded, the total update spares and programming 
units must be decreased to meet the dollar constraints, increasing the 
update time. The update time is independent of the number of micro­
processor firmware changes; therefore, the capital is also independent 
of the change rate. 

The update expenses are due to the labor costs associated with the 
programming unit operation, the installation efforts, and the costs of 
crating and shipping. Since these tasks are performed for each micro­
processor system each time a program change occurs, the expenses are 
dependent on the system market and program change rate. The 
economic dependencies are shown in Fig. 4. 

U sing standard techniques, we can determine the economic feasibil­
ity of alternate memory schemes for microprocessor-based systems. 
One alternative, for example, could be to determine the benefits of 
replacing EPROM memory with random access memory (RAM) and 
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CAPITAL 

magnetic bubble store as backup. This possibility, even though initially 
more expensive, has the capability of being updated electrically via a 
data link, and may offer savings over the life cycle of the system. 

v. SUMMARY 

Algorithms related to the EPROM firmware update process for micro­
processor systems have been developed in this paper. They give the 
update time, the number of update spares, and the numer of program­
ming units required at a centralized site for a given firmware installa­
tion distribution. The algorithms presented do not render policy deci­
sions, but enable the user to determine the economics and responsive­
ness of alternative administrative schemes. 
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Coherent phase-shift keying (CPSK) and differential phase-shift 
keying (DPSK) are widely used modulation methods in digital com­
munications. Bandwidth efficiency, good noise immunity, constant 
envelope, and simplicity of implementation make these schemes par­
ticularly attractive for use over the satellite, terrestrial radio and 
voiceband telephone channels. While system analyses abound in the 
literature, treatment is usually restricted to the additive Gaussian 
channel. Important issues determining ultimate performance, such 
as the joint effect of intersymbol interference and the acquisition of 
carrier phase have not been adequately addressed. The main purpose 
of this paper is to develop analytical tools that can be used to assess 
system performance under practical operating conditions. Pure co­
herent demodulation schemes such as CPSK are ideals which are 
rarely achieved in practice, and carrier phase must be estimated 
prior to andlor during data transmission. This requires start-up 
time, as well as added equipment, and the fidelity of the phase 
estimate ultimately determines performance. In contrast, DPSK is 
independent of carrier phase, since decisions are made on phase 
differences. However, this comes at a price, and it is known that ideal 
multi phase DPSK suffers an asymptotic performance penalty of 3 dB 
in signal-to-noise ratio (sin) over ideal CPSK. We develop a new 
rigorous method for calculating the error rates of both CPSK and 
DPSK, under a variety of operating conditions. In particular, we find 
that the intersymbol interference penalty for quaternary DPSK is about 
1 dB worse in sin than for CPSK. We demonstrate that the detection 
efficiency of CPSK approaches the ideal, provided that the sin of the 
phase-recovery circuit is about 10 dB more than that at the receiver 
input. Alternatively, for the same sin, a 10-baud phase-locked loop 
integration time is required to achieve near-ideal performance. 
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I. INTRODUCTION 

Coherent phase-shift keying (CPSK) and differential phase-shift key­
ing (DPSK) are two techniques often used in digital communications 
over channels such as satellite, terrestrial radio, and voiceband tele­
phone. The literature abounds in analyses of their performance under 
a variety of conditions. A sample collection of some of this literature 
may be found in Ref. 1. The chief reasons for the widespread use of 
these techniques are simplicity of implementation, superior perform­
ance over the additive Gaussian noise channel, minimal bandwidth 
occupancy, and minimal envelope variation. 

The relative performance of CPSK and DPSK systems is well under­
stood only in the presence of additive Gaussian noise. In this case, the 
detection efficiency of DPSK is known to be about 1 dB (in sin) below 
that of CPSK for binary modulation and this degradation approaches 3 
dB for multilevel systems. In applications where a 3-dB loss in sin is 
important, such as in down-link satellite, space communications, and 
terrestrial radio under deep fading conditions, CPSK is the preferred 
method. In CPSK, however, the generation and extraction of a local 
carrier-phase reference at the receiver is required. A coherent phase 
estimate is usually obtained by using phase-locked loop (PLL) tech­
niques, and because of frequency instabilities and phase jitter inherent 
in transmitter and receiver systems, carrier recovery loop bandwidths 
cannot be made arbitrarily small. Consequently, in practice a noisy 
phase estimate is obtained and only partial coherent reception can be 
claimed. The reason for using DPSK is its immunity from slow carrier­
phase fluctuations; therefore, the phase recovery problem inherent in 
CPSK is avoided. However, the detection efficiency of DPSK may ap­
proach that of CPSK under noisy phase estimation conditions and 
intersymbol interference (lSI). The need to understand this phenome­
non on a fundamental level is the principal objective of this paper. 

As bandwidth occupancy is always important, the effects of lSI 

generated by the use of band-limiting filters must be taken into account 
in any analysis of these systems. Because of the linear nature of the 
demodulation process in CPSK, the effect of lSI has been treated in 
great detail. Since DPSK demodulation is inherently nonlinear, the 
analysis of performance is very difficult and no adequate analytical 
methods are currently available. Also, the combined effects of imper­
fect phase estimation and lSI on CPSK must be determined so that the 
relative detection efficiencies of band-limited DPSK and CPSK can be 
fairly assessed. 

In Section II of this paper, we describe a technique for determining 
the degradation in M-ary CPSK operating in the presence of lSI, additive 
Gaussian noise, and imperfect carrier phase. In Section III, we consider 
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the performance of M-ary DPSK subject to lSI and additive Gaussian 
noise. 

II. COHERENT DETECTION 

2.1 System description of CPSK 

Figure 1 shows the M-ary CPSK system that we consider. The signal, 
s(t), before the transmit fIlter can be represented as 

s(t) = Re{Ax(t)exp[i(27Tfct + fl)]}, i = r-i, (1) 

where the baseband modulation signal is 

x(t) = L exp(iak)rect[(t - kT)/T], (2) 
k=-oo 

and the constants A, fe, and fl are the carrier amplitude, frequency (in 
Hz), and phase, respectively. Also, rect(·) is the rectangular window 
function, T the signaling interval, and the sequence of discrete phases 
[ak] corresponds to the data sequence to be transmitted. Without loss 
of generality, we assume that the M phase values of ak are uniformly 
distributed with equal probability between (-7T, 7T]. So, ak takes on 
value in the set akEA, 

GAUSSIAN 
NOISE 

[ 

7T 37T 2M - 1 ] 
A £ M' M' "', M 7T. 

IaUADRATURECHANN~--------1 

I I 
I RECEIVE I 

)-----T--I~~ FILTER SAMPLER I 
HR(f) I 

CHANNEL 
Heff) 

TRANSMIT 
FILTER 
HT(f) 

s(t) 

___________ J 
sin [2'1T fet + f(t)) 

CARRIER 
RECOVERY 

CIRCUIT 

'1T/2 PHASE 
SHIFTER 

DECISION OUTPUT 
DEVICE SYMBOL 

---------- ---, 
RECEIVE I 
FILTER SAMPLER I 

I HRff) I 

~N-PHASE~ANNEL _________ J 
Fig. I-M-ary CPSK receiver, M> 2. 
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We also assume that the data phases in different time slots are 
statistically independent. 

In our model, the transmit futer, transmission channel, and receive 
futer are linear and time invariant. Therefore, the complex envelope, 
y(t), at the output of the receive filter may be written as 

y (t) = x (t) 0 h (t) + n (t) + in (t ) 

h(t) = hT(t) 0 hc(t) 0 hR(t), 

where hT(t), hc(t), and hR (t) are, respectively, the impulse response of 
the transmit futer, the channel, and the receive filter. The symbol 
o denotes convolution. Also, n(t) + in (t) is the complex envelope of 
the Gaussian noise passed through the receive futer. For symmetrical 
filters, n (t) andn (t)are independently and identically distributed (iid) 
Gaussian random variables with mean zero, and variance 

(1' = No r IHR(f) I'dt. 

where No is the double-sided spectral density of the original white 
noise and HR (f) is the baseband equivalent transfer function of the 
receive futer. 

2.1. 1 Detection in CPSK 

Assuming that the recovered carrier is exp[ i (21T ret + p, )], where p, is 
an estimate of Jl in eq. (1), the detector operates on the signal, w(t), 
represented as 

w(t)= L z(t-kT)exp[i(ak+e)]+g+i1], (3) 
k=-oo 

where g and 1] are iid gaussian random variables with mean zero, and 
variance 0'2, 

is the phase error, and 

zIt) = hT(t) 0 hc(t) 0 hR(t) 0 rect(-f)' 
To estimate the transmitted phase, ao = <l>eA at t = 0, an ideal CPSK 

detector measures the phase f) of w(t) at t = to, and a correct decision 
results when 

1T 1T 
<I>--<f)<<1>+-

M M' 

f) = phase angle of w(to), 

w(to) = wIt) I Flo . 

ao=cl> 

(4) 
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2. 1.2 Error rate for M-ary CPSK 

Here, we briefly review some known results for CPSK and then 
develop new results applicable to our more general model. 

Error-rate calculations for ideal CPSK in added Gaussian noise can 
be found in Refs. 2 to 7. References 8 and 9 provide numerical methods 
for calculating the probability of error in the presence of lSI. Reference 
10 takes into account lSI and demodulation phase error, but the results 
are restricted to only binary and quaternary systems. We now gener­
alize these results. 

U sing the union bound and the representation of the received signal, 
eq. (3), it follows from eq. (4) that the probability of error, Pe(1 <p), 
given that the phase <I> is transmitted, is 

max(PI , P2) :s Pe(1 <1» :s PI + P2 , 

where 

PI = pr[ sin ( 8 - w + ;) < 0 ] 

= pr{ 1m W(fo)exp [ -i( ~ -;) ] < o}. 
P2 = pr[ Sin( 8 - W - ;) > 0 ] 

= pr{ 1m W(fo)exp [ -i( ~ + ;)] > o}. 
Note that the average symbol probability of error Pe is 

1 
Pe = M L Pe(I<I»· 

Il>£A 

(5) 

But, since the signal constellation is assumed to be circularly symmet­
ric, Pe(l <1» is independent of <P. 

For convenience, we shall now assume that <P = 'IT / M. Hence, 

PI = pr(lm{roex+(po + ;+ <)] 
+ L'rkexP[i(Pk + ak + <)]} + '1 < 0). (6) 

where 

rkexp(i/3k) = z (to - kT) 

and L I denotes the exclusion of the term k = o. A similar expression 
can be written for P2• 
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Accurate estimations of PI and P 2 are easy to obtain in the presence 
of only Gaussian noise, but are more difficult when lSI is added and 
are even more tedious when the distribution of carrier-phase error, E, 

must be taken into account. 
In the next section we derive an exponentially tight upper bound on 

these quantities for a fixed carrier-phase error and then perform 
asymptotic [large signal-to-noise ratio (s/n)] analyses on these upper 
bounds for a given distribution of carrier-phase error. 

2.1.3 Bounds on the error rate 

We begin by writing eq. (6) as 

PI = < pr[ J(E) + '1 < -roSin(~ + po + <) I ]>" (7) 
e 

where ( ) e denotes expectation with respect to E, and where, 

1(E) = L'rk sin(fJk + CXk + E). (8) 

Before we can proceed with eq. (7), we need specific information on 
the probability density function (pdf) of the demodulating phase error 
E. We shall assume that the phase reference is derived from a pure 
tone by a first-order PLL. It is well known I that the resulting pdf for 
the phase error, E, is 

exp(A cos E) 
pAE) = 21710 (A) ,I E I :::; 17, (9) 

where A is the s/n at the input to the PLL multiplied by the reciprocal 
of the PLL bandwidth, 

G 
A=--. 

NpBL 
(10) 

In eq. (10), G is the average power in the carrier, Np is the double­
sided noise spectral density, and BL is the noise bandwidth of the 
linearized PLL. Also, in eq. (9), 1o(x) represents the modified Bessel 
function of the first kind and of order O. For a second-order PLL, the 
pdf of E is also approximately given by eq. (9). We shall use this density 
to obtain bounds on Pl. 

Since E is a symmetric random variable, eq. (7) yields 

1 
PI = 2 (V(E) + V(-E))e, 

where 

V«) £~ erfc[roSin[("/M) + Po + ;;-}' rhsin(", + Ph + <)]. (11) 
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Using upper bounding techniques and Laplace's method/ 1 we show in 
Appendix A that 

where 

J
1 

:::::: ~ [exp{ -p2[sin2[(w/M) + /30 - EO] + D(1 - cos Eo)]} 
a 2 {cos Eo + (2/D) COS 2[(w/M) + /30 - EO]} 1/2 

exp{ _p2 sin2[(w/M) + /30]} ] 2 r5 
+ {I + (2/D) cos 2[(w/M) + /30]}1/2 ,p = 2(02 + 01) » 1, 

01 = '1' rt D = \, 
p 

Eo = ~ sin 2 (~ + Po) [ 1 - ~ cos 2 (~ + Po) + ... ], D » 1. 

and 

J 2a ~ (1 -~) ,J2.1TDp2 exp[ _Dp2(1 - cos Il)], Il = ~ + po. 

Note that p 2 is the sin of the system. Also, D can be regarded as the 
ratio of sin in the phase recovery circuit to that in the PSK system or 
the integration time in bauds. 

Similarly, we can show that 

P2 ~ J 1a + J 2a • 

In summary, the average symbol probability of error, Pe, for M-ary 
CPSK system can be upper bounded by 

P 
exp{-p2[sin2[(w/M) + /30 - Eo] + D(l - cos Eo)]} 

e < ---------_____ --------:-=_-
- {cos Eo + (2/D) cos 2[(w/M) + /30 - E]}1/2 

exp{ _p2 sin2[(w/M) + /30]} 
+--------------=-= 

{I + 2/D cos 2(w/M + /30)}1/2 

+ 2 [ 1 _ ('IT/M~ + Po] ./2'ITDp2 

X exp{ - Dp 2 [ 1 - cos (~ + Po) ]}, p 2 » 1, 

Eo = ~ sin 2 (~ + Po) [ 1 - ~ cos 2 (~ + Po) + .. -l D » 1. 

This upper bound becomes 

P :5 2 exp [ _p2 sin' (~ + Po) ], (12) 
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when phase estimation is perfect, D ~ 00. Equation (12) is the well­
known Chernoff bound for M-ary CPSK.12 

If the observation interval of the PLL is large, D » 1, and if M » 1, 

Eo '" ~ sin 2(~ + Po) [ 1- ~ cos 2(~ + po)} 
and 

p:;; exp( _p2Sin2(~ + Po) 

x{ 1 - 2 COs2[("~M) + Pol [ 1 - ~ cos 2(~ + Po) ]}) 

+ exp [ -p2sin2(~ + Po) ] 

- exp ( _p2Sin2(~ + Po) 

x{ 1-2 cos2[("~M) + pol [1- ~ cos 2(~+ Po) ]}). 
2 r5 2 

p = (2 2)' P »1, M > 2, D » l. 
2 (J + (J/ 

(13) 

Comparing eqs. (12) and (13), we see that the degradation in sin 
because of imperfect phase estimate for multiphase CPSK systems is 
asymptotically given by 

where G ~ 1 as D ~ 00 as it should. 

2.2 Example of quaternary (M = 4) CPSK system 

Let us consider a quaternary (M = 4) CPSK system and assume that 
the channel is ideal. 

If 4-pole Butterworth transmit and receive filters are used, the 
resulting average symbol probability of error is plotted in Fig. 2. Note 
that the bound is fairly tight and when the sin of the phase recovery 
circuit is about 10 dB more than at the receiver input, the detection 
efficiency of CPSK is essentially determined by lSI alone. Alternatively, 
we can say that, for the same sin, a 10-baud PLL integration time is 
required to achieve this lSI-limited performance. For this filter, the lSI 
penalty is about 1 dB. 

If M > 2, it is well known that the penalty in sin because of Gaussian 
noise alone is asymptotically given by I/[sin2('1TIM)]. 
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Fig. 2-Probability of error for quaternary phase-shift keying (QPSK) with rectangular 
signaling, noisy carrier-phase recovery, and 4-pole Butterworth transmit and receive 
fIlters. The s/n in decibels is defined as 10 loglO[T/2No], where No is the double-sided 
noise spectral density and the ideal received signal power has been normalized to unity. 
Parameter D is the ratio of s/n in the phase recovery loop to that in the PSK system. 
The double-sided 3-dB bandwidth of the transmit fIlter is 2/T and that of the receive 
fIlter is 1.06/T. Sampling time is 1.74T. 

The upper bound in eq. (13) indicates that if the definition of sin is 
modified to take into account the lSI power aI, the additional penalty, 
because of imperfect phase estimation, is 

Gt = [Sin'C~ + /10) 

X { 1 - ~ cos
2( ~ + /10) [ 1 - ~ cos 2 (~ + /10) J} r 

This quantity is plotted in Fig. 3. We observe that the sin penalty 
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Fig. 3-Signal-to-noise ratio penalty for M-ary CPSK with imperfect phase estimation. 
Parameter D is the ratio of sin in the phase recovery loop to that in the PSK system. 

because of lSI is independent of M. In Fig. 3, also note that Gt ~ 
1/[sin2('1T/M)] as D ~ 00. 

III. DIFFERENTIAL DETECTION 

3. 1 System description of DPSK 

The M-ary DPSK system is shown in Fig. 4. As before, the baseband 
modulated DPSK signal can be represented as 

x(t) = L exp(iak)rect[(t - kT)/T]. (2) 
k=-oo 

Here, however, the sequence of phases [13k] = [ak+I - ak] corresponds 
to the data sequence to be transmitted. Again, we assume that M 
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DISCRIMINATOR 14--------...., 
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DISCRIMINATOR T 

Fig. 4-M-ary DPSK system. 

phase values of 13k are equally distributed over the interval [0, 2'7T) and 
choose 

'7T 
13k = (2l - 1) M' 1 ::: l ::: M, modulo 2'7T. 

As in CPSK, we represent the set 

[ 
'7T 3'7T '7T] - - ... (2M-1)-
M'M" M 

by [AJ. Also, we shall assume that the phase symbols, 13k's, in different 
time slots are statistically iid. 

If the received phasor at time to is indicated by Z and the one in the 
succeeding interval is indicated by Zd, the detected phase difference 
measured by an ideal differential detector is 

8 = angle of w, w ~ Z*Zd, 

where * represents the complex conjugate. For the system shown in 
Fig. 4, 

Z = L (gk + ipk)exp(iak) + nc + ins, (14) 
k=-oo 

and 

Zd = L (gk-l + ipk-l)exp(iak) + nCd + ins", (15) 
k=-oo 

where gk and Pk are real, 

gk + ipk = l~ h(to - JL)rect(JL -/T) dJL. (16) 
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As before, h(t) is the overall impulse response of the system with 
transfer characteristic 

(17) 

In eqs. 14 and 15, nc, ns, ned' and nSd are iid real Gaussian random 
variables with mean zero and variance 

where No, is the double-sided spectral density of the added white 
Gaussian noise. In eq. (17), HT is the transfer function of the transmit 
filter, HR , of the receive filter, and He ( f), the transfer function of the 
channel. The assumption that the Gaussian noise at to is independent 
of the noise at to - T can be justified if the receive filter bandwidth is 
small compared with liT. Most of our analysis can be extended if 
these two noise samples are correlated. 

3. 1. 1 Probability of error for M-ary systems 

If the transmitted symbol associated with the time index k = 0 is 
<ileA, a correct decision is made when the received phase difference () 
is such that 

1l' 1l' 
<Il - M < () < <Il + M' 

As before, the following bounds apply: 

max(PI , P 2 ) :s Pe(l <Il) :S PI + P2 , 

where 

PI = pr[ Sin(o - <T> + ;) < 0]. 
P2 = pr[ Sin( 0 - <T> - ;) > 0 ] . (18) 

These statements are identical to the ones that apply to CPSK, but here 
() represents a "differential phase" and, therefore, the estimation of 
these probabilities becomes extremely involved. Good estimates are 
only available when Gaussian noise is the sole source of impairment. 

We proceed to analyze PI and observe that a bound on PI also 
provides a bound on P2• Since the calculations are extremely tedious, 
we relegate the details to appendices and strive to develop only the 
main ideas here. Therefore, from eq. (18), we get 
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where 

= pr{ 1m w exp [ -i ( ~ - ;) ] < 0 } 

= pr{ 1m Z * Z~xp[ -i ( ~ - ;) ] < 0 } 

= pr{ Re (Z)*MXP[ -i (~- ; + i)] < o} 
= Pr(Re ZtZ2 < 0), 

Zl = Z 

z, = Zdexp[ -i ( ~ - ; + i)J. 
and Z and Zd are given in eqs. (14) and (15). Since 

R * _I Zl + Z212 _I Zl - Z212 e ZlZ2 - --2- 2' 

eqs. (19) and (20) yield 

where 

Zl + Z2 
WI= 2 

P1( 1<1» = Pr(1 WI 1 < 1 W2 I), 

Z + ZdexP - i[<I> - ('IT/M) + ('IT/2)] 

2 

= ~ ~ {(gk + ipk) + (gk-l + ipk-l) 
k=-oo 2 

X exp [ -i( ~ - ; + i) ] }eXP(iak) + ~+ + i'l+ 

Zl - Z2 Z - ZdexP - i[<I> - ('IT/M) + ('IT/2)] 
W2 = 2 2 

= ~ ~ {(gk + ipk) - (gk-l + ipk-l) 
k=-oo 2 

X exp [ -i( ~ - ; + i) ] }eXP(iak) + ~- + i'l-. 

and where g+, 11+, g-, and 11- are Gaussian noise terms, given by 

(19) 

(20) 

(21) 
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and 

~+ = nC + Re(ncd + insd) exp - i[<1> - (7T/M) + (7T/2)] 
2 

ns + Im(ncd + insd) exp - i[<1> - (7T/M) + (7T/2)] 
11+ = 2 

~_ = nc - Re(ncd + insd) exp - i[<1> - (7T/M) + (7T/2)] 
2 

ns - Im(ncd + insd) exp - i[<1> - (7T/M) + (7T/2)] 
11- = ---------2---------

It can be verified that the above Gaussian random variables are iid 
with mean zero and variance (12/2. 

3. 1.2 Exact computation of probability of error 

For a given symbol sequence, the conditional probability of error is 
seen from eq. (21) to be given by the probability that a particular 
Gaussian quadratic form exceeds another. This is a well-known prob­
lem and the answer can conveniently be expressed in terms of the 
tabulated Marcum Q function. I3 Thus, after some algebra, eq. (21) can 
be shown asI4 

PI (I <1>, symbol sequence) 

ai [ Q( a+ a_) ] 
= ai + ~ 1 - Jai + ~' Jai + ~ 

(22) 

where 

Q(a. b) = 100 

exp ( _ a' ; X')Io(ax)XdX. 

and I n (·) is the modified Bessel function of the first kind and of 
order n, 

and 

a+ = 1 (Wl)~+.7JJ, 

a- = 1 (W2)~_.7J-I, 

ai = (~~) = (11~) = ~/2 
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The major difficulty at this point is clearly carrying out the averages 
in eq. (22) over all possible symbol sequences. In general, a- and a+ 
contain an infinite number of lSI terms and the averaging process is 
difficult. Clearly, for a small number of lSI terms, it can be carried out 
by enumeration. But, in general, the number of terms in computing 
the average explodes exponentially and enumeration becomes intrac­
table. For example, for 10 lSI terms and a quaternary DPSK system, the 
number of terms is about a million! So, we obviously need more 

. efficient methods of estimating these averages. 15 

In this paper, we assume that the number of dominant lSI terms 
contained in a+ and a- is not large and that they become insignificant 
when lSI samples are far away from the desired sample. Assuming that 
the same number N indicates the number of dominant preceding and 
succeeding lSI samples (total significant lSI terms is 2N), our approach, 
then, is to obtain upper and lower bounds on PI as a function of Nand 
demonstrate that these bounds coincide with N ~ 00. 

For any N, the evaluation of these bounds requires M2N computa­
tions. This can be carried out with modest effort on a high-speed 
digital computer. The error becomes smaller when N is increased. 

We show in Appendix B that the error probability can be bounded 
as 

where 

and 

- [1- (Q(~a-, ~p) ] -4exp ( - 2 ~p2G~) 
k<-N 
k>N 

(23) 
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k>N 

(24) 

In eqs. (23) and (24), t:.. andp are arbitrary, O:s t:.. :s 1, and 

G. = 1 ~ { (g. + ip.) + (gk-l + ipk-l)exp[ -;( ~ - ~ + i) ]} I, 
H. = 1 ~ { (gk + ipk) - (gk-l + iPk-l)exp [ -i( ~ - : + i) ]} I· 

For any N, we can choose t:.. and p by trial and error so that the 
difference between the upper and lower bounds is a minimum. Since 
this optimization is not critical to our method, we choose 

[
2ok ((a~) cl )]1/2 

p= T ~+lnokt:.. , 

where 

ok = max( L at L H'i). 
k<-N k<-N 
k>N k>N 

For t:.. « 1, the difference, Z, between the upper and the lower bounds 
can be shown as 

[ 
a2 a

2
] Z = 2L.\ 1 + )'ax - :Jin Pl(1 tI>, N) 

(-(a~») ok ((a~) cl) 
+ 8 exp -;;- clt:.. ~ + In ok t:.. 

{ 
L.\ [((a~) cl )]} + 8 exp - L a'i ok ~ + In a1 t:.. 

k<-N 
k>N 

{ 
t:.. [((a~) cl )]} +8exp - L H'i ok ~+lna1t:.. , 

k<-N 
k>N 
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where 

PI(I cI>, N) 

=Hl- (Q(:+, :-)] 
+ ~ < Q( :-, :+) , 

and a+ and a_ contain only the first 2N significant terms. When N ~ 
00, Z in eq. (25) can be seen to approach zero. 

Since a+ and a- in eqs. (23) and (24) contain a finite number of lSI 

terms, we can use the direct method to evaluate the averages and then 
compute the bounds. We choose the initial· N so that d1 < 1, !l = 
~. We then increase N so that the desired accuracy of computation 
is achieved. 

3.1.3 Upper bound on the probability of error 

Since the exact evaluation of PI(I cI» is difficult-though we have 
developed in the last section numerical techniques which can be used 
to compute PI with any desired accuracy-we attempt to derive an 
upper bound on Pl. 

Although our bounding approach seems reasonable, the final bound 
that we obtain turns out to be loose. Our purpose in including this 
section is to alert readers about this approach and to emphasize the 
importance of the tedious, but necessary, computations outlined in 
Section 3.1.2. 

To facilitate our bounding techniques, we need the following rela­
tions. For any two random variables x and y and any two real numbers 
a and Il, we can show (see Fig. 5) that 

Pr(x> a + Il) - Pr(y < -Il) 

:s Pr(x + y > a) 

:s Pr(x > a - Il) + Pr( y > Il). 

Equations (21) and (26) yield 

PI(IcI» = Pr(lw21-lwII > 0) 

:s Pr(1 w21 > A) + Pr( -I WI 1 > -A) 

= Pr(lw21 >A) + Pr(lwII <A), 

(26) 

(27) 

where A is arbitrary. We choose A> 0 so that the upper bound in eq. 
(27) is a minimum. The method of choosing A will be discussed later. 

Now, for any complex random variable z = x + iy, we can show (see 
Fig. 6) that 
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(a) (b) 

Fig. 5-{a) Upper bound on Pr{x + y > a), x and y, any two random variables and .::l 
is arbitrary. (b) Lower bound on Pr{x + y > a), x and y, any two random variables and 
.::l is arbitrary. 

Pr(/ zl > a) 

:5 Pr(IRe zl > aI) + Pr(llm zl > Ja 2 - ai). 

Hence, 

Pr(/w21 >A) 

:5 Pr(l Re W21 > AI) + Pr(llm w21 > A 2), 

where 

Re W2 = ~- + L Ckcos(ak + Ak) 
k=-oo 

1m W2 = 1"/- + L Cksin(ak + Ak) 
k=-oo 

and 

Ckexp(iAk) = ~ { (gk + ipk) - (gk-l + iPk-1)exp [ -i( <l> - ; + ~) J}-
Since the real and imaginary parts of W2 are the sum of a Gaussian 

random variable and a set of interference terms, various methods given 
in Refs. 16 to 18 and 19 to 27 can be used to bound Pr(/ Re w21 > Ad 
and Pr(llm w21 > A 2), Ai + A~ = A2. Even though the other bounds 
are sometimes claimed to be tighter, we shall use the simpler Chernoff 
bounds. 
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where 

and 

Fig. 6-Upper bound on Pr(1 z I > a). Parameter!l. satisfies 0 ~ !l. ~ a. 

Al = A cos(~ + ~) 
4 2M 

A2 = A sin(~ + ~) 
4 2M 

7T 
al - ao =-

M 

7T 
al - ao = M 

cl- = L"C~ 

L" ~ L 
k=-oo 
k~O 

k~-l 

Also, for any complex random variable z = x + iy, we can show (see 
Fig. 7) that 
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Hence, 

Since 

and 

We write 

Fig. 7-Upper bound on Pr(lzl < a). 

Pr(lzl < a):s Pr(IRe zl < a, 11m zl < a) 

Pr(lzl < a):s Pr(IRe zl < a) 

Pr(lzl < a):s Pr(llm zl < a). 

Pr(1 WI I < A) :s Pr(1 Re WI I < A). 

Re WI :S I Re WI I, 

Pr(1 Re wI! < A) :S Pr(Re WI < A), 

Pr(1 wI! < A) :S Pr(Re WI < A). 

Re WI = ~+ + L Dkcos(ak + Ok) 
k=-oo 

1m WI = 11+ + L Dksin(ak + Ok), 
k=-oo 
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and 

L Dkcos(O'.k + Ok) 
k=-oo 

= Docos(O'.o + 00) + Dlcos(O'.I + 01) + L" Dkcos(O'.k + Ok). 

U sing Chernoff bounding techniques, it can be shown that 

where 

[ 
(DM - A)2] 

Pr(1 WI I < A) :s exp - cl + ~ , 

1T 
0'.1 - 0'.0 = M 

~ = L"D~· 

The upper bound on PI(I po = 1T/M) can, therefore, be written as 

(I 1T) [(AI - CMI)2] 
PI po = M :s 2 exp - cl + cl-

2 [ 
(A2 - CM2)2] [(DM - A)2] 

+ exp - cl + cl- + exp - cl + ~ , 

Al - CmI ::: 0, A2 - CM2 ::: 0, DM - A ::: 0, AI + A~ = A2. (29) 

The bound is minimum when A, AI, and A2 are chosen so that the 
derivative of eq. (29) is zero. This can be found by using well-known 
numerical methods. 

3.2 Example of quaternary (M = 4) DPSK system 

Let us consider a quaternary (M = 4) DPSK system and assume that 
the channel is ideal. 

If 4-pole Butterworth transmit and receive filters are used, the 
bound given by eq. (29) is plotted in Fig. 8. The bound with zero lSI is 
plotted in Fig. 9. The exact probability of error with lSI is plotted in 
Fig. 10. With or without lSI, the bound is unfortunately not very tight. 
Actually, one can show that the penalty as predicted by the bound 
with zero lSI is about 4.6 dB worse than the actual penalty for a binary 
system, and 8.3 dB worse for a quaternary system. This is inherent in 
our techniques and not the result of using Chernoff bounding methods. 
In our opinion, obtaining tighter bounds is still an open problem. 
Comparing Figs. 2 and 10, we note that lSI penalty for quaternary 
DPSK is about 1 dB worse than for CPSK. We needed 9 lSI terms to 
compute Pe with 5 percent accuracy. 
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UPPER BOUND FOR DOPSK 

/_-WITH lSI 

a: 10-4 
0 
a: 
a: 
w 
u. 
0 
>-
I-
:::i /_-ISI = 0 
ill 10-5 
~ 
m 
0 
a: 
0.. 

10- 6 

10-7 

10-8 

10-9
22 24 26 28 30 32 34 36 

SIGNAL-TO-NOISE RATIO IN DECIBELS 

Fig.8-Upper bound on the probability of error for differential QPSK (DQPSK) with 
the same transmit and receive fIlters as in Fig. 2. Other assumptions are as in Fig. 2. 

IV. SUMMARY AND CONCLUSIONS 

For multiphase M-ary CPSK, we develop an analytical procedure for 
determining detection efficiency when the system is subject to additive 
Gaussian noise, lSI, and imperfect carrier-phase estimation. For a large 
sin, we provide a simple formula for calculating the combined penalty 
caused by lSI and noisy phase recovery. For multiphase DPSK, where 
the detection is inherently nonlinear, a rigorous method is developed 
for calculating the error rate in the presence of lSI and additive 
Gaussian noise. Using these analytical techniques, it is possible to 
compare the performance of CPSK and DPSK and examine various 
parameter trade-offs. Numerical examples are provided to illustrate 
our methods. 
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10- 3 

'" UPPER BOUND- ..... 
a: 
0 

10- 4 

a: 
a: 
w 
u.. 
0 
>-
f-
:::i 
CD 10- 5 

<t 
In 
0 ....... -EXACT a: 
0.. / 

10- 6 

10- 7 

10- 8 

10- 9
14 16 18 20 22 24 26 28 

SIGNAL-TO-NOISE RATIO IN DECI8ELS 

Fig. 9-Upper bound on the probability of error for DQPSK with zero lSI. 

APPENDIX A 

Chernoff Bound on the Probability of Error 

From Section 2. 1.3, 

I Jl7 PI = 2 -17 L V(E) + V(-E)]P.(E)dE 

= (17 LV(E) + V(-E)]P.(E)dE 
Jo 

where 

PHASE-SHIFT KEYING 2329 



a: 10- 4 
o 
a: 
a: 
w 
u. 
o 
>-
~ 

g 10-5 
« 
CD 
o 
a: 
a.. 

10-6 

10-8 

13 15 

_-WITH lSI 
;' 

17 19 

DOPSK 

21 

SIGNAL-TO-NOISE RATIO IN DECIBELS 

23 25 

Fig. lO-Probability of error for DQPSK with the same transmit and receive fIlters as 
in Fig. 2. Other assumptions are as in Fig. 2. Note that 9 lSI terms were needed to 
compute Pe with 5 percent accuracy. 

J 1 = f [V(E) + V(-E)]p,(E)de 

J, = f [V(E) + V(-E)]p,(E)dE, (30) 

and where V(e) is given in eq. (11). Note that sin('7T/M + Po - e) > 0 for 
o =s e < '7T/M + po; also, sin('7T/M + Po + e) > 0 for 0 =s e < '7T - ('7T/M 
+ po). Hence, sin('7T/M + Po + e) > 0 for 0 =s e < S, where 

8 = min [ ; + po, 7T - (; + Po) 1 
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Since 

o :S erfc(x) :S 2, 

O:s [V(e) + V(-e)] :S 2, 
and, therefore, 

J 2 :s 2 f p,(E)dE = Pr(1 EI > 8), 

Now, from eq. (11), 

VIE) = pr[ -'I - I(E) > roSin(; + po + E) J. (31) 

where 1J is a zero mean Gaussian random variable with variance cJ2 and 
I(e) is given in eq. (8). 

U sing the Chernoff bound 

Pr[x> a]:s exp(-/La) (exp(/Lx), /L:::: 0, 

eq. (31) yields 

V( E) :s exp [ -,\roSin(; + po + E) }xp { -,\['1 + I( E)]}, (32) 

For a given e, I and 1J are independent, and since the data phases 
ak in different time slots are iid, 

exp{ -A[1J + I(e)]} = exp A:cJ2 TI' (exp[ -Arksin(8k + ak + e)])Uk" (33) 

We shall now assume that M is an even number so that if <PeA, 
('77" + <P)eA. Hence, 

(exp[ -Arksin(,Bk + ak + e)]) Uk' 0 :S ak < 2'77" 

= ~ (exp[ -Arksin(,Bk + ak + e)] 

O:s ak < '77". 
Since 

cosh x:S exp(x 2j2), 

(exp[ -Arksin(,Bk + ak + e)]) Uk' 

(34) 
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From eqs. (32), (33), and (34), 

V(f) ,.; exp[ -'\roSin(~ + po + f) }Xp[~2 (0) + 01) J. A 2= 0, 

where 

Similarly, 

V(-f) ,.; exp[ -'\roSin(~ + po - f) }Xp[~2 (02 + 01) 1 
Hence, for ° :S E < 'll/M. + po, sin(7T/M + po - E) > 0, and 

V(- ) -< [_ r6sin2[(7T/M) + Po - E]] 
E - exp 2(dl + 01) . 

Also, for ° :S E < 7T - (7T/M + po), sin(7T/M + Po + E) > 0, and 

V( ) 
-< [_ r6sin2[(7T/M) + po + E]] 

E - exp 2(dl + 01) . 

Hence, 

[ 
r6sin2[(7T/M) + po + E]] 

V(E) + V( -e) :S exp - 2(dl + 01) 

[ 
r6sin2[(7T/M) + po - E]] 

+ exp - 2(dl + 01) , 

= exp[ _p2Sin2(~ + Po + f) ] 
+ exp[ -p2Sin2(~ + po - f) J. 

2 r6 
p 01 = '" rt = 2(dl + 01) , L..J 

o ,.; f < Ii = min[ ~ + po. 'IT - (~ + Po) 1 (35) 

The parameter p2 is the sin of the system. 
Note that po is the phase angle of the complex overall impulse 

response evaluated at t = to. In a well-designed system, it is usually 
small, and eq. (35) shows that the optimum value of po is zero. Also, 
since Po is usually small and we are interested in M > 2, 8 is usually 
7T/M + po. 

Thus, from eqs. (9), (30), and (35), we conclude that 
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J 1 "" Jla = 2"rIo~Dp2) f {exp[ -p2Sin2(~ + po - E) ] 

+ exp [ _p2Sin2(~ + Po + E) ] }eXP[Dp2COS EldE, (36) 

where the quantity D can be regarded as the ratio of s/n in the phase 
recovery circuit to that in the PSK system or the integration time in 
bauds. 

We have not been able to evaluate eq. (31) in closed form but, if 
desired, numerical techniques can be used. To obtain phys.ical insight, 
we shall assume that p2 » 1 and use Laplace's method to evaluate eq. 
(36); the technique is an application of the following theorem: If h(t) 
is a real function of a real variable t, has a unique maximum at t = 
a, al ::S a ::S a2, and if x is a large positive variable, it can be shown 
thatll 

Ilt2 ( )1/2 
f(x) = g(t)exp[xh(t)]dt::::: g(a)exp[xh(a)] 2X~'~a) . 

It! 

From eq. (36), 

1 
J la = 27TIo(Dp2) {Jb + J c}, 

Jb = f exp{ p2[ D cos E - Sin2
( E - ~ - po) ] }dE' 

Jo = f expk[ D cos E - Sin2( E+ ~ + Po) ]}dE. 

(37) 

(38) 

(39) 

The saddle point Eo at which the exponent in eq. (38) reaches its 
maximum in (0, 8) is given by the solution of 

sin Eo 1 
sin 2[(7T/M) + po - Eo] - D' 

(40) 

The transcendental eq. (39) can only be solved numerically. However, 
we can obtain a series solution for Eo by using Lagrange's reversion 
formula. 27 If a function f(z) is regular in a neighborhood of zo and if 
f(zo) = Wo, f'(zo) ~ 0, then it can be shown28 that 

f(z) = w 
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has a unique solution 

00 (w _ WO)2 { d n
-

1 
} 

Z = Zo + L , d n-1 [<I>(Z)]n , 
n=l n. Z 

z=zo 

(41) 

where 

Z - Zo 
<I>(Z) = f( ) . 

Z - Wo 

Choosing Zo = 0, eqs. (40) and (41) yield 

D» 1, o =s Eo < 8. 

From Laplace's formula and eq. (38) 

Jb:::: exp{ -p'[ Sin'(; + po - EO) - D cos E]} 

{ }

U2 

X 2p2[D cos Eo + 2 co: 2 (7T/M + po - Eo)] . 
(42) 

Similarly, it can be shown that the exponent in eq. (40) reaches its 
maximum in (0, 8) at E = 0 and 

J,:::: exp{ -p'[ Sin2(; + Po) - D ]} 

x[ 7T ]1/2 (43) 
2p2[D + 2 cos(7T/M + po)] . 

For p2 » 1, D > 1, 

Io(Dp2) :::: exp(Dp2) . (44) 
J27TDp2 

From eqs. (37) to (39) and (42) to (44) 

1 (exp{ -p2[sin2[(7T/M) + Po - Eo] - D(l - cos Eo)]} 
J 1 ::::-

a 2 [cos Eo + (2/D)cos 2[(7T/M) + PO - Eo]r/2 

exp[ -p2sin2[ (7T / M) + PO)] ) 
+ [1 + (2/D)cos 2[(7T/M) + po]r/2 . 

Also, 
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J, :s J'a = 2 1.' p,(E)dt 

APPENDIX B 

1 ITT = 7Tlo(Dp2) 8 exp(Dp
2
cos ede) 

7T - S exp(Dp2cos S) 
< 
- 7T 10 (Dp2) 

'" (1 -~) J2'1lDp' exp[ -Dp'(l - cos ~)l 
D>1. 

Upper and Lower Bounds on the Probability of Error in DPSK 

Let us write 

where 

and 

Z = ZN + nc + ins + ZR 

ZN = L (gk + ipk)exp(iak) 
k~-N 

ksN 

ZR = L (gk + ipk)exp(iak) 
k<-N 
k>N 

ZdN = L (gk-l + ipk-l)exp(iak) 
k~-N 

ksN 

ZdR = L (gk-l + ipk-l)exp(iak). 
k<-N 
k>N 

Note that ZN and ZdN contain a finite number of lSI terms, whereas ZR 
and ZdR contain an infinite number. Without loss of generality, we shall 
also assume that gk and Pk are monotonic decreasing functions of I k I. 
N is an arbitrary positive number. 

Now 

(45) 

where 
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ZN + Zd~XP[ -i (~- ~ + i)] 
WIN = 2 + ~+ + iYJ+, 

ZR + ZdRexp[ -i (~- ~ + i) ] 
WIR = 

2 

and 

W2R = ----------.,...--
2 

Note that WIN and W2N contain a finite number of lSI terms, and ~+ + 
iYJ+ and ~- + iYJ- are independent zero means complex Gaussian 
processes. 

For any two complex numbers 81 and 82, 

1 8d - 1 821 ::; 1 81 + 821 ::; 1 8d + 1 821· 

Hence, eqs. (45) and (46) yield 

Pr(1 WINI < 1 W2NI - 1 WIR 1 - 1 W2R I) ::; PI(I <I» 

= Pr(l WIN + WIR 1 < 1 W2N + W2R I) 

(46) 

::; Pr(lwiNI < IW2NI + IWIRI + IW2RI) 

or 

pr(IWINI < l_IWIRI + IW2RI)::; PI(l<I» 
IW2NI IW2NI 

P (
I WIN 1 1 1 WlR 1 + 1 W2R I) 

-< r --< +-----
- 1 W2N 1 1 W2N 1 . 

Using the bound in eq. (26), eq. (46) yields 

pr(IWINI < 1- a) _ pr(IWIRI + IW2RI > a)::; PI(I<I» 
IW2NI IW2NI 

:=; prG:::: < 1 + a) + prC WlRIIW:;IW2RI > a). (47) 

where we choose 0 ::; a < 1. 
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For any two random variables x and y and any a> 0,10 

Pr(xy> a) :s pr(lxl >~) + Pr(lyl > p), (48) 

where p > 0 is arbitrary. From eqs. (47) and (48), 

pr(J:::: < I-a) -Pr(lw.lNl <p) 

- Pr(lwlRl + IW2RI > /lp):s Pl(I<I» 

:s pre :::: < 1 + a) + Prq W2NI <p) 

+ Pr(l WIR I + I W2R I> /lp). (49) 

Since WIN and W2N are independent complex Gaussian processes, 
from Ref. 13, 

P (
I WIN I 1 A) _ aT 

r --< ± ~ - 2 2 2 I W2NI al + a2(l ± /l) 

{ Q [
a+ a-(1 ± /l) ] } x1-< , >, 

JaT + a~(l ± /l)2 JaI + a~(l ± /l)2 

a~(l ± /l)2 
+~---:::----~ aT + a~(1 ± /l)2 

Q 
[ 

a-(l ±/l) a+] 2 2 a
2 

x< > al=a2=-
JaT + a~(1 ± /l)2' JaT + a~(1 ± /l)2' 2 ' 

(50) 

where a+ and a- are the appropriate truncated values of a+ and a­
defined in Section 3.1.2. Also, from Ref. 13, 

(
a- p) 

Pr(lw2NI <p) = 1 - <Q -, - >. 
a2 a2 

U sing Chernoff bounding techniques, we can also show that 

where 

( 
/l2p2) 

Pr(l WIR I > /lp) :s 4 exp - 2 L G'i 
k<-N 
k>N 

( 
/l2p 2) 

Pr(Iw2RI > /lp):s 4 exp - 2 L H'i ' 
k<-N 
k>N 

(51) 

(52) 

(53) 

Gk = 1 ~ {(gk + ipk) + (gk-l + ipk-l)exp[ -i (<I> - ; +~) ]} I, 
PHASE-SHIFT KEYING 2337 



and 

H. = I ~ {(g. + ip.) - (g.-l + iP.-1)exp [ -i (<T> - ~+~) JJI. 
Equations (49) to (53) yield 

where 

[ ( J2a- J2p) J - 1 - < Q -a-' ~ > 

and 

1 
X2(N) = 1 + (1 + .1)2 

X {I -< Q [ J2a+ ,J2a-(1 + .1) J >} 
a.J1 + (1 + .1)2 a.J1 + (1 + .1)2 

(1 + .1)2 Q [ J2a-(1 + .1) J2a+ J 
+ 1 + (1 + .1)2 < a.J1 + (1 + .1)2' a.J1 + (1 + .1)2 > 

+{l-<Q(~~-, ~p»} 

( 
L\~2) (L\~2) + 4 exp - 2 ~ G~ + 4 exp - 2 L H~ , 

k<-N k<-N 
k>N k>N 

where .1 and p are arbitrary. 
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APPENDIX C 

Upper Bound on the Probability of Error 

Now, 

and 

Pr(Re W2 ::: AI) :s exp( -/LA I) (exp(/L Re W2) ) 

= exp( -/LA 1)( exp(/L Be W2). 

Since the Gaussian random variable ~- is assumed to be independent 
of the interference 

( exp (I' Re W2» = exp(1' 2 
,,2 /4) exp [I' kioo C kCOS( ak + Ak) l 

Since Pk = ak+I - ak, and we assume that Pk'S are iid, we can assume 
that ak's are independent, and 

ak E A, k even 

ak E [ 0, ~, ~, •.. , (2M - 2) ;] ~ A" k odd; 

that is, the signal constellation for odd (even) k can be obtained by a 
simple rotation of the constellation for even (odd) k. 

Let us now assume that the transmitted symbol <I> is 7T / M so that 

P,(I <1» = p, (1.80 = ;) 

= ~L P, (la, - ao = ;). 

Noting that 

L Ckcos(ak + Ak) = Cocos(ao + Ao) + Clcos(al + AI) 
k=-oo 

+ L" Ckcos(ak + Ak), 

( 
7T) { /L

2
(J2 

Pr Re W2 >Allal - ao = M :s exp -/LA I + 4 

+ I'[Cocos(ao + Ao) + C,cos(a, + A')]} 

X (exp[/L L" Ckcos(ak + Ak)]). 

We use the notation " to indicate that k = 0, and k = 1 terms are not 
included. 
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Now, 

(exp[/-t ~" Ckcos(ak + Ak)]) = IT" (exp[/-tCkcos(ak + Ak)]) 

= IT" (exp[/-tCkcos(ak + Ak)]) 
even 

x IT" (exp[/-tCkcos(ak + Ak)]). 
odd 

Most often, M = 2L
, L an integer, and since this assumption simplifies 

our bound, we shall assume that M is an integer power of two. (A 
slightly more complex bound can be derived if M ~ 2L.) Now, 

IT" (exp[/-tCkcos(ak + Ak)])(akl-1T<ak~l7) 
even 

even 

Since 

cosh x ::: exp(1 x I), 

and 

cosh x ::: exp(x 2/2), 

<COSh[I'CkCOS i COs( Ci.k + Ak + i] 
X COSh[/-tCkcos ~ sin(ak + Ak + i)] > 17 ::: exp(/-tCk) 

(aklo<ak$~ 

and 

<COSh[I'CkCOS i COs( Ci.k + Ak + i) ] 
X COSh[/-tCkcos~ sin(ak + Ak + ~)] > ::: exp(/-t 24C~), 

(ak I O$ak$l7 /2) 
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Identical bounds can be derived when k is odd. Therefore, we have 

where !21 is a subset of [ ... , -2, -1, 2, 3, ... ]. For simplicity, we 
choose !21 to be the null set. 

Choosing optimum Il, 

pr( Re W2 > Allal - ao = ;) 

[ 
{AI - [Cocos(ao + Ao) + C1cos(al + AI)]}2] 

:s exp - {a2 + L" Cn ' 

Al - [Cocos(ao + Ao) + C1cos(al + AI)] > O. 

Similarly, we can show that 

Pr( -Re W2 > Allal - ao = ;) 

( 
{AI - [Cocos(ao + Ao) + C1cos(al + AI)]}2) 

:s exp - (a2 + L" C~) , 

Al + [Cocos(ao + Ao) + C1cos(al + AI)] ;::: 0, 

pr(lhn wJ[ > A2lal - ao = ;) 

( 
{A2 - [Cosin(ao + Ao) + C1sin(al + AI)]}2) 

:s exp - (a2 + L" C~) 

( 
{A2 + [Cosin(ao + Ao) + C1sin(al + AI)]}2) 

+ exp - (a2 + L" C~) , 

where 
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'1T 

0'1 - 0'0 = M' 

'1T 

0'1 - 0'0 = M' 

(J~ = L" ct 
For zero lSI, it can be shown that optimum values of Al and A2 are 

A2 = A cos(~ + ~) 4 2M' 

A2 = A sin(~ +~). 
4 2M 

Even when there is lSI, we shall use these values of Al and A 2. 
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Adjustment algorithms for transversal equalizers derived from 
least-squares cost functions are known to converge extremely fast. 
While various simulation results confirming this fact abound in the 
literature, a theory explaining the fast convergence has been lacking. 
This paper reports on steps toward such a theory. For some commonly 
used start-up data sequences it was found that algebraic properties 
of the sampled signal vectors play a critical role in the transient 
behavior of these algorithms; namely, successive signal vectors are 
linearly independent for a large class of transmission channels in 
the absence of noise. After N iterations (N being the number of taps), 
the resulting coefficient vector is found to be related to well-known 
equalizer coefficient vectors. If a single pulse is used as a training 
signal, the zero forcing equalizer is obtained; if a pseudo random 
noise sequence, with a period in symbols equal to the number of 
coefficients is used, the steady-state solution of the cyclic equalization 
is obtained. Thus, after only N iterations, the least-squares algo­
rithms yield a coefficient vector which is only asymptotically obtain­
able by gradient techniques. 

I. INTRODUCTION 

Adaptive equalizers are important building blocks in modems for 
digital data transmission over linear dispersive channels. They adap­
tively mitigate the adverse effects of intersymbol interference. A 
critical parameter in the start-up performance of modems is the speed 
of convergence of the equalizer adjustment algorithm. The overall data 
throughput depends on it and, consequently, a high convergence speed 
is desirable. 

Various different equalizer structures are known at this time. In the 
following, we concentrate on the frequently used transversal filter 
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structure. 1 Many equalizer update algorithms are based on the steepest 
descent, or gradient technique, which minimizes the mean-squared 
error (mse) between the equalizer output and the transmitted data 
symbols.2 In particular, the stochastic approximation of the gradient 
algorithm with an mse criterion is used frequently. The convergence 
speed of this algorithm was analyzed in Refs. 3 and 4. It was found to 
be dependent on the number of coefficients used and, to a lesser 
degree, on the eigenvalue spread of the channel autocorrelation matrix. 

Several methods to improve the convergence speed of the gradient 
algorithm were published in Refs. 5 to 8. In Ref. 5, prior knowledge of 
the transmission channel is assumed and a transformation of the 
received signal is proposed which reduces the effect of a large eigen­
value spread on the convergence speed, whereas in Ref. 6 a transfor­
mation of the correction vectors, yielding the same performance, is 
proposed. Used in conjunction with a stochastic gradient algorithm, 
these methods reduce the convergence time to the minimal time which 
is obtainable with an ideal channel having an eigenvalue spread of one. 
In Refs. 7 and 8 cyclic equalization was proposed as a means to speed 
up the convergence time. The number of iterations required for con­
vergence of the algorithm is about the same as for the stochastic 
gradient algorithm, but theoretically, the convergence time can be 
reduced to the time required to fill the register of the equalizer. 
Practically, however, the convergence speed is limited by the available 
computational power of the implemented algorithm. 

In Ref. 9, Godard cast the equalizer adjustment problem as an 
estimation of a stationary state vector in Gaussian noise-a classical 
Kalman filtering problem. This resulted in a new, powerful, and rapidly 
converging equalizer adjustment algorithm. While this algorithm was 
familiar in the area of stochastic approximation theory,lO it was never 
applied to equalizers prior to Godard's work. It was shown by computer 
simulations,9 that this coefficient adjustment algorithm converges con­
siderably faster than the stochastic gradient algorithm and virtually 
independently of the channel used. After about N iterations, where N 
is the number of coefficients of the equalizer, the mse of the equalized 
signal is generally close to the minimal obtainable. This is an improve­
ment by a factor of three to ten9

,1l-16 compared with the performance 
of the stochastic gradient algorithm. The exact improvement factor 
depends on the channel involved and on the modulation scheme used. 
Godard showed further that under certain modeling assumptions, the 
excess mse converges asymptotically, as the inverse of the number of 
iterations. 

More recently, various methods were published12
,13,14 that reduce the 

computational complexity in the implementation of the Godard algo­
rithm. These methods exploit the fact that only one new element, 
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which may be a vector, is introduced in the vector of the received 
signal at each iteration. They avoid the processing of large matrices 
which are required in the Godard algorithm. Accordingly, the number 
of arithmetic operations can be reduced. For the Godard algorithm 
those grow quadratically, while for the algorithms described in Refs. 
12 to 14 they grow proportionally to the number of equalizer coeffi­
cients-a considerable reduction for long equalizers. In Refs. 15 and 16 
all these so-called least-squares algorithms are extended to include 
fractionally spaced, complex equalizer structures. The least-squares 
lattice algorithm was also extended to a decision feedback equalizer in 
Ref. 17. Investigations regarding the implementation are reported in 
Ref.18. 

The objective of this paper is to provide insight, on a fundamental 
level, into the rapid initial convergence of the least-squares algorithms 
relative to the stochastic gradient algorithm. Godard's approach is 
probabilistic and aimed at minimizing the ensemble mse as rapidly as 
possible. He assumed that all the involved random variables have joint 
Gaussian distributions. For this case, the Kalman filtering technique 
gives the fastest possible convergence. Although these assumptions are 
not generally satisfied in data transmission applications, a very pow­
erful algorithm emerged. 

In Ref. 19, a general equivalence between Kalman filtering and least­
squares estimation techniques was exhibited. For the problem at hand, 
it implies that the algorithm obtained, while not optimal in a proba­
bilistic sense, is the solution of a deterministic least-squares problem. 
This fact was stated for equalizers in Ref. 12. The Godard algorithm, 
as well as the ones proposed in Refs. 12 to 17, minimize the sum of the 
squared equalizer output errors under the condition that the coefficient 
vector remains constant from the start of the session to the current 
time. Note that this particular cost function is not the mse. Therefore, 
it does not explain directly why the actual mse converges so rapidly. 

One obvious reason for the fast convergence of the least-squares 
algorithms is that all the information available from the start of the 
equalizer adaptation is stored and exploited in the update procedure, 
while the stochastic gradient algorithm relies mostly on current infor­
mation. In Ref. 11, the Godard algorithm was interpreted as a sto­
chastic gradient algorithm, where the coefficient corrections are trans­
formed by an estimate of the inverse of the channel autocorrelation 
matrix. The fast initial convergence was attributed there to Hself­
orthogonalization" of the equalizer adjustments. However, this can 
only account for part of the high speed. It cannot explain the fact that 
the least-squares algorithms converge considerably faster than the 
stochastic gradient algorithms under the best conditions, ie., when an 
ideal channel is involved or, equivalently, when the channel auto cor-
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relation matrix is known exactly. 
Here, we investigate the initial convergence of the deterministic 

least-squares algorithms from an algebraic point of view and offer 
alternative interpretations for the fast initial convergence. In Section 
II, the problem is stated and certain algebraic properties of the com­
monly utilized pseudo random start-up sequences are derived. In 
Section III, we relate the coefficient vector that results after N itera­
tions (N being the number of coefficients) to the zero forcing equalizer 
and to the coefficients resulting with cyclic equalization.7 The influence 
of the added noise is taken into account in Section IV. 

II. THE OPTIMAL EQUALIZER COEFFICIENTS 

Let [a(k)] denote the complex data sequence which is transmitted 
at a signaling rate of liT over a channel with sampled impulse response 
h(nT) = hn • The samples ~(nT) of the received signal, can be expressed 
as 

~(nT) = ~ a(k)hl (n + M - k)TI + v(nT), (1) 
k=-oo 

where v(nT) denotes the channel noise, and the equalizer length 
N = 2M + 1 is an odd number. 

Let x (n) denote the complex vector of the past N received signal 
samples 

x(n)T = [~I (nT) I, ~I (n - l)TI, .:. ~I (n - N + l)TI], (2) 

and let C (k) denote the complex coefficient vector of the adaptive 
equalizer. Then the equalizer output y (n) at time nT, using the 
coefficient vector c (k ), can be written as the scalar product 

y(n) = c(k)*x(n). (3) 

The * denotes conjugate transposed vectors (matrices) or conjugate 
complex scalars. 

2. 1 The mean-square criterion 

For the mean-square criterion, the equalizer coefficients are to be 
chosen such that the equalizer output y (n) approximates the trans­
mitted data value a (n) as closely as possible. The optimum coefficient 
minimizes the mseI

,2 

e(k) = E[I c(k)*x(n) - a(n) 12], (4) 

where E [ . ] denotes ensemble averaging over the sequence [a (n)]. The 
vector Copt which minimizes eq. (4) is given by 

Copt = A-Iv, (5) 
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where 

A = E[x(n)x(n)*] 

is the autocorrelation matrix of the channel, and 

v = E[x(n)a(n)*] 

(6) 

(7) 

is the cross-correlation vector between the signal vector and the 
transmitted data value. In eq. (5), Copt is the coefficient vector which, 
on the average, will perform better than any other. Ref. 2 indicates 
that the solution of eq. (5) exists if the absolute square of the transfer 
function and the spectral density of the noise have no zeros. 

2.2 The least-squares criterion 

The least-squares algorithms9
,1l-16 minimize the following cost func­

tion 
n 

z(n) = L 1 c(n)*x(k) - a(k) 12
, (8) 

k=l 

i.e.,. the equalizer coefficient vector c (n) minimizes the sum of error 
squares which resulted if c (n) was used from the beginning of the 
transmission to the present instant nT. Usually, this is performed 
iteratively, i.e., c (n) is calculated recursively for n = 1 ... 00. Note 
that for n ~ 00, time invariant channels, ergodic data sequences [a (n)] 
and noise, the cost function approaches asymptotically the ensemble 
mse, E(n). Also, the solution c (n) converges then to Copt. 

Differentiating eq. (8) with respect to c (n) and setting the derivative 
to zero yields the following set of linear equations for the coefficient 
vector c (n ): 

n n 

L x(k)x(k)*c(n) = L x(k)a(k)*. (9) 
k=l k=l 

Although the least-squares algorithms do not attempt to minimize the 
mse, it was observed9

,1l-12 that the mse 

E(n - 1) = E[I c(n - l)*x(n) - a(n) 12], (10) 

which results if the equalizer's coefficient vectors stemming from the 
previous iteration at (n - 1) T is used, converges roughly when n 
reaches N. 

To find reasons for this interesting property, we examine closely in 
the following, the solution of eq. (9) after exactly N iterations and 
derive relations between the coefficient vector c (N) and some well­
known equalizer coefficient vectors, namely, the zero forcing and the 
cyclic equalizer. 

In the noiseless case, we show that the vectors x(I), ... x(N) are 
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linearly independent of each other for the data sequences that are 
usually used for equalizer start-up. Under this hypothesis of linearly 
independent signal vectors x (n), it can only be that the linear combi­
nation 

N 

L x(k)b(k) = 0, (11) 
k=l 

if b(k) = 0 for all k = 1 ... N. Then, it follows from eqs. (9) and (11) 
that 

x(k)*c(N) = a(k)* k= 1, ... N. (12) 

This means that c (N) equalizes the first N received signal vectors 
ideally. All errors are zero and accordingly z (N) = o. In the special 
case where the channel transfer function is of the all-pole type and of 
order N - 1, z (n) will remain zero for n > Nand c (n) = c (N). 
Therefore, the optimal coefficient vector is found exactly when n = N. 
Although this is not the case generally, c (N) still has interesting 
properties. 

III. ALGEBRAIC PROPERTIES OF SIGNAL VECTORS AND PARTICULAR 
EQUALIZER VECTORS WITHOUT NOISE 

Using a notation which is similar to the one used in Ref. 4, it is 
possible to express the N-dimensional vector x (k) in the noiseless case 
as follows: 

x(k) = Bd(k), (13) 

.. ·ho ···hM .. ·hN - 1••• 

where B= ···h-M .. ·ho · .. hM ••• (14) 

.. . h 1- N ···h-M .. ·ho••• 

and 

d (k)T = [ ... , a (k + M), ... , a (k), ... , a (k - M), ... ]. (15) 

In eq. (14), B is a stationary N X L matrix, where L is at least the sum 
of the channel memory plus (N - 1). The center part of length 
N = 2M + 1 is shown in eq. (14). In eq. (15), d(k) is a stationary 
L-dimensional vector. 

The vectors x (1) ... x (N) are linearly independent, if they span the 
N dimensional space. This is equivalent to the N X N matrix 

[x(l) Ix(2) I .... Ix(N)] = B[d(l) I ... I d(N)] (16) 

having rank N. This can only be true if both matrices on the right-
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hand side have rank N. This is a necessary but not a sufficient 
condition. Although eq. (16) has a very particular form, namely Toe­
plitz, it is not easy to find sufficient conditions for linear independence. 
We, therefore, investigate two interesting special cases involving par­
ticular start-up data sequences; namely, a sequence consisting of just 
a single pulse, and the other a periodic pseudo random noise sequence. 
Before pursuing this line of attack, we need additional facts about the 
matrix B. 

For B to have rank N, the row vectors of B must be linearly 
independent. A necessary and sufficient condition is Gram's criterion: 
N vectors bl , ••• bN are linearly independent if and only if 

bl*bl bl*b2 • •• bl*bN 

det 
b2*bl b2*b2 • •• b2*bN ¥= o . (17) ...... . ...... . 
bN*bl ....... bN*bN 

We identify bl * as the first row of B and in general bn * as the nth row 
of B. Consequently, the matrix in eq. (17) is the autocorrelation matrix 
of the channel. Gram's criterion then requires that the autocorrelation 
matrix be nonsingular. This is the same condition as the one required 
for the existence of a solution of eq. (5) in the noiseless case. Thus, 
whenever an optimal coefficient vector (in the mean-square sense) 
exists, then the matrix B has full rank N. 

3. 1 Single training pulse 

Consider now the transmission of a single pulse at k = 1 + M. Then, 
inserting eqs. (13) to (15) into eq. (12) yields the following set of 
equations for the equalizer coefficient vector after N iterations: 

o 
ho· . hM·· hN - 1 * 

0 

h-M•· ho· . hM c(N) = 1 (18) 
0 

hl - N h-M·• ho 
0 

This is precisely the equation which defines the zero forcing equalizer. I 
In case the peak distortion of the channel impulse response is smaller 
than one, i.e., 

1 00 

D = I ho I k~OO I hk I :s 1, (19) 

k~O 

the resulting equalizer minimizes the peak distortion of the overall 
channel, I and Gershgorin's criterion guarantees a unique solution of 
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eq. (18). This is a sufficient but not a necessary condition. 
This example shows that the least-squares equalizer adjustment 

technique yields the zero forcing equalizer in N iterations [if a unique 
solution of eq. (18) exists], whereas the gradient technique only attains 
this asymptotically in the steady state and practically requires a 
multiple of N iterations to obtain a good approximation. 

As the time instant approaches infinity, the n equations 

x(k)*c(n) = a(k)* and k = 1, ... n (20) 

cannot be satisfied simultaneously any more. In this case, c (n) will be 
determined from eq. (9). Inserting eqs. (13) to (15) into eq. (9) yields 

o 

o 
lim BB*c(n) = B 1 
n~oo 0 

o 

(21) 

Since BB * is proportional to A as defined in eq. (6) and the right-hand 
side of eq. (21) is proportional to vas defined in eq. (7), with the same 
proportionality constant, it follows that 

lim c(n) = Copt, (22) 
n~oo 

i.e., the least-squares algorithms converge in the noiseless case to the 
optimal coefficients in the mse sense. 

3.2 Periodic pseudo random training sequence 

While the technique of sounding the channel through isolated test 
pulses is technically possible, a different method has found wider use. 
In Refs. 7,8, and 20, periodic pseudo random noise sequences (PRNSS) 

were proposed and analyzed for equalizer training purposes. When 
these sequences are used, the resulting equalizer coefficient vector in 
the steady state is found to be different from the optimal one when 
random data was used. Nevertheless, the former vector approaches 
the optimal solution very closely even for short periods. If a PRNS of 
period length P = N is used, then the vectors of the sampled signal are 
periodic also and may be written as: 

£(k) = J3d(k), (23) 

iio· . hN - 1 • • 

where jj = (24) 
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hn = L hn+kN , (25) 
k=-oo 

and 

- T d(k) = I (Jk+M, ••• (Jk, ••• (Jk-MI. (26) 

The rows of jj and the vector a (k) have dimension N. 
Analyzing eqs. (24) and (25) reveals that jj is a N X N circulant 

matrix. It is well known from Ref. 7 that the eigenvalues of circulant 
matrices are determined by the discrete Fourier transform of the first 
row. Since the first row of the mentioned N X N circulant is formed by 
samples of the periodically repeated channel impulse response, it is 
concluded that jj has full rank N, provided that the discrete Fourier 
transform of the periodically repeated channel impulse response has 
no zero values. 

This condition is very similar to the one stated for the existence of 
an optimal coefficient vector in the mse sense,2 which, in the noiseless 
case, requires that the absolute value of the channel transfer function 
have no zeros. 

From eq. (26) and the fact that the data sequence is periodic, 
i.e., a (k + N) = a (k), it follows that N successive data vectors 
d (k) .... d (k + N - 1) form an N X N circulant matrix. Arguing as 
above, it follows in general that these vectors are linearly independent 
if the dft of the data sequence has no zero values. 

For PRNSS of period N in particular it is known that 

d(k)*d(k) = N 

d(k)*d(j) = -1 k~j. (27) 

The matrix in Gram's criterion (17) is then a circulant with eigen­
values 

}\1 = 1 

)\j=N+1 j=2 ... N. (28) 

The determinant is (N + l)N-l ~ 0; therefore, N successive data vectors 
of a PRNS with period N are always linearly independent. This, together 
with the fact that jj has rank N, implies that any N different i vectors 
are linearly independent. Therefore, the coefficient vector after N 
iterations is given as the solution of 

i(k)*c(N) = Ci(k)* for k = 1, ... N (29) 

and is guaranteed to exist. In Ref. 7 it was shown that for the particular 
case of N = P, i.e., when the equalizer length equals the period P of 
the PRNS, the solution of eq. (29) has an interesting interpretation in 
the frequency domain: it equalizes the channel transfer function of the 
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periodically repeated impulse response at N equidistant points. Again, 
this solution is obtained by the least-squares algorithms after N 
iterations, whereas the gradient technique obtains this only asymptot­
ically as the number of iterations becomes large. 

If the equalizer length is smaller than the period of the PRNS, i.e., 
N < P no specific information on the nature of e (N) can be obtained. 
We, therefore, consider the solution e(P) after P iterations. Inserting 
eq. (23) in eq. (9) and using eq. (27) yields 

-1 

-1 1 
B(I-D)B*e(P)=B P P+1' 

-1 

-1 

where D is a matrix containing identical elements 

1 
Di,j = P + 1. 

Using the fact that all rows of B have the same sum 
N 

L hK = L hK, 
K=l K=-oo 

it follows that 

BB*e(P) = fj + q, 

where q is a vector with identical elements 

gi = P ~ 111 kot hk 12 i Ck(P) - .ioo hk 

and 

Observe that 

and 

(30) 

(31) 

(32) 

(33) 

(34) 

equal the de value of the transfer function of the sampled channel and 

t Ck(P) denotes the kth element of c(P). 
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of the equalizer, respectively. In the absence of noise and for P 2: 00, 

their product will be one. Then, according to eq. (33), qi = O. Therefore, 
qi will be small even for finite P, and c(P) may be approximated as 
follows 

(35) 

This result may be interpreted as the optimal solution in the mean­
square sense for a channel with an impulse response of finite duration 
P which is identical to the periodically repeated impulse response in 
the base interval 1-PT /2, PT /21. If P is large enough to span the 
channel impulse response, then it follows that c (P) is very close to the 
optimal coefficient vector after only P iterations. 

IV. THE INFLUENCE OF NOISE 

Generally, the channel noise is not negligible as assumed in the 
previous section. In the presence of additive noise the vector w (k) of 
the sampled signal can be written as 

w(k) = x(k) + r(k). (36) 

If only one single pulse is transmitted, x (k) is defined in eq. (13) and 
r (k) is the noise vector. In this case, a coefficient vector ca(n) is 
obtained after N iterations, which is the solution of the following 
equation 

where 

and 

o 

o 
IH + Rlca(N) = 1, 

o 

o 

(37) 

H = (38) 

h 1- N • • h-M • • ho 

R= 

VI V2····· VN * 
Vo VI····· 

V2-N ••••• VI 

(39) 
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The difference between this solution and the one given in eq. (18) 
equals 

(40) 

If ca(N) is used instead of c (N) to compute the value of the cost 
function defined in eq. (8), we obtain 

Za(N) = I ca(N) - c(N) I * H* HI ca(N) - c(N) I. (41) 

Substituting eq. (40) into eq. (41) and evaluating the expected value of 
the cost function yields 

where E I R * R I is N times the correlation matrix of the random noise. 
Using Parseval's theorem, eq. (42) can be expressed in terms of the 
transfer function Ca(w) of the equalizer and of the power density 
spectrum SI'(w) of the noise v(n) 

j17fT 

Elza(N) I ~ TNj2'lT I Ca(w) 1
2SI'(w)dw. 

-17fT 

(43) 

Thus, increase of the cost function is N times the average noise power 
after the equalizer. This means that the average squared error (12) per 
equalized symbol is equal to the noise variance after the equalizer. 

We now examine the solution of eq. (9) for n > N. In this case, the 
equation for the equalizer coefficient vector becomes 

o 

I B(n)B(n)* + k~l r(k)r(k) * I c(n) = B(n) ! (44) 

o 
where B (n) is similar to eq. (14) with row length equal to n. This 
indicates that, as n becomes large, the influence of the noise grows 
proportionally. Since B (n)B (n) * converges to the channel correlation 
matrix A = BB *, which is stationary, it can be concluded that for very 
large n the influence of the noise becomes dominant. Therefore, it is 
not advisable to use the sounding technique for more than N to 2N 
iterations. 

If a PRNS with period P symbols is used during start-up and noise is 
present, the coefficient vector after P iterations is not determined 
anymore by eq. (35). Inserting eqs. (36) and (23) into eq. (9) yields 
instead 
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1

_- 1 p 1 
BB* + -p L r(k)r(k)* c(P) ~ 0, 

+ 1 k=l 

(45) 

where it was assumed that cross products of r (k) and x (k) may be 
neglected. 

The matrix of eq. (45) will, in the mean, become the correlation 
matrix of the channel plus the noise. Therefore, the solution will, in 
the mean, be the optimal solution as given by eq. (5). Note that now 
there is no danger in letting the algorithm run for an indefinite time, 
since both terms of the matrix, as well as the right-hand side of the 
equation, grow proportionally. 

V. CONCLUSION 

The initial convergence of least-squares equalizer adjustment algo­
rithms was analyzed to determine why the least-squares algorithms 
converge so much faster than the widely used stochastic gradient 
algorithms. The algebraic properties of the sampled signal vectors 
were found to be of crucial importance for the convergence behavior. 
In particular, it was found that, for a wide class of transmission 
channels and for commonly used data sequences, successive sampled 
signal vectors are linearly independent. This ensures a unique equalizer 
coefficient vector after exactly N iterations, where N is the dimension 
of the equalizer. In the noiseless case, this coefficient vector was found 
to correspond to particular equalizer co~fficients which were reported 
and studied earlier. If a single pulse is transmitted, the zero forcing 
equalizer is obtained. If a pseudo random noise sequence with a period 
in symbols equal to the number of equalizer coefficients is used, the 
steady state solution of the cyclic equalization technique results. This 
explains why the least-squares adjustment algorithms converge much 
faster than the gradient techniques: the above-mentioned particular 
equalizer coefficients are obtained after only N iterations, whereas 
with the stochastic gradient techniques they are only approximated as 
the number of iterations becomes very large. The influence of the 
inevitable channel and measurement noises was evaluated. Approxi­
mations show that similar performance, as in the noiseless case, is 
obtainable. 
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We consider the behavior of a general type of system governed by 
an input-output operator G that maps each excitation x into a 
corresponding response r. Here excitations and responses are Rn_ 
valued functions defined on a set T. To accommodate both continuous 
time and discrete time casesJ T is allowed to be either [OJ 00) or 
{OJ 1J 2J .•. }. We address the following question. Under what condi­
tions on G and x is it true that the response r is L-asymptotically 
periodic in the sense that r = p + qJ where p is periodic with a given 
period TJ and q has finite energy (i.e.J is square summable)? This type 
of question arises naturally in many applications. The main results 
given (which include a necessary and sufficient condition) are basi­
cally "tool theorems. JJ To illustrate how they can be usedJ an example 
is discussed involving an integral equation that is often encountered 
in the theory of feedback systems. 

I. INTRODUCTION 

In this paper we consider the behavior of a general type of system 
governed by an input-output operator G that maps each excitation x 
into a corresponding response r. Here excitations and responses are 
Rn-valued functions defined on a set T. (As usual, n is an arbitrary 
positive integer.) To accommodate both continuous time and discrete 
time cases, we allow T to be either [0, 00) or {O, 1, 2, ... }. As in L2-

stability theory,I-6 each x is drawn from a family E(L) of functions 
whose truncations belong to a set L of finite-energy (i.e., square 
summable) functions (the details are given in Section 3.1), and G is 
assumed to map E(L) into E(L). 

We address, and give in Section 3.2 results concerning, the following 
question. Under what conditions on G and x is it true that the response 
r is L-asymptotically periodic in the sense that r = p + q, where pis 
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periodic with a given period T, and q has finite energy?t This type of 
question arises naturally in many applications. Our results are basically 
"tool theorems" which appear to be widely applicable. An example is 
given in Section 3.4. 

II. MOTIVATION AND BACKGROUND MATERIAL 

To provide motivation for considering an abstract input-output 
operator G, and also to describe some earlier results related to those 
of Section III, we begin by recalling that an important example of a 
type of equation that arises in the study of physical systems (such as 
feedback systems or networks containing linear lumped and/or distrib­
uted elements, as well as memoryless, possibly time-varying, nonlinear 
elements) is the integral equation 

x(t) = r(t) + J.' k(t - ,,) "'[r(,,). "]d,,. t '" 0 (1) 

in which x and r take values in R n (whose elements we take to be 
column vectors), k is an n X n matrix-valued function, and t/; maps 
Rn X [0, 00) into Rn. In eq. (1), typically x takes into account initial 
conditions as well as inputs, and r is the output (i.e., is the intermediate 
or final output) corresponding to x (see, for instance, Ref. 2, pp. 872-4 
for a specific application). Discrete-time counterparts of eq. (1) (see 
Ref. 7, pp. 449-51, for example) also arise often in system studies. 

Much is known about the properties of eq. (1), e.g., see Refs. 2, 8, 
and 9. In particular, if n = 1 and the "circle criterion" of Ref. 2, 
together with certain associated conditions concerning k, t/;, x, and r 
described in the reference, are met; if t/;( " t) is periodic in t with some 
period T; and if x = Xl + Xo with Xl bounded and T-periodic and with Xo 

bounded and such that xo(t) ~ 0 as t ~ 00, then we have r = p + q in 
which p is periodic with period T, and q(t) ~ 0 as t ~ 00 (see Ref. 2, 
Theorem 4).* 

This result generalized to arbitrary n is proved in Ref. 6 by first 
showing that there is a T-periodicp defined on (-00, 00) such that, with 
Xl extended periodically for negative values of t, the auxiliary equation 

x,(t) = p(t) + Loo k(t - ,,)"'[p(,,). "]d,,. t> -00 (2) 

t In contrast, it is standard (see, for example, Ref. 6, p. 195) to mean by r is 
asymptotically periodic that r = p + q with p continuous and as indicated, and with q 
continuous and such that its values go to zero as time approaches infinity. It is often 
possible to show without much difficulty that r is asymptotically periodic if r is L­
asymptotically periodic and some natural additional hypotheses are met (for an example, 
see Section 3.4). * The earlier related circle criteria in Refs. 10 and 11 address different issues. 
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is satisfied. Then, using eq. (1) and the fact that eq. (2) gives 

Xl(t) - foo k(t - u)f[p(u), u]du 

= p(t) + L k(t - u)f[p(u), u]du, t 2: 0, 

it is proved that when x = Xl + Xo, we have r(t) - p(t) ~ B as t ~ 00, 

in which B is the zero element of Rn. A similar proof shows that if 
n = 1 (for the sake of simplifying a statement of a result) and both Xo 
and s, where s(t) = J';' I k(a) I da for t 2: 0, have finite energy, then under 
the conditions indicated above, r - p has finite energy [see Ref. 2, 
Corollary l(a)]. The proofs in Ref. 2 are of a functional analytic nature. 
For material related in a general sense concerning systems of differ­
ential equations, and in which a Lyapunov-function approach is used, 
see Ref. 12, pp. 210-23. Concerning more recent material, a result along 
the same lines as the one described in the preceding paragraph for 
interconnected systems6 governed by a somewhat different class of 
integral equations, is proved in Ref. 13. There, too, an auxiliary­
equation approach is used.t 

Under reasonable conditions on k and tj; (see Section 3.4), the set 
E(L), previously described (and defined in Section III), contains ex­
actly one solution r of eq. (1) for each X E E(L). We now introduce the 
typically trivial restriction that only solutions r of eq. (1) contained in 
E (L) are of interest to us. Thus, under reasonable conditions, there is 
associated in a natural way with eq. (1) a map G:E(L) ~ E(L) such 
that r = Gx for each x E E (L). Of course, many other examples can be 
given in which such a map G arises. 

Assuming that tj;(., a) in eq. (1) is independent of a and that 
tj;(B,O) = B, notice that the G associated with eq. (1) has the property 
that it is time invariant in the usual sense that the response to a 
delayed input is the delayed response to the original input. (For a 
precise definition of time invariance, see Section 3.3.) This type of 
property of G, rather than the concept of an auxiliary equation, plays 
a central role in our approach in Section III. 

III. L-ASYMPTOTIC PERIODICITY, TIME INVARIANCE, AND 
PERIODICALLY-VARYING SYSTEMS 

3. 1 Preliminary notation and definitions 

Throughout the remainder of the paper the following notation and 
definitions are used. 

t The method used in Ref. 13 to show the existence of a periodic solution of the 
auxiliary equation is very different from that in Ref. 2. 
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The symbol T denotes either [0,00) or {O, 1,2, ... }. Elements of R n 

are taken to be column vectors, v' denotes the transpose of an arbitrary 
v ERn, and () stands for the zero element of R n.:f: 

If T = [0, 00), then L denotes the set of Lebesgue measurable 
functions v from T into R n such that 

100 v'(t)v(t)dt < 00, 

Alternatively, when T = {O, 1,2, ... }, L stands for the set of maps v 
from T into R n such that 

L v'(t)v(t) < 00. 

t=O 

The norm II v II of an arbitrary element v of L is defined by 

(1
00 

)1/2 
II vii = 0 v'(t)v(t)dt if T = [0, 00), 

and 

( 

00 ) 1/2 
II vii = t~O v'(t)v(t) if T = {O, 1,2, ... } .. 

With this norm, L is a Banach space of finite energy (i.e., square 
summable) functions. 

For v: T ~ R nand wET, V(w) denotes the map from T into R n 

defined by v(w)(t) = v(t) for t E T with t:S w, and v(w)(t) = () for t E T 
such that t > w. We use E(L) to denote the "extended set" 
{v: T ~ R n I V(w) E L for wET}, and ()E stands for the zero element of 
E(L). [Note that E(L) is the set of all maps v:T ~ R n when T = {O, 
1, 2, ... }.] 

We say that a map H:E(L) ~ E(L) is causal (see Ref. 2, p. 888) if 
we have (Hv)(w) = [Hv(w)](w) for each v E E(L) and each wET. 

For any vEE (L) and each To E T, v (. + TO) denotes the element w 
of E(L) defined by w(t) = v(t + TO), t E T. 

The symbol T denotes a fixed positive element of T, and P stands for 
the set of periodic functions {v E E(L) I v(t + T) = v(t) for t E T}. 

A central role is played by the set S defined by S = {v ELI there is 
a v* E L with the property that 

K 

L v(. + kT) ~ v* 
k=1 

as K ~ oo}, where ~ v* means convergence in norm to v*. 

* We have repeated the definitions of T and e for the reader's convenience. 
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Finally, for each wET, the "delay map" Dw:E(L) ~ E(L) is defined 
by (Dwv)(t) = v(t - w) for t 2:: w, and (Dwv) (t) = 0 for t < w. 

3.2 L-Asymptotic periodicity 

We shall use the following hypothesis: 
H.l: G is a map from E(L) into E(L) such that for any v E E(L), we 
have (GDTv)(t) = (DTGv)(t) for t E T with t 2:: r. 

This hypothesis is satisfied whenever G is a causal map of E(L) into 
itself that is either time invariant or periodically varying with period 
r (see Section 3.3). Our main result is the following: 
Theorem 1: Assume that H.l holds. Let x E E(L), and let r denote 
Gx. Then r has th.e form p + q with pEP and q E L if and only if 
(Gx - GDTx) E S. 
Proof: Suppose first that (Gx - GDTx) = v for some v E S. Let v* E 
L be such that 

K 

L v (. + kr) ~ v * 
k=l 

as K ~ 00. We shall use the proposition that 

v*(. + r) + v(· + r) = v*(.), 

which follows from the inequality 

II v * (. + r) + v (. + r) - v * ( . ) II 

(3) 

:511 v*(. H) - i v(· + kT) II + II i v(. + kT) - v*(.) II (4) 

for K 2:: 2, and the fact that the right side of inequality (4) approaches 
zero as K ~ 00. 

Let po denote r + v *, which is clearly an element of E (L). Since 
r(t) = (GDTx)(t) + v(t) for t E T, by H.l, we have r(t) = r(t - r) + v(t) 
for t 2:: r. Therefore, for t E T, Po(t + r) = r(t + r) + v* (t + r) = r(t) 
+ v(t + r) + v*(t + r). On the other hand, using eq. (3), r(t) + v(t + r) 
+ v*(t + r) = r(t) + v*(t) = Po(t) for all t E T if T = 
{O, 1,2, ... }, and for almost all t E T if T = [0, (0). Therefore, 
with p the element of P defined by p(t) = Po(t) for t E [0, r) n T, 
we have po(t) - p(t) = 0 for all t E T if T = {O, 1, 2, .. ~} and for al­
most all t E T if T = [0, (0), and clearly r = p + (Po - p - v*) in 
which (Po - p - v*) E L. 

Suppose now that r = p + q with pEP and q E L, and let u = 
(Gx - GDTx). For t 2:: r, u(t) = r(t) - r(t - r) = p(t) + q(t) -
p(t - r) - q(t - r) = q(t) - q(t - r) which, together with u E E(L), 
shows that u E L. 

Let u (K) ( .) in L be defined by 

L-ASYMPTOTICALL Y PERIODIC RESPONSE 2363 



K 

U(K)(t) = L u(t + kr) 
k=1 

for t E T and any positive integer K, and let J be an integer such that 
J> K. Using u(t + kr) = q(t + kr) - q[t + (k - Ih] for k 2:: 1 and 
t E T, we have, for t E T, 

J K 

u(J)(t) - U(K)(t) = L u(t + kr) - L u(t + kr) 
k=1 k=1 

J 

L u(t + kr) 
k=(K+l) 

= q(t + Jr) - q(t + Kr). 

Thus, Ilu(J) - U(K) II ~ IIq(· + Jr) II + Ilq(· + Kr) II. Since Ilq(· + Kr) II 
~ 0 as K ~ 00, {u (K)} i c L is a Cauchy sequence, and, by the 
completeness of L, there is a u * E L such that II u (K) - U * II ~ 0 as 
K ~ 00. This concludes the proof. 

3.2. 1 Comments 

The following example shows that S is a proper subset of L. Let 
G be the identity operator on E(L), take n = 1, and let x E E(L) 
be defined by x(t) = In 2 for t E [0, 2] n T, and x(t) = In t for 
t E (2, (0) n T. Let r = 1. Then, (Gx - GDTx)(t) = r(t) - r(t - 1) = 
In[t(t - 1)-1] for t E [3, (0) n T. Using the inequality In(I + a) ~ a 
valid for a 2:: 0, we see that In[t(t - 1)-1] ~ (t - 1)-1 for t E [3, (0) n T, 
and therefore that v, defined by v(t) = (Gx - GDTx)(t) for t E T, 
belongs to L. Since here Gx cannot be written as p + q with pEP and 
q E L, it follows from the theorem that v ~ S. 

It is not difficult to verify that the proof given of the theorem can be 
modified to show that H.I can be replaced with the following somewhat 
weaker hypothesis. 

H.I': G:E(L) ~ E(L) is a map such that for any v E E(L), there is an 
s E S such that (GDTv)(t) = (DTGv)(t) + s(t) for t E Tn [r, (0). 

The simple example: n = 1, (Gv)(t) = v(t) + e- t for t E T and each 
v E E(L) is one for which H.I', but not H.I, is met. 

3.2.2 Corollaries (the use of weighting functions) 

In this section, and in the Appendix, w denotes any function from T 
into Rl such that there is a constant f3 > 0 for which w(t) 2:: (1 + f3t)2 
when t E T, and such that w is measurable on T and bounded on 
bounded subsets of T if T = [0, (0). By wv, where v E E(L), we mean 
the element of E(L) defined by (wv)(t) = w(t)v(t) for t E T. 

Corollary 1: Suppose that H.I is met, that x E E(~), and that 
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w(Gx - GDTx) E L. Then Gx = p + q for some pEP and some 
qEL. 

Proof: Let h = w(Gx - GDTx), and let s denote (Gx - GDTx). Observe 
that s E L. For any positive integers J and K with J> K, 

Iii s(. + kT) - i s(. + kT) II ~ II.i, s(· + kT) II 
J 

< L Ils(. +kr)1I 
k=K+l 

J 

:5 L (1 + klh)-2I1h(. + kr)1I 
k=K+l 

J 

:5 L (1 + klh)-2I1hll, 
k=K+l 

which shows that u, s(. + kT) - J s(. + kT) 11---- 0 

as J and K approach infinity. By the completeness of L, we have 
s E S and the corollary follows. 

In Corollary 2, below, w(· + r)[x(. + r) - x(.)] denotes the element 
of E(L) whose values are w(t + r)[x(t + r) - x(t)]. 

Corollary 2: Assume that H.1 is met, and that there is a positive 
constant p such that 

II w(Gu - Gv)(w) II :5 P II w(u - v)(w) II (5) 

for u and v in E(L) and wET. If x E E(L) is such that w(· + r) 
.[x(. + r) - x(.)] E L, then Gx = p + q for some pEP and some 
qEL. 

Proof: We have II w(Gx - GDTx)(w) 11:5 P II w(x - DTx)(w) II for wET and 
any x E E(L). When w(· + r)[x(. + r) - x(.)] E L, it follows that 
supwET Il w(x - DTx)(w) II < 00; hence, w(Gx - GDTx) E L. By Corollary 
1, Gx = p + q with p and q as indicated. 

3.2.3 Comments 

The condition that w(· + r)[x(. + r) - x(.)] E L is met if 
SUPtET[W(t + r)/w(t)] < 00 and x = po + qo with po E P and wqo E L, 
and of course SUPtET[W(t + r)/w(t)] < 00 is satisfied if, for example, 
w(t) = eAt for t E T or w(t) = (1 + At)2 for t E T, with A a positive 
constant. Input-output stability theory techniques can frequently be 
used to show, in specific cases, that eq. (5), with an appropriate w, is 
met. 

Regarding the case in which T = {O, 1, 2, ... }, since r could have 
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been taken to be unity, Theorem 1 and Corollaries 1 and 2 provide 
conditions under which r is L-asymptotically constant in the sense 
that r = c + q with q ELand c E C, where C is the set of constant R n_ 

valued functions {v E PI v(t) = u for t E T and some u ERn}. 
Corresponding results for T = [0, 00) are given in the Appendix. 

3.3 Time in variance and periodically-varying systems 

Hypothesis 1 plays a prominent role in Section 3.2. Here we give 
definitions which make precise the essentially self-evident proposition 
that H.I is met if G is a causal map of E(L) into itself that is either, in 
the usual sense, time invariant or periodically varying with period T. 

Let H be an arbitrary causal map of E (L) into E (L). 

Definition 1: H is time invariant if (i) there is an element v of R n such 
that (HOE)(t) = v for t E T, and (ii) for any x E E(L), we have 

(HDwx)(t) = v, t E [0, w) n T 

= (DwHx)(t) , t E [w, 00) n T 

for each w E (T - {O}). 
Definition 2: H is periodically varying with period T if (i) HOE = v for 
some v E P, and (ii) for each x E E(L) and any positive integer k, 

(HDk-rX) (t) = v(t), 

= (Dk-rHx)(t), 

t E [0, kT) n T 

t E [kT, 00) n T. 

Notice that H is "periodically varying" with period T if H is time 
invariant. A related definition is the following: 
Definition 2': H is periodically varying with period T if (i) HOE = v for 
some v E P, and (ii) for any x E E(L), we have 

(HD-rx)(t) = v(t), 

= (D-rHx)(t), 

t E [0, T) n T 

t E [T, 00) n T. 

To see that Definitions 2 and 2' are consistent, we observe the 
following: If H meets the conditions of Definition 2, then obviously H 
satisfies the conditions of Definition 2'. On the other hand, if H meets 
the conditions of Definition 2', and x E E(L) is given, and if 

(HDk-rX) (t) = v(t), 

= (Dk-rHx)(t) , 

t E [0, kT) n T 

t E [kT, 00) n T 

(6a) 

(6b) 

for some k, then, by the conditions of Definition 2' with x replaced 
with Dk-rX, 

(HD(k+l)TX)(t) = v(t), 

= (D-rHDk-rX) (t), 

t E [0, T) n T 

t E [T, 00) n T. 
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Since HDkrX has the values given by eqs. (6a) and (6b), we see that 

(HD(k+1)TX) (t) = v(t), 

= (D(k+1hHx) (t), 

t E [0, (k + 1)7) n T 

t E [(k + l)T, 00) n T, 

which shows that the conditions of Definition 2 are met. 
Notice that our assumption that H is causal is not explicitly used. 

That assumption restricts the class of operators H so that the defini­
tions given above are appropriate and natural. t 

3.4 An example 

Let T = [0, 00), and consider eq. (1) which is repeated below. 

x(t) = r(t) + f.' k(t - a)1/>[r(a), ajda, t", O. (1) 

Assume the following, in which L1 denotes the set of functions from 
[0,00) to R1 that are summable over [0, 00). 

A.l: x E E(L), k is a measurable real n X n matrix-valued function 
defined on [0, 00) such that each k ij is bounded and belongs to L 1, and 
1/; is a map from R n X [0, 00) into R n with the properties that 
1/;(0, a) = 0 for a 2: 0, and 

(i) there is a constant c > ° such that 11/;(u, t) - 1/;(v, t) I s 
C I u - v I for all u, v ERn and all t 2: 0, in which I . I is some norm on 
R n

, and 
(ii) 1/;[z(,); .] is measurable on [0,' 00) whenever z E E(L). 

Since x E E (L) and each kij E L 1, it follows that u defined by 

u(t) = f.' k(t - a)1/>[x(a), ajda, t'" 0 

is an element of E(L). Also, since each kj is bounded, there is a 
constant Co such that I k(t - a)[1/;(z1' a) -1/;(Z2, a)] I s Co I Z1 - z21 for all 
nonnegative t and a such that t 2: a, and for all Z1 and Z2 in Rn. These 
two observations show that a proof given by Tricomi (see Ref. 8, pp. 
42-7) can be modified to prove that E (L) contains a unique solution r 
of eq. (1).+ 

Let G be the map of E(L) into E(L) defined by the condition that 
for each x E E(L), r = Gx is the solution in E(L) of eq. (1). Since 

t Although the concepts involved are obviously well known, it appears that Defini­
tions 2 and 2' have not actually been given earlier. Also, Definition 1 is not entirely 
standard. For example, in Ref. 4, p. 20, time invariance requires that v = O. * The integral on the right side of eq. (1) can easily be shown to be an element of Rn 
for each t whenever r E E(L). Since the value of the integral for a given t is unchanged 
if r is replaced by any element of E(L) that agrees with r almost everywhere, eq. (1) has 
a solution if there is an element E(L) that satisfies the equation almost everywhere, 
and, moreover, any solution r E E(L) is unique and not merely essentially unique. 
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tf.;(8, t) = 8 for t ~ 0, it is easy to see that H.l IS met when 
tf.;(z, t + T) = tf.;(z, t) for t ~ ° and Z ERn. 

Now consider four additional assumptions. 

A.2: tf.;(z, t) = tf.;(z, t + T) for t ~ ° and all Z ERn. 

A.3: For any Za and Zb in E (L), there is a measurable real n X n 
matrix-valued function D defined on [0, (0) such that (i) each Di} is 
bounded on [0, (0), (ii) tf.;[Za(t), t] - tf.;[Zb(t), t] = D(t)[za(t) - Zb(t)] for 
t ~ 0, and (iii) the relation 

xo(t) = ro(t) + f.' k(t - u)D(u)ro(u)du, t~ ° (7) 

implies that we have ro E L whenever ro E E(L) and Xo E L. (See Ref. 
2, pp. 876-8 for conditions under which A.3 holds when tf.; has a certain 
important specific form.) 
A.4: For each i and}, tPki} E Ll for p = 1, 2.t 
A.5: Concerning eq. (1), x = Ul + U2 with Ul E P and t P U2 E L for 
p = 0,1,2. 

We shall prove the following. 
Theorem 2: If A.l through A.5 hold, then E(L) contains a unique 
solution r of eq. (1), and we have r = p + q for some pEP and some 
qEL. 

Proof: As indicated earlier, A.l implies that there is a unique solution 
of eq. (1) in E(L). Let rand s denote Gx and GD-rx, respectively, and 
let D satisfy tf.;[r(t) , t] - tf.;[s(t), t] = D(t)[r(t) - s(t)], t ~ ° with D such 
that (i) and (iii) of A.3 hold. Then, with Il = r - s and v = x - D-rx, 

v(t) = a(t) + f.' k(t - u)D(u)a(u)du, t"" O. 

Note that v(t) = x(t) for t E [0, T), and v(t) = U2(t) - U2(t - T) for t ~ 
T, from which it easily follows that (1 + t)Pv E L for p = 0, 1,2. 

By A.3, Il E L. In addition, observe that we have 

(1 + t)v(t) = (1 + t)ll(t) 

+ f.' k(t - u)D(u)(l + u)a(u)du 

+ f.' (t - u )k(t - u )D( u)a (u) du, t "" O. 

Since tk i } E Ll for all i and}, II given by 

t By tPkij we mean, of course, the map from [0, 00) into R 1 whose value at t is tPkij(t). 
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J,(t) = L (t - a)k(t - a)D(a)d(a)dT, t 2: 0 

belongs to L. Thus, by A.3, (1 + t)tl E L. Similarly, 

(1 + t)2U(t) = (1 + t)2d(t) + L kIt - a)D(a)(1 + a)'d(a)da 

+ 2 L (t - a)k(t - a)D(a)(1 +"a)d(a)da 

+ L (t - a)2k(t - a)D(a)d(a)da, t 2: 0, 

together with the hypothesis that A.3 holds and that t 2k ii E L1 for all 
i and), shows that (1 + t)2tl E L. By Corollary 1, r = p + q withp and 
q as indicated. 

3.4.1 Comments 

Under the conditions of Theorem 2, it can be shown that the integral 
on the right side of eq. (1) depends continuously on t for t > 0. Thus, 
if U1 and U2 of Theorem 2 are continuous, then so is r. 

Concerning the standard concept of asymptotic periodicity (see Ref. 
6, p. 195 and refer to the footnote in Section I), arguments of the kind 
used in Ref. 14 show that r is asymptotically T-periodic whenever x is 
asymptotically T-periodic, the conditions of Theorem 2 are met, and k 
satisfies the additional assumption: 

A.6: Each tkii is bounded on [0, oo).t 

More specifically, let A.6 and the conditions of Theorem 2 be met, 
and let p and q be as described in Theorem 2. Then, with iJ![p(a), a] 
defined on (-00,0) by periodically extending iJ![p(a), a] on [0, T), the 
integral 

fro kIt - a)>/-[p(a), a ]da 

exists as an element of R n for each t (see Ref. 14, pp. 2852-3). This 
integral is periodic in t, and it can be shown to be continuous in t. 
These facts can be used to verify that when A.l through A.6 are 
satisfied, 

L kIt - a)>/-[p(a) + q(a), a]da, 

t This hypothesis and A.5 imply that each (1 + t)kij is square summable over [0, 00). 
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which is continuous in t for t > 0, can be written as VI + V2 with VI 

.continuous and 7"-periodic and with V2(t) ~ () as t ~ 00. The rest is 
obvious. 

The proof of Theorem 2 involves the use of a quadratic weighting 
function w. A similar result can be proved using an exponential 
weighting function. Specifically, suppose that A.I holds, that there is 
an a > ° such that A.3 is met with k replaced with eatk, and that A.5 
holds with the integrability conditions on U2 replaced by the require­
ment that eatu2 E L. Then, since 

e"tv(t) = e"ta(t) + f e"(t-o)k(t - u)D(u)e"Oa(u)du, t", 0 

we have eatll E L.t 

IV. APPENDIX 

Throughout this appendix, 0 denotes an arbitrary positive constant, 
C stands for the subset of E(L) whose elements are constant Rn-valued 
functions, T = [0, (0), P(w) denotes the set of periodic functions 
{v E E(L) I v(t + w) = v(t) for t E T} for each w > 0, and 8(w) is de­
fined by 8(w) = {v ELI there is a v* E L with the property that 

as K ~ oo} for any w > 0. 

K 

L v (. +kw) ~ v* 
k=1 

Consider hypothesis H.2 below. 
H.2: T = [0, (0), and G is a map of E(L) into E(L) with the following 
property: For each v E E(L) and each w E (0, 0), we have 
(GDwv)(t) = (DwGv)(t) for t ~ w. 

Theorem 3: Let H.2 hold, and let x E E (L). Then Gx has the form 
c + q with c E C"and q E L if and only if (Gx - GDwx) E 8(w) for 
wE (0,0). 

Proof: By Theorem 1, (Gx - GDTOx) E 8(7"0) for any 7"0 E (0,0) when 
Gx has the form indicated. 

On the other hand, suppose that (Gx - GDwx) E 8(w) for w E (0,0), 
and let 7"0 E (0, 0). By Theorem 1, Gx = P-ro + qTo withpTo E P(7"o) and 
qTo E L. Similarly, for any integer m > 0, and with 'TI = 7"o/m, we have 
Gx = PTI + qTI for some PTI E P(7"I) and some qTI E L. Notice thatpTI 
and, therefore, (PTo - PT) belong to P(7"o), and hence have Fourier 
series expansions. Since (PTo - PTI) also belongs to L, and m > ° is 
arbitrary, it easily follows that there is a u E Rn such thatpTo (t) = u 
for almost all t ~ 0. This completes the proof. 

t Both quadratic and exponential weighting functions have been used earlier for the 
different purpose of obtaining criteria for the boundedness of solutions of equations (see 
Refs. 2 and 7, and, for example, Refs. 5 and 6). 
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Theorem 3 and the material in Section 3.2.2 can be used to imme­
diately obtain the following two results. 
Corollary 3: Assume that H.2 is met, that x E E (L), and that 
w(Gx - GDwx) E L for w E (0, 8) (w is defined in Section 3.2.2). Then 
Gx = c + q with c E C and q E L. 
Corollary 4: Suppose that H.2 is satisfied, that w (see Section 3.2.2) 
satisfies SUPt::-=o[w(t + w)/w(t)] < 00 for w E (0, 8), that there is a 
constant p > ° such that II w(Gu - Gu)(w) II ::s p II w(u - U)(w) II for u and 
u in E(L) and w > 0, and that x = Co + qo with Co E C and wqo E L. 
Then Gx = c + q for some c E C and some q E L. 
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We study a time-compression (or expansion) technique for possible 
application in communication signal processing, e.g., broadcast­
quality TV transmission through satellites. The method uses a linear 
chirp, a linear dispersive filter realized by surface acoustic wave 
devices and an envelope detector. This technique is heuristic and can 
be viewed as a quasistationary model of the FM wave involved. 
Numerical results show that excessive distortion is created, and its 
application to TV transmission is not suitable unless some kind of 
equalization is provided. One such form of equalization is the chirp 
transform processor which involves considerably more complexity. 
Simpler equalizations may be possible but do not seem to be straight­
forward. 

I. INTRODUCTION 

We study a time-compression technique motivated by the long­
standing interest in transmitting multiple broadcast-quality color TV 

signals through a single satellite transponder, i.e., a usable RF band­
width of 36 MHz in a communications satellite such as COMST AR. 
This can be done by the use of frequency division multiplexing (FDM). 

However, the nonlinearity of the transponder can cause serious intel­
ligible crosstalk and intermodulation interference between the FM 

carriers unless the satellite power amplifier is backed off substantially. 
Such a backoff, in turn, leads to a reduction in the downlink carrier-to­
noise ratio. As a result, there exists an optimum trade-off between the 
crosstalk and sin's, which limits the overall system performance, and 
achieving broadcast-quality TV transmission becomes difficult. 

It is possible to time compress each scan line of a color TV signal by 
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the use of a linear chirp, a linear dispersive filter (LDF) and an envelope 
detector. Two or more time-compressed scan lines from different, but 
synchronized, TV signals can then be time multiplexed together in the 
time duration of an ordinary TV scan line. This concept of time­
compression multiplexing (TCM) is not new,1,2 but recent advances in 
fast analog-to-digital converters, digital-to-analog converters and 
charge-coupled devices have greatly facilitated the implementation of 
time compression or expansion. However, because of their present 
limitations on bandwidth and speed, time-compression factors for 
achievable TV signals are only 2 or 3. For large time compressions, 
LDFS realizable by surface acoustic wave (SAW) technology are prom­
ising candidates because of their large time-bandwidth property. In 
addition to high speed, the TV application also requires extremely high 
signal fidelity. There are other applications on the high-speed time 
expansion (or compression) of waveforms where the distortion require­
ment is less stringent than the TV transmission case. In the specific 
case of multiple TV transmissions through a single satellite transponder, 
there are many advantages in using TCM, e.g., higher transponder 
efficiency, no intermodulation, no crosstalk, possible compatibility 
with time division multiplex (TDM) operations, etc. The crucial ques­
tion is, of course, how much distortion the compression/expansion 
process would introduce on the signals. This paper gives both analysis 
and numerical examples that illustrate the method. 

The study revealed that considerable distortion is introduced by 
these operations, and its application to broadcast-quality TV transmis­
sion would require SAW filter performance beyond the present state of 
the art. However, if the distortion requirement can be relaxed some­
what, then the present approach is advantageous because of its sim­
plicity. On the other hand, if high signal fidelity is required, then some 
kind of equalization is needed for the present technique. This has 
motivated the study of an extension of the present method which is 
capable of producing high signal quality with SAW filter requirements 
within the present state of the art even at compression factors of 10 or 
more, but at the expense of higher complexity. This latter development 
is not discussed here but is covered in Ref. 3. The remainder of the 
paper covers the theoretical analysis and computer simulation. How­
ever, the discussion of either subject by itself is not adequate for the 
complete understanding of the system. The theoretical analysis estab­
lishes that although the basic concept was derived heuristically 
through physical interpretations, it can be viewed as a quasi-stationary 
approximation to the time-compression process. The computer simu­
lation, on the other hand, provides the quantitative results that lead 
to the conclusion that the resulting distortion is excessive for today's 
SA W filter parameters. 
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II. THEORETICAL ANALYSIS 

In this section, we describe and analyze the proposed compression 
method using TV as an example. We first describe a heuristic argument 
of how the technique is supposed to work. We then derive the impulse 
response of a general LDF-the understanding of which is important to 
the subsequent analysis and simulation. A brief step-by-step analysis 
of the compression process is shown, and its result reveals that the 
technique can be interpreted as a quasi-stationary approximation of 
the chirp signal. The mathematical expressions describing the time 
compressor are complicated; thus, numerical results are obtained using 
a computer simulation discussed in Section III. Various other proper­
ties are also discussed. 

2. 1 A physical interpretation 

A block diagram is shown in Fig. 1. The input signal v (t) consists of 
successive scan lines, each with a duration of Tz seconds, and the 
voltage is biased to be positive. It is multiplied synchronously by a 
periodic chirp signal c (t) with a center frequency fa and a chirp range 
of tl.fe. The instantaneous frequency of c (t) sweeps linearly from 
(fa - tl. fc/2) to (fa + tl. fc/2) over each scan line duration T z. The lowest 
frequency of the chirp signal is assumed to be much greater than the 
highest frequency in the TV signal. The input x (t) to the LDF is then 
an amplitude-modulated chirp waveform. For simplicity, let us restrict 
our attention to a single scan line, say (0, Tz). In this interval, x(t) 
chirps from (fa- tl.fe/2) to (fa + tl.fe/2) with the TV signal as the 

~"·.I 
a Tz 2TZ 

INSTANTANEOUS 
FREQUENCY 

Afc 
fa+ -2-

DELAY 

aL.....-_----'-_~ __ • 

fa- D!.. fa 1\( 
2 fa' 2"" 

COMPRESSED BURSTS 

111111 • I 

/\fc 
fa- -2- a"'---...... T Z<---2-'-TZ---

Fig. 1-Time-compression fIlter. 
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envelope modulation. As for the LDF, we assume that it has a band­
width tlf centered at fo, and tlf?:. tlfc. 

Again, for the purpose of a simple illustration, let us assume that 
tlf = tlfc and, over its passband, the LDF has a constant gain and a 
linear group delay characteristic decreasing from tlT to zero, where tlT 
is the delay dispersion of the LDF. At the time instant t = 0, x(t) has 
an instantaneous frequency (fo - tlfc/2) and an envelope magnitude 
proportional to v (0). This "envelope piece" is delayed by tlT as it 
transits through the LDF. Similarly, at t = T l , the instantaneous 
frequency of x (t) is the highest chirp frequency which gives a zero 
delay for the passage through the LDF. In between these two end 
points, the envelope of x (t) is delayed linearly from tlT to zero. 
Equivalently, the envelope of x(t) over the interval (0, T l ) is time 
compressed into (tlT, T l ) in the LDF output. An envelope detector is 
then used to retrieve the time-compressed TV signal. Similar compres­
sion occurs for all the other scan lines, and as a result, the envelope 
detector output consists of a sequence of compressed TV bursts. If we 
denote the duration of each burst by T c, the ratio (Tz/Tc) is called the 
time-compression ratio (TCR). 

It is easy to show that, in general, for a given set of T l , tlT, tlf, and 
tlfc, 

(1) 

where ° :s Tc:S T l , tlfc :s tlf, and the compression ratio is 

(2) 

It is clear from the above description that time expansion is also 
possible by the use of an increasing delay characteristic in the LDF, 

and in such a case, the filter will become a time-expansion filter. 

2.2 Impulse response of a general LDF 

We consider the general case of an idealized LDF as shown in Fig. 2a. 
The bandwidth of the filter is tl f centered at fo. The group delay varies 
linearly over the passband as shown in the diagram. The transfer 
function of the filter, using analytic-signal notation, is 

{ 
. [ (f-fo)2]} exp -J27T (f - foho + 2a + </>1 , 

H(f) = 

0, elsewhere, (3) 
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Fig.2-Characteristics and impulse response of an LDF. (a) Transfer function. 
(b) Impulse response. 

where 
tlf 

F\J /1_ 
u. = tl'T ' (4) 

'To is the group delay at fo, and <PI is a constant. The inverse Fourier 
transform of H(f) gives the impulse response h(t). The derivation for 
h(t) is given in Appendix A. Neglecting some small envelope and phase 
perturbations, a good approximation (sufficient for our present consid­
eration) for h(t) is 

cos 2"[ (to - ~f)t + ~ t2 + ~2l 
h(t) = 

tl'T tl1" 
'To--<t<1"o+-2 - - 2 ' 

0, elsewhere, (5) 

where the multiplying constant has purposely been dropped, and <P2 is 
a constant. A sketch of h(t) is shown in Fig. 2b. It is a linear chirp 
waveform starting at 'To - tl'T /2 and ending at 'To + tl'T /2, with the 
instantaneous frequency varying from fo - tl f/2 to fo + tl f/2 at a chirp 
rate of a. 

2.3 Analysis of time compression 

In this analysis, we again restrict our discussion to a single scan line 
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for simplicity. We denote this input scan line by A(t) in the interval 
(0, Tz). Referring to Fig. 1, the linear chirp signal is given by 

e(t) = cos 2,,[ (to - a;) + ~ t 2 + $3 J O:s t:S T" (6) 

where f3 is the chirp rate defined by 

(J = ~fc 
fJ Tz' (7) 

and CP3 is a constant. The parameters fo and ~ fc are the chirp center 
frequency and deviation, respectively. There are also two implicit 
assumptions: (i) fo» fJ.fc; and (ii) fo» the highest frequency in the TV 

signal. 
The LDF input is the product of the TV input A(t) and c(t), i.e., 

x(t) = A(t)cos 2,,[ (to - at,) + ~ t 2 + $3 J O:s t s T,. (8) 

To obtain the LDF output, we can either use the time-domain approach 
by convolving x(t) with the impulse response h(t) of the LDF, or use 
frequency domain analysis by multiplying the Fourier transform of 
x(t) by the LDF transfer function and then performing an inverse 
transform. The former method is much simpler and is presented here. 
The latter is tedious, offers no additional insight, and is, therefore, 
deleted for brevity. 

The LDF is assumed to have an extended passband over (fo - ~ f/2, 
fo + ~f/2), where fJ.f> fJ.fc. Its delay characteristic is shown in Fig. 3. 
Note that the delay slope is given by 

>­
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...J 
W 
o 

'-----------;\f ----------..l 

I 
I I 
I I 

~~c I 
I I 
I I _i_+ _________ _ 

I 
I 
I 
I 

o~ __ ~ ____ ~ ____ ~~ ____ ~ ____ ~ __ ~ 
o f, fo 

FREQUENCY(f) 

Fig. 3-Delay characteristic of the LDF. 
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-1 !:::..T 
a =!:::..( (9) 

Also note in Fig. 3 that the delay at fo + t:..T /2 is zero, as some constant 
delay through the device has been dropped for simplicity. Using the 
result of Section 2.2, the impulse response of the LDF is 

{
COS 2,,[ !It - i t' + </>, J. O:s t :s t;.T, 

h(t) = 
0, elsewhere, (10) 

where fl ,£ fo - !:::.. f/2, and </>4 is a constant. The LDF output is then 

y(t) = l~ x(Tjh(t - TjdT 

= IT2 A(T) 

T 2 
1 

x{ COS2"[ if>(tj + (at- t;.f,- r. + f,h+ (fJ- aj ~] + 

cos 2,,[ if>(tj + (2fo - at + r. - f,)T + (fJ + aj ~]} dT, 

o ::; t::; Tz + !:::..T, 

where the limits of integration are defined by 

Tl ,£ max(O, t - t:..T), 

T2 ,£ min(t, Tz), 

f3 and f4 are defined in Fig. 3, and 

a 2 
<I>(t) ,£ j4t - "2 t + </>4. 

(11) 

(12) 

(13) 

(14) 

A constant phase term has been dropped in (eq. 11), and we will 
neglect all unimportant constant multipliers and phase shifts in sub­
sequent discussions. The integral of the second cosine term in eq. (11) 
can be discarded because of the high frequency component 2 fOT in the 
integrand. Therefore, y(t) becomes 

T2] + (fJ - a) "2 dT, o ::; t::; Tz + !:::..T. (15) 
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Let us examine the above integral expression carefully. Using analytic­
signal notation, we rewrite it as 

y(t) = {' A(T) exp{j2"[ <I>(t) + (at - Ilf; - r. + f,h 

+ (p - a) ~J dT } 

= exp j2,,<I>(t) {' A (T) exp{ j2"[ (at - Ilr, - r. + f,) T 

+ (p - a) ~}T}' 
o :5 t:5 Tz + 6:r. (16) 

In this form, we can define a complex envelop for y(t) as 

Ay(t) £ {' A(T) exp{j2,,[ (at - Ilr, - r. + f,)T 

+ (p - a) ~JdT}. 0 S t S T, + IlT. (17) 

In the above, note that A(r) is a slow-moving function while the 
exponential term contains a highly oscillatory chirp given by the 
derivative of the bracketed argument with respect to r, i.e., 

This can also be obtained by simply taking the difference of the 
instantaneous frequencies of x(r) and h(t - r) in eq. (11). The convo­
lution integral involved is illustrated in Fig. 4, where we show x(r) and 
also the corresponding t(r) at a fixed t = ti. It can be seen that Ay(tI ) 

is given by an integral over (TI , T2) of a linear chirp waveform at a 
chirp rate of ({3 - a) and with an envelope modulation A(r). Further­
more, the chirp frequency t inside (TI , T2) may vanish at some r as 
shown in Fig. 4. In such a case, the value of y(tI ) is dominated by the 
integral eq. (15) over the small interval surrounding that r, where t 
goes to zero. This is, of course, the well-known quasi-stationary ap­
proximation. The approximation is good if the chirp rate ({3 - a) 
and the interval (TI , T2 ) are large, and A(r) variation is slow by com­
parison. Using this approximation, at t = tl inside the valid interval 
(0, Tz + L\r), 

(19) 
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where k is a constant, and TI is obtained by solving eq. (18) with fi set 
to zero and t = tI , i.e., 

ati - !l fe - f4 + f3 
TI = 

f3-a 
(20) 

This quasi-stationary approximation is indeed equivalent to the phys­
ical interpretation described in Section 2.1. As a check, let us derive 
the TCR from the approximation above. We know that A (TI) is nonzero 
only if 0 ::; TI ::; Tz• The corresponding tl can be solved for using eq. 
(20), and the end points of tl constitute the interval Te, i.e., 

Te = (!lfe + f4 - f3) - T z(f3 - a) _ (!lfe + f4 - fa) 
a a 

(21) 

Therefore, 

TCR = (1 _ ~) -1, a ~ /3, (22) 

which agrees with eq. (2) with the substitutions of a and f3 according 
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to the definition eqs. (4) and (7), respectively. See Section 2.4 for a 
continued discussion of Ay(t). 

To finish our analysis of the time compression, we return to y(t) in 
eq. (15) and expand the cosine term: 

y(t) = Ye(t)COS 2'1TtI>(t) - Ys(t)sin 2'1TtI>(t), (23) 

where 

yc(t),!l, I:" A(T)COS 2,,[ (at - aic - i, + h)T + (fJ - a) ~JdT (24) 

and 

y,(t) ,!l, I:" A(T)sin 2,,[ (at - aic - i, + fs)T + (fJ - (X) ~2JdT. (25) 

In eq. 25, Ye(t) and Ys(t) can be viewed as the in-phase and quadrature 
components of y(t) after synchronous demodulation. The envelope 
detector output is then 

(26) 

2.4 Some fundamental properties 

We have just derived mathematical expressions for the time-com­
pression process. These expressions are too complicated for easy 
interpretation. However, we have demonstrated that the technique 
works if a quasi-stationary approximation is made for the chirp 
waveform. In other words, the instantaneous frequency of the chirp 
wave could be used as if it were a stationary carrier frequency in a 
steady state analysis. 

Making such an assumption, it is seen from eq. (2) that infinite 
compression, TCR = 00, results if ilf = ilfe and ilr = OTt (a = f3). But 
from eqs. (15), (24), and (25), it is obvious that the LDF output after 
synchronous detection (for a = {3) will actually become the Fourier 
transform of the input envelope A(t). This can also be recognized as 
the well-known chirp transform or real-time transform4

,5 commonly 
used in chirp radar and SAW processors. Therefore, the quasi-stationary 
model is invalid for this case. 

A case where the quasi-stationary approximation clearly holds is 
where ilfe ~ 00 and a-I ~ 0, i.e., the chirp range is very large, and the 
delay slope of the LDF is close to zero. The result is, of course, a very 
slight compression, i.e., the TCR is slightly larger than 1. Therefore, 
without doing any specific calculation, we see that the quasi-stationary 
assumption is valid, at best, for small TCRS, and it breaks down 
somewhere between TCR = 1 and 00. Since our practical applications 
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require TCR ~ 2, the case of TCR = 2 becomes most interesting and is 
investigated in the simulation later. 

Let us now assume the quasi-stationary model and see what kind of 
distortion would result. The input to the LDF can be expressed as a 
multitone AM signal: 

£(t) = (1 + ~ mjCOSWjt)coswet, 
J=l 

(27) 

where Wj are the angular modulating frequencies, and We is the angular 
carrier frequency at some fixed instant of time. Let T e be the delay of 
the LDF at W = We. The phase characteristic of the LDF is 

cJ>(W) = -(Te + we/a)w + w2/(2a) + c, (28) 

where c is a constant, and a is defined in eq. (9). The LDF output is 

j(t) = COs[ Wot + (To + wo/a)(-wo) + ;! + c] 

(29) 

In the above expression, various sidebands of the input AM signal are 
delayed asymmetrically about the carrier frequency. This would, of 
course, distort the signal. After some tedious manipulations, the en­
velope of y(t) is found to be 

Y(t) = ([ 1 + j~l mjcoswAt - TO)cOS(;!) r + 

[£ mjcoswAt _ Te)Sin(wJ) ]2}1/2. 
J=l 2a 

(30) 

Comparing Y(t) and £(t), it is obvious that distortionless transmission 
results only if wJ/(2a) « 1. More importantly, the distortion in Y(t) is 
dependent on the input signal and, therefore, cannot be equalized 
easily. On the other hand, if synchronous demodulation is used in 
place of envelope detection, we obtain the first square bracket term in 
eq. (30), i.e., 

N (w~) Ys(t) = 1 + ~ mjCOSWj (t - Te)cOS 2
J 

, 
J=l a 

(31) 

where the distortion shows up as cos[w]/(2a)] which is independent of 
the input signal, and equalization is thereby feasible. To do synchro-
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nous demodulation, we need to know the instantaneous frequency of 
the carrier iny(t), the LDF output, which we have not addressed so far. 
Let us do so in the following. 

Stating eq. (16) again, 

y(t) = exp[j21T<I>(t)] (' A(T) exp [ j(fJ - a) ~] 

oexp[j2'lT(at - f:.fc - f4 + fa)T]dT. (32) 

In the above we have, in part, an output chirp frequency of diP/dt = 
(f4 - at). The integral part, on the other hand, can be interpreted in 
two different ways: (i) It is a "quadratic" chirp transform of A(T). As 
such, little is known about this transform. (ii) It is the Fourier trans­
form of A(T) exp[j2'lT(,8 - a)T2j2] , where A(T) can be viewed as an 
envelope modulation on a chirp signal with frequency (/3 - a)T. 
Equivalently, it is the convolution of the Fourier transform of A(T) 
and that of the chirp signal. The result may very well contain high 
frequency components depending on the magnitude of (,8 - a) and the 
shape of A(T). In fact, simulation results show that the instantaneous 
frequency of y(t) can be quite different from (f4 - at). Therefore, 
frequency predictability is difficult in the general case, and synchro­
nous detection as discussed above cannot be used easily. 

The following is a summary of the analytic results: 
(i) The mathematical expressions are complicated, and simulation 

is necessary to obtain numerical insights. 
(ii) The compression operation can be justified by a quasi-station­

ary model. Under this model and with envelope detection, multitone 
AM leads to nonequalizable distortion. Furthermore, the quasi-station­
ary model is valid only for small TCRS. 

(iii) Synchronous detection is very difficult because of frequency 
unpredictability. 

III. SIMULATION 

This section describes simulation results. These numerical results 
show that the proposed technique indeed time compresses the input 
signal, but the output distortion is probably unacceptable for TV 

transmission using today's SAW devices. 

3. 1 Preliminary set-up 

A computer subroutine was written to simulate the time-compres­
sion operation. It accepts an arbitrary inputA(t) defined in the interval 
(0, T 1) and outputs y(t), Yc(t), and Ys(t), given by eqs. (15), (21), and 
(22), respectively. Note that y(t) is the RF output of the LDF, and yc(t) 
and ys(t) are the in-phase and quadrature components after synchro-
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no us demodulation with <I>(t) so that the ideal envelope detector 
output z(t) can be easily calculated from eq. (23). Also note that all 
three outputs have the same integral form, i.e., 

I
t2 

1= {(t)cos[2w(at2 + bt + c) ]dt, 
tl 

(33) 

where we can assume tl 2: 0, t2 2: t I, and a > o. In the computer 
program, we break the interval (0, Tz) into many small segments such 
that within each segment, a linear approximation of A (t) is valid. After 
doing so, the integration over each of these segments can be done in 
the form of eq. (33) with 

{(t) ::::: mt + k. (34) 

The limits of integration tl and t2 in eq. (33) are, of course, the end 
points of the small time segment. Using the linear representation eq. 
(34) for {(t), I in eq. (33) can be integrated in closed form in terms of 
Fresnel integrals, and the result is 

(35) 

where 

II = [w/(2p)r /2 {[C(Z2) - C(ZI)]COS B - [S(Z2) - S(zI)]sin B}, (36) 

12 = cos B {sin x~ - sin XI - q[ w / (2p) r/2[ C(Z2) - C(ZI)]} 
2p 

sinB 
+--{cosx~ - cosxI + q[w/(2p)r/2 [S(Z2) - S(ZI)]}, (37) 

2p 

and 

p = 2wa; q = 2wb; r = 2wc, (38) 

B = r- (2~r (39) 

Xl = JPtI +~, (40) 
2JP 

X2 = JPt2 +~, (41) 
2JP 

Xl 
ZI =-- (42) 

Jx/2' 

X2 
Z2 =--. (43) 

Jw/2 
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The Fresnel integrals in eq. (36) are defined by 

C(z) = f cos (i x') dx (44) 

and 

S(z) = f sin (i x') dx. (45) 

There are also some simpler cases, e.g., a = 0 or b = 0, which are not 
shown for brevity. Since time expansion can be achieved by reversing 
the delay slope of the LDF, the subroutine for simulating the time 
compression can also be used to simulate the time-expansion filter. 
Examples of both time compression and expansion will be shown later. 

In all subsequent simulations, the input is always 

A(t) = {I, 0:5 t:5. Tl 
0, otherwIse 

(Tl = 64 p,s) (46) 

This rectangular pulse is, of course, not a representative of the video 
signal. However, except for edge "ringings," the system should com­
press the pulse properly, and peak-to-peak (p-p) ripples at the center 
portion of the output pulse should give an indication of the magnitude 
of distortion involved. To examine the outputs y(t), Ye(t), and ys(t) , we 
have also developed a set of programs to estimate the instantaneous 
frequency at various time instants of y(t), as well as the p-p ripples of 
the output pulse. 

Because of the complexity of the equations and various computer 
routines, it is not easy to assure that there is no bug in the programs. 
However, we did make some runs for the special case a = f3 (Fourier 
transform case) where results are known. The waveforms Ye(t) , ys(t), 
and z(t), and the output chirp frequency and offset frequency of the 
LDF given by eq. (31) were all verified carefully. Such a check assures 
the validity of the computer programs. 

3.2 Examples of time compression 

Four examples of time compression are discussed in this section. 
They all have TCR = 2 (i.e., 2:1 compression) and an input given by eq. 
(46) (see Fig. 5a). The chirp frequency range !lfe for the input x(t) to 
the LDF is (f2, f3), while the passband !l f of the LDF extends over 
(fI, f4). The delays at Ii are denoted by Ti"(i = 1 to 4), respectively. The 
delay dispersion of the LDF is defined by llT = TI - T4. The descriptions 
for these examples are as follows: 

(i) The key parameters for the LDF are shown in Fig. 5b. In this 
example, we let fl = h, fa = f4 and choose 
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TIME (t) IN MICROSECONDS 

(c) 

Fig. 5-Parameters for time-compression technique. Example l-(a) Input pulse (t); 
(b) Delay of LDF; (c) Expected output (t). 

~fc = ~f= 60 MHz. (47) 

From eq. (2), TCR = 2 with ~'T = 32 fLS. The time-bandwidth product 
(BT) of the LDF is defined by 

(48) 

Here, BT = 1920. Bandwidth product ~ 10,000 to 50,000 is considered 
as a practical range for SAW filters. The "expected" output is illustrated 
in Figure 5c where the output compressed pulse appears between t = 
32 fLs and 64 fLs. The small ripples in the time intervals, 0 to 32 fLS and 
64 to 96 fLs are to illustrate the nonzero output of the LDF in these 
regions. 

(ii) The LDF parameters are shown in Fig. 6a and the expected 
output in Fig. 6b. Here, ~fc = 60 MHz which is the same as in Example 
1 (Fig. 5), but ~'T and ~f are both increased by a factor of 3. With 
~f= 180 MHz and ~'T = 96 fLs, BT = 17,280. 

(iii) The parameters are shown in Fig. 7a, and the expected output 
is the same as that of Example 2 (Fig. 6) because the delay dispersion 
has remained the same. We increased ~f to 600 MHz yielding BT = 
57,600, which is probably a little beyond present-day state of the art. 
We used ~ fc = 200 MHz. 

(iv) The parameters are shown in Figs. 6a and 6b. This is essentially 
the same as Example 3 in Fig. 7a, except ~fis increased to 1200 MHz, 
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Fig. 6-Parameters for time-compression technique. Example 2-(a) Delay of LDF; 
(b) Expected output (t). 

and BT = 115,200. This is probably not realizable in the near future. 
We used A fc = 400 MHz. 
The above examples are arranged to illustrate the effect of increasing 
Af (or the strengthening of the quasi-stationary model). 

With the input being a pulse 64-Jls long, the expected output for all 
examples is a compressed pulse, 32 JlS in duration (TeR = 2). This is 
indeed so from the simulation results which show a compressed pulse 
approximately 32 Jls long in the expected time slot. The output outside 
the compressed pulse duration is at least an order of magnitude lower. 
However, inside this compressed pulse, there are ripples created by 
the compression process, and these ripples are the resulting distortion 
that we are trying to estimate. The ripples are largest at the edges of 
the compressed pulse and smallest toward the center. Also, the ripples 
at the center are indications of the "best" performance of the time­
compression filter. In our computer routines to estimate distortions, 
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Fig.7-Parameters for the time-compression technique. Example 3-(a) LDF (600 
MHz). Example 4-(b) LDF (1200 MHz). 
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we take some symmetric time interval, say ±~Td, about the center of 
the time-compressed pulse, and we record the maximum and minimum 
pulse magnitudes, denoted by Zmax and Zmin, respectively. The p-p 
ripple distortion (over ±.1Td) is defined by 

RD £ 20 log [( Zmax - Z~/2J, (49) 
Zmax + Zmm 

where RD is in dB. Both Zmax and Zmin are positive because A(t) is a 
positive pulse. We plot the p-p ripple distortion versus .1 T d in Fig. 8. 
The largest .1Td is 16 JLS because that is the edge of the compressed 
pulse. Although it is difficult to translate the meaning of RD to a TV 

quality measure, it can be certain that a large RD (i.e., large ripple) 
would mean poor transmission quality. To make a TV system workable, 
an RD of less than -45 dB is probably necessary, although other 
applications may not require such a low distortion. 

Referring to Fig. 8, it is obvious that the distortion gets progressively 
smaller from examples 1 to 4. But the lowest distortions, despite the 
large BTS involved, are still too excessive for high quality TV transmis­
sion. Some more examples are provided in Appendix B for additional 
insight into the problem of ripple distortion. 

3.3 An example of time compression and expansion 

In this example, we use practical design parameters involving both 
time compression and time expansion (Fig. 9). Figure 9a shows a 64-
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Fig. 8-Distortion results for time-compression examples. 
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Fig. 9-Parameters for (a) time-compression and (b) time-expansion examples. 

Jls pulse as an input to the compressor, and the expected output. The 
actual ripple distortion (i.e., simulated result) over the 32-Jls com­
pressed. pulse is shown in Fig. lOa. To check the operation of the 
expander alone, we assume an input of a 32-Jls pulse to the expander. 
The expected result is shown in Fig. 9b, and the simulated ripple 
distortion is plotted in Fig. lOb. It is clear from Figs. lOa and lOb that 
both the compressor and the expander lead to considerable distortion. 

To simulate a total system with compression and expansion, we 
used the distorted 32-Jls pulse from the compressor as an input to the 
expander. The expanded output pulse is so distorted that it becomes 
meaningless to make a ripple distortion plot as before. Instead, we plot 
a small segment near the center of the expanded pulse in Fig. lOc to 
illustrate its excessive distortion. The performance of this total system 
is definitely not suitable for TV transmission. Some fIlterings were tried 
at the output of the expander, but little improvement was obtained. 

IV. CONCLUSION 

We have studied a time-compression technique based on a simple 
configuration of SAW filters. The technique was derived heuristically 
and can be viewed as a quasi-stationary model for the chirp signals. 
Numerical results show that excessive distortion is created, and its 
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tortion of time-compression example. (b) Ripple distortion of time-expansion example. 
(c) Pulse ripple for time-compression and time-expansion examples. 

application to TV transmission is not suitable unless some kind of 
equalization is provided. One such equalization is the chirp transform 
processor3 which involves considerably more complexity. Simpler 
equalizations may be possible but do not seem to be straightforward. 
As for other applications where the distortion requirement is less 
stringent, this approach may be feasible. 
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APPENDIX A 

Impulse Response of a Linear Dispersive Filter 

A linear dispersive filter (LDF) is a filter having a linear delay 
characteristic. Using the analytic-signal notation, its transfer function 
can be written as 

G(w) = {I, 
0, 

!:::.W !:::.w 
--<w-wo<-2 - - 2, 
elsewhere 

(50) 

and 

D(w) = (TO - swo) + SW, (51) 

where G(w) and D(w) are the gain and group delay, respectively; Wo is 
the angular center frequency, and !:::.w is the bandwidth in radians; To is 
the delay at Wo; and !:::.T is the delay dispersion over Wo + !:::'w/2. The 
delay slope is defined by 

Integrating D(w) with respect to w, we obtain the phase, 

S 2!:::.W !:::.W 
</>(w) = -(To - SWo)w - 2 w , -2:5 w - Wo :5 2' (53) 

where the integration constant has been dropped for convenience. 
Using exponential notation and neglecting all unimportant multiplying 
constants and constant phase shifts in subsequent discussions, the 
impulse response of the LDF is 

tJ.w 

h(t) = Re J:: exp {-j [(TO - SWo)w + i w']} exp(jwt)dw. (54) 
2 

The above is simply an inverse Fourier transform of the transfer 
function. By a change of variable, it can be rewritten as 

h(t) = Re exp(jwot) J ~ exp [ -j (TOW + i w') ] exp(jwt)dw. (55) 

2 

There are two methods to solve for h(t) according to the above: (i) 
extend the limits of integration to ±oo and obtain a closed form solution 
easily; (ii) retain the finite integration limits and derive the result 
using Fresnel integrals. Both methods are shown briefly below. 
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Method I 

Changing the limits of integration to ±oo in eq. (55) and recognizing 
that the integration of the term exp(-j-ToW) leads to a delay of To in 
h(t), we obtain an integral in the form of 

J = L~ exp(-jkw')exp(jwt)dw, (56) 

where k is a constant. Putting the integrand in Gaussian form by 
completing the square, we get 

(57) 

Applying the above to eq. (55), we obtain the desired result 

h() R ( .) [ . (t - TO)2] 
t = e exp jWot exp j 28 ' (58) 

or 

[ 
(t - TO)2] 

h(t) = cos wot + 28 . (59) 

However, because the original transfer function has a delay dispersion 
AT defined about To, the valid range of t for eq. (59) is 

(60) 

Method II 

Setting WI = Wo - Aw/2 and TI = To - llT/2, eq. (55) is written as 

h(t) = Re exp(jwd) f" exp [ -j (TIW + ~ w') ] exp(jwt)dw. (61) 

Again recognizing that exp(-jTIW) leads to a delay of TI, we may 
substitute T = t - TI and 

h(T) = Re exp(jwIT) 1.'" exp ( -j ~ w') exp(jwt)dw. (62) 

Completing the square in the integrand, we obtain 

h(T) = Re exp(jwIT)exp (j ;:) r exp [ -j ~ (w -~) '] dw. (63) 

The above can be integrated using Fresnel integrals, and the result is 
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h(T) = Re exp [j (WIT + ;:) ] 

X{[C(Y2) - C(Yl)] - }[S(Y2) - S(Yl)]}, (64) 

where 

YI ~ l dw ( - ;T ). 

Y2~ldW(1-;J 

(65) 

(66) 

C(z) and S(z) are the Fresnel integrals defined in eqs. (44) and (45). 
Consider the bracketed term: 

Neglecting small ripples, p(T) is constant over O:s T:S dT and vanishes 
outside this range. The phase term 0(7) is approximately constant over 
the same interval 0 :s T :s !:1T. Therefore, putting back the 71 delay, we 
have 

{ 
. [ (t - Td

2
]} h(t) ::::: Re exp J Wl(t - Tl) + 28 . (68) 

APPENDIX B 

Additional Examples On Ripple Distortion 

Additional examples are provided here for more insight into the 
phenomenon of ripple distortion. The first case of interest is that of 
band-limiting effect on the input pulse. We use a 32-f1.s input pulse and 
low-pass filter it with a raised-cosine characteristic, where the gain is 
unity from zero to 8 MHz, 0.5 at 9 MHz, zero at 10 MHz, and the delay 
is constant over the passband. The output is, of course, a 32-f1.s pulse 
with ripples. The magnitude of these ripples are plotted in Fig. 11 in 
the manner similar to Figure 8. 

The second case of interest is that of ripple distortion caused by the 
linear delay slope of the LDF. Three specific examples are provided to 
illustrate this effect: 
Case A: The input to the time-compression filter is a 32-f1.s pulse. It 

is modulated by a CW frequency of to = 1600 MHz. The LDF 

has a delay characteristic as shown in Fig. 1, where to = 1600 
MHz and tlt = 2400 MHz. 

Case B: The conditions are identical to those of Case A, except to = 
1000 MHz and d t = 1200 MHz. 

Case C: The conditions are identical to those of Case A, except to = 
700 MHz and !:1 t = 600 MHz. 
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Fig. ll-Distortions because of bandlimiting and delay slope. 

All three examples above illustrate the case of no time compression, 
but simply a constant delay through the LDF as viewed by the quasi­
stationary model. Note that the magnitude of the delay slope increases 
by a factor of two from each example to the next and, hence, an 
increase in ripple distortion as seen from the results plotted in Fig. 11. 
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Conformal Mapping and Complex Coordinates 
in Cassegrainian and Gregorian Reflector 

Antennas 
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In a Gregorian or Cassegrainian reflector antenna, the complex 
coordinate u' of an output ray is related to the corresponding input 
coordinate u by a bilinear transformation, u' = (au + b)j(cu + d). We 
discuss the properties of this transformation, derive its coefficients a, 
b, c, d, and give explicitly the conditions that must be satisfied in 
order that symmetry be preserved. The conditions are expressed 
directly in terms of the parameters that specify the path of the 
principal ray, which is the ray corresponding to the feed axis. The 
results are directly related to well-known properties of stereographic 
projections, and they are shown to be useful in the design of multi­
reflector antennas which minimize aberrations and cross-polariza­
tion. 

I. INTRODUCTION 

Gregorian and Cassegrainian reflector arrangements are needed for 
ground station and satellite antennas, and terrestrial radio relay sys­
tems. I

-
8 In these antennas, a paraboloid of large aperture is combined 

with a smaller subreflector (an hyperboloid or an ellipsoid). The feed 
is placed at the antenna focal point, and it illuminates the subreflector 
with a spherical wave, which is then transformed by the two reflectors 
into a plane wave. Each input ray from the feed is thus transformed 
into an output ray parallel to the paraboloid axis. 

This transformation can be represented by a stereo graphic projec­
tion.9

-
11 Therefore, it is a conformal mapping-it transforms circles 

into circles, and it is described by the bilinear transformation 

, au + b 
u =--­

cu + d' 

2397 

(I) 



where u is the "complex coordinate" of an input ray and u' the 
corresponding output coordinate. In this article, we discuss the prop­
erties of the bilinear transformation, derive its coefficients a, b, c, d, 
and give explicitly the conditions that must be satisfied to obtain 
circular symmetry, in which case 

b = c = 0, d = 1. (2) 

The results are related to well-known properties of stereographic 
projections, and they generalize previous results in Refs. 12 to 18. 

We fIrst consider, in Section II, an ellipsoid illuminated by a spherical 
wave front S. We assume that S originates from one of the two foci of 
the ellipsoid, and determine the properties of a reflected wave front S', 
assuming geometric optics. We determine for each point P' of S' the 
corresponding point P of the incident wave front S and show that the 
correspondence P ~ P' is everywhere a conformal mapping. According 
to a well-known theorem of complex variables,9 such a conformal 
mapping can be represented by the bilinear transformation (1), pro­
vided suitable complex variables u' and u are defined for the rays 
through P' and P. A suitable choice is obtained with two separate 
reference frames for P' and P using the familiar relations9-13 

. 8 
u = eJ<i'tan -

2 

. , 8' 
u' = eJcJ>tan-

2 ' 

where 8', <p' and 8, <p are spherical coordinates. 

(3) 

Since the two reference frames defining u and u' can be oriented 
arbitrarily, eq. (1) implies that an arbitrary rotation of the input frame 
must transform the input coordinate u according to a bilinear trans­
formation.lO The coefficients a, b, c, d of such a rotation are derived in 
Section V, where it is shown, for a rotation characterized by Euler 
angles 0:, {3, ",/, that 

a = 1, 

. (3 
c = elYtan-

2' 

(4) 

d = ej(a+y ). (5) 

Since an ellipsoid has an axis of symmetry, it is always possible to 
orient the input and output frames so as to reduce eq. (1) to the normal 
form 

u' = au. (6) 

However, if the feed is centered around the z-axis of the input frame, 
then the reflected wave is blocked by the feed. For this reason, to avoid 
blockage, the z-axis must be tilted with respect to the ellipsoid axis. 
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Then, using eqs. (4) to (6) and properly orienting the input and output 
frames, it is shown in Section VI that eq. (1) assumes the form 

I M u 
U = (M) ., 1 + - 1 u tan l 

(7) 

where M and i are the magnification and angle of incidence for the 
principal ray corresponding to the feed axis (i.e., they ray u = 0). 

The product of the two transformations given by eq. (6) and eqs. (4) 
to (5) gives the group of all possible transformations that can be 
obtained with an ellipsoid. One can show that this is the complete 
group of bilinear transformations. Thus, for any given values of the 
coefficients, a, b, c, d, it is always possible to find an ellipsoid (combined 
with suitable reference frames) which will produce the transformation 
(1) with the specified values of a, b, c, d. In Section VII, we consider 
an antenna consisting of N reflectors, each represented by a bilinear 
transformation. Obviously, the product of the N transformations is 
again a bilinear transformation and, therefore, the antenna can be 
represented by an equivalent ellipsoid. 

Most antennas are focused at 00. Then the equivalent ellipsoid 
becomes a paraboloid, and the antenna can be represented as shown 
in Fig. 1, showing a feed illuminating the equivalent paraboloid from 
its focus o. The coefficients a, b, c, d in this case are obtained by letting 
M ~ 0 in eq. (7), and it is shown in Section VI that we then obtain, for 
the complex coordinate x' + jy' of an output ray, 

x' + jy' = 2f u . , 
1-utanl 

(8) 

where u is the input coordinate and f = 01 is the focal length of the 
equivalent paraboloid. 

In Section VI, we derive a simple expression for the coefficient tan _ 
i in terms of the angles of incidence specifying the orientations of the 
various reflectors with respect to the principal ray. The value of tan i 
is needed in the design of a multibeam antenna to determine the 
aberrations caused by a small feed displacement from the focus. It is 
also needed to determine the output polarization, as shown in Section 
VIII. 

Of special importance is the condition 

tan i = O. (9) 

Then, using a corrugated feed20 (or a feed with similar characteris­
tics21

,22) the output wave fronts become everywhere polarized in one 
direction. Furthermore, astigmatism is eliminated19 for small feed 
displacements in a multibeam antenna. The above condition can 
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PARABOLOID 
WITH FOCUS 0 

/-w' = x' t/'t' 
I 

"-

z' 

..... - PRINCIPAL RAY 

Fig. I-A Cassegrainian or Gregorian reflector arrangement is represented by an 
equivalent paraboloid combined with a feed at O. The principal ray corresponding to the 
feed axis is reflected at I with angle of incidence i. 

always be satisfied by properly orienting the feed axisl5-17 as shown in 
Section VIII. 

The above results are related to previous results by Brickell and 
Westcott,13,14 Tanaka, Mizusawa,15 Mizuguchi et al.,16 Hanfling,12 and 
the author.17 There is a simple connection, pointed out in Section IX, 
between some of the expressions derived here and certain results in 
Refs. 13 and 14; the particular case, N = 2, is treated in those 
references. When only two reflectors are involved, there is always a 
common plane of symmetry, and the feed orientation can be derived 
geometrically as in Ref. 17. Our results differ from those of Refs. 15 
and 16 in two respects: first, they apply also for N> 2; second, tan i is 
expressed directly in terms of the parameters (magnifications and 
angles of incidence) that specify the path of the principal ray. As 
pointed out in Ref. 19, an important application of our results is in the 
theory of aberrations. 

The main results of this article are derived in Sections V through 
VII. Most of the results of Sections II through IV are well-known 
properties of ellipsoids, but their derivation is needed for Sections V 
through VII. In the following section, we discuss the transformation 
obtained when an ellipsoid is illuminated by a spherical wave front 
originating from one of the two foci. This transformation has the 
following basic property: it is a conformal mapping which gives cor-
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rectly, not only the amplitude distribution of a reflected wave front, 
but also its polarization. All results of this article directly follow from 
this property. 

II. CONFORMAL MAPPING, COMPLEX COORDINATES, AND THE 
BILINEAR TRANSFORMATION 

Let a linearly polarized point source be placed at 0, one of the two 
foci of an ellipsoid, and let 0' be the other focus (in Fig. 2). Then for 
each ray from 0, a corresponding ray through 0' is obtained after 
reflection by the ellipsoid. To determine the properties of this corre­
spondence, introduce at the two foci separate coordinate systems x, y, 

z· 

x' 

s s· 

y 

z' 

Fig. 2-A ray from one of the two foci of an ellipsoid determines, after reflection, a 
ray through the other focus. The correspondence P ~ p' between points of two wave 
fronts Sand S' is everywhere as conformal mapping described by eq. (1). 
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z and x', y', z' oriented arbitrarily, as shown in Fig. 2. Consider an 
incident ray from 0 with spherical coordinates 8, cp, and let 8', cp' be 
the spherical coordinates of the corresponding ray through 0'. It is 
convenient to introduce as in Refs. 12, 13 complex coordinates u and 
u' defined by eq. (3). Then, we show in this section that u' and u are 
related by a bilinear transformation. If both coordinate systems are 
right-handed, we shall see that the bilinear transformation does not 
relate u' directly to u, but to its complex conjugate u *. To avoid this 
inconvenience, one of the two reference systems will be assumed to be 
left-handed as shown in Fig. 2. 

To better visualize the one-to-one correspondence between rays 
through the two foci, consider in Fig. 2 two wave fronts Sand S' 
centered at 0 and 0', respectively. Then, for each ray from 0, one 
obtains on Sand S' two corresponding points P and P'. Furthermore, 
letting P be a variable point of a curve L of S, one obtains on S' a 
variable point P' describing a corresponding curve L' of S'. Since the 
point source is linearly polarized, the curve L can be drawn so that it 
is everywhere tangent to the magnetic field. Then one obtains a 
polarization line of S, and it is shown in Appendix A that the corre­
spondence P ~ P' transforms polarization lines into polarization lil)es. 
That is, 

if L is a polarization line, 
then L' is also a 
polarization line. (10) 

Another property is that angles are preserved and, therefore, the 
correspondence P ~ P' is a conformal mapping. 

The above· considerations apply also to an hyperboloid (in which 
case one of the two foci is behind the reflector), to a paraboloid, or to 
any combination of such reflectors. Thus, let the ellipsoid of Fig. 2 be 
combined with two paraboloids with foci at 0 and 0'. Let the fIrst 
paraboloid be centered around the z-axis, so as to map conformally 
the plane z = 0 onto the wave front S. Similarly, let the second 
paraboloid map S' onto the plane z' = O. Then, the product of the 
above three reflections determines a one-to-one correspondence be­
tween points V and V' of the two planes z = 0 and z' = 0 in Fig. 2. 
This correspondence is everywhere conformal and, therefore, it implies 
a bilinear relation2 between the complex coordinates x + jy and x' + 
jy' of two corresponding points V and V'. It is shown in the following 
section that the two p~aboloids produce the transformations 

x + jy = 2fou, x' + jy' = 2fou', (11) 

fo and fo being the foc,al lengths of the two paraboloids. Thus, the 
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desired result, eq. (1), follows at once. As pointed out earlier, eq. (1) 
requires that one of the two reference systems in Fig. 2 be left-handed. 

III. CONSTRUCTION OF A PARABOLOID BY A STEREOGRAPHIC 
PROJECTION 

The mapping between two wave fronts Sand S' in Fig. 2 can be 
represented as a product of two stereographic projections, as shown in 
Appendix B. In this section, we let 0' go to 00 on the z-axis. Then the 
ellipsoid degenerates into a paraboloid, S' becomes a plane, and only 
one stereo graphic projection is needed.12 

Let the radius of S be chosen equal to the paraboloid focal length fo, 
and let S' be the tangent plane z = fo. Let a correspondence P ~ P' 
between points of Sand S' be obtained as shown in Fig. 3, with a 
stereographic projection from the axial point z = -fo. To show that 
this is the same correspondence determined by the rays reflected by 
the paraboloid, consider the reflected ray corresponding to P', and let 
I be its intersection with the incident ray OP. Since the triangle P P' I 
is similar to the isosceles triangle NPO, PI = P'I and, therefore, 

01= IP' = fo, (12) 

which is the equation of a paraboloid. 
Notice, if p is the radial distance of the reflected ray from the z-axis, 

then from the triangle P'VN one has 

8 
p = 2fotan 2. (13) 

PARABOLOID -_ / -y 
S'-_ / 

/ 
/ 

.-_-PLANE z=Q 

P' a.--~It---------o--------- - - - f 
I 
I 
I 
I 
p 
I 
I 
I 
I 

_ - - - -+--,.........----~-____ ----~_____v~ __ 1 
¢ Z= fo o z= -fo 

Fig. 3-Construction of a paraboloid by a stereo graphic projection. 
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Therefore, the reflected ray determines on the plane z = 0 a point U 
with the complex coordinate given by 

. 0 
x + jy = 2foe1<l>tan 2. (14) 

which gives eq. (11). 

IV. TRANSFORMATION BY AN ELLIPSOID CENTERED AROUND THE 
Z-AXIS 

The usual construction of an ellipse (Fig. 4) involves two fixed points 
Al and A2 and a variable point A3 which is varied, keeping the 
perimeter p of the triangle AIA2A3 constant. Then, A3 describes an 
ellipse with foci Al and A 2, as shown in Fig. 4. A simple relation among 
the angles of the triangle AIA2A3 is given by the following theorem, 
which is derived in Appendix B with the help of two stereo graphic 
projections. 

Theorem: Given a triangle AIA2A3 with angles 
perimeter p, its three sides dI, d2, d3 are given by 

2d, = p( 1 - tan "2
m 

tan ~n), 
where (l, m, n) is any permutation of (1, 2, 3) and dt = AmAn. 

x 

I I 
: I r---- d -----I 

(15) 

Fig. 4-The angles aI, a2, a3 of a triangle AJA2A3 are related by eq. (15), which implies 
a linear relation between tan 8/2 and tan 8'/2. 
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By letting Al and A2 coincide with 0 and 0' in Fig. 4, and letting A3 
be the point of incidence of a ray from 0, one obtains from eq. (15) for 
1= 3 the well-known relation 

al a2 
1 + aotan - tan - = 0 

22' 
(16) 

where an is a constant determined by the distance d = d 3 between the 
two foci and by the path length t = 010', 

t+ d 
ao = - t _ d· (17) 

If now the ellipsoid is centered around the z-axis as shown in Fig. 4, 
one has () = -al. Furthermore, orienting the x', y', z'-axes as in Fig. 4, 
with the z'-axis opposite the z-axis, we have cp' = cp and ()' = 'IT - a2; 

therefore, eq. (16) gives 

u' = aou. (18) 

Thus, for this particular orientation of the reference axes, eq. (1) 
assumes the normal form of eq. (6). If now arbitrary rotations are 
applied to the reference axes of Fig. 4, as we have seen in Section II, 
eq. (18) assumes the form of eq. (1). This implies that the above 
rotations transform u and u' according to bilinear transformations, 
whose coefficients are derived next. 

v. ROTATIONS AND REFLECTIONS10 

Consider Fig. 5a showing the x, y, z-axes oriented arbitrarily with 
respect to the x', y', z'-axes. We wish to determine, for a ray from 0, 
the relationship between its coordinates ()', cp' and (), cp with respect to 
the two coordinate systems. We have seen that the relationship can be 
written in the form (1), whose coefficients we now express in terms of 
the Euler angles a, /3, y specifying the orientation of the x', y', z' -axes 
with respect to the x, y, z-axes. Notice, for the purpose of determining 
the coefficients of eq. (1), consideration can be restricted to real values 
of u. 

The x', y', z' -axes in Fig. 5a can be obtained from the x, y, z-axes by 
three successive rotations: a rotation around the z-axis through the 
Euler angle a, followed by a rotation around the y-axis involving the 
second Euler angle /3 and, finally, a rotation around the z-axis by the 
third Euler angle y. The fIrst and last rotations are described by the 
transformations 

(19) 

To determine the second transformation, consider Fig. 5b which illus-
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z' 

z 
0=0' 

y' 
y' 

(a) (b) (c) 

Fig. 5-The x', y', z'-axes are obtained from the x, y, z-axes through (a) an arbitrary 
rotation, (b) a rotation around the y-axis, and (c) a reflection by a plane. 

trates a rotation around the y-axis by the angle f3. Then, for a ray in 
the xz-plane, 0' = 0 - f3 and, therefore, 

o f3 
tan- - tan-

0' 2 2 
tan 2" = 0 f3 ' (20) 

1 + tan 2 tan 2" 

which gives 

with 

, u + bo 
u =---

1 - bou' 

f3 bo = -tan-2· 

(21) 

(22) 

The product of the above three rotations can now be calculated 
straightforwardly. Letting 

f3 " 
b = -tan - eJa 

2 ' 

frQrn eqs. (19), (21), and (22) we obtain 

"( ) b+ u u' = e-J a+y __ _ 

1- b*u' 

(23) 

(24) 

which represents an arbitrary rotation. In the special case where the 
axis of rotation is orthogonal to the z-axis, we can verify that 

a+y=O (25) 
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and eq. (24) reduces to 

b+u 
1 - b*u' 

u' (26) 

Eqs. (24) and (26) can be considered generalizations of the trigono­
metric identity (20) to complex coordinates. They are directly related 
to the Cayley-Klein representationlO of rotations by complex matrices. 

5. 1 Reflections 

We now combine a rotation orthogonal to the z-axis with an inver­
sion of the z-axis and obtain from eq. (26), replacing u with l/u *, 

, 1 + bu* 
u = * b*' u -

(27) 

representing a reflection by a plane shown in Fig. 5(c). The x', y', z'­
axes in Fig. 5(c) are the reflected images of the x, y, z-axes, and we 
shall see in a moment that the coefficient b in eq. (27) is given by 

b = N x + jNy 

N z ' 
(28) 

where N x , Ny, N z are the x, y, z-components of a vector N orthogonal 
to the reflector. 

Eqs. (23) through (28) give the transformation of u when a rotation 
(or a reflection) is applied to the reference axes. Suppose now the same 
rotation (or reflection) is applied to a ray with initial coordinate u, so 
as to obtain a new ray with coordinate u', as in Figs. 6(a) and (b). 
Then, if both u' and u are measured with respect to the x, y, z-axes, 
we find * that a, y, /3 in eqs. (23) and (24) must be replaced with -a, 
-y, -/3, whereas the coefficient bin eq. (27) is still given by eq. (28). 

To derive eq. (28), let a reflection be applied to the ray u = 00, as in 
Fig. 6(c). Then the angle formed by the z-axis and the reflected ray is 
bisected by N. Thus, since N is in the plane of incidence, and the angle 
of N with respect to the z-axis is 8'/2, 

for u = 00. 

This gives the desired results of eq. (28). 
If, instead of a plane, the ray is reflected by an arbitrary surface 

z = {(x, y), then from eq. (28) one obtains 

* To show this, fIrst let u' be measured with respect to the x', y', z'-axes. Then one 
obtains the identity u' = u. Next apply to the x', y', z'-axes the inverse transformation 
of eq. (24) or (27). The inverse of eq. (24) is a rotation with Euler angles -a, -y, -p, 
whereas the inverse of eq. (27) is a reflection with the same coeffIcient b of eq. (28). 
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(a) 

v 
(b) (c) 

Fig. 6-A ray with initial coordinate u is subjected in (a) to a rotation and in (b) to a 
reflection by a plane. Notice in (c) u' = b for u = 00. 

b = -(a~ + j ;) f(x, y), (29) 

and eq. (27) gives a simple relation between the ray coordinates and 
the partial derivatives of {(x, y). A similar result13

,14 is obtained if the 
equation of the reflector is specified in spherical coordinates, as shown 
in Appendix C. 

Notice that eq. (27) applies not only to a ray, but also to its 
polarization in which case u and u' represent the directions of the 
incident and reflected polarization with respect to the x, y, z-axes 

VI. TRANSFORMATION BY AN ELLIPSOID WHEN THE OUTPUT FRAME 
IS THE MIRROR IMAGE OF THE INPUT FRAME 

In this section, we orient the z-axis in the direction of the principal 
ray. In a reflector antenna, this is the ray that corresponds to the feed 
axis. Thus, the principal ray determines the point of maximum illu­
mination over the antenna aperture. To maximize aperture efficiency, 
the feed is usually oriented so that the principal ray u = 0 passes . 
through the center of the aperture. The ray u = 00, which leaves the 
feed in the direction opposite to the principal ray, will he called the 
cardinal ray. 

Consider Fig. 7 which shows an ellipsoid with the principal ray 
incident at I with angle of incidence i. Let the x', y', z'-axes be the 
reflected images of the x, y, z-axes with respect to the tangent plane at 
1. Then, the principal ray after reflection has the direction of the z'­
axis, whose complex coordinate u = A with respect to the x, y, z-axes 
is given by 

eil/; 
A=­

tan i' 
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Fig. 7-Reference frames implied by eq. (34). Notice the plane of incidence for the 
principal ray rotated by 1/; with respect to the xz-plane. 

tf; being the angle of rotation of the plane of incidence with respect to 
the x-axis. 

Initially, assume tf; = o. Then the x-axis is in the plane of incidence, 
as shown in Fig. 8, and the same is true for the x'-axis. Thus, both 
reference systems can be obtained from those of Fig. 4 by suitable 
rotations around the y-axes, which have the same orientation in both 
cases. Taking into account that the coefficients of these rotations are 
real, they transform eq. (18) into 

, u 
u =a---

1 + cu' 
(30) 

where a and c are real coefficients which can be determined as follows. 
To determine a, consider a ray in the vicinity of the principal ray. 
Then 8 and 8' are small and 

8t !:::: -8t', 

t and e being the distances of I from the two foci. It follows that a is 
equal to the magnification M given by 

t 
M= - t'. (31) 

To determine c, let u = 00. We then obtain in Fig. 8 the cardinal ray 
incident at i' with angle of incidence i'. From the triangle 11'0' of 
Fig. 8, 

, 1 
II = tan(i + i')' for u = 00. 
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Fig. 8-To obtain eq. (33), each reference system must be oriented so that the z-axis 
is in the direction of the principal ray, and the x-axis is in the plane of incidence. 

Furthermore, applying eq. (15) to the triangle 11'0' with perimeter 
p = 2t = 2(1' + 1"), 

(I' + t")tan i = I' tan(i + i'), 

which gives the desired result, 

c = (M - l)tan i. 

Finally, 

, M u 
u = 1 + (M - 1) u tan i' 

(32) 

(33) 

which assumes the x-axis is in the plane of incidence, so that l/; = o. 
Now consider the general case l/; =i' o. Then both reference systems 

in Fig. 8 must be rotated around the z-axes by -l/;, and from eq. (33) 
we obtain 

u'=M u .'" ' 1 + u(M - l)e-J tan i 
(34) 

which applies in general when the plane of incidence is rotated by an 
arbitrary angle l/; with respect to the xz-plane. 

U sing this simple relation, we can now determine straightforwardly 
how the nonzero angle of incidence i in Fig. 7 affects the amplitude 
pattern of the reflected wave, its polarization, its symmetry, and the 
aberrations arising when the point source is slightly displaced from O. 
For i = 0, eq. (34) reduces to eq. (18). In this case the transformation 
has circular symmetry, since it is unaffected if identical rotations are 
applied to the reference systems around the z-axes. For i =i' 0, on the 
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other hand, eq. (34) lacks this symmetry. We now show that, by 
properly combining several asymmetric transformations of the type 
(34), it is always possible to obtain the symmetric transformations 
(18). This was flrst shown in Refs. (15) and (16) for two reflectors with 
0' at 00 and, in Ref. (17) under more general conditions. 

VII. TRANSFORMATION BY A SEQUENCE OF ELLIPSOIDS 

Replace the ellipsoid of Fig. 7 with a sequence of ellipsoids, with foci 
00, 01, ... , ON as shown in Fig. 9. Let the (8 + l)th reference frame 
be the mirror image of the 8th frame as in Section VI. Let M s, is, 1/;s be 
the values of M, i, 1/; for the 8th ellipsoid. Then, the product of the N 
transformations of Fig. 9 gives eq. (34) with 

(35) 

and 

(M - l)e-JI/'tan i = (M1 - 1)E;-JI/-1tan i 1 

+ (M2 - 1)M1e-JI/-ztan i2 + ... (36) 

We have thus shown that eq. (34), derived in Section VI for the 
ellipsoid of Fig. 7, applies also to a sequence of N ellipsoids. It also 

r-------~~~~--------__ u· 

z· 

PRINCIPAL __ 

RAY 
Sth REFLECTOR 

Fig. 9-An input ray with coordinated u is transformed by a sequence of N reflectors 
into an output rax with coordinate u' given by eq. (34). The principal ray for u = 0 is 
reflected by the s h reflector at Is with angle of incidence is. 
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applies to a hyperboloid, in which case M < 0 since then one of the 
two foci 0 and 0' in Fig. 7 is behind the reflector and therefore either 
tor t' is negative. For 

M~oo, 

the ellipsoid of Fig. 7 degenerates into a paraboloid, shown in Fig. 1 for 
l/; = o. Then, from eq. (34), letting 

we obtain 

where f = t', and 

M~O, 
w 

u'~M-
2t' 

u 
w = 2f .. "" 1 - u tan 1, e-J 

w = x' + jy' 

(37) 

(38) 

(39) 

is the complex coordinate intercepted in Fig. 1 by the reflected rayon 
the plane z' = o. 

Equation (38) also applies to the arrangement of Fig. 9, with the last 
ellipsoid replaced by a paraboloid, in which case l/; and tan i are given 
by eq. (36) with 

M=MN=O. 

Then f in eq. (38) is the equivalent focal length given by 

f = Met'N, 

(40) 

(41) 

where Me is the magnification determined by the first N - 1 reflectors, 

(42) 

and t' N is the focal length of the last paraboloid. 
As pointed out in the introduction, it is desirable in general that 

tan i = 0, (43) 

because then the transformation has circular symmetry with respect 
to the principal ray. From eq. (36) for N = 2, this requires 

(44) 

and 

(45) 

The first condition demands that the two planes of incidence (for the 
principal ray) coincide, in which case the two reflectors and the feed 
have a common plane of symmetry. In general, for arbitrary N, one 
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finds that it is always possible to satisfy condition (43) by properly 
choosing one of the planes of incidence and one of the angles is for any 
arbitrary choice of the remaining is. The correct choice for is is obtained 
straightforwardly using eq. (36). In some cases, it may not be possible 
to satisfy exactly the requirement (43). For instance, the N reflectors 
may have to fit inside a satellite and, because of the limited available 
space, it may be convenient to choose i ~ O. Then, the resulting 
aberrations and distortion of the polarization and amplitude illumi­
nation over the aperture are determined straightforwardly using eq. 
(34), as pointed out in Ref. 19. 

VIII. GEOMETRICAL DERIVATION OF TAN I WHEN THE LAST 
REFLECTOR IS A PARABOLOID 

Assume the final reflector is a paraboloid, and let the input point 
source be a corrugated feed,20 or a feed with similar radiation charac­
teristics.21,22 Then, the spherical wave radiated by the feed has an axis 
of circular symmetry, and its polarization lines on a wave front S are 
given by a set of tangent circles as shown in Fig. 10. The contact point 
D for these circles is one of the two intersections of the feed axis with 
the wave front S. The other intersection C is the point of maximum 
illumination. Thus, C and D are determined by the principal ray (u = 
0) and the cardinal ray (u = (0), respectively. It is now recalled that 
the bilinear transformation (1) transforms circles into circles. This 
means that the polarization lines of an output wave front S' are also 
a set of tangent circles. Their contact point D' is determined by the 

/ 
CARDINAL . ./ 

RAY 

MULTI REFLECTOR 
ARRANGEMENT 

\ 

PRINCIPAL 
RAY -- ..... 

"-
"-, 

, 
" 

\ 
\ 

.... 

Fig. 10-The polarization lines produced by a corrugated feed are tangent circles with 
contact point determined by the cardinal ray. 
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ray u = 00, and the point of maximum illumination C' is determined by 
the ray u = O. From eq. (8) for u ~ 00, the distance of C' from D' is 
given by 

and, therefore, for tan i ~ 0 

CD'=~ 
tan i 

D'~oo. 

(46) 

Then the circles degenerate into parallel lines, and the output wave 
front S' becomes everywhere polarized in one direction.23 

The above considerations suggest a simple procedure for determin­
ing the feed axis orientation that corresponds to tan i = O. The feed 
must be oriented so that D' ~ 00. This means that the cardinal ray 
must be reflected at 00 by the last reflector (a paraboloid). Thus, the 
cardinal ray after the fIrst N - 1 reflections must pass through the 
paraboloid focus ON-I with direction opposite to ON-I V, where V is 
the paraboloid vertex. Therefore, one must orient the feed axis so that 
the cardinal ray (u = (0) produces after N - 1 reflections the ray 
VON-I. Since the fInal direction of this ray is specifIed, the initial 
direction can be determined by retracing the ray in the reverse direc­
tion starting from ON-I. Then, after (N - 1) reflections of the ray 
ON-I V, one obtains through 0 the direction of OC characterized by tan 
i = O. This geometrical derivation is illustrated in Ref. 17. 

IX. AMPLITUDE AND POLARIZATION OF THE OUTPUT WAVE 

Consider two corresponding points P and P' on the two wave fronts 
Sand S' of Fig. 2. Let the electric field at P be given by 

e-jkr 

E =Ae--, 
r 

(47) 

where r is the distance from the focus 0 and e is a unit vector 
specifying the polarization of E. Similarly, for the fIeld at P' 

where t = I' + 1". Let 

e-jk(r'+t) 

E = -A'e' , , 
r 

(48) 

(49) 

where h, h are unit vectors in the 0, cJ>-directions and cJ>e is the angle of 
rotation of e with respect to h. In this section, we show that the 
corresponding angle of rotation cJ>~ for e' with respect to i ~ is simply 
given by 
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(50) 

where it is recalled that cp' and cp are the arguments of the coordinates 
u' and u, respectively. For the amplitude A' we show that 

A'=~A , (51) 
m 

where the magnification m is given by 

1 u'u'*(1 + uu *) 
m= . 

M uu *(1 + u'u'*) 
(52) 

These relations apply in general to an arbitrary sequence of ellipsoids, 
hyperboloids, and paraboloids arranged as in Fig. 9. If the first focus 
o is at infinity, then S is a plane and the spherical coordinates 8, cp 
must be replaced with polar coordinates p, cp. Then, h is a unit vector 
in the p-direction. Similar considerations apply if 0; is at 00. 

To derive eqs. (50) and (52), it is convenient to combine the ellipsoid 
of Fig. 2 with two paraboloids, as in Section II. Then, one paraboloid 
maps conformally the sphere S onto the plane z = 0 and the other 
paraboloid the sphere S' onto the plane z' = O. Let A o, eo and A o, eo be 
the values of A, e produced on the two planes, and assume the two 
mappings are characterized by the transformations 

u = x + jy, u' = x' + jy', 

which imply fo = fo = 1/2 in eq. (11). These transformations do not 
affect the polarization angles cpe and cp~, while the amplitude A IS 

transformed according to the well-known relation 

A 
Ao=----

8 
1 + tan2

2 

A 
(53) 

1 + uu*' 

and similarly for Ao. According to geometric optics, conservation of 
power requires 

(54) 

where dao and dao are the areas of two corresponding elements of the 
two planes. Since the mapping between the two planes is conformal, 

~: = 1 ~~ I', (55) 

and using eqs. (34), (53), and (54), one obtains the desired result, 
eq. (52). 

Next, we derive eq. (50). Consider two corresponding points Q and 
Q' of the two planes. Let the polarization line through Q be a straight 
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line through the origin, as in Fig. 11. Then cJ>e = 0, and the corresponding 
polarization line through Q' is a circle. The circle must pass through 
the origin 0', and also through the point D' of coordinate 

M 1 ',', 
u~ = ----- eh (56) 

M-ltani 

which corresponds to the point at 00 of the u-plane, as one can verify 
from eq. (34) letting u ~ 00. Now the angle made in Fig. 11 by the 
chord D'Q' with the tangent eo is equal to the angle f3 subtended by 
the chord at 0'. As a consequence, one can verify that the angle cJ>~ in 
Fig. 11 is equal to the angle y between D'Q' and D'O'. Thus, 

[u' - u~] [ M - 1 ' ] y = cJ>~ - cJ>e = L -u~ = L 1 - tan i ----u- u'e-JI/;, (57) 

and one can verify that this agrees with eq. (50). Using eqs. (50) 
through (52), one can now derive straightforwardly the amplitude and 
polarization of the output wave in Fig. 9. 

x. CONCLUSIONS 

With simple geometric considerations, we have derived the coeffi­
cients of the transformation (1). Once the parameters is, M s, l/Is that 
specify the path of the principal ray are known, the coefficients can be 
derived straightforwardly using eqs. (34) and (36). For a corrugated 
feed, it has been shown in Section VIII that the circles describing the 
polarization of an output wave front can be determined straightfor-

y 0 

U-PLANE 

.---_x 
o 

_ POLARIZATION 
- LINE THROUGH 0 

D' 

POLARIZATION ,// 
LINE THROUGH 0' 

eo 

~---x' 

Fig. ll-Derivation of the polarization in the u'-plane when the u-plane is polarized 
in the p-direction. 
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wardly by tracing the cardinal ray. In Section V, it has been shown 
how the transformation (35) is affected by a rotation of the feed axis. 
The results will be useful to the design of reflector antennas as pointed 
out in Ref. 19. They also provide a simple interpretation for previous 
results of Refs. 13 and 19, as pointed out in Appendix C. 

APPENDIX A 

Consider Fig. 2. We wish to show that if L is everywhere tangent to 
the magnetic field, then this is true also for L'. Suppose initially that 
Sand S' are both centered at O. Then, the mapping determined 
between Sand S' by a ray from 0 is just a similarity, with magnification 
determined by the radii of Sand S'. This means that each line element 
8L' of L' is parallel * to the corresponding line element 8L of L. Thus, 
if both Sand S' are centered at 0, or both at 0', then the two curves 
Land L' certainly satisfy (10). 

Next, let Sand S' be centered at 0 and 0', respectively, and let Ibe 
the point of incidence for the ray corresponding to 8L. Then, the 
orientation of the corresponding line element 8L' is not affected if the 
ellipsoid in Fig. 2 is replaced by the tangent plane at 1. Thus, we 
conclude that property (10) is true in general, even if S' and S are 
centered at different foci. 

Notice (10) implies that the mapping between any two wave fronts 
Sand S' preserves angles and, therefore, it is conformal. 

APPENDIX B 

We show that the mapping in Fig. 2 between the two wave fronts S 
and S' can be represented as a product of two stereo graphic projec­
tions. A variety of different representations can be obtained, depending 
on the radii rand r' of Sand S'. For simplicity, here we choose the 
two radii so that the two spheres Sand S' touch each other, as shown 
in Fig. 12. The contact point V is on the axis 00' of the ellipsoid. Let 
Nand N' be the other intersections of the two spheres with the axis. 
Let Pl be an arbitrary point of the tangent plane at V, and let two 
corresponding rays OP and O'P' be obtained as shown in Fig. 12, with 
two stereographic projections from Nand N', respectively. We now 
show that the intersection 1 of the two rays satisfies the condition 

01 + 10' = r + r', (58) 

which is the equation of an ellipsoid. Let 0 and 0' be the angles VOP 
and VO'P', respectively. Then the isosceles triangle ONP has two of 

* This property, is true only if Sand S' are spherical wave fronts or if L is a geodesic 
line of S. 
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v 0 

Fig. 12-A point I of an ellipse with foci 0 and 0' is obtained with two stereographic 
projections from Nand N'. 

its angles equal to 0/2, and similarly the triangle O'N'P' has two 
angles equal to 0'/2. Furthermore, since VP I is tangent to both spheres, 

NPI X PIP = N'PI X PIP', 

since both products must equal VPr. Thus, the triangles PPIP' and 
NPIN' are similar and, therefore, PIPP' = 0'/2, PP'PI = 1800 

- 0/2. 
The angles PP'I and P'PI can now be determined, and one finds they 
are both equal to (0 + 0')/2. Thus, PI = P'I, which gives eq. (58). 

From the right triangles PI VN and PI VN', since they have one side 
in common, 

o 0' 
r tan - = r' tan -

2 2' 
(59) 

which gives eq. (16), and this implies the theorem of Section IV. 

APPENDIX C 

We now point out a simple connection between eqs. (28) and (29) 
and previous results by Brickell and Westcott. I3

,14 Both u and u' will 
be measured with respect to the same reference frame, the x, y, z-axes. 

Let an arbitrary reflector be illuminated by a spherical wave from 
the origin 0 of the x, y, z-axes, and let the reflecting surface be given 
in spherical coordinates by 

p = p(u, u*), 
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where p is the distance from the origin 0, and p(u, u*) is an analytic 
functiont of u, U *. Consider a particular incident ray with coordinate 
U = A, and let P be its point of incidence. To determine its reflected 
coordinate u' with respect to the x, y, z-coordinates, it is convenient to 
introduce temporarily a second reference frame with the z-axis through 
the point of incidence. Then, using the subscript ( )0 for the second 
frame, and applying eqs. (27) and (29) to the ray through P, 

( )

-1 
, dp 

Uo=p - , 
dUo 

for Uo = o. (60) 

N ext, we apply a suitable rotation to the Xo, Yo, zo-axes, so as to 
transform uo, Uo into u', u, 

, uo + A 
U =l-uQA*' 

Uo + A 
u=----

1-uoA*' 

From the second expression for Uo = 0, 

dU 
-= (1 + uu*), 
dUo 

dU* 
--=0, 
dUo 

and, therefore, 

d dU d dU* d * d 
-=--+--=(l+uu )-, 
dUo dUo dU dUo dU * dU 

for Uo = O. From these relations, taking into account that U = A for 
Uo = 0, one obtains the final result . 

dp 
p + (1 + uu *) U -

dU 
u' = --------dp , 

(1 + uu *) - - U * P 
dU 

(61) 

valid for any u. This gives eq. (16) of Ref. 13. We have thus shown that 
this basic result can be considered a direct consequence of eqs. (27) 
and (29). 
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