


































































































































































































































































































































































Fig. 17-AC service equipment in a large central office. (a) Stepdown power trans­
formers reduce engine-alternator voltage to commercial power level. (b) AC switching 
gear transfers power from commercial to engine-alternator standby sources. (c) Mimic 
panel for remote �c�o�n�~�r�o�l� of ac equipment. 

ments in addition to that provided by the building grounding 
system to avoid circuit malfunctions. 

(iv) Shielding systems are provided in offices located near sources 
of high-intensity electromagnetic or electrical fields such as 
radio broadcasting stations, electrical power stations, or certain 
high-tension lines. Shielding prevents electromagnetic fields 
from penetrating and causing malfunction of electronic equip­
ment. Figure 19 is an example of an internal shield. Wire mesh 
is embedded into the precast concrete wall and roof panels 
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Fig. 18-Standby engine alternators. (a) 2500-kW diesels. (b) 750-kW turbines. 

used in this type of construction. Shields are also obtained by 
welding the reinforcing bars of the structure to form a con­
ducting cage, or by placing and joining copper or steel sheets 
either on the inside or outside of the structure to form a 
complete metal enclosure. 

(v) Extensive detector, alarm and control systems, as shown in 
Fig. 20, are employed throughout the building for protection 
against circuit and service impairment due to fires. These are 
especially important since automatic water sprinkler systems 
cannot be placed in equipment rooms because of the great 
hazard from water to the electrically powered equipment. 

6.4 Mechanical systems 

Equipment buildings have mechanical systems to provide tempera­
ture control, to regulate the humidity of the surrounding air, to 
maintain appropriate amounts of outside air of high purity, to provide 
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Fig. 19-Construction methods for protection against radio frequency interference. 
(a) Building encased in continuous sheet-metal shield. (b) Panels precast with embedded 
galvanized mesh. 

means for vertical access in multifloor structures, and to provide 
movement of air, water, and fuel. Mechanical equipment areas take 
from 5 to 25 percent of the gross space, depending upon the provisions 
for process cooling, humidification, and air filtration needed by the 
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Fig. 20-Fire and mechanical equipment alarm panels. Left: Remote-control panel 
for equipment cooling systems. Rear: Flow alarms for fire extinguisher lines. Right: 
Smoke alarm panels and controls to operate dampers and evacuate smoke through 
ventilation system. 

telephone equipment and reserve power engines. The variety of me­
chanical equipment systems are: 

(i) Large refrigeration rooms are required in central offices because 
the cooling systems are designed to remove heat, released from 
telephone equipment, that can range up to 100 watts per square 
foot of occupied floor area, depending on the type of equipment 
installed. The range in heat released over one building bay of 
400 square feet in local crossbar and electronic offices and for 
toll electronic offices is shown in Fig. 21. Recent telephone 
equipment developments have been aimed at miniaturizing 
components through the use of solid-state electronic devices. 
This close-packed equipment dissipates large amounts of heat 
and, therefore, requires exceptional amounts of cooling. For 
example, a 10,000-square-foot toll office will require up to 100 
tons of cooling capacity when it houses electronic transmission 
and switching equipment. Conventional office buildings with 
equivalent floor area requiring cooling for human comfort would 
rarely be provided with more than 15 percent of this air-con­
ditioning tonnage. Most equipment buildings have very large 
mechanical rooms close to the equipment areas to accommo­
date the high-capacity fans, chillers, chilled water and con­
denser water pumps, and chemical water-treatment tanks. Also, 
because of the high-heat dissipation, cooling is often required 
all year, even in northern regions, and naturally the heating 
plants in these structures are minimal. Figure 22 shows a 
portion of the chillers for the cooling system of the 323 Broad­
way, New York, office. 

(ii) The ventilating fan systems are of sufficient capacity so that, 
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Fig. 21-Heat release in modern central offices. 

Fig. 22-Three 600-ton chillers for telephone equipment cooling. 
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in the event of a refrigeration-plant failure, short-term ambient 
operating environments for the telephone equipment can be 
maintained by the use of outside air while repairs are being 
made. The systems are characterized by elaborate air-ducting 
assemblies that have terminal diffusers aligned closely with the 
equipment lineups. The extensive overhead ducting in a new 
structure for this type of cooling system is shown in Fig. 23. 
Alternately, modular cooling systems comprised of a raised 
floor, plenum ceiling, and process coolers are employed to 
remove heat from the equipment room. In this type of system 
shown in Fig. 24, conditioned air is injected into the room 
through slots in the plenum ceiling, is heated by the equipment, 
and returns through slots in the raised floor to the process 
cooler fan-coil assemblies that remove the excess heat and 
return the air to the ceiling. Due to the quantity of air that is 
exchanged to remove the heat from the equipment space, large 
air-intake chambers, fans, plenums, and exhaust ducts are 
required. The air inlets shown in Fig. 25 illustrate the size of 
this air-handling equipment in a large facility. The fan room of 
a toll office and one of the machines used to pressurize the air 
distribution system are shown in Fig. 26. In addition to air for 
equipment cooling, special features are needed to provide for 
the large quantity of cooling and process air required by reserve 
engines and turbines that are also located within the building. 

(iii) All the air required for process control is subject to quality 
standards to reduce the adverse effects of contaminants on the 
equipment and reserve power plants. High-capacity air filtra-

Fig. 23-Extensive overhead ducting to cool high-heat dissipating telephone equip­
ment. 
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Fig. 24-Equipment room with a modular cooling system (raised floor, plenum ceiling, 
and process coolers in the column line). 

tion systems, shown in Fig. 27, are necessary to prevent dust 
and products of combustion from infiltrating the building to 
cause electrical contact failures. Where extreme levels of air 
pollution occur, special high-efficiency filters are employed to 
remove potentially damaging material. Because of the volume 
of air that must be handled for ventilating the equipment 
rooms, large support frames are necessary for mounting the 
filters. These in turn require that significant space be provided 
in the basic structure of the facility to accommodate the air 
filtration plant. 

(iv) Vertical access space within the structure is provided for the 
routing of all water and drain lines used to interconnect the 
elements of the mechanical systems that are located on differ­
ent floors. Vertical access provision is also provided for the fuel 
lines and exhaust stacks of the engines of the reserve power 
plants that may be located in below-grade rooms, on interme­
diate floors, or on the roof of the central office. The location of 
the vertical runs is coordinated with the equipment plan so as 
not to interfere with the subsequent placement of future gen­
erations of equipment, while special provisions are made so 
that leaking fluids offer the least hazard to telephone equip­
ment. Vertical access is also provided to permit the movement 
in the building and to upper floors of the large bulky equipment 

460 THE BELL SYSTEM TECHNICAL JOURNAL, FEBRUARY 1979 



(b) 

Fig. 25-Air inlets and exhausts for removing large amounts of heat released from 
equipment in modern central offices. (a) Interior of an inlet port. (b) Central office with 
16 air inlet and exhaust chambers (10 visible). 

assemblies that are added periodically to handle increases in 
demand for service. Large loading docks, freight elevators, or 
hoisting shaftsways are used to transfer and move the heavy 
loads, and dedicated open areas adjacent to equipment rooms 
are needed for the un crating and erection of the equipment 
assemblies. 

6.5 Special construction 

Another very important characteristic of a central office or trans­
mission station is the provision for expansion. If a horizontal addition 
is anticipated, the rear or a side wall must be designed for removal 
without interfering with the structural integrity of the roof and floors 
or with equipment assemblies that are operating to provide service. 
Also, extensions to the air distribution ducts and refrigeration machin­
ery of the process cooling system must be accommodated. Virtually 
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Fig. 2G-Mechanical room in large central office for pressurizing chilled air to cool 
equipment. (a) Sheet-metal wall, portion of fan plenum that houses 6 fans. (b) One of 
the fans in the plenum. 

every study plan for an office or station shows the planned growth 
directions. If vertical additions are anticipated, the footings, columns, 
and load-bearing walls must be adequate for the ultimate structure, 
and this will necessitate what appears to be greatly oversized initial 
construction as indicated in Fig. 28. 

Special construction is also required where offices have roof­
mounted microwave radio towers, as shown in Fig. 29. The typical 
means of transmission for many toll routes is by point-to-point micro­
wave radio. This is particularly true when toll offices are located in 
metroplitan or other areas where installation of underground cables 
between offices is costly. Such towers must be capable of supporting 
several antennas and the composite assemblies weighing hundreds of 
tons. With the tower and antennas on top of the building, the load is 
carried through the building to the foundation of the structure and 
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Fig. 27-High-efficiency ftlter banks for processing air for ventilation, for equipment 
cooling system make-up air, and for standby-engine air supply. 

requires a massive internal support system. Additionally, vertical 
access for waveguide, power and personnel, and appropriate fascia 
must be provided until the time when the antenna support tower is 
enveloped by vertical additions to the wire center or transmission 
station. 

VII. SUMMARY AND ACKNOWLEDGMENT 

During the 100-year history of the telephone, three different sets of 
building design standards have been used in the Bell System. The 
earliest central offices were designed primarily for operator switch­
boards. In the mid-twenties, building standards were changed to ac­
commodate tall equipment frameworks. These controlled the design 
of central offices and stations until the early 1970s, when the NEBS 

standards were adopted. During the later decades, advances in tech­
nology permitted the reassignment of most operators and craftspersons 
to locations remote from the switching and transmission equipment so 
that, today, the central office and station are designed primarily for 
equipment. In those few areas where operating support systems require 
the presence of craftspersons, the new standards permit building 
operating rooms to have very attractive interior design. 

Modern equipment buildings have many special design features that 
set them apart from conventional buildings. The special features occur 
because of the need to provide a dedicated operational environment 
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Fig. 28-Massive structural elements required for heavy equipment loads and future 
vertical expansion. 

for the cable, wire, equipment, and apparatus that are assembled in 
the central office or transmission station. Once installed, the circuit 
elements and the mechanical, electrical, and structural elements func­
tion under the control of operations support systems as an equipment­
building system that becomes an integral and vital part of the tele­
phone network. 
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Fig. 29-Enclosed radio tower, with vertical access provisions and antenna waveguide 
systems, erected on an equipment building. 
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Ferroelectric domain wall motion can provide the basis for 
monolithic electronic devices which are able to gate, amplify, perform 
digital logic, read out permanent analog messages, provide digital 
shift register storage, and scan optical images. No use of ferroelectric 
coercivity is made in these devices. Most of the functions have been 
experimentally demonstrated in simple form. The basic operating 
principles of these devices are explained, and their material require­
ments are discussed. The specific operation of five categories of 
devices is described. 

I. INTRODUCTION 

A variety of electronic functions can be accomplished in a novel way 
by taking advantage of the properties of domain wall motion in 
ferroelectric single crystals. U sing lead germanate, an elementary 
gating/amplifying device and a simple analog read-only memory have 
been demonstrated. l Using gadolinium molybdate, a much more com­
plicated analog read-only memory capable of storing four seconds of 
speech waveforms has been produced.2 The theory of several other 
wall motion devices, including image scanners and logic gates, has 
been investigated. These latter devices have not been demonstrated 
but rely on the same principles as those which have. The purposes of 
this paper are (i) to summarize the basic concepts common to all the 
above devices, (ii) to discuss material problems and requirements as 
they relate to improving the devices already demonstrated and to 
realizing the undemonstrated ones, and (iii) to describe specific device 
configurations using presently available materials and to show config­
urations achievable with improved materials. 

II. BASIC PRINCIPLES OF THE DEVICES 

The devices discussed here employ ferroelectric crystals which per­
mit only two anti-parallel polarization states. The crystals used are in 
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the form of thin slabs with the polarization axis generally normal to 
the broad faces of the slab, as in Fig. 1. In this configuration, domain 
walls can be moved sideways by applying a potential between elec­
trodes on opposite sides of the slab. Coherent wall motion of this type 
(as opposed to nucleation of new domains) will be assumed to be the 
only mode of domain switching to occur during device operation. 

Depending on the type of ferroelectric material used, the domain's 
configuration and motion may either be arbitrary, as in Fig. 1, or 
rigidly anisotropic. A domain like the inner one in the figure (i.e., with 
downward directed P vector) will be termed a positive-favoring domain 
because it expands in response to a positive potential applied to the 
top of the crystal. Domains with upward directed P vector exhibit the 
opposite behavior and will be termed negative-favoring. 

As the domain advances across the electrode, the sign of the spon­
taneous polarization, and hence the compensating conduction charge 
on the electrodes, must change. This requires a flow of current in the 
electrode leads. Presuming intimate electrode contact to the ferroelec­
tric surface, the induced wall motion current is 

dS 
I=2Ps dt' (1) 

where Ps is spontaneous polarization and S is the area of the positive­
favoring domain lying under the electrode. 

The monolithic electronic devices described here function by em­
ploying two ferroelectric effects: wall motion and induced currents. 

-pt --

I 
DOMAIN 

WALL 

POSITIVE-FAVORING 
DOMAIN 

\ 
\ 

P~ --

Fig. I-Ferroelectric single crystal shown in perspective and cross section. Voltages 
applied to electrodes on opposite faces of the crystal slab produce an electric field 
parallel to the ferroelectric polarization axis. The wall of the arbitrarily shaped domain 
propagates outward under the influence of this field. As the wall moves, it induces a 
current I in the leads of the electrodes. Since the domain of the polarity shown expands 
in response to the positive voltage applied to the upper electrode, it is called a positive­
favoring domain. 
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When suitable voltages are applied to appropriate configurations of 
electrodes, domains can be gated, shifted sequentially from place to 
place, made to perform scanning motions, or kept isolated from each 
other. Currents induced by wall motion can be used directly as outputs, 
digital or analog. Since the domains need no power to maintain their 
existence, the devices can have nonvolatile properties. Most impor­
tantly, currents due to wall motion can be fed to other parts of the 
crystal to control further wall motion. The specific configurations of a 
number of devices are presented in Section IV. 

Superficially, such devices might appear to be the ferroelectric 
analogs of magnetic bubble devices, but in fact they differ in two 
important ways. The more important difference derives from the 
incompleteness of the analogy between electrical and magnetic phe­
nomena. Electric field lines can terminate on electrical charges. It is 
the rearrangement of the terminating charges that accompanies wall 
motion which gives rise to the induced ferroelectric current. Since no 
analogous magnetic charge exists, this phenomenon has no direct 
analog in bubble devices. 

A second distinction is that magnetic bubbles are ferromagnetic 
domains of a special character, ones which represent a minimum 
energy configuration created by the presence of an opposing field. The 
ferroelectric materials used, however, do not exhibit analogous "elec­
tric bubbles." Instead, they support conventional domains whose di­
mensions are determined by the configuration of the electrodes. 

Past efforts to apply ferroelectric phenomena to electronic devices 
have been based on the concept of ferroelectric coercivity. These 
devices used the coercive strength as a threshold and were in many 
ways analogous to magnetic square-loop core devices such as ferrite 
core memories or magnetic amplifiers. Unfortunately, coercivity does 
not appear to be a fundamental property of ferroelectrics. Despite 
much experimentation, true coercivity is not observed in ferroelectric 
materials.3 Ferroelectric wall motion devices, on the other hand, do 
not utilize threshold principles. While they have their own material 
requirements and constraints, they employ only properties believed to 
be fundamental to ferro electricity. 

III. DEVICE REALIZATION 

3. 1 Materials 

The ideal ferroelectric material for use in wall motion devices should 
have a Curie temperature well above room temperature, be mechani­
cally stable, and possess only two domain states (preferably optically 
distinguishable, as a diagnostic). It must switch only by rapid, consist­
ent wall motion, not by nucleation of new domains. It is desirable that 
the material permit domains of arbitrary shape (as in Fig. 1). 
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The central materials problem of the wall motion devices is that no 
single material has yet been found that has all these ideal properties. 
The working experimental devices demonstrated to date1

,2 have been 
made using either gadolinium molybdate or lead germanate. Gadoli­
nium molybdate satisfies every property above except that its domains 
can only assume a restricted planar shape. Lead germanate satisfies 
all conditions except that, in all samples tested to date, it permits 
nucleation to occur at all but very low fields. The properties and 
applicability of these materials are summarized below. 

Gadolinium molybdate,4 Gd2(Mo04h, is orthorhombic below its 
Curie temperature of 159°C and has a room temperature spontaneous 
polarization of 0.17 ILC/cm2

• It is ferro elastic as well as ferroelectric. 
When a wall sweeps across the crystal, the a and b axes (which differ 
in lattice spacing by about 0.3 percent) are exchanged. Thus the change 
of electrical polarization is accompanied by a slight change in the 
shape of the crystal. Since the a and b axes are optically dissimilar, 
the domains may be easily viewed by polarized light microscopy. 

To make the slightly different strain of adjacent domains compatible, 
the domain walls must take the form of planes stretching across the 
whole crystal and must be oriented at a 45-degree angle to the a and 
b axes. Strain compatibility also requires that the walls do not intersect. 
These constraints mean that the domains must stack up like parallel 
plates across the crystal slab. Hence, one can at best deal only with a 
one-dimensional array of domains. 

On the other hand, it is probable that these same strain compatibility 
effects are also responsible for making gadolinium molybdate so re­
sistant to the nucleation of new domains. Walls can be moved back 
and forth across the crystal at velocities of several m/s without danger 
of nucleation.5 Thi~ is true in spite of polishing damage, saw-cut edgeR, 
inclusions, or scratches. 

Recent electron microscopic investigations of wall in gadolinium 
molybdate indicate that, for very thin samples (around 1000A), strain 
compatibility effects may no longer restrict domain shape.6

-
8 The 

micrographs actually show numerous closed domains with right-angle 
bends in the walls. Under these circumstances, gadolinium molybdate 
would appear to satisfy every condition for an ideal material for 
application to the devices proposed. Neither device fabrication on 
samples of this type nor investigation of the possibility of closed 
domains in thicker samples has yet been tried. 

Lead germanate,9,lO Pb5Ge30n, is a trigonal ferroelectric below its 
Curie temperature of 176°C and has a room temperature spontaneous 
polarization of 4.6 ILC/cm2

• The two permitted domain states are 
enantiomorphic and because of their optical activity can be observed 
by polarized light microscopy. Domain shape in lead germanate is 
observed to be quite arbitrary, and the demonstrated devices employ-
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ing it have made use of this property. A small wall velocity anistropy 
exists, however, imparting a rounded hexagonal shape to domains 
which grow outward from a point and are unrestricted by electrode 
geometry. 

The ease with which new domains nucleate in lead germanate is the 
primary drawback to the use of this substance in practical wall motion 
devices. Theoretical studies of ideal ferroelectrics show that a very 
large increment of energy, on the order of 108 kT for barium titanate, 
for example, is necessary to produce the nucleus of a new domain 
capable of further expansion. ll Similar studies of wall motion in barium 
titanate12 show that the minimum energy to initiate wall motion is on 
the order of 10 kT. This large ratio of nucleation and wall motion 
thresholds should be typical of ferroelectrics. Consequently, there 
appears to be no fundamental reason why a wall motion device cannot 
operate without causing nucleation of new domains. Unfortunately, 
presently available samples of lead germanate do not even approach 
these limits of nucleation immunity. It is hypothesized that nucleation 
may occur with anomalous ease due to crystal flaws, flaws in electrode 
coatings, or tiny unswitched domains left behind by a propagating 
wall. 

3.2 Substrate fabrication 

The devices described here require a single crystal substrate with a 
thickness on the order of a few microns to a few tens of microns. Both 
sides of the substrate must be accessible for electro ding, though only 
one side-carries patterned electrodes in most of the devices. This paper 
is basically concerned with what can be done with such substrates, 
rather than how than can be fabricated. However, we can list some 
techniques which could be employed. 

(i) Hetero-epitaxy on a crystal substrate which is then selectively 
dissolved away so that the back surface can be electroded. 

(ii) Hetero-epitaxy on a substrate crystal which has sufficient 
electrical conductivity to serve as a back-surface electrode. 

(iii) Careful etching of saw-cut crystal wafers. Techniques of this 
kind 13 when applied to silicon can produce a crystal as thin as 
around 25 /lm with a thicker rim for support. 

(iv) Conventional polishing of saw-cut wafers. Reduction of thick­
ness to a few mils can be practical. 

3.3 The use of a resistive layer 

In nearly all the devices described in this paper, domain walls are 
required to propagate across gaps separating adjacent electrodes. The 
surface polarization charge of the ferroelectric is always fully compen­
sated for by conduction charge where an electrode is present, but the 
polarization charge in the interelectrode gaps has no direct source of 
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compensating charge. Thus, when a wall attempts to cross a gap, a 
strong depolarizing field will be set up (see Fig. 2a). This field can 
hinder wall motion or stop it completely. 

A layer of resistive material in intimate contact with the crystal 
surface can alleviate this effect by providing a source of compensating 
charge as shown in Fig. 2b. The layer should be conductive enough to 
allow rapid wall motion, but not so conductive that it causes needless 
power dissipation when the electrodes are at differing potentials or 
causes excessive loss of currents intended as outputs. The layer may 
be deposited before the electrodes are formed as in the figure; or it can 
be deposited into the gaps after the patterning of the electrodes. It 
may also be possible to produce a resistive layer by doping the surface 
of the ferroelectric crystal itself. 

Experience with devices made from lead germanate shows that the 
use of a resistive layer is necessary to the crossing of electrode gaps by 
domain walls in this substance. This held true for gaps of all the widths 

NET DEPOLARIZING CHARGE \ 

+ \ 
\ 
I 
I 
t 

DOMAIN 
WALL --
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+ 
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+ 

+ 

Fig. 2-(a) Cross-section view showing a domain wall attempting to cross an inter­
electrode gap. The surface polarization charge of the ferroelectric changes as the wall 
advances, but the surface conduction charge remains fixed because the ferroelectric is a 
near-insulator. This creates a net depolarizing charge which can slow or stop the wall. 
(b) With a resistive layer in contact with the ferroelectric surface, charge compensation 
is maintained and the wall can cross the gap easily. 
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employed, including the narrowest of about 5 /lm. In gadolinium 
molybdate, however, gaps as large as 10 /lm can be crossed by the wall, 
on the condition that the gap extends along only a relatively small 
part of the length of the wall, the remaining wall length residing 
beneath unbroken electrodes. 

IV. SPECIFIC DEVICE CONFIGURATIONS 

In the remainder of this paper, the specific configurations of five 
device types are presented. The descriptions center on the more 
general versions made possible by an ideal material permitting arbi­
trary domain shapes. Specialization of these devices to planar domain 
geometry (i.e., gadolinium molybdate) are made where appropriate. 

4. 1 Gating device 

This device permits one current to control another and is capable of 
amplification. Its operation illustrates many principles employed in 
the other devices. An experimental gating device has been demon­
strated in lead germanate. 1 

The basic wall-motion gating principle is reviewed in Figs. 3a to 3d. 
A positive-favoring domain, permanently residing under an origin 
electrode, can propagate under the detector electrode if the intervening 
trigger electrode is positive. If the trigger is kept negative, the detec­
tor's domain state cannot change from negative-favoring to positive­
favoring (in spite of a positive detector voltage) because no positive­
favoring domain is available to the detector electrode. A negative 
confiner electrode is employed to ensure that the trigger provides the 
sole access of positive-favoring domain to the detector. Since the 
motion of a domain wall under the detector induces a current in the 
detector lead, the detector current is therefore gated by the trigger 
voltage. The device must operate in a pulsed mode: detector current 
ceases when the wall traverses the detector, and both trigger and 
detector voltage must be made negative to restore the device for a new 
gating cycle. The crossing of the interelectrode gaps is aided by a 
resistive layer if necessary. A similar device can be made using a 
planar-wall material by simply deleting the confiner electrode. 

It can be shown that the ferroelectric gating device is capable of 
gain of various sorts. First note that the trigger draws a current of its 
own when traversed by the domain wall. By integrating eq. (1), it is 
clear that the total charge in the current pulses of both detector and 
trigger is proportional to the electrode areas. Hence by making the 
detector arbitrarily larger than the trigger, any desired charge gain can 
be obtained: 

Sd 
Gcharge = St' (2) 
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Fig. 3-Top view illustrating the operation of a ferroelectric gating device capable of 
gain. The trigger electrode serves to control the detector electrode's access to the 
positive-favoring domain beneath the origin electrode. (a) When a negative trigger 
voltage blocks this domain, the detector domain cannot change polarity because no 
domain wall is present and because nucleation cannot occur. Therefore, no current is 
sensed. (b) When the trigger is positive, a wall motion current is induced in the current 
sensor. By making trigger and detector supplies negative, the device is restored to its 
original state (c and d). 

where Sd and St are detector and trigger areas. For a crystal of a given 
thickness, wall velocity is a function of applied voltage, V(v). By 
applying a greater voltage to the detector than to the trigger, the 
detector wall velocity can be made larger than that of the trigger, 
yielding a current gain. Assuming the width of the detector, trigger, 
and origin to be identical (as in Fig. 3), 

V(Vd) 
Gcurrent = V(Vt) , 

where Vd and Vt are the detector and trigger voltages. 

(3) 

Suppose a resistor is placed in the detector lead to yield an output 
voltage, and suppose the trigger voltage is taken as the input voltage. 
To analyze this case in general requires the trial-and-error solution of 
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a functional equation involving V(v), an experimental curve. We will 
therefore consider a convenient special case in which Vds, the detector 
supply voltage, is set so that wall velocity is the same under trigger 
and detector. For this case, 

Vds 
Gvoltage = - - 1 

Vt 
(4) 

so that gain greater than 1 is achieved when Vds > 2vt. The value of Vds 

required to make the trigger and detector wall velocities equal is given 
by 

(5) 

where W is the width of origin, trigger, and detector and R is the load 
resistance. This implies that voltage gain greater than 1 results when 

Vt 

2PsWR> V(Vt)· (6) 

Hence, voltage gain exceeding 1 is always attainable simply by design­
ing the gating device to have Wand R satisfying eq. (6). 

The conditions of equal wall velocity and equal electrode width 
imply that trigger current and detector current are also equal. If we 
define instantaneous power gain as the ratio of power dissipated in 
resistor R to the power input to the trigger lead, then 

Vds 
Gpower = - - 1 

Vt 
(7) 

for conditions of eq. (5). Instantaneous power gain will exceed 1 when 
the device is designed so that eq. (6) is also satisfied. Finally, we may 
define energy gain as the ratio of total energy dissipated in R to the 
total energy input into the trigger lead. Since we are analyzing the 
special case of equal trigger and detector velocities, the duration of 
input and output power pulses will have the same ratio as the lengths 
of trigger and detector electrodes measured in the direction of wall 
motion, .et and .e d. Hence, 

.ed (VdS ) 
G energy = .e

t 
-;; - 1 (8) 

for conditions of eq. (5). Energy gain will exceed 1 when, for instance, 
the design fulfills eq. (6) and .e d > .et • 

The behavior of the gating device has been analyzed without taking 
into account the interelectrode current leakage which will result if a 
resistive layer is employed. This leakage can be reduced by making 
appropriate compromises in the design of the resistive layer. Leakage 
can be avoided by placing the output device (current sensor or load 
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resistor) in the lead of the underside grounded electrode. The output 
will then be the trigger's plus the detector's current, yielding a greater 
gain. Alternatively, the detector electrode may be surrounded by a 
guard ring electrode connected to the detector supply, thus blocking 
leakage to the detector. 

4.2 Analog read-only memories 

The ferroelectric analog read-only memory provides a function not 
provided by any other monolithic technique: the direct readout of 
permanently stored continuous analog waveforms. A simple analog 
readout device made using lead germanate has been demonstrated. 1 

Application to speech waveforms is especially appropriate. A gadoli­
nium molybdate device which can read out either of two 2-second 
sentences has been demonstrated.2 

Ferroelectric analog readout devices in general operate by allowing 
a domain wall to scan down a long detector whose shape varies in 
accordance with the intended output. A multiple track version of the 
device is shown in Fig. 4, as it would be configured for use with a 
material supporting arbitrarily shaped domains. To read out a track, 
the wall of the origin domain is gated by the trigger and is allowed to 
propagate down the detector. The wall is restricted to follow the 
outline of the detector by the negative confiner. The detector's width 
is a function W(x), where x is the distance down the long axis of the 
detector. If the advancing wall has the form of a straight line oriented 

CONFINER ----

CURRENT SENSOR 

I 
I 

/ 
TRIGGER 

ALTERNATIVE 
CURRENT 
SENSOR 

Fig. 4-Multiple·track analog readout device using one detector per track and 
employing arbitrarily shaped domains. Separate triggers are used to select the desired 
track. The output detected by the common current sensor is proportional to the width 
of the wall moving down the selected track. 
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perpendicular to its direction of advance, then the wall will sweep out 
surface area of the crystal at a rate of 

dB 
dt = Vo W(xo) = Vo W(Vot) , (9) 

where Vo is the constant wall velocity and xo is the wall position. By eq. 
(1), this will cause a current to flow both in the detector lead and in 
the lead of the underside ground electrode: 

I =2Psvo W(vot). (10) 

Hence, the time variation of the output will be directly proportional to 
the spatial variation of the selected detector's width. If the thickness 
of the crystal does not vary, constant velocity can be maintained 
simply by applying a fixed voltage to the detector. Otherwise, a 
feedback circuit is employed to control the detector supply voltage in 
such a way as to maintain the time-averaged detector current at a 
desired fixed value. 

Analog read-only memories with data tracks oriented parallel to 
each other may be made using planar wall materials such as gadolinium 
molybdate.2 A differential, multiple-track version of such a device is 
seen in Fig. 5. The total width of the two detectors which constitute a 

OUTPUT = la - Ib 

CURRENT SENSORS--

-v 

Fig. 5-MuItiple-track differential analog readout device utilizing a planar wall 
material. External switches are used to connect the desired track to the current sensors. 
All unselected tracks are switched to ground. 
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track is constant, but the difference of their widths is equal to the 
desired function W(x). The output may therefore be obtained as the 
difference of the two detector currents: 

(11) 

The sum of the two currents is directly proportional to wall velocity 
and can be conveniently utilized by a feedback system to regulate wall 
velocity. 

Because the wall extends across the entire crystal, all tracks are 
necessarily scanned at once, and no common connection to all detectors 
can be used. Separate leads are therefore brought out, two per track in 
the differential version. The current in the lead of the desired track is 
selected by external circuitry, and all other leads are connected to a 
common potential. 

4.3 Optical image scanners 

In this section, optical area and line scanners are described which 
employ ferroelectric domain wall motion as the scanning mechanism. 
Though such devices have not yet been experimentally demonstrated, 
their operation depends on the same ferroelectric phenomena as the 
devices which have been demonstrated. 

Figure 6 shows the structure of an optical area scanner employing a 
material permitting arbitrary domain shapes. The electrode geometry 
consists of numerous scanning electrodes interleaved with confiners. 
All the scanning electrodes are connected to one common terminal, 
and the confiners are connected to another common terminal. A 
ferroelectric shift register (see Section 4.4) lying along the left-hand 
end of the scanned area transports a single Ipositive-favoring origin 
domain from one detector electrode to the next. When the detectors 
are made positive, the origin domain in the shift register crosses over 
to the adjacent scanning electrode and prupagates down it. After thc 
domain reaches the end, the common lead is made negative, rapidly 
restoring the scanning electrode by a motion of the walls inward 
toward the axis of the scanning electrode. Repeating this process for 
each scanning electrode in sequence generates a domain wall scan of 
the whole area of the chip. 

The scanning action of the domains is used to sense resistivity 
changes in a photoconductive layer applied to the bottom surface of 
the ferroelectric crystal. Figure 7 shows this layer in a cross-section 
view taken through one scanning electrode. Electrical contact is made 
to the surface of the photo conductor by a thin transparent electrode. 
The image to be scanned is focused on the photo conductor from below 
by an optical system. Induced ferroelectric currents originate specifi­
cally from the line where the moving domain wall intersects the surface 
of the crystal, since that is where the polarization surface charge 
changes its sign as the wall moves. Thus a scanning domain wall acts 
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Fig. 6-Top view of electrode geometry used for area image scanner. A single positive­
favoring domain held in the shift register at the left is used to initiate domain wall scans 
along the strip electrodes. The scanning domain is confined to one electrode by the 
interleaved confiner strips. When the scanning of one electrode is completed, it is 
restored by a brief negative pulse and the shift register is incremented to the next 
scanning electrode. 

Va 
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Fig. 7-Detection principle of the image scanner shown in cross section. The scanning 
wall acts as a moving current source. This localized current passes through a photocon­
ductive layer whose conductivity is dependent on the intensity of the local illumination. 
The value of applied voltage Va required to keep the scanning rate constant (i.e., to 
keep VFE constant) varies in accordance with the conductivity of the photoconductive 
layer. 

as a moving current source. The current from this source passes 
downward through the photoconductive layer and exits through the 
transparent electrode. If we apply a fixed voltage to the scanning 
electrode, the wall will not travel at a constant velocity, but rather will 
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speed up when passing places where the photo conductor has high 
conductivity and slow down when passing places of low conductivity. 
The current exiting through the transparent electrode, I scan, is directly 
proportional to the scanning wall velocity. Under these conditions, the 
ferroelectric scanning system yields an external current indicative of 
the illumination present at the position of the advancing wall. 

The illumination data conveyed by Iscan are obtained at the price of 
a varying scanning rate. By regulating the wall velocity through a 
simple feedback system, a constant scanning rate can be obtained 
while still generating a signal indicative of the conductivity of the 
photoconductive layer. A block diagram of this system is seen in Fig. 
8. A differential amplifier senses the difference between Iscan and a 
fixed reference signal. The amplifier's output is applied directly to the 
common scanning electrode lead. The applied voltage, Va, is thus 
varied in just such a way as to keep Iscan equal to a desired constant. 
Va can be viewed as a sum of two components: V FE, the drop across 
the ferroelectric crystal, and V pc, the drop across the photoconductive 
layer: 

(12) 

Because wall velocity is held constant, it follows that V FE is constant 
(assuming the ferroelectric crystal to be of constant thickness). This is 
so because, at a given crystal thickness, wall velocity is solely depend­
ent on applied voltage. Consequently, any fluctuation of Va must be 
due entirely to the fluctuation of Vpc: 

(13) 

Since Iscan is held constant, a Vpc will be proportional to appc, the 
resistivity of the photoconductive layer at the point of scanning. Thus 

(14) 

That is, the fluctuation of the feedback voltage itself constitutes the 
light signal output of the image scanner. 

In the scanning electrode geometry shown in Fig. 6, it can be seen 
that the scanning electrodes and confiners are interchangeable. By 
alternately switching the role played by the two sets of electrodes, a 
doubling of the scanning density can be obtained. 

A striking feature of the scanning electrode geometry is the fact that 
it is free of structure in the direction of scanning. Present silicon image 
scanners, by way of comparison, consist of two-dimensional arrays of 
individual light sensors. Each sensor has a structure of its own, that is, 
a configuration of diffusions, windows and metalized areas. In the 
ferroelectric scanner, each single scanning electrode performs the 
function of an entire row of structured light sensors. Figure 9 shows 
the "resolution cell," or picture element of a ferroelectric scanner. 
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Fig. 8-Feedback circuit used to maintain constant wall velocity in the image scanner. 
The wall current J,can, which is proportional to wall velocity, is compared with a reference 
current f ref so as to generate a feedback signal Va. This signal is used to drive the 
scanning electrodes and constitutes the output signal as well. 

__ METALIZATION 

_-GAP 

Fig. 9-Resolution cell of the area scanner for the case where scanning and confiner 
electrodes are exchanged on alternate scans. The cell is notable for its simplicity. 

Though the resolution of the scanner in the horizontal direction is 
greater than in the vertical direction, the cell has been drawn conserv­
atively as a square. The cell consists of a metal strip with two half 
gaps to either side. It is hard to imagine a solid-state area scanner with 
a simpler resolution cell than this. 

A color scanner can be made by overlapping the photoconductive 
layer with an array of narrow parallel red, blue, and green filters 
oriented perpendicular to the direction of scanning (see Fig. 10). An 
output will be produced which represents the detected amounts of the 
different color components in a rapidly repeating sequence. External 
circuitry employing a phase-locked loop is used to sort out the different 
color indications into three separate parallel outputs. A narrow trans­
parent strip interposed between each group of color filters provides a 
phase reference for the separation of the three color signals. Such a 
scheme involves a substantial reduction of resolution in the direction 
of scanning, but since the resolution of ferroelectric scanners should 
be high to begin with, the compromise is especially appropriate. 
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Fig. IO-Area scanner geometry with superimposed strip fllter array for color appli­
cations. An example of the resulting output is seen at the bottom. External electronics 
are empioyed to separate out the three color signals into three parallel analog channels. 
Sync for doing this is provided by the interposed clear fllters which are recognizable by 
their greater magnitude in the output signal. Note that no precise alignment of the fllter 
array in position or angle is required. 

A line scanner of very simple design can be made using a planar 
domain ferroelectric. The structure of such a device is shown in Fig. 
11. The operating principle is the same as in the area scanner, but now 
a single domain wall extending across the width of the crystal is used 
for scanning. The only electrodes used are the origin, the scanning 
electrode, and the negative stop electrode which prevents the wall 
from being lost at the end of the crystal. 

Ideally, one would want the crystal to be very narrow so that only 
a thin strip of the incident image would be scanned. Unfortunately, 
this leads to chip proportions which may be impractical. Instead, one 
can employ an optical system which itself defines the strip to be 
scanned and projects it on a crystal which has as narrow a shape as 
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Fig. ll-Line scanner employing a planar wall ferroelectric. The principle of operation 
is the same as in the area scanner except that the wall extends across the full width of 
the crystal. 

possible. This image is then defocused by a weak cylindrical lens to 
spread it out in a direction parallel to the domain wall. Thus the whole 
extent of the wall, all of which is sensitive to illumination, is illuminated 
by the same part of the image at a given time. 

At first, it may appear that an area scanner may be obtained by 
dividing the top or bottom electrode of a planar wall scanner into 
numerous strips. This scheme will not work because the planar domain 
wall must scan all such strips simultaneously and would therefore be 
sensitive to the conductivity of the photoconductive layer associated 
with each of the strips at the point of scanning. This cannot be 
remedied by disconnecting all strips except that desired to be sensed, 
because the ferroelectric current from those strips would have nowhere 
to go, and wall motion would therefore cease. Even if the strips other 
than the one being sensed were connected to a voltage source (as was 
done in the planar wall analog readout device, Fig. 5), the wall's motion 
would still be influenced equally by conductivity changes anywhere 
along the wall. 

4.4 Nonvolatile shift register memories 

Static, nonvolatile, digital shift register memories can be made which 
employ ferroelectric domain wall motion phenomena. An experimental 
4-bit shift register using lead germanate has been demonstrated. * 

The basic shift register consists of a series of shifting electrodes 
preceded by an origin and trigger and completely surrounded by a 
confinert (see Fig. 12). The shifting electrodes are connected in re­
peating sequence to voltage sources VI, V2 , and V3 , as shown. By 

* Unpublished experimental demonstration by the author. Origin, trigger, confiner, 
and shifting electrodes were all formed by small wires positioned close to the surface of 
a thin lead germanate crystal. The crystal was immersed in a slightly conductive fluid 
which established electrical contact between the wires and the crystal surface and served 
as a resistive layer. Domains could be introduced at will by the trigger and shifted along 
by the shifting electrodes. The moving domains could be observed in polarized light. 

t A device for shifting domains in gadolinium molybdate was independently discov­
ered by J. E. Geusic, T. J. Nelson, and D. P. Schinke (U.S. Patent 3,701,122). Domain 
detection was optical in this invention, however, and no use was made of the induced 
ferroelectric current. 
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Fig. 12-Top view of a ferroelectric shift register memory. Domains introduced by 
the trigger are swept along by an array of 3-phase shifting electrodes. A "I" bit is 
represented by the presence of a positive-favoring domain in a 3-electrode cell, a "0" bit 
by the absence of such a domain. The arrival of a domain at the end of the register is 
sensed by means of the induced ferroelectric current in the last electrode. 

allowing these voltages to go through the cycle of alternations shown 
in the waveforms of Fig. 13, positive-favoring domains introduced by 
the trigger can be shifted from electrode to electrode. A full shifting 
cycle has six stages or time periods as illustrated in the cross-section 
views of Fig. 13. It can be seen that each domain advances by expanding 
forward when the electrode ahead of it is made positive, and by pulling 
up from the rear when the electrode behind it changes negative. The 
surrounding confiner denies the shifting electrodes access to positive­
favoring domains from any other part of the chip. The domains will 
therefore propagate down the shift register as isolated positive-favoring 
islands, one for each set of three shifting electrodes. The presence of 
such a domain represents a "I" bit and its absence of an "0" bit. The 
arrival of a domain at the end of the shift register is detected by the 
induced ferroelectric current generated in the lead of the last electrode. 
With suitable design, this current is adequate to drive external silicon 
devices directly. 

Ferroelectrics generally exhibit a significant field threshold for wall 
motion. With supply power removed from the shift register, all elec­
trode voltages go to zero, thus making wall motion impossible. Pyroe­
lectric and piezoelectric effects can generate tiny voltages in the 
absence of supply power but, with appropriate design (e.g., finite shunt 
resistance between power supply terminals"and ground), these will fall 
far below the threshold. Thus nonvolatile memory should be obtaina­
ble with ferroelectric shift registers. 

4.5 Logic gates 

Modifications to the prototype geometry can yield ferroelectric logic 
gates. Figure 14a shows an AND gate produced by interposing two 
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Fig. 13-Details of operation of the ferroelectric shift register. The six time periods 
making up a full. shifting cycle are shown above, and an example illustrating the domain 
state of the register for each time period is seen below. 

triggers between the OrIgIn and detector. A logic "I" input to the 
triggers is represented by a positive voltage during the first half of an 
operating cycle (the active period) and by a negative voltage during 
the second half (the restoring period) of the cycle. A logic "0" input is 
represented by a zero voltage throughout the full operating cycle. The 
detector is always supplied with a positive voltage during the active 
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Fig. 14-Top view of simple ferroelectric logic gates. (a) AND gate made by interposing 
two triggers in sequence between detector and origin. Both triggers must be activated to 
obtain an output. (b) OR gate made by placing the triggers side by side so that either 
may cause an output. 

period and with a negative voltage in the restoring period. Clearly, a 
logic "I" input to both triggers is required to produce an output current 
in the detector lead. A second detector current of opposite polarity 
will then flow during the restoring period. Should a logic "0" be applied 
to either trigger, no current will flow in the detector lead during either 
the active or restoring periods. Thus, an AND function is obtained with 
voltage inputs and current output. Note that the same logic level 
definitions used for the inputs also apply to the output: positive and 
negative half cycles = "1," no signals = "0." 

An OR gate may be obtained if the triggers are arranged side by side, 
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Fig. 15-Series-coupling of an AND gate output to one input of an OR gate. Both gates 
are seen in cross section and are schematically depicted as though they were on separate 
ferroelectric crystals. The wall motion current from the AND gate is fed to the OR gate 
trigger so that both walls must advance together. The wall motion current of the OR 
gate's detector can be fed to a third gate in a similar way. 

as in Fig. 14b. The operation is identical to that of the AND gate except 
that either trigger alone may cause a 1 output. Both AND and OR gates 
may be made with any number of inputs in sequence or side by side. 

If the above logic gates are to be of substantial utility, a means must 
be found to couple the output of one gate to the input of another. This 
can be done by series coupling. Figure 15 shows this scheme as applied 
to the coupling of an AND gate output to input of an OR gate. The AND 

gate (seen in cross section) is of conventional design except that its 
underside metallization has been patterned to isolate that portion of 
the ground electrode which lies under the detector. Wall motion 
currents to this electrode are fed to one trigger of an OR gate. For 
clarity, this is depicted as though the OR gate were on a second crystal. 
The series connection of detector and trigger implies that a domain 
wall can move under the trigger electrode if and only if a domain wall 
also moves under the detector electrode. If the logic condition is 
satisfied for the first gate, domain walls will move simultaneously in 
both its own detector and in the trigger of the next gate. During the 
restoring period, the domain walls in both gates return to their original 
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positions, again by a series flow of current. In practice, the two gates 
of Fig. 15 would be on the same chip, with the OR gate turned upside 
down. This configuration makes it unnecessary for leads to pass 
through the crystaL 

Series coupling may be viewed as a means of electrically transporting 
a domain from one part of the crystal to another. The output detector 
of a shift register, for example, could be series-coupled to the input 
trigger of the same shift register. Thus, a continuous data loop could 
be created without the design constraint of actually forming a physical 
loop. 

The ability to perform logical inversion is fundamentally necessary 
for generation of the full range of logic functions. The output of a 
series-coupled ferroelectric gate can be inverted by a subtraction 
scheme as illustrated in Fig. 16. The figure shows a conventional AND 

gate connected in series with a gate with no trigger (an "inverter") 
which is connected to a polarity reversed version of the usual detector 
square wave supply. Suppose that the logic condition of the AND gate 
is satisfied, so that a domain wall is allowed to travel under the AND 

gate's detector. When viewed from a point on the series connection 
lead (point A in Fig. 16), this condition is symmetrical: point A is 
connected through mobile domain walls to both normal and inverted 
power supplies. Hence, the voltage at point A will be zero during both 
the active and restoring periods. Point A constitutes the inverted 
output of the fIrst gate and is connected to a trigger input of a 
succeeding gate. Since point A remains at zero volts, no current flows 
in this connection, and the succeeding gate's trigger will not be acti­
vated. 

INPUT A 

NORMAL SUPPLY 

INVERTED 
SUPPLY 

NORMAL SUPPLY 

TO 
NEXT 
STAGE 

AND GATE INVERTER ORGATE 
f------------+-----.-+--------- ... 

Fig. I6-Cross-section view showing an AND gate's output being inverted and series 
coupled to an OR gate input. 
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When the logic condition of the AND gate is not satisfied, no 
ferroelectric current will be provided to point A from the AND ga,te's 
square wave supply. However, the detector of the triggerless inverter 
gate always has access to a domain wall and will provide current to 
point A from the reversed polarity square wave supply. This current 
will activate the trigger of the succeeding gate. Thus the desired NAND 

logic function is accomplished. Since its trigger is activated from a 
reversed polarity source, all other aspects of the succeeding gate must 
be reversed in polarity also. 
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Combining Echo Cancellation and Decision 
Feedback Equalization 
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A system for two-wire, full-duplex data transmission is proposed. 
It consists of two adaptive transversal filters, one accepting the 
transmitted symbols and working as an echo canceller, the other 
accepting the received symbols and functioning as a decision feed­
back equalizer. A joint stochastic adjustment algorithm (updates at 
each baud) is analyzed, and it is shown that the sum of the mean­
squared errors in the coefficients of both filters can be decoupled from 
its difference by selecting identical gain constants in each loop. The 
optimum gain equals the reciprocal of the sum of the taps of both 
loops. Convergence is exponential, and its time is 0.23 adjustments/ 
dB/tap. This is completely independent of all channel parameters. 
Implementation of the proposed structure requires neither multipliers 
nor A/ D converters. Promising applications are seen in channels 
with moderate precursor distortion, such as highpass channels (dc­
restoration), two-wire PBX systems with a need for high-speed, full­
duplex communication, limited distance cable channels, and, most 
important, two-wire digital subscriber lines for digital voice/data 
terminals. 

I. INTRODUCTION 

In a previous publication, a new approach to adaptive echo cancel­
ling for full-duplex data transmission over two-wire facilities was 
presented. l Its novelty was that the compensation signal is synthesized 
directly from the data symbols, rather than from the transmitter 
output signal, and canceller adjustments are controlled by the re­
ceiver's estimated error signal, rather than the receiver's input signal, 
as has been done in previous echo cancellers.2

-
5 This approach can be 

applied as long as the underlying modulation concept is linear; it allows 
for considerable economies in circuit implementation and also elim­
inates the double talker problem. The number of taps can be kept 
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minimal if echo compensation is done at the baud rate, in synchronism 
with the receiver sampling operation. For this case, it has been shown 
in Ref. 1 that rapid convergence (time proportional to the number of 
echo taps) can be achieved, and that this convergence does not depend 
on channel response, echo response, timing phase, carrier phase, or the 
energy ratio of the echo signal to the distant received signal. Further 
studies dealing with this scheme are presented in Refs. 6 and 7. 

On many real channels, the echo canceller alone would solve only 
part of the problem, since intersymbol interference (lSI) is severe and 
must be properly dealt with. The well-known adaptive equalizer is the 
proper cure for this, and during the past decade its art has been refined 
to a level of high sophistication. However, for two-wire full-duplex 
communication, one now must in general deal both with an adaptable 
echo canceller and an equalizer. Their joint adaptive adjustment will 
create new problems as far as updating techniques and dynamic 
behavior are concerned. Preliminary investigations of the behavior of 
a linear equalizer and an echo canceller have been carried out by 
Falconer and Weinstein,S indicating that convergence critically de­
pends on the received signal to echo power ratio. These results have 
also been summarized in Ref. 6. Undoubtedly, this is a field where 
further studies are essential. 

In this paper, a new system is proposed which combines both 
adaptive echo cancellation and equalization but retains the properties 
of rapid, channel-independent convergence under joint adjustments. 
As will be seen, the equalizer has to be somewhat restricted to obtain 
these advantages. The architecture of this system is discussed in the 
next section. After this, the convergence behavior is discussed, and 
finally simulation runs are presented ... vhich confirm the previou~ly 
established analytical results. 

II. SYSTEM ARCHITECTURE AND DEFINITIONS 

The basic arrangement of the proposed system is shown in Fig. 1. 
We concentrate on a baseband system, not because of any such 
limitations (all linear modulation schemes can be represented in equiv­
alent baseband), but rather to keep notation simple and concentrate 
on the essentials. The system contains two adaptive transversal filters; 
one is connected to the transmit data symbols and the other is 
connected to the received data symbols. The first works as an echo 
canceller as proposed in Ref. 1 to mitigate the effects of hybrid 
mismatch; the second filter is a decision feedback equalizer which 
compensates for intersymbol interference in the received far end signal 
due to linear distortion on the channel. With the structure in Fig. 1, 
this compensation is limited to trailing distortion components (postcur­
sors) and we say more about this shortly. The outputs of both filters 

492 THE BELL SYSTEM TECHNICAL JOURNAL, FEBRUARY 1979 



DATA IN 

ERROR 

DATA 

DATA OUT 

SAMPLER 
AND 

QUANTIZER 

y 

Q+s 
+~-----I 

COMBINER 

TRANSMITTER 
FIL TER 

HYBRID 
CIRCUIT H 

~ 

LINE 

Fig. I-Block diagram of data set with combined echo canceller and decision feedback 
equalizer. 

are subtracted from the received signal and the resulting "cleaned-up" 
waveform is sampled to yield estimates bk of the far end data bk • Error 
samples ek are generated in the usual way and are used as a common 
control signal to adjust both the canceller and the equalizer. 

Since the equalizer has no linear taps to compensate for precursors, 
its abilities are somewhat limited. However, several significant advan­
tages are also obtained: the implementation is economic since no AID 
converter is required and the usually painful multiplications are re­
placed by simple additions (at least for binary and pseudo-ternary 
signals; some other codes may require multiplications where one factor 
is a two- or three-bit number). A further advantage is the total stability 
and predictable performance of this system, as is apparent from the 
analysis presented in Section III. Decision feedback equalization alone 
is well suited for highpass channels requiring dc restoration. It will also 
have interesting applications in transmission over cables and other 
channels where the distortion is predominantly of the trailing type. 

In accordance with Ref. 1, let the near-end and far-end symbols be 
statistically and mutually independent random variables ak and bk • 

With hk and rk, we denote the samples of the channel response and 
echo response. At to + kT, the received signal consists of a far-end 
component 

ek = L bk-ihi (1) 
i=-oo 
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and an echo signal 

Sk = L ak-iri. 
i=-N 

The receiver in Fig. 1 synthesizes the two compensation signals 
M 

and 

gk = L ak-iCi = arc 
i=-N 

J 

fk = L bll-idi = bId, 
i=l 

(2) 

(3) 

(4) 

where (3) is formed by an echo canceller with L = M + N + 1 taps 
C-N· •• CM and (4) is the output of the decision feedback equalizer* 
comprising taps d1 • •• dJ . The combined output y is 

(5) 

where K is some additive channel noise with variance cl. The error 
signal becomes 

where 

ek = Yk - bk 

J M 

= L bk-i(hi - di ) + L ak-i(ri - Ci) + Wk, 
i=l i=-N 

-1 

Wk = tk + ~ bk-ihi + L bk-ihi 
i=-oo i=J+l 

+ L ak-iri + bk(ho - 1). 
i=M+l 

(6) 

(7) 

One recognizes that Wk is the remaining error component after opti­
mum settings for both the canceller and the equalizer have been 
obtained. These optimum settings are, of course, given by 

Ci=n i=-N···M (8) 

(9) 

where all echo and intersymbol interference components within the 
reach of the adaptive structures are fully cancelled. It is further clear 
that some kind of automatic gain control should be used to force ho 

* We make the usual assumption that correct decisions are entered into the equalizer. 
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= 1 to minimize the variance of (7). In accordance with (8) and (9), we 
introduce error vectors 

q,=c-r 

l/t=d-h 

(10) 

(11) 

for the canceller and equalizer coefficients. The error can now be 
expressed in the simple form 

(12) 

It will be our goal to adaptively minimize the mean-square error (MSE) 

which is given as 

(13) 

where R denotes that part of the MSE which cannot be further reduced 
with the canceller/equalizer combination, i.e., 

-1 

R = E{Wk} = ~ hr + ~ hr + ~ rr + (12 + (ho - 1)2, (14) 
i=-oo i=J+l i=M+l 

and the first two terms in (13) represent the excess error due to 
misadjustment. We now investigate how this excess error can be 
minimized. 

III. JOINT STOCHASTIC ADJUSTMENTS 

A joint, stochastic updating algorithm of the form 

Cn+l = Cn + yenah 

d n+1 = d n + {3enbn 

(15) 

(16) 

with constant step sizes y and {3 is proposed; i.e., no averaging is used. 
Together with (12) one obtains the coupled recursions 

q,k+l = (/ - yakak)q,k - yakb'[l/tk + YWkak (17) 

l/tk+l = (/ - {3bkbk) l/tk - ybka'[uk + /3wkbk, (18) 

which demonstrate that adjustments in the two loops are not inde­
pendent of each other. Both q,k and l/tk and therefore the excess error 
E are of course influenced by the past history of the data symbols. 
Defining 

qk = E{q,'[q,k) 

Pk = E{l/t'[l/tk} 

(19) 

(20) 

and applying the independence assumptions discussed in Ref. 1, after 
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some manipulations one obtains 

qk+l + Pk+l = (1 - 21' + lL + f32J)qk 
+ (1 - 2f3 + f32J + lL)Pk + (lL + f32J)R (21) 

or, after introducing 

this can be written as 

Ek = Pk + qk 

fh = Pk - qk, 

(22) 

(23) 

Ek+l = (1 - f3 - l' + f32J + lL)ek + (1' - f3Hh + R(f32J + lL). (24) 

Our only interest is to minimize the combined MSE stemming from 
both echoes and intersymbol interference, i.e., E; we are not concerned 
with the behavior of either component alone. A simple recursion which 
depends only on the excess error E alone results if we set 

l' = f3, (25) 

i.e., if equal gains are used in the echo canceller and the decision 
feedback equalizer loop. Note, however, that l' = f3 will not eliminate 
the coupling between the two loops; but then this has never been our 
concern since our objective is to minimize the total error without 
regard to the convergence behavior of its components. An illustration 
of what this practically means will be presented in the next section. 

With the differeI1ce term 8k disappearing, the recursion (24) can 
easily be solved, 

where Eo is the initiai mean-square excess error, and 

f3(J + L)R 
Eoo = 2 - f3(J + L) 

(26) 

(27) 

is the steady-state mean-square excess error (tap fluctuation noise) in 
the tracking mode. During the training mode, E converges exponen­
tially until it reaches Eoo. Fastest convergence will occur if 

1 
f3 = f30pt = J + L' (28) 

in which case 

(29) 

A comparison with Ref. 1 shows that the results regarding the echo 
canceller alone and those for the combination of the echo canceller 
and the decision feedback equalizer are related; one need only replace 
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the number of echo canceller taps with the sum of the taps of both the 
canceller and the equalizer. 

Convergence with f3 = {3opt is governed by 

€. = R + ( 1 - J ~ L r (Eo - R) (30) 

and during the training phase the excess mean-square error is thus 
reduced at an average rate of 

4.343 . 
--L- dB/adJustment, 
J+ 

and convergence time is 

0.230 adjustments/dB/tap. 

(31) 

(32) 

Both the above results assume J + L » 1 to linearize the logarithm in 
(30). 

IV. SIMULATION RESULTS 

The simplicity of the result obtained in the previous section speaks 
for itself. Most important, convergence is only determined by the sum 
of the taps; in particular, the ratio of echo signal power to received 
signal power is immaterial. Nothing could be more desirable for an 
actual system which is subjected to a wide variety of channel condi­
tions. 

As an example, consider a system with 127 echo canceller taps and 
31 decision feedback taps. Samples of the echo response and the 
channel response have been taken at random. The combined mean­
square error is about 100 times stronger than the received signal and 
consists mainly of echo noise; the ratio of echo/signal/lsI power being 
100/1/1. Convergence of the total excess error E is shown in Fig. 2. 
Note that convergence in the simulated system is somewhat faster 
than predicted by theory. This is because (30) was obtained as an 
average over all possible data sequences, whereas the simulation made 
use of maximum length pseudorandom sequences which have ideal 
spectral properties (and are also efficient to store). In the analysis, 
averaging includes such nonconverging patterns as steady mark or 
space. The analytical results of this and all similarly related problems 
tend therefore to be on the pessimistic side as far as they relate to the 
real world where pseudorandom training patterns are commonly used. 

Our objective has always been to minimize the total noise power 
from all sources without caring about the reduction of the individual 
components. However, it is interesting to observe how each of the 
components Pk and qk behaves separately during the joint training. To 
make this case more clear, an equalizer with J = L = 8 is selected, and 
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Fig. 2-Reduction of excess error in a system with 127 canceller taps and 31 decision 
feedback taps. 

we consider various ratios of echo/signal/lsI power. The number of 
taps in this example may be in the order of what one would consider 
for two-wire full-ouplex baseband transmission over limited distance 
cable facilities. Figure 3 depicts what is happening to the individual 
components Pk and qk for echo-to-ISI power ratios r of 100, 1, and O.Ol. 
The number of adjustments is written as a parameter along each 
curve. In the case where impairments due to echo noise and lSI are 
equal, they are reduced at about the same rate. However, if one 
component initially dominates, this component is reduced first, and 
this may actually perturb the tapsettings for the other (weaker) 
component in such a way as to increase its contribution temporarily 
until both components have been reduced to about a comparable level. 
From there on, they are jointly reduced at the same rate. 

V. CONCLUSIONS AND SUMMARY 

A combined structure incorporating an echo canceller and a decision 
feedback equalizer has been proposed. The structure has some ap­
pealing symmetries which can probably be exploited to realize efficient 
signal processing, in particular for the special case analyzed in this 
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paper where it has been assumed that the two communicating stations 
.are mutually synchronized to a common master clock, * that taps ru:e 
spaced at symbol intervals T, and that adjustments occur at each baud 
(no averaging). It has been shown that a direct, linear, first-order 
recursion can be obtained for the total excess error stemming from 
both the canceller and the decision feedback equalizer, provided that 
equal gain factors are selected for both loops. The optimum gain (in 
the sense of fastest convergence) equals the reciprocal of the sum of 
the number of taps in the two loops. Convergence is exponential, and 
the number of bauds required to obtain a certain improvement is 0.23 
baud/dB/tap. Using the optimum gain results in a 3-dB steady-state 
mean-square error degradation, but this could easily be reduced (at 
the expense of tracking ability) to a negligible amount via gearshifting. 
The arrangements of either only a decision feedback equalizer (no 
linear taps) or only an echo canceller alone are both contained in our 
results; simply set either L = 0 or J = o. 

The absence of multiplications and AID converters in both the 
canceller and the decision feedback equalizer will make implementa­
tion attractive. However, despite all the mentioned advantages, both 

* This would, for example, be required in DDS extension service. 
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in regard to economics and convergence properties, it must be realized 
that there are many channels where compensation of the postcursor 
lSI is not sufficient. The equalizer will then require linear taps (the 
canceller, where· the bulk of the taps will be concentrated for voiceband 
data applications, will fortunately never require linear taps). The 
inclusion of only a few linear taps drastically changes the joint conver­
gence behavior, and more investigation is needed to determine eco­
nomic architectures and algorithms which, under these conditions, 
would essentially retain the independence characteristics of the struc­
ture shown in Fig. 1. 
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To obtain the performance of a large aperture phased array, a 
small phased array is combined with a large main reflector and an 
imaging arrangement of smaller reflectors to form a large image of 
the small array over the main reflector. An electronically scanable 
antenna with a large aperture is thus obtained, using a small array. 
An attractive feature of the imaging arrangement is that the main 
reflector need not be fabricated accurately, since small imperfections 
can be corrected efficiently by the array. As an application, a 4.2-m 
diameter antenna is discussed for a 12-14 GHz satellite with a field 
of view of 3 degrees by 6 degrees required for coverage of the conti­
nental United States. 

I. INTRODUCTION 

Use of a phased array in a satellite of large aperture diameter is 
proposed in Ref. 1 to form a narrow beam to communicate with ground 
stations in the United States. A large array in this case is not attractive, 
because of its weight and the loss and complexity of the long intercon­
nections required by (he large spacing between the array elements. 
Thus, we here propose the use of a small array combined with several 
reflectors as shown in Figs. 1 to 3. The reflectors are arranged so that 
a magnified image of the array So is formed over the aperture of the 
main reflector. The magnification M relating the diameters Do and Dl 
of the main reflector and the array, respectively, is chosen much 
greater than unity, i.e., 

Do 
M=-» 1 

Dl ' 

so that the array is much smaller than the main reflector. 

(1) 

The main reflector So in Figs. 1 and 2 may be difficult to fabricate 
accurately because of its large diameter. However, it is pointed out in 
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Section II that small imperfections are easily corrected because So and 
the array are conjugate elements. * Another important property of the 
arrangements described here is that the transformation relating the 
field over the array aperture to the field over the main reflector 
aperture is essentially frequency independent, and therefore it can be 
approximated by its asymptotic behavior at high frequency.' That is, 
the transformation can be determined accurately using the laws of 
geometric optics, as pointed out in Section II. 

Use of several reflectors combined with a small array is not new. In 
particular, the Gregorian configuration of two confocal paraboloids 
shown in Fig. 1 is discussed in Refs. 2 and 3. In Ref. 3, the performance 
of this arrangement is analyzed by representing the field over the array 
aperture in terms of plane waves, and by then determining separately 
the transformation for each plane wave. Here, however, we shall see 
that our condition (3) allows the analysis to be carried out entirely 
using the laws of geometrical optics, as already pointed out. We first 
consider the arrangement of Fig. 1. 

II. ANALYSIS 

In Fig. 1, the first paraboloid, So, transforms a plane wave, propa­
gating in the direction of the paraboloid axis, into a spherical wave 
converging toward the focus F. This spherical wave is then transformed 
into a plane wave, by the second paraboloid S1, which is large enough 
to intercept all incident rays. After the second reflection, the reflected 
rays illuminate the array plane Ll. Since the illuminated area corre­
sponds to the projection of the first paraboloid, its diameter Dl is 
determined by Do, and from Fig. 1, 

M=Do=~ 
Dl fl' 

(2) 

where fl and fo are the axial focal lengths of the two paraboloids. Thus, 
by choosing 

fo r;» 1, 

a small array diameter Dl is sufficient to intercept all the incident rays. 
Notice on Ll the center of illumination is determined by the ray 
corresponding to the center Co of the paraboloid. The center C1 of the 
array must therefore be placed on this ray, which will be called the 
central ray. 

* Conjugate elements in an optical system have the property that the rays originating 
from a point of one element are transformed, by the optical system, into rays which pass 
through a corresponding point of the other element. Two such corresponding points are 
called conjugate points. 
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Fig. I-A Gregorian arrangement of two confocal paraboloids magnifying a small 
array. The main reflector So and the array are conjugate elements. 

N ow suppose in Fig. 1 the direction of the incident wave is changed 
so that the ray incident at Co makes a small angle 880 with respect to 
the central ray. The center of illumination will then vary with 880, 

unless Co and C1 are conjugate points, as in Fig. 1. In this case, for 
small 880, all rays reflected at Co pass through C1 after the second 
reflection. We thus conclude that, for maximum efficiency of illumi­
nation, the following condition must be satisfied: 

The center of the main reflector and the center of the 
array must be conjugate points. (3) 

When this condition is satisfied, the field in the vicinity of C1 is the 
image of the field in the vicinity of Co. More precisely, let LO and Ll be 
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the two planes orthogonal to the central ray, through Co and CI • Then 
~o and ~I are conjugate planes, in the vicinity of Co and CI, and 
therefore the field EI on ~l is the image of the field Eo on ~o. 

The consequences of this basic condition are now discussed. The 
transformation which relates the input field Eo to the output field EI 
in Fig. 1 involves several reflections and, because of diffraction, the 
field propagating from one reflector to the next cannot be determined 
accurately using the laws of geometric optics. Thus, suppose Fresnel's 
diffraction formula is used to determine the transformation from one 
reflector to the other, or from the reflector to the array in Fig. 1. The 
details of such calculations are given in Ref. 4, where the general 
transformation between the input and output fields Eo and E I of an 
optical system is derived. It is shown in Ref. 4 that, when the input 
and output planes are conjugate planes of the optical system, the 
output field EI is simply the image of the input field Eo, and it can be 
calculated using the laws of geometric optics. This result is quite 
remarkable for, in general, the laws of geometric optics give correctly 
only the field in the output plane, not the field inside the optical 
system. An important consequence of this result, which was used in 
Ref. 5 to obtain frequency independence in the far-field of a satellite 
antenna, is now pointed out. 

Suppose in Fig. 1 the surface of the main reflector is not perfect, but 
it contains a small imperfection of' causing a phase error ol/;o ~ 2kof' 
after reflection. Then, if Po is the location of the imperfection on the 
paraboloid, and PI is the corresponding point on the array plane, one 
has that EI will contain at PI a phase error Ol/;l approximately equal to 
ol/;o, 

Since of' is independent of frequency, the ret1ector deformation can be 
corrected by a frequency independent change in the time delay of the 
array element corresponding to Pl. This would not be true if Co and CI 

were not conjugate points. 
Consider also the effect of a surface deformation on the subreflector 

in Fig. 1. Now, unless the subreflector and the array are conjugate 
elements, the resulting perturbation of E I will not be independent of 
000 , but its location will vary with 000 • Furthermore, because of diffrac­
tion, EI will be perturbed both in amplitude and phase, and the 
perturbations will in general vary with frequency. Thus, surface defor­
mations on the subreflector cannot be easily corrected. 

2.1 Location of C1 

The location of CI is now determined. The ray reflected in Fig. 1 at 
Co for 000 ¥= 0 will be called the principal ray. Let OOI be the angle this 
ray makes with the central ray at CI . Then, since Mis the magnification 
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of the two conjugate planes Lo and L1, the angles 800 and 801 must 
satisfy the well-known relation 

801 = M800 • 

N ow, from Fig. 1, 

d 180l = d0800 , (4) 

dl and do being the distances of Cl and Co, respectively, from the center 
Bl of the subreflector. One can show that 

do = fl + fo 
cos2i ' 

(5) 

i being the angle of incidence at Co (or B l ) for the central ray. From 
the above relations one obtains 

(6) 

or 

fl M + 1 = I FBI I M + 1 . d l =--2· M M cos l 
(7) 

2.2 Use of an additional reflector to increase the distance d 1 

In Fig. 1, the array is relatively close to the subreflector 8 1, and this 
may be a disadvantage for some applications. In the application 
discussed in Section III, for instance, a greater distance d l will be 
needed to place a grid between the array and the subreflector for 
polarization or frequency diplexing. In this case, it is advantageous to 
use three reflectors 8 0, 80, and 8 1 arranged as shown in Fig. 2. 

To determine the distance dl = I ClBll between the array and the 
last reflector, which is a paraboloid, it is convenient to introduce the 
parameters~, 6, ~2, Mo defined by 

~ = I CoF'1 

~=IBoF'1 
~l 

Mo~ = IFBol 
~l 

~ 
~=IBlFI. 

To determine the location of Cl for small 800 , consider in Fig. 2 the 
two rays reflected by the main paraboloid at Co. One of the two rays 
is the central ray. Notice that the hyperboloid subreflector forms a 
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Fig. 2-Imaging arrangement of three reflectors. 

virtual image Co of Co. The last paraboloid subreflector transforms 
this virtual image into a real image Cl, where both rays meet after 
reflection by 8 1 

To determine the location of a, one has to find the paraxial focal 
length of the hyperboloid reflector. Taking into account that F' and F 
are conjugate points, whose distances from S) are t' /~1 and Mot /~1, 
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respectively, the focal length in question is* 

~ Mo 

gl Mo - 1· 

Thus, since the distance of Co from Bo is 

using the lens equation one finds that the distance of Co from Bo is 

~ Mo gl - 1 1 
6 1 + gl (Mo - 1) 

The location of C1 is next determined. The paraxial focal length of 
the last reflector 81 is ~ /g2, and the distance of Co from B1 is 

~ ~M6 
-+---~--g2 1 + gl(Mo - 1) . 

Therefore, using once more the lens equation, one finds for the distance 
of C1 from B1 

d 
_ ~ [ 1 1 + gl (Mo - 1)] 

1 - ~ 1 + M6 g2 . (8) 

One can verify that 

Do 
M= D1 = M Og2, (9) 

which allows g2 in eq. (8) to be expressed in terms of M and Mo, giving 
the result 

d , = ~ { Mo + ~ [1 + ~, (Mo - 1)] }. (10) 

This expression, which for Mo = 1 can be shown to coincide with eq. 
(6), is a monotonic function of Mo. Thus, by choosing Mo » 1, as in 
Fig. 2, a distance d 1 appreciably greater than that of Fig. 1 is obtained. 

An important difference between the two arrangements of Figs. 1 
and 2 is that the various surfaces of revolution of the reflectors in Fig. 
2 are not centered around the same axis, as in Fig. 1. In fact, in Fig. 2 
the axis to of the hyperboloid is tilted by the angles 2fJ and 2a, with 
respect to the axes to and t1 of the two paraboloids. This difference is 
now explained. 

* According to the lens equation (Ref. 4), the inverse of the focal length must equal 
the sum of the inverses of the distances from the conjugate points to the reflector. 
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2.3 Orientation of the axes to, t'o, t1 

For some applications, it is important that everywhere on the array 
plane the polarization of EI coincide with that of Eo. For 880 = 0, one 
can show this condition is satisfied in Fig. 1, provided the reflectors 
are centered around the same axis. In Fig. 2, on the other hand, either 
of the two angles 0:, /1 may be chosen arbitrarily provided the other 
angle satisfies the condition6

,7 

tan 0: = m tan /1, (11) 

where m is related to the eccentricity e of the hyperboloid through the 
relation 

e+l 
m=--. 

e-l 
(12) 

It can be calculated once p, /1, i are known, using the relation 

tan(p - /1) 
m = tan(i - p + /1) , (13) 

where the angles 0:, /1, i, and p are as shown in Fig. 2. 
Equation (11) has the following geometric significance. In Fig. 2, to 

represents the axis of the main reflector, to the axis of the subreflector, 
and tl the axis of the imaging reflector. The reflector So is derived 
from one of the two branches of an hyperboloid. If So' denotes the 
other branch, then it is shown in Ref. 7 that the point of intersection 
Q of the two axes to and tl must be a point of So', as shown in Fig. 2. 
Then, since 20: and 2f3 can be interpreted as the angles the two focal 
radii FQ and F'Q make with the axis to one obtains eq. (11). 

From the triangle FBoF' in Fig. 2, taking into account that 1 FBo 1 

= Mo 1 BoF' I, one has 

sin(2p - 2f1) = 1v10 sin 2(i - P + {3), (14) 

and, therefore, f3 can be considered a function of i, p, Mo. Notice from 
Fig. 2 that the angle of incidence tf; for the central rayon the last 
reflector is given by 

2tf; = 2(0: + i - p + /1). (15) 

This angle tf; can be shown to increase as i is decreased. In the 
application to be discussed next, a relatively large value for tf; is 
desirable to allow a frequency diplexer to be used as shown in Fig. 3. 

III. AN APPLICATION 

As an application, consider the design of an antenna which must 
transmit at 12 GHz and receive at 14 GHz in a 4.2 m diameter satellite 
in synchronous orbit at 1050 W longitude. Assume a field of view of 3 
degrees by 6 degrees (which corresponds approximately to the conti-
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Fig. 3-Imaging satellite antenna with 12/14 GHz frequency diplexing and overall 
magnification of 7. 

nental United States) is required, and suppose separate arrays must 
be employed for transmission and reception. An arrangement suitable 
for this purpose is shown in Fig. 3, using a quasi-optical diplexer* 

* See, for example Refs. 8 and 9. In Fig. 3, the design requirements are more stringent 
than in Refs. 8 and 9 because of the wide range of incident angles experienced by the 
diplexer. 
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between the two arrays and the last reflector. Figure 4 shows a detail 
of the feed arrays and diplexer, and Fig. 5 shows a front view of the 
antenna. The values of M, M o, etc. are listed in Fig. 3. They were 
chosen taking into account the requirement that the arrangement 
should be free of blockage, it should be efficient and, of course, the 
array should be reasonably small. It is assumed that in Fig. 3 the main 
reflector can be rotated around R, so that it can be initially stowed in 
the satellite horizontally as indicated in Fig. 3. Then, once in orbit, it 
will be rotated into its final position shown in Fig. 3. The size of the 
main reflector can be increased and still fit in the satellite diameter 
either by using an elliptical shape or by not stowing the reflector in a 
completely horizontal position. 

Figures 3 and 4 show the paths of the marginal rays in the plane of 
symmetry for S()o = ±1.5 degrees. Also shown in Fig. 4 are the rays for 
S()o = O. 

In Section II, the angle S()o was assumed to be very small, in which 
case the illumination over the array aperture can be considered inde-

IMAGING 

ELEVATION ANGLE OF 
BEAM SCAN RELATIVE "-

TO MAIN REFLECTOR AXIS \ 

\ , 
+1S 

. ./ ---­-?-----
~-----~~------

-~,-~~. 

---------- ------
-----------

14-GHz 
RECEIVING --­

ANTENNA ARRAY 

..... __ FREQUENCY DIPLEXER 

12-GHz 
'-'TRANSMITTING 

ANTENNA ARRAY 

Fig. 4-Detail of feed arrays and diplexer. 
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14-GHz RECEIVE ARRAY--

MAIN REFLECTOR 

IMAGING 
REFLECTOR 

12/14-GHz 
FREQUENCY DIPLEXER 

---12-GHz TRANSMIT ARRAY 

Fig. 5-Front view of imaging satellite antenna. 

pendent of 000• In the application considered here, however, the angle 
of incidence OOI assumes relatively large values (OOI = 21 degrees, for 
000 = 3 degrees) because of the large magnification M = 7. Thus, there 
is appreciable variation in illumination over the array aperture, and 
this causes a loss in gain which is now discussed. It is assumed the 
spacing of the array elements is very small, so that any desired phase 
distribution over LI can be produced by the array excitation. Then, if 
If denotes the power distribution on LI due to the array excitation, 
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the efficiency 11 of illumination is given by the familiar expression 

1)= It Fdxdy It g2dXdy' 

(16) 

where F dx dy is the power incident on the element of area dx dy, 
caused on Ll by a plane wave incident on Lo. Figure 6 shows for 
different scan angles the geometric optics array illuminations and the 
corresponding losses in gain given by eq. (16) for uniform array 
excitation. Also shown are the losses for a tapered excitation of 
-10 dB at the edge of the array. Two cases, A and B, are shown in Fig. 
6. In case A, the array is centered at Cl with diameter given by Dol M. 
In this case, the scan loss is zero for D()o = 0, but it becomes relatively 
high at the edge of the field of view. In case B, the scan losses for D()o 
= ±3 degrees were minimized by increasing the array size and slightly 
offsetting the array center as shown in Fig. 6 (case B). All losses for 
-10 dB taper in Fig. 6 are normalized with respect to the value (-0.45 
dB taper loss) given by eq. 16 for D()o = 0 in case A. This sacrifice in 
antenna directivity is often made to obtain the sidelobe reduction 
provided by a -10 dB edge taper. 

Curves of scan loss for -10 dB taper in case B are shown in Fig. 7. 
The positive values near the east and west coasts are due to the above 
normalization. 

IV. CONCLUSIONS 

In a conventional reflector antenna, a relatively small feed is usually 
placed at the focus of a reflector arrangement which then transforms 
the spherical wave radiated by the feed into a plane wave. In such an 
antenna, only in part is the power radiated by the feed intercepted by 
the aperture of the main reflector. Thus, to minimize the loss due to 
spillover, the edge illumination is usually chosen appreciably lower 
(-10 dB or less) than the illumination at the center of the aperture. 
The loss due to spillover is then typically -0.5 dB (in addition to the 
taper loss mentioned above, giving a total of about -0.9 dB). On the 
other hand, by using the imaging reflectors and the properly sized and 
located feed array, less loss is obtained over most of the United States, 
as shown in Fig. 7. For example, Fig. 7 shows that the loss due to 
vignetting (i.e., spillover) is largest near the center of the country at a 
value of -0.6 dB. Losses suffered in the feed array itself are a function 
of the size and number of feed elements and have not been included. 

The imaging arrangements discussed here are particularly useful 
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when the aperture diameter Do is large. The requirements on surface 
accuracy for the main reflector are greatly reduced because of the 
ability of the array to correct efficiently for small surface imperfections 
or reflector displacements. In order for this to work, the array and the 
reflector must be conjugate elements; i.e., condition (3) is required. 
This further assures that the transformation relating EI to Eo is 
essentially frequency independent. 
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In 1937, J. Kruithof introduced a scheme for projecting from mea­
sured point-to-point teletraffic data to some future values, based upon 
estimates of total originating and terminating traffic only. This study 
seeks to give a unified picture of Kruithof's projection method and its 
generalizations, with some practical details and recommendations 
for implementation. The main text deals with existence and conver­
gence testing, treatment of ill-conditioned or slowly convergent cases, 
and various extensions of the basic method. An appendix includes 
proofs of existence, uniqueness, convergence, and continuity. 

I. INTRODUCTION 

J. Kruithofs method! for projecting from measured point-to-point 
teletraffic data qij to some future values Pij is based upon estimates of 
total originating and terminating traffic only. While the original pub­
lication (in Flemish) did not receive as much attention as it may 
deserve, the idea was good enough that it has been independently 
reinvented numerous times in the intervening years. Related tech­
niques have turned up in economics, statistics, biophysics, pattern 
recognition, and vehicular traffic studies, for instance. Such repetition 
largely seems due to a scientific "Babel" effect: workers in different 
technical disciplines can no longer read each other's work and recognize 
the same problem in a new context. 

While Kruithof showed that his method had certain properties 
which are clearly desirable in a projection scheme, he did not investi­
gate the underlying mathematical problems. Subsequent workers, such 
as Bear,2 Kullback,3 Sinkhorn,4,5 Theil,6 and particularly Csiszar,7 have 
thrown much light on these matters. This paper seeks to give a unified 
picture of Kruithof's method and its many generalizations, with some 
practical details and recommendations for implementation. Much of 
the more intricate mathematics is relegated to an appendix, including 
proofs of existence, uniqueness, convergence, and continuity. These 
are cited as needed in the main text, which contains information on 
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existence and convergence testing, treatment of ill-conditioned and 
slowly convergent cases, and various extensions of the basic method. 
The final comments propound a rationale for Kruithof projection in 
the context of Bell System planning. 

II. KRUITHOF'S BASIC METHOD 

In 1937, J. Kruithofl proposed a technique for predicting the point­
to-point traffic Pij in a given year from a number of originating points 
i = 1, 2 ... M to a number of terminating points j = 1, 2 ... N. The 
units could be calls, trunks, or erlangs, for instance, as long as it makes 
sense to add up various entries in the matrix p = [pi}]. It is assumed 
that the corresponding traffic matrix q = [qij ] is known for some other 
year, while total traffic bi at each point i and d j at eachj have already 
been estimated by some external means to yield: 

(1) 

(2) 

Then Kruithof's formula for projecting p from q is: 

(3) 

The "growth factors" Ei and F j for the originating and terminating 
points are implicitly defined, and must be computed by solving (1)-(3) 
simultaneously. 

Kruithof recommended that (1)-(3) be solved by starting with the 
estimate p = q, then alternately normalizing the rows of p to satisfy 
(1) and the columns to satisfy (2), until it stops changing. In practice, 
this scheme suffers from a tendency to accumulate roundoff error. A 
mathematically equivalent procedure with better numerical properties 
would be to substitute (3) into (1) and (2), solving for Ei and F j to 
obtain: 

Ei = bdL qijFj 
j 

F j = djlL qijEi. 
i 

(4) 

(5) 

Starting from an arbitrary estimate, such as F j = 1 for allj, (4) and (5) 
may be evaluated alternately until p converges. 

Various questions arise naturally in connection with this projection 
method: 

(i) Under what conditions do (1)-(3) possess a solution p *? 
(ii) Can there be more than one solution for p *? 
(iii) How does p * vary with the estimates of total traffic? 
(iv) Does the iteration converge, and if so, to what? 
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(v) When should we stop iterating a given case? 
(vi) Are there valid generalizations of this scheme? 

Many of these points are treated at considerable length in the appen­
dix, which discusses a generalized problem: find a probability distri­
bution P which satisfies arbitrary linear constraints, such as (1)-(2), 
and is related to a given distribution Q by a product formula, such as 
(3). To make the connection in the present case, our first step is to 
divide p by the sum p of all its elements, reducing it to a joint 
probability P == pip that a call, trunk, or other increment of traffic is 
from ito}. Now (1) and (2) yield relations: 

Bi == bi/p = L Pij 
j 

Dj == dj/p = L P ij , 
i 

(1') 

(2') 

with Bi and Dj the marginal distributions of traffic on i and}. Similarly, 
q is divided by the sum q of its elements to get the joint distribution 
Q == q/ q. Let the events {e} in the appendix be the set of pairs e = 
(i,}) and the constraints {c} corresponding to (29) be (1')-(2') for all 
points i and}. Then taking Ei = ViJ/q and Fj = llj puts the projection 
formula (3) in exactly the product form (32): 

(3') 

so that we have a case of the general Kruithof problem defined in the 
appendix. 

N ow the existence conditions from the appendix show that there is 
a solution p* of the form (3) if and only if (1) and (2) have some 
solution Pij that vanishes for each qij that vanishes and is positive 
whenever qij is positive. The uniqueness results show there is at most 
one solution p*. The solution is continuous in all bi and dj whenever it 
exists. The iteration on (4) and (5) can be recognized as an example of 
a relaxation procedure, as discussed and analyzed in the appendix. If 
(1)-(2) possess a solution Pij that is zero for each qij that is zero, the 
iteration will converge to some p with these same properties. The limit 
may not be of the form (3) though, since Pi} can also vanish for some 
qij > o. When a solution p* to (1)-(3) exists, however, the iteration 
converges to it uniquely. This explains the resistance of (4)-(5) to 
roundoff effects, since such perturbations die out in the process of 
converging. In the special case that qi} is symmetric and bi = d i for all 
i, uniqueness shows that Pi} is also symmetric, since p * and its transpose 
both satisfy (1)-(3). We should note that only p* is unique, not the 
factors Ei and Fj in (3). For instance, replacing them by Ei/a and aFj 
for all i,}, and any a > 0 will produce the same p*. The extent of this 
nonuniqueness is characterized later. 
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Kruithof pointed out two desirable properties possessed by the 
projection scheme. The fust, called "reversibility," says that after 
projecting traffic from q at time 1 to p at time 2, we can turn around 
and project backward to time 1, recovering q exactly. The second 
property, "divisibility," says projecting from q to p and then from p to 
r at time 3 yields just the same result as projecting directly from q to 
r. Thus the projection scheme is not noisy, in the sense of irretrievably 
losing information along the way about the initial traffic. Rather, p 
depends only on q and the row and column sums, not on the path 
followed over time. Kruithof also described a third desirable property, 
"separability," which did not hold for his basic method. The idea is to 
be able to merge or split a collection of points i or j, without affecting 
the projected traffic for any other points. By careful generalization of 
Kruithof's method, a property similar to this can be introduced. 

III. NETWORK FLOW CONSIDERATIONS 

An important aspect of Kruithof's method may be visualized by 
means of a flow on the simple directed graph in Fig. 1. The nodes i. = 
1, 2 ... M and j = 1, 2 ... N represent originating and terminating 
points. The edge joining node i to node j carries traffic pij. Interpreting 
(1)-(2) as conservation laws, the remaining edges to source s and sink 
t carry total traffic quantities bi and dj , while the net flow from s to t 
is the sum jJ of all the flows Pij. When an element qij vanishes in q, the 
corresponding edge from i to j is deleted in the network, so that flow 
Pij is automatically zero. For the flow p to have the form (3), all 
remaining edges must have nonzero flow Pij on them. Conversely, if a 
flow Pij can be constructed that satisfies (1)-(2) and does not vanish on 
any edge of the network, then it fulfillR the existence conditions, so 
that (1)-(3) have a solution p*. 

The labeling method of Ford and Fulkerson8 immediately springs to 
mind as a means of constructing a flow Pij to satisfy (1)-(2). This is a 
simple, efficient, easily programmed algorithm that maximizes the net 
flow from s to t. We just assign maximum capacities of bi for edges 
from s to i, infinity for edges from i to j, and dj for edges from j to t. If 
the maximum flow obtained is less than: 

Fig. I-Network model. 
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P = L bi = L d}, (6) 
i } 

then no such solution of (1)-(2) exists. The only trouble is that the 
flow obtained may not be positive on all edges, as required to establish 
that (1)-(3) have a solution. This can be cured by assigning a suffi­
ciently small lower bound Pi} ~ h > 0 to flow on the edges from i to j. 
An initial flow of h on each such edge will then be feasible. 

In practice, the total traffic quantities bi and d} are integers or can 
be scaled up and rounded off to an approximate integer problem 
without loss of credibility. The labeling method may then be modified 
to carry h as an infinitesimal quantity, while preserving pure integer 
arithmetic for efficiency and to avoid roundoff error. Indeed, since one 
wants to draw a yes-or-no conclusion about existence of a solution, 
roundoff introduces an unwelcome uncertainty. In the modified 
scheme, all capacities and flow variables are carried as pairs (m,n) of 
integers, representing the expression m + nh. In the steps of the basic 
labeling algorithm,8 one adds and subtracts various capacities and 
flows, attaching labels to nodes according to whether or not the result 
exceeds zero. In the modification, the obvious rules apply for adding 
and subtracting quantities m + nh; it remains, however, to specify an 
interpretation for inequalities involving such quantities. Two classes 
of inequalities must be defined: 

(i) m + nh > 0(1) means m ~ 1. 
(ii) m + nh > O(h) means m ~ lor m = 0 but n ~ 1. 

In designating h an infinitesimal, we are really promising to choose it 
as small as necessary so that I nh I < 1 for all n that arise. 

The solution proceeds in two phases. First the standard labeling 
method is used, but with all inequality tests to be taken as > 0(1). 
Thus, in each iteration, an augmenting path of capacity > 0(1) is 
found. The net flow increases by at least one unit (plus or minus some 
nh), so that this phase terminates after a finite number of iterations. 
At this point, the net flow must be p - nh for some n ~ 0, or else no 
flow solution of (1)-(2) exists; in effect, we have the maximum flow for 
the special case h = o. The second phase repeats the standard labeling 
method, but with all inequality tests to be taken as > O(h). Now each 
augmenting path has capacity> O(h), increasing net flow by at least h 
units and, again, the iterations terminate in a finite number of steps. 
If the maximum flow reaches p, then a solution p of (1)-(2) has been 
constructed that fulfills the existence conditions; otherwise, no such 
solution exists. The two-phase algorithm was programmed, for the 
network associated with an arbitrary M X N matrix q, in about eighty 
lines of Fortran. In tests, it was able to settle the question of existence 
of solutions to specific Kruithof problems with gratifying rapidity. The 
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same technique can be used to maximize flow on any network under 
any mixture of > and ~ capacities. 

Still more can be gleaned from the network model above. Observe 
that in (6) the sum of the bi must equal the sum of the dj in order to 
conserve flow. This requirement is just a simple example of a class of 
necessary conditions arising from (1)-(3). More generally, let I be any 
subset of originating nodes i and J(I) be the subset of terminating 
nodes j with edges to nodes in 1. That is, node j is in J(l) if qij is 
positive for some node i in 1. Then the flow bi to node i in I can only 
pass to nodes in J(I), so that it is included in the flows dj out of these 
nodes. Thus the total flow Y(I) from nodes in J(I) cannot be less than 
the total flow X(l) to all the nodes in I: 

X(I) := ~ bi ~ Y(I):= ~ d;. (7) 
I J(l) 

for each proper subset I (that is, I not empty and not containing all i). 
Conversely, these necessary conditions guarantee that every cut has a 
capacity of at least p, so that (6)-(7) are also sufficient conditions for 
existence of a flow Pij that satisfies (1)-(2). 

Accounting for eq. (3), the requirement of positive flow on each edge 
allows conditions (7) to be strengthened. Indeed, flow Y(l) from J(l) 
includes the flow X(l) into I plus any additional flow to J(I) from 
nodes i that are not in 1. If any edge joins a node outside I to J(I), 
then its flow is positive and (7) becomes a strict inequality: 

X(l) < Y(l). (8) 

If equality holds in (7), the rest of the network has no connection to I 
and J(I), except through sand t. Such a disconnected situation 
represents two or more independent Kruithof problems, which ought 
to be treated separateiy from the outset. Indeed, Lhe l'OWS and columns 
of qij can then be renumbered so that it is partitioned into two or more 
uncoupled blocks. To simplify the statement oflater results, we assume 
that the problem does not decompose in this way, so that the network 
is connected and (8) holds for every proper subset I of the nodes i. In 
complete analogy to the case of (6)-(7), necessary conditions (6)-(8) 
are also sufficient for existence of a positive flow satisfying (1)-(2), and 
hence for existence of p*. To see this, we first reduce all network flows 
and capacities by the initial feasible flow h used in the modified 
labeling method. For sufficiently small h > 0, conditions (7)-(8) now 
apply to the reduced b i and dj as well. But these again show enough 
capacity on every cut that a flow Pi} - h ~ 0 exists satisfying (1)-(2). 

Conditions (6)-(8) can also be used in a direct proof that p* exists, 
independently of results in the appendix. The idea is to seek a station­
ary point of the quotient Num/ Den of two multinomials in the growth 
factors Fj ~ o. The numerator is positive on the interior and vanishes 
at boundaries (that is, where some Fj = 0): 

522 THE BELL SYSTEM TECHNICAL JOURNAL, FEBRUARY 1979 



Num == IT FYJ, 
j 

while the denominator is also positive on the interior: 

Den'= q [1 qijFjr 

(9) 

(10) 

Setting a derivative of Num/ Den with respect to FJ to zero yields the 
same result as substituting (4) into (5). Thus, if the values FJ make 
Num/Den stationary, they will also yield a solution p* of (1)-(3). Note 
that Num and Den are both homogeneous of order p from (6), so that 
their quotient is positive and constant along interior rays (that is, 
along aFj for all a > 0). Since the rays form a compact set and Num/ 
Den is positive and continuously differentiable on the interior, it is 
enough to show that the quotient goes to zero on the boundary to 
deduce that it achieves a (stationary) interior maximum. Now suppose 
that Den vanishes at some boundary point F and let I be the set of 
nodes i for which the factor L qiiFJ in (10) is zero. Then Fj must vanish 
if qij is positive for some i in I, and hence for every j in J(I). If Z 
measures distance from an interior point F' to boundary point F, then 
the numerator will vanish as F' approaches F at least as fast as ZY(l), 
while ·the denominator goes like ZX(l), from (7). Thus Num/Den 
approaches zero at each boundary point F, from (8), completing the 
proof. The enterprising reader may find it instructive to ferret out the 
connection between the preceding proof of existence and the more 
general proofs in the appendix. 

One immediate consequence is that the Kruithof problem always 
has a solution p* if q is strictly positive and (6) holds. Indeed, each 
node i has an edge to every node j, so that Y(I) = P for every proper 
I and (8) follows. To verify this case more directly, one can construct 
the positive flow Pii = bidj/p, which satisfies (1)-(2). Another useful 
example is a square matrix qij with zeros only on the diagonal. Then 
Y(I) = fi for every I with two or more nodes, so that only the unit sets 
i must be checked. Conditions (8) now reduce to the requirement b i 

+ d i < p for every node i. An important application involves choosing 
all bi and dj equal to one, so that M = P = Nand q must be reduced 
to a doubly stochastic matrix p*. But (7) says that X(I) and Y(I) are 
just the sizes III and IJ(I) I of I and J(l), respectively. A result from 
matching theory, the "marriage theorem,,,9 now shows that the con­
ditions I II ~ I J(I) I from (7) are equivalent to q having some positive 
principal diagonal, and that I II < I J(I) I from (8) imply that each 
positive element of q lies on a positive principal diagonal. These are 
the conditions cited by Sinkhorn and Knopp5 for the doubly stochastic 
case. In a typical case, the modified labeling method will ordinarily be 
easier to apply than (6)-(8) in testing for existence of a solution. 

The growth factors E and F are essentially unique, except for the 
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possibility of scaling them along rays as described earlier. Indeed, let 
E and F satisfy Pij = qijEiFj = qijEJ:1'j for all i and j. Then EJEi = 
Fj/Fj = a whenever qij is not zero, and the factor a is independent of 
i andj since the network is connected. When the problem decomposes 
into independent Kruithof subproblems, the network breaks into sep­
arate connected components, each with a separate scaling factor a. 
The case that p and q are symmetric implies that E = aF, so that the 
growth factors may be scaled to satisfy E = F uniquely. 

IV. CONVERGENCE CONSIDERATIONS 

In iterating (4) and (5) to solve for p*, a good convergence test can 
be based on the norm consisting of the sum of the absolute values of 
the differences between the left and right sides of (1) and (2): 

g = L I bi - Ei L qijJ1j1 + L I dj - J1j L qijEd. (11) 
i j j i 

Clearly, g is the net error in traffic units and goes to zero as p goes to 
the solution p*; we can show that, in fact, g does so monotonically. 
Indeed, g is continuous, convex, and piecewise linear in E, with E i -

derivatives of the form: 

-t qijF{ Sgn( bi - Ei ~ qi/F/) + Sgn( dj - Fj ~ q,jE,) J. 
and this expression always takes the sign of Ei L qijFj - bi or else 
vanishes. Thus g can only decrease or remain constant as Ei is 
increased or decreased to satisfy (4) and g achieves its minimum, for 
any fixed value of F, when each Ei is given by (4). A similar discussion 
holds with respect to the ~-derivative of g. Accordingly, when g 
becomes small during iteration, it will remain so, and it is appropriate 
to stop. 

During the process of iterating to compute E and F, we can accu­
mulate a value of g with very little additional effort. Specifically, when 
all the Fj have a new value, the second term of (11) vanishes. Proceed­
ing to update the E i, we compute L qijFj for use in (4). With two more 
additions and one multiplication, we get the corresponding contribu­
tion to g in the first term of (11). By the time all new Ei are computed, 
a value of g for F and the old E is available. Clearly, the iteration may 
be interpreted as a relaxation scheme to minimize g by cyclically 
minimizing over the Ei and ~'. 

Since nonexistence of a solution p* when (6) holds can only accom­
pany zero elements in q, one might attempt to force a solution by 
substituting a small positive value for each zero. In general, this is a 
terrible idea; Sinkhorn,4 for instance, shows some examples of patho­
logical behavior associated with such schemes. The iteration process 
will seek to get significant flow on some edges with small qij by using 
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very large growth factors. The solution p* will not greatly resemble q 
and the iteration will ordinarily converge very slowly. Indeed, slow 
convergence is a possible warning that the problem is ill-conditioned 
in some way. For such cases, it is prudent to check the "existence 
margin" by setting successively larger elements of q to zero and 
running the existence test until it fails-just the reverse of adding 
small positive terms. The labeling method is sufficiently economical of 
computing time that it may be repeated often in preference to perform­
ing a great many iterations. 

In general, ill-conditioning occurs when some of the total traffic 
values bi and dj are not particularly consistent with one another. That 
is, when some collection of small elements qij are set to zero, (1)-(2) no 
longer have any solution for which Pi} vanishes if and only if qij does. 
The limit as these elements approach zero may not exist, or it may 
depend on the specific way in which they vanish. In short, p* is not 
necessarily continuous in the elements of q at the boundaries of the 
feasible region. On the other hand, p * is provably continuous in the 
row and column SUllS, or any other constraint levels, so that adjusting 
them to achieve consistency at the boundary is a stable procedure. 
Thus, the proper way to treat ill-conditioning is by readjusting some 
values of bi and dj to make them more consistent, though it may not 
be obvious how to do this. We see later that there is an easy way to 
extend the Kruithof method so that it automatically allocates traffic 
among the rows or columns of prespecified aggregations in a consistent 
and reasonable way. 

It is also possible for a quite reasonable problem to converge at a 
very slow rate. For example, a problem may decompose into multiple 
independent subproblems, whose network components are only con­
nected by way of sand t. Now, each of the subproblems may be well­
behaved, so that the overall iteration process converges rapidly. Nev­
ertheless, when a few small positive values of qij are introduced to 
couple the subproblems, convergence will be rapid at first and then 
become rather slow, as a rule. Moreover, the solution to which the 
problem converges is a sensible one that differs only slightly from the 
decoupled case. This model could apply to two or more countries, for 
example, with much more traffic internally than across their borders. 

What causes the above difficulty is the difference in degree of 
uniqueness between coupled and decoupled cases. For n subproblems, 
n independent arbitrary scaling factors a will appear in the general 
solution. The actual values they assume will be determined by the 
initial values assigned to E or F. This effect appears as some arbitrar­
iness in the relative sizes of the E i for those portions of E associated 
with the various subproblems. For the coupled case, only a single 
overall scaling factor is appropriate; the portionS of E from the different 
subproblems must now be scaled in a correct ratio to each other. In 
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the rapidly convergent phase, each subproblem is solved to within its 
scale factor; the slow phase corresponds to a process of adjusting scale 
factors to account for small coupling terms. 

The slowly convergent phase may be shortened appreciably by 
means of standard numerical schemes for acceleration of convergence. 
Wynn's algorithm,lO in particular, has been employed successfully to 
project the values of the Ei for successive steps, in order to estimate 
their limit. The strategy is to calculate the norm g for the projected E 
and, when this is much less than the current error g (one-fiftieth, say), 
restart the iteration from the projected value. Additional computa­
tional effort and program steps for a convergence acceleration option 
in Kruithof's method are minor. Of course, acceleration techniques 
cannot rescue a truly ill-conditioned case, where the existence margin 
is small. All this is not meant to imply that slow convergence is the 
rule with the Kruithof method. In fact, some rather large examples, 
involving several hundred rows and columns, have been solved quite 
readily. 

V. VARIOUS EXTENSIONS 

An immediate generalization of the basic Kruithof scheme would be 
to stratify the traffic data in more than two dimensions. Besides the 
originating and terminating points i and j, other indices k, l, m ... 
might specify time of day, week, or year, type of traffic (business or 
residential, for instance), and so on. A three-dimensional case of the 
general Kruithof problem then might take the specific form: 

Pijk = qijkEi~·Gk 

bi = ~ Vi;1? = Ei ), QiikF;Gk j,k- - J.k -. . 

fk = 2: Pijk = G k 2: qijkEiFj. 
i,j i,j 

(12) 

(13) 

(14) 

(15) 

Reduction to the standard case in the appendix proceeds as before. 
We define events e = (i, j, k) and constraints c corresponding to each 
value of i, j, and k, while p and q are normalized to probabilities by 
dividing by the sums of their elements. 

The proofs of existence, uniqueness, and convergence in the appen­
dix still hold for this case. In particular, a solution p* of (12)-(15) exists 
if and only if (13)-(15) have a solution Pijk that is positive or zero 
accordingly as qijk is positive or zero. The norm g consisting of the sum 
of absolute values of differences between left and right sides in 
(13)-(15) is still net error in traffic units, though it no longer decreases 
monotonically with each new value of E i, Fj , or Gk • Nevertheless, g 
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goes to zero as p goes to p* and it is still a reasonable indicator of 
convergence. When q is strictly positive, the interior solution Pijk = 
bidlk/p2 of (13)-(15) demonstrates that p* also exists, provided that 
the bi , dj , and fk each add up to p. A more general existence test would 
involve solving the linear programming problem described in the 
appendix, with appropriate precautions against being misled by the 
effects of any roundoff error. Network flow models no longer apply, 
and integer solutions need not occur in the case of integer constraints. 

Another three-dimensional example of the general problem might 
be as follows: 

Pijk = qijkEijFjk G ik 

bij = ~ Pijk = Eij L qijkFjk G ik 
k k 

djk = ~ Pijk = F jk L qijkEijGik 
i i 

hk = ~Pijk = G ik L qijkEijFjk, 
j j 

(16) 

(17) 

(18) 

(19) 

and the same sort of discussion applies to this case as to (12)-(15). For 
four or more dimensions, the reader should have no difficulty creating 
a great many extensions of this general class, such as PijkZ = 
qijkzBijCjkDklEilFikGjZ. The rule is to multiply qijkl ... by one factor 
E ij ... for each constraint in whichpijkl ... appears, and then solve each 
constraint for its factor by dividing into the constraint level bij ... . In 
higher dimensions, the number of elements in p and q grows much 
faster than the numbers of constraints and multipliers. The numbers 
of the latter thus remain reasonable, if only to stay within storage and 
computational limits on the former. The corresponding linear program 
to test for existence will therefore have a basis of reasonable size, as 
well. 

Another class of extensions involves specifying less about total traffic 
quantities in the two-dimensional case (or any other dimension, using 
the previous generalization). That is, various sets I or J of originating 
or terminating points i or j may be lumped together, with only their 
total traffic b and a. to be supplied externally. Now (1)-(2) yield the 
following constraints: 

(20) 

(21) 

Results on the general Kruithof problem in the appendix show that Ei 

= E/ and F j = FJ in this case, so that (3) becomes: 

Pij = qijEiFj = qijE/F J, (22) 
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assuming each i belongs to one I and each j to one J. 
To solve for E and F, we can collapse the problem to a simpler form: 

add together all rows i in I and all columns j in J to work with reduced 
matrices p and q, as follows: 

(23) 

Now (20)-(22) are reduced to exactly the same form as (1)-(3): 

6[ = 'LPIJ (24) 
J 

but with many fewer constraints to be satisfied. Note that this proce­
dure of aggregating traffic nodes may absorb some elements of q that 
were zero or small, in order to ameliorate ill-conditioning. Indeed, the 
corresponding disaggregation formula (22), to be used after we have 
solved (24), simply allocates traffic Pij to the element qij in proportion 
to its relative contribution to Q[J in (23). This in turn automatically 
shares out 6[ and dJ among their bi and dj in a consistent manner, as 
mentioned earlier. As another of its virtues, aggregation is a smoothing 
process that can cut down the effects of errors in the predictions of 
total traffic by reducing the number of independent parameters. The 
reduction in manual and computational effort is also an evident 
advantage. To organize the computation in an efficient manner, we 
would start with two tables, I (i) and J U) , that assign each point i or 
j to its appropriate aggregate. Then we run through the pairs (i, j) , 
adding each qij into its correct Q[(i)JU). After we solve (24) for E and 
F, the answer is just Pij = qij EI(i)FJ(j) from (22). Existence testing can 
be performed directly on q, b, and a with the labeling method. 

The scheme above illustrates a sense in which a "separability" 
property can be introduced, similar to what Kruithof sought. There is 
no real need to require that different I or J be disjoint. If overlap is 
permitted, then qij would be multiplied by E[ for each I that contains 
i, and by F J for each J containing j. Collections of rows or columns can 
now be aggregated only if they all lie in the same sets I or J. Since 
some Pij may now be counted twice, the constraints can no longer be 
interpreted as conservation laws for a flow, and the existence test 
becomes a linear program, as described in the appendix. 

Another way of specifying less in the Kruithof problem is to leave 
some rows or columns unconstrained. At such i and j, we can specify 
the growth factors Ei and F j arbitrarily; Bear2 has considered choosing 
these multipliers to be one. One advantage of not constrainin'g is that 
any element qij for which row i and columnj are not constrained plays 
no part in the solution process and may be set to zero for convenience. 
For computational efficiency, we multiply each of these rows by its 
fixed growth factor and add together all such rows to form a single 
new row; similarly, all unconstrained columns combine. Of course, 
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fewer specifications may be introduced in higher-dimensional schemes 
as well. 

Anyone can tailor their own ad hoc constraints to account for 
additional knowledge of the future. For instance, it may be known that 
certain items of point-to-point traffic Pij are growing considerably 
faster than the other, more typical items in their rows and columns. 
Then a constraint may be created to fix the projected value of the sum 
of all such items. This produces one more growth factor to be multi­
plied into qij for these selected items only. Similar treatment may be 
given to a class of items that have slower than normal growth, that 
decrease, or that just vanish. The general Kruithof problem defined in 
the appendix includes all such cases, as well as any other linear 
constraints that may need to be introduced. 

VI. SUMMARY AND COMMENTS 

In this study, we have sought to give a unified view of Kruithof's 
teletraffic projection method, including theoretical aspects as well as 
practical details for its implementation. The mathematics in the ap­
pendix treats the theory of a general Kruithof problem. Necessary and 
sufficient conditions for existence and convergence of its solution are 
derived, along with proofs of uniqueness and continuity. The main text 
considers special cases of this problem that are of particular interest. 
Schemes for existence and convergence testing and for handling slow 
convergence are discussed. We conclude by trying to place this projec­
tion scheme in the context of the Bell System planning function. 

An early and important step in the Bell System planning process is 
that of predicting future demand for the various services offered. By 
their nature, such projections can be quite uncertain, since they will 
include cumulative effects of several years' fluctuations in the United 
States and world economy, for instance. Indeed, analysis of time series 
of typical traffic datall indicates that about five percent per year of 
random error remains in even the best projections, and must be 
regarded as inherently unpredictable. Nevertheless, a strategy is avail­
able to cope with such uncertainties, for the purposes of planning. 

The fundamental assumption required in this strategy is that traffic 
increases monotonically with time. First a plan can be generated, based 
upon some "best guess" of the demand profile over time. From year to 
year, the time scale of the plan can then be corrected to match up the 
originally projected demand with actual values or better estimates, 
based upon more recent data. In effect, a parameter such as total 
traffic is thus used as a new independent variable in the plan, while 
time is a dependent variable that absorbs much of the economic 
fluctuations and other error. However, this leads us to view the overall 
process of planning as a system, rather than a collection of independent 
modules, one of which is projection. We see that a "sliding time scale" 
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approach to planning now places a premium not so much on absolute 
accuracy of traffic predictions over time as on "relative accuracy" or 
consistency and uniformity among the various traffic quantities that 
are projected. 

A typical plan may be based upon many thousands or tens of 
thousands of projected traffic items. We wish to predict these quanti­
ties such that a single readjustment of the plan time scale (based on 
some total traffic measure, for instance) can do a reasonable job of 
correcting for the error in each item. This requires that projection be 
done in such a way that the prediction errors in individual traffic items 
will tend to be highly correlated. Thus, a scheme which projected 
individual time series for each separate traffic quantity, for example, 
might give the best absolute accuracy for each item, but still be 
unsuitable for planning purposes because the noise components in 
these time series would tend to be independent. At the opposite 
extreme, initial measurements of all traffic quantities might simply be 
increased by a single overall growth factor for each year under study. 
This would produce very strong correlations but fails to take into 
account detailed knowledge of growth patterns, say, for separate 
portions of a study area. 

The general Kruithof method offers many middle roads. Any collec­
tion of average or overall traffic quantities b may be predicted exter­
nally (from time series, for example, or market surveys). As shown in 
the appendix, the remaining items can then be projected to be con­
sistent with whatever is given. Inserting a great many external predic­
tions introduces more detailed knowledge, but reduces the correlation. 
Supplying fewer external specifications yields stronger correlations, at 
some loss in accuracy; various tradeoffs are possible. 

All the schenles of Knlithof type act to minimize the net. informHtion 
change in the projection, subject to those external constraints being 
enforced. This gives them the remarkable properties called "reversi­
bility" and "divisibility" by Kruithof. Essentially, all that is lost of the 
original data q in projecting it to future values p is whatever is inherent 
in the externally provided average quantities b. Supplying new values 
b' for these quantities will thus allow us to continue the projection 
from p to another year or recover the base data q exactly. Effectively, 
Kruithof's method is able to resolve q and p into a part which 
determines some arbitrarily chosen system of average quantities b 
that are to be changed and an "orthogonal" part that does not change. 
This latter part is essentially the equivalence class C(Q) discussed in 
the appendix. 

Kruithof's original proposal, and much of the subsequent work on 
the subject, is concerned with projecting two-dimensional arrays Pij of 
traffic data. In this case, the most natural overall quantities to be 
specified externally are the sums of rows i and columns j in p. For 
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example, supplying two hundred parameters for a 100 X 100 matrix 
would suffice to project a total of ten thousand items. An option is to 
aggregate rows and columns, perhaps in collections of average size 
four, so that only fifty external sums are needed. This is a tradeoff 
that increases correlations but may decrease accuracy. Meanwhile, it 
can alleviate possible ill-conditioning, reduces manual and computa­
tional effort, and still projects ten thousand items. Examples of data 
organized in three or more dimensions are also known in Bell System 
planning. Kruithof's method generalizes to such cases without any 
particular difficulty. 
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APPENDIX 

In this appendix, we define the general case of the Kruithof problem 
and derive various properties. In particular, necessary and sufficient 
conditions for existence and convergence of solutions are developed, 
and uniqueness and continuity are proved. To begin with, consider two 
probability distributions, Pe and Qe, over the same finite set of disjoint 
events {e}, so that: 

(25) 

(26) 
e 

The information content of a probability, in appropriate units, is minus 
its logarithm. Thus the change in information from Qe to Pe is just log 
Pe - log Qe = log(Pe/Qe). The average of this information change is 
defined as: 

(27) 

which will be interpreted as a measure of how close distribution P is 
to distribution Q. A simple example is the case that all probabilities Qe 
are equal; now K reduces to a linear function of the entropy of 
distribution P. Thus entropy measures departure from the equiprob­
able case (corresponding to classical equilibrium). The expression (27) 
goes by several names in the literature; for instance, Kullback distance, 
I-divergence, relative entropy, discrimination information, and Gibbs 
free energy. 
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As a distance measure, K has two desirable properties: it is not 
negative and vanishes only when P = Q. Two other properties, sym­
metry and the triangle inequality, are lacking; Csiszar7 points out, 
however, that laws analogous to the parallelogram identity and Pytha­
goras' theorem do hold, with K playing the role of squared length. To 
show that K is nonnegative, fIrst note that F (X) == log ( 1/ X) is strictly 
convex, since F" = I/X2 > o. Defining Xe == Qe/Pe and using convexity 
in (27) yields the inequality: 

K = ~ P,F(X,);;> F( ~ P,}(,) = F(l) = 0, (28) 

with equality only if all PeF(Xe) vanish, in which case P = Q from 
(25)-(26). 

When Qe is positive and Pe approaches zero, Pe 10g(Pe/Qe) goes to 
a zero limit; to ensure continuity, we will define it to vanish at Pe = 0, 
even for the case Qe = o. If some Qe = 0 for positive Pe, then K is 
infinite. Confining our attention to P that are not infinitely far from Q, 
Pe must vanish whenever Qe does, sq that e is an event of probability 
zero. With no loss of generality, such e may be excluded from the set 
{e} of events for now, so that all Qe are positive. 

Consider the problem of minimizing K(P, Q) for fixed Q, over all 
distributions P subject to (25) and a finite set {c} of arbitrary linear 
constraints having the general form: 

(29) 

This amounts to finding the distribution P that is closest to Q on the 
intersection (denoted S(B), or just S) of the positive orthant P ~ 0 and 
the hyperplanes (29), which prescribe that certain averages over P 
take on the values Be. (To simplify the notation, assume that the 
equality in (25) is designated c and is included among the constraints 
c.) Observe that S is a compact convex polytope, so that the continuous 
function K achieves its minimum value on S, whenever S is not empty. 
Further, this minimum occurs at a unique point P* in S, and there are 
no other local minima of K, since it is strictly convex. To see this, note 
that the matrix of second partial derivatives of K with respect to P is 
diagonal and positive definite. We assume from now on that S contains 
more than one point. 

Suppose that S contains an interior point pInt (that is, no p~nt 
vanishes); then P* is also an interior point. Indeed, consider any 
boundary point pBdy and the line pBdypInt joining it to pInt. The 
gradient of K has components 1 + log (Pe/Qe) that become arbitrarily 
large negative on some neighborhood of pBdy for those p~dy that 
vanish, while all other components remain bounded. Thus, a segment 
of pBdypInt containing pBdy can be found along which K decreases 
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toward the interior, and pBdy cannot be a minimum point of K. Since 
the gradient of K is continuous on the interior of S, an interior P * is 
a stationary point of K and, by strict convexity, there are no other 
stationary points of K on S. 

When P * is an interior point, the minimization problem can be 
solved by using stationarity. Specifically, adjoin constraints (29) to K 
with multipliers Vc to form the Lagrangian function L (P, v) , as follows: 

L :; L Pe [IOg(Pe/Qe) - L Aecvc] + L Bcvc. (30) 
e c c 

Now L is strictly convex on the positive orthant P ~ 0 and becomes 
infinite if any P e does, while its gradient is negative infinite on the 
boundaries. Thus it achieves a unique minimum over P ~ 0 at some 
interior stationary point P(v) > 0 for any fixed values of vc. This point 
is found by requiring the Pe-derivative of L to vanish for each e, 
yielding the following necessary conditions: 

(31) 
c 

Setting Vc :; exp(vc) in (31), except for the constraint c corresponding 
to (25) with Vc:; exp(vc - 1), now yields 

(32) 

with all Vc strictly positive, so that P(v) cannot be on the boundary. 
Suppose some Vc are found such that P(v) satisfies the constraints 

(29) and thus lies in S. Then since L = K on S, P(v) is a stationary 
point of K on S, and hence is the unique minimum point P *. Con­
versely, the linear program of minimizing dK for all small variations 
dP that satisfy (29) has (31) as its dual constraints. Since the primal 
problem has dP = 0 as an optimum at P *, the dual is feasible there, 
sc that v can be found to satisfy (31) at P *. The point of all this 
reasoning is that a solution to (29) can be found with the specific 
product form (32) if and only if S possesses an interior. When such a 
solution exists, it is also the unique minimum point P * of Kover S. 
We can now define the Kruithof problem, in general, as that of finding 
the factors Vc in (32) so as to satisfy the constraints (29). 

Kruithof's "reversibility" property amounts to symmetry of the 
"closeness" relation: whenever P is closest to Q, then Q is closest to P 
in the same sense. That is, we define some new constraint levels: 

(33) 

and seek a distribution R to minimize: 

k:; K(R, P) = L Re 10g(Re/Pe) (34) 
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over the set 8(B) defined by linear constraints: 

(35) 

Defining Ve == liVe, we can write Qe from (32) in the product form: 

Q - p n VAAec e - e e. (36) 

From (26), (33), and (36), Q is an interior point of 8(B) having the 
product form (32), so that R = Q is the unique minimum solution for 
R, and Q is closest to P. Kruithof's "divisibility" property is just 
transitivity of the closeness relation: when P is closest to Q and R is 
closest to P, then R is closest to Q. Specifically, we choose an arbitrary 
constraint vector B in (35), such that 8(B) has an interior point, and 
seek R to minimize f( in (34) over 8(B). The solution for R is the right 
side of (36) for some V, and substituting for P from (32) yields: 

Re = Qe n (Ve Ve)Aec, (37) 

which again has the product form (32). Thus R minimizes K(R, Q) 
over 8(B) and is closest to Q in this sense because it is closest to P. 

Symmetry and transitivity show that "closest to" is an equivalence 
relation determined by the particular matrix [Aee]. This relation 
partitions the set of positive distributions over {e} into equivalence 
classes. Each class C(Q) can be generated from anyone of its members 
Q by using (32): choose all positive values of the Ve for c # c and scale 
the resulting values P as necessary to meet the normalization condition 
(25). Since the column of [Aee] corresponding to c is all ones, V c 
appears linearly in (32), and the scaling above represents a particular 
choice of that variable. Uniqueness says that each constraint vector B 
is achieved at most once in each class, while the existence condition 
asserts that B is achieved in every class if it is achieved in one class. A 
natural mapping B = f(P), namely the linear mapping (29), takes any 
C(Q) into the set E of constraint vectors B for which 8(B) has an 
interior. Clearly, fis continuous and is one-to-one and onto E from the 
existence and uniqueness results. We will see later that fis one-to-one 
on the closure of C(Q), which is compact from (25). (However the 
closure is not necessarily an equivalence class.) It follows that f is a 
homeomorphism of C(Q) and E. In particular, P* is a uniformly 
continuous function of the constraint vector B on E and its closure. 

A useful result follows from the linear relation between v and w in 
(31). Specifically, let R be any solution of (25) and (29), multiply Re by 
We, and sum over e, using (29) and (31) to obtain 

L Rewe = L Re [L Aeeve - 1] = L Beve - 1 (38) 
e e e e 
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by exchanging the order of summation. It is easy to show from (31) 
that the left side of (38) is just K(R, Q) - K(R, P), while the right side 
does not depend on the particular choice of R in S(B), so that 

K(R, Q) + K(P, p) = K(R, p) + K(P, Q) 

for all R, P in S and all P, Q in C. But now the choice P = P* = P 
yields an example of the Pythagorean theorem noted by Csiszar: 

K(R, Q) = K(R, P*) + K(P*, Q). (39) 

Roughly, it says that the distance from R to Q breaks into a component 
within S from R to C(Q) at P* and an "orthogonal" component from 
P * to Q within C(Q). 

Now we will investigate the nonlinear (Wolfe) dual problem to 
minimization of K on S. Let H(v) be the minimum of L(P, v) over the 
positive orthant P ~ 0, so that 

H(v) = L(P(v) , v) ~ L(P *, v) = K(P *, Q) ~ K(R, Q), (40) 

which shows that H(v) is bounded above if S is not empty. Substituting 
(31), (32),_ and (38) into (30) allows us to express H as a function of 
each of v, V, wand P as follows: 

H = L Beve - L Qe exp(L Aeeve - 1) 
e e e 

= 1 + L Be log( Ve) - L Qe IT v1 ec (41) 

= 1 + L [ReWe - Qe exp(we)] = 1 + L [Re 10g(FeIQe) - Fe]. 
e 

Direct differentiation of H(P) shows that it achieves a unique maxi­
mum over the positive orthant at P = R where H = K(R, Q). (Break 
H into a linear part for those components of R that vanish and a 
strictly concave part.) Indeed, if H(P) goes to K(R, Q) on P ~ 0, we 
can conclude that P approaches R. Now the difference between K(R, 
Q) and H(P) achieves a unique minimum of zero at P = R: 

K - H = L [Re log(ReIFe) + Fe] - 1 = K(R, p) + L Fe - 1. (42) 

Whenever this expression vanishes for some P of the form (32), we 
have K(P*, Q) = K(R, Q) from (40), and thus P* = R by uniqueness 
of the minimum. 

Suppose that values of P(v) of the form (32) approach some limit R 
on the closure of C(Q). Such R satisfies (25) and thus (29) for the 
constraint vector B = f(R). Now K - H becomes arbitrarily small, and 
we conclude that R is the P * that minimizes K. This shows that the 
closure of C(Q) consists of points P* that minimize K(P, Q). The 
uniqueness of the minimum then says that the mapping fis one-to-one 
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on the closure, as promised earlier. Choosing R = P* in (41) shows 
that H(P *) = K(P *, Q) even when H(P) is extended to the closure of 
C(Q) by continuity. Finally, the result (39) again follows by setting P 
= P* in (42). 

The nonlinear dual problem consists of maximizing H over all v, and 
thus over positive V, or over the linear affine space of values w 
generated by (31). By its construction, H is concave in v, while 
differentiation shows that it is strictly concave in each individual Ve. 

Setting the Ve-derivatives of H to zero yields necessary conditions for 
a stationary maximum: 

Be = L QeAee n V:,ec'. (43) 
e' 

These are the same relations that would be obtained by substituting 
(32) into (29), namely, the general Kruithof problem. One possible 
scheme for solving eqs. (43) would be by relaxation: choose some 
variable Ve and adjust it to maximize H with all other variables Ve' 
held fixed; then choose some other variable and repeat, cycling through 
all Ve infinitely often. (When H is bounded above by K(R, Q) in (40), 
a value of Ve to maximize H and satisfy (43) always exists uniquely, 

. because -His strictly convex in each Ve and is arbitrarily large for 
large ve .) If the values of P(v) for the iterates v approach the limiting 
value P *, then the relaxation procedure represents a means of com­
puting P *. More generally, any collection of constraints c could be 
solved simultaneously in (43), followed by another collection, and so 
on, so that each c appears infinitely often. Simultaneous solution of 
several constraints can be harder than the scheme of treating one 
variable at a time, however. Another possibility might be to solve (43) 
approximately for Ve , so that H increases at each step, but not 
necessarily to its exact maximum in Ve. The general relaxation pro­
cedure is just an attempt to maximize H over all variables by doing a 
few at a time. Such relaxation schemes are known12 to converge to the 
maximum of a concave function under very general conditions. 

In practice, Aee will generally be a zero-one matrix, so that the 
powers of Ve in (32) do not become a nuisance. In such a case, the 
constraints (29) have a simple interpretation, since they assign prob­
ability Be. to the event c that is the disjoint union of those e for which 
Aee = 1. Pursuing this view, the sum in (29) is taken over all events e 
included in c (denoted e C c) and the product in (32) is taken over all 
events c that include event e (denoted c :J e). Substituting (32) into 
(29) now yields 

Be = L Qe n Ve' = Ve L Qe n Ve', (44) 
eCe e':Je eCe e;'e':Je 

as the form taken by (43) in this case. The relaxation iteration step 
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now reduces to dividing Be by the sum on the right in (44), in order to 
calculate the new value of Ve that maximizes H. Under certain weak 
restrictions on the sequence of variables chosen for iteration, it can be 
shown that H increases to the limit K(P *, Q) and that p(v) converges 
to P *. Specifically, assume that the iteration scheme includes an 
infinity of intervals of length M, for some sufficiently large M, in each 
of which H is maximized over every variable Ve at least once. Then 
the relaxation iteration converges if and only if S is nonempty; the 
limit is P*, which minimizes Kover S and lies on the closure of C(Q). 

Indeed, with S nonempty, the consecutive values of Hare nonde­
creasing but bounded above in (40). Thus H approaches some limit 
H*, and the successive increases dH must eventually go to zero. Direct 
computation from (41) and (44) now yields the relation: 

dH= Be[due - 1 + exp(- dUe)], (45) 

where dUe is the corresponding change in Ue. Differentiation shows this 
expression to be strictly convex in dUe (except in the trivial case Be = 
0), vanishing only at its minimum, namely at dUe = o. Thus each dUe 
also goes to zero as H approaches H*, so that dw goes to zero from 
(31). Consider the values of p(v) that are obtained each time the 
constraint c corresponding to (25) is satisfied in one of the postulated 
intervals of length M. Since these values are confined to the simplex 
defined by (25), they have a subsequence that converges to some limit 
point R. Now each member of the subsequence differs from a solution 
of constraint c by at most M changes, each of order dw. It follows that 
the limit R will satisfy every constraint c. But then, from the discussion 
after (42), H goes to K(R, Q) on the subsequence and R is P*. Finally, 
H increases to its maximum over P ~ 0 for all iterates P, so that they 
converge to P *. Conversely, whenever the P converge, the limit R 
satisfies all constraints, so that Sis nonempty. Csiszar proves conver­
gence for cylic iteration on collections of constraints, if each collection 
contains c, by an elegant application of (39). In general, such cases do 
not include single-variable relaxation schemes, such as those treated 
above. 

The artificial restriction that no Qe may vanish can now be dropped, 
since (32) shows that Pe is zero whenever Qe is in any case. The 
definition of S and its interior must be modified to account for all such 
conditions, of course. That is, (25) and (29) are supplemented by 
requirements that Pe vanish whenever Qe does, while Pe = 0 makes P 
a boundary point of S only if Qe is positive. Thus the Kruithof solution 
exists if and only if some P satisfies the constraints and vanishes for 
exactly the same events that Q does. 

The question of whether the existence condition is met for a partic­
ular constraint vector B can be resolved, in principle, by constructing 
such an interior P with standard linear programming techniques. 
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Indeed, consider the problem of maximizing h ~ 0 subject to linear 
constraints: 

L ( Te + h) Aee + Ue = Be 
Qe~O 

Ue~ 0, (46) 

where each equality c has been written such that Be ~ o. The slack 
variables form the initial basis Ue = Be, and a phase one procedure 
minimizes their sum. If not all Ue are forced to zero at optimum, then 
S(B) is empty. Otherwise, a point in S has been constructed, so that 
the relaxation iteration will converge. In this case, all the Ue are 
dropped and phase two proceeds to maximize h. As soon as some step 
causes h to exceed zero, Pe = Te + h is the desired interior point. If the 
optimum still has h = 0, then S(B) has no interior, and the iterative 
solution will not take the product form (32). 
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Effects of Sandstorms on 
Microwave Propagation 

By T. S. CHU 

(Manuscript received August 29, 1978) 

Low rainfall volume suggests the promise of long paths using higher 
microwave frequencies for radio communication in desert areas. The 
pursuit of this promise gives rise to the need for understanding the 
effects of sandstorms on microwave propagation. First, a distinction 
should be made between large sand grains and fine sand dust. l Sand 
grains of greater than about O.2-mm diameter are driven by the wind 
as a low-flying cloud with a height of less than about 2 meters above 
the ground. This limited height is expected to be lower than most 
antenna heights of a microwave station. On the other hand, dust-like 
sand particles can rise in dense clouds to a height of one kilometer or 
more. This latter type of sandstorm, which is essentially a misnomer 
for dust storm, may lie in the terrestrial and earth-space paths of 
microwave radio; hence, path attenuation data are required. Precise 
calculation is hampered by the uncertainty about the dielectric con­
stant and the size distribution of sand particles. However, useful 
analysis and frequency dependence of the sandstorm effects can be 
obtained without precise knowledge of these parameters. 

The relation between microwave attenuation and optical visibility 
will be of interest because visibility provides a convenient measure of 
dust density. The visibility is inversely proportional to the optical 
attenuation coefficient. A proportionality constant of 15 dB * will be 
assumed for the visibility distance in the following calculations. Sand 

* This constant is simply 10 loglO of the measured median 0.031 of normalized 
difference in luminance between the sky and a mark located at the visibility distance 
(Ref. 2). 
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particles will be assumed as spheres of 0.01- to O.l-mm radius with a 
dielectric constant in the range of 2.5 (1 - j 0.01) to 10 (1 - j 0.01). The 
assumed dielectric constant of 2.5 is that of dry soi1.3 The loss tangent 
of 0.01 and the other assumed dielectric constant of 10 are believed to 
be probable upper limits for sand particles in a desert environment. 
The Rayleigh approximation is valid at centimeter wavelengths, 
whereas the very-large-sphere approximation can be used at optical 
wavelengths. 

The attenuation coefficient of a sandstorm is simply the sum of 
extinction cross sections C(a) of sand spheres 

a = f N (a) C (a) da, (1) 

where N (a) da is the number density within the range of radii (a, a 
+ da). Assuming a single sand radius a in meters, this attenuation 
coefficient can be written as4

,5 

lX = 3.25 8Qext dB 1m, 
a 

(2) 

where Qext = C /7Ta2 is the normalized extinction cross section, and 8 
= (4/3)7Ta3N is the fraction of sand in the atmospheric volume. Since 
Qext = 2 at optical wavelengths, the number of sand'particles per cubic 
meter becomes 

(3) 

where lXo is the optical attenuation coefficient in dB/m. 
The effective refractive index of a scattering medium is5 

m = 1 - i8(0) 27TNk-3
, (4) 

where k is the free space phase constant and 8(0) is the forward 
scattering function. Within the Rayleigh approximation, we have4 

8(0) = ik3(E - 1) a3 + ~ kS(E - 1)2 as, 
E+2 3 E+2 

(5) 

where E and a are, respectively, the dielectric constant and the radius 
of the spherical scatterer. The second term in eq. (5) is negligible at 
centimeter wavelengths for the sand particle sizes under consideration. 
Substituting eqs. (3) and (5) into eq. (4) gives the phase shift and 
attenuation coefficient for centimeter waves. 

3k [ (E - 1)] (180) k(Re m - 1) = 13 lXoa Re E + 2 -:;;- DEGlm (6) 
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_ 3k [ (E - 1)] . k(lm m) = - aoa 1m -- (8.68) dB/m. 
13 E + 2 

(7) 

For a given visibility, the above equations show a linear dependence 
on the particle radius. For two particle sizes, eqs. (6) and (7) have been 
plotted for 11 GHz vs visibility and optical attenuation in Figs. 1 and 
2. It is seen that, for a relatively poor visibility of 0.1 km, the calculated 
attenuation for this uniform sandstorm is less than 0.03 dB/kID, 
whereas the calculated phase shift is in the range 1.5 to 35 DEG/km. 
Some beam displacement or broadening could take place if there were 
strong density gradient in the sandstorm. Significant attenuation at 11 
GHz will certainly occur for a very poor visibility of 10 meters or less. 

It is of interest to compare our calculations with recently published 
10-GHz measurements6 on dust using an open resonator. Substituting 
eq. (3) into eqs. (6) and (7), the refractive index and the loss tangent 
of a dust medium can be obtained 
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Fig. I-Calculated ll-GHz phase shift by uniform sandstorm. 

SANDSTORM EFFECTS 551 



a: 
w 
f-
w 
~ 
0 
-l 

;;2 0.1 
a: 
w 
0-
en 
-l 
w 
III 

U 
W 
Cl 

~ 
Z 
0 
f= « 
=> 
z 
w 
f- 0.01 
f-« 
N 
:r: 
(!J 

::: 

10 

VISIBILITY IN KILOMETERS 

1.0 0.1 

--- f = 10 (1-j 0.01) 

--- f = 2.5 (1-j 0.01) 

// 
/ 

/ 
/ 

A 

/ 
/ 

/ 
/ 

/ 

/ 
/ 

/ 

/ "-

/ _:::>PARTICLE RADIUS = 0.01 mm 

/ 

/ 
/ 

/ 

OPTICAL ATTENUATION IN DECIBELS PER KI LOMETER 

Fig. 2-Calculated ll-GHz attenuation by uniform sandstorm. 

Re rii - 1 = 0.579 W[ Re(:: ~) ] 10-
3 

tan Il = 1.157 W[ Im(: : ~) ] 10-
3

, 

(8) 

(9) 

where W is the weight in Kg/m3 and a specific gravity of 2.6 is 
assumed. For a given W, the refractive index and the loss tangent are 
independent of the particle size. Equations (8) and (9) have been 
plotted along with the measured data of Ref. 6 in Figs. 3 and 4, 
respectively. The measured refractive indices of both sand and clay 
dust lie within the range of calculated values. The measured loss 
tangent for sand dust agrees with the calculated values within the 
limits of measuring error, whereas that for the clay dust is higher by 
an order of magnitude. The moisture content of the clay dust in Ref. 
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Fig. 3-Comparison between measured and calculated refractive indices for uniform 
dust precipitation. 

6 is unknown. One notes that most particle densities (;::: 1 Kg/m3) used 
in the aforesaid measurement are so high that their optical visibilities 
are less than one meter. 

An important result of our calculation is the linear dependence on 
frequency in eqs. (6) and (7). This property implies that if effects of a 
sandstorm at 4 and 6 GHz are negligibly small, then at 11 GHz they 
will also be small. One notes the sharp contrast between the above 
prediction and the rain attenuation which increases very rapidly from 
6 to 11 GHz. Large rain drops have diameters of several millimeters; 
furthermore, liquid water has a much larger dielectric constant and 
much larger loss tangent. 

Since the particle size and density of a sandstorm are larger near the 
ground than at a greater height, there appears to be an incentive for 
using large antenna heights. It also follows that satellite microwave 
communication is expected to encounter less sandstorm effects than 
terrestrial microwave networks. 
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ACKNOWLEDGMENTS 

The author is indebted to D. C. Hogg, A. J. Giger, and A. A. M. 
Saleh for helpful suggestions. He also wishes to thank S. H. Lin and 
W. T. Barnett for reviewing the manuscript. 

NOTE ADDED IN PROOF 

A very recent paper7 indicated an upper limit of 0.15 mm for 
measured radii of particles collected during sandstorms at Khartoum, 
Sudan. 
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