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Statistical Circuit Design:

History and Introduction

By A. C. DICKIESON and J. CHERNAK
(Manuseript received January 8, 1971)

The papers in this series describe the status of a continuing program
at Bell Telephone Laboratories to apply computers to all phases of
transmission circuit design. The process involves the same steps now
that it has historically. Given a set of circuit objectives, the designer:

(¢) Synthesizes a circuit, using known or assumed characterizations
of the devices and components involved.

(#7) Analyzes circuit performance, either by measurements of labo-
ratory samples or by calculations based on simulation or
modeling.

(#i7) Optimizes design performance and cost by changing topology or
element values.

(7v) Examines the design for compliance with objectives under all
expected conditions of manufacturing tolerances and the
environment of application.

(v) Iterates some or all of these steps until a satisfactory, if not
optimum, design is achieved.

The first large-scale application of a digital computer to the anal-
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ysis of linear filter and equalizer designs came in 1950. The computer
was the BTL Mod VI, an early version using telephone relays. As com-
puters gained in speed and versatility and programmers developed new
algorithms, strides were taken in synthesis and optimization.

Paralleling this work was a continuous effort to improve the fre-
quency range, speed, precision, and accuracy of transmission meas-
urements. A major milestone was reached in 1953 with the announce-
ment by Thaddeus Slonczewski of the “micro-bel” technique. This
achieved measurement accuracies of +=0.001 decibel by a method that
can be applied over very wide frequency ranges.

In 1966, the important step was achieved of using a dedicated
general-purpose computer to control the transmission measuring set,
and also to process, collate, and output the data in various forms. The
next step, of using this computer also to play a role in the iterative
process used in design and production, is described in this series.

The advantages of modeling and simulation were recognized early.
Both digital and analog computers were put to this task. In 1962, a
hybrid interconnection of the two produced great flexibility in dealing
with both linear and nonlinear systems.

An obvious requisite to useful modeling is an adequate characteriza-
tion of the elements to be modeled. The computer-operated test sets
have been used extensively in measurements characterizing transistors
and other devices, coupled with efforts to relate the measurements to
the physics and geometry of the device.

Most recently, algorithms and programs have been developed to use
the computer in the process of analyzing the performance of networks
under realistic conditions of manufacturing tolerances, variations of
the environment, and manufacturing adjustments. The next step is
to have the machine apply the results of this analysis in the iterative
process to achieve something near an optimum design.

This brief history of two decades in computer-aided design in trans-
mission development provides a useful perspective in viewing this
series of papers dealing with statistical analysis. The notion of using
statistical procedures was proposed®! many years ago and successful
applications have been reported? in the past in the analysis of logic
circuits. The catalyst which has led to the present effectiveness on a
wide class of circuits and systems, however, has its roots in this twenty-
year-old effort in device characterization, development of algorithms
for general-purpose programs, and the effort to improve the factory
transmission measurement and adjustment capabilities. Consider what
has oceurred in the past several years of statistical analysis as de-
scribed in this series.
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During 1968 several versions of a general-purpose, statistical anal-
ysis program (TAP)® * were written and used effectively for a range
of circuits from passive filter designs to highly nonlinear systems. In
their original conception, the tolerance analysis procedures were
visualized as a final step in the design process. They belonged to the
class of computer aids that allows the computer to manipulate an anal-
ysis or simulation in a fashion similar to the general-purpose optimiza-
tion programs. The computer-aided design process was viewed as con-
sisting of the following three steps:

(7) Analysis—Components are modeled and the circuit is analyzed.
Components and the network topology are changed until the
circuit performance approaches the designer’s expectations.

(72) Optimization—The designer identifies a desired measure of
performance and the analysis is embedded in a general-purpose
optimization program. These optimization programs use various
strategies to alter the circuit parameters to bring the performance
within the desired bounds.

(177) Tolerance Analysis—Using a similar measure of performance,
the optimized model parameters are varied within their antiei-
pated distributions with the appropriate correlation between
parameters. The circuit performance is repetitively analyzed
with these different parameters until a histogram of the per-
formance measure can be interpreted with confidence.

Our experience in the past several years has shown that the use of
statistical analysis is not the simple final step in the design process.
Our present view is that this technique forms new bridges among de-
sign, manufacture, and field failure problems. These bridges carry in-
formation in both directions with a substantial impact on both design
and manufacturing technologies.

Consider what occurs when the designer takes the first step into the
use of tolerance analysis. If he is using the same performance measure
as was used in the optimization procedure, he can build histograms as
he accumulates the statistics of many designs. For this to be related to
the manufacturing yicld, however, he must include anticipated bench
adjustments on selected components. These adjustments may be as
simple as tuning inductors to resonance or as involved as anodizing
resistors (a one-directional adjustment) while monitoring a compli-
cated performance measure of some subsystem.

When he considers the manufacturability of the circuit in the factory
environment, he faces the issue of relating factory testing procedures to
his performance measures used for design. These are often only
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casually related to each other in spite of the increasing reliance on
computer-operated measurement equipment. This factory test equip-
ment can often be adapted to do “go/no-go” testing using the same
performance criteria used in the tolerance analysis program.

To simplify the problem, let us presume that the same performance
criteria are used for both design and manufacture. The bridge for infor-
mation flow in both directions becomes critical. In his tolerance anal-
ysis, was the designer detecting failures discernible in manufacturing
or in the field environment? Can he devise a set of conditions for fac-
tory testing (a particular temperature, bias supply voltage, ete.) that
will detect most failures predicted for the field? Is there an alternate
technique for component adjustment which will increase yield and de-
crease field failures? If so, should not this adjustment procedure be
brought back into his optimization and tolerance analysis programs to
see if he still has the optimum nominal values for his components?

Obviously, the answers to these questions depend on the specific
circuit or system being designed. These questions, however, are not
peripheral to the design process but often introduce overriding con-
siderations which should be considered at every stage of the design
process.

The first three papers in this series deal with the current capabilities
in tolerance analysis. The first paper by J. Logan® introduces the char-
acterization and modeling of components. This characterization capa-
bility enables the designer to analyze manufacturing yield (correla-
tion between devices, adjustments, etc.) as separate from field failures
(temperature effects, aging, ete.). The second paper by C. L. Semmel-
man, E. D. Walsh, and G. T. Daryanani® traces the development of a
linear circuit analysis capability that allows the designer to specify
the factory and field environments for a class of active circuits. The
third paper by I. A. Cermak and Mrs. D. B. Kirby? describes the ex-
tension of these techniques to nonlinear circuits.

The fourth paper by G. D. Haynie and S. Yang® develops the rela-
tionships between the design process and the measurement and testing
process. The next two papers by E. M. Butler® and B. J. Karafin'®
examine the question of using tolerance analysis for optimum design.
The first deals with techniques to optimize the component sensitivity
and the second to optimize cost.

The last three papers by L. A. O’Neill;** P. Balaban, et al.;'?
and R. G. Olsen? provide a view of these techniques as applied to the
design of a complex linear circuit, a nonlinear hybrid integrated circuit,
and finally a waveguide system analysis. In each of these cases the
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ability to extend the designer’s capability past the traditional worst-
case design estimate was an important factor in the successful design.

This series of papers documents the establishment of analytic bridges
between design, manufacturing, and field environment problems. The
effective use of these techniques places substantial demands on the de-
sign experience of the engineer. The designer must have insight into
the factory capabilities and procedures and consider these effects at an
early stage of design. This ability, however, to bring these manufactur-
ing and field environments into the design process results in substan-
tially more reliable and economical designs. Major advances still lie
ahead, so that one cannot say the program has reached maturity: it is
possible to see it as in sturdy adolescence.
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Statistical Circuit Design:

Characterization and Modeling for
Statistical Design

By JOHN LOGAN
(Manuscript received November 30, 1970)

Analysis of the variation in the electrical performance of integrated
circuat structures requires a knowledge of the distributions and inter-
relationships of device parameter values. This article presents new
techniques for more accurate transistor modeling and describes the
statistical characterization procedure developed to describe the inte-
grated circuit manufacturing process as far as the measurable elec-
trical parameters are concerned.

I. INTRODUCTION

In statistical design work involving discrete passive elements,
nominal parameter values and production distributions give an ade-
quate description. The situation is more complicated for active devices
in which the equivalent circuit used to describe these devices requires
parameters which are interrelated.

With integrated circuits, conditions are further compounded by the
fact that the parameters of different devices on an IC chip are inter-
dependent. Experimentally, however, it has been found that the
integrated circuit case can be conveniently decoupled to a manageable
degree of complexity even when temperature effects are considered.

In the following sections, the philosophy underlying both our
modeling approach and the measurement techniques is outlined. This
is followed by a description of the transistor model favored for sta-
tistical analysis work, highlighting some popular misconceptions
arising from inadequate past measurements. The implications for
device- modeling in an integrated circuit environment are then con-
sidered, followed by a description of the practical methods which have
been successfully used to predict the variability in circuit performance
arising from variations in the manufacturing process.

1105
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II. PRACTICAL MODELING

2.1 Modeling Philosophy

The modeling approach found to be most effective is to carry
device physics as far as possible, then verify or modify the results
by practical experience. To be truly useful, modeling has to be con-
sidered simultaneously from three fronts, in that the model must:

() Give an adequate qualitative description of the electrical be-
havior of the device.
(77) Have efficient* parameters which are readily measurable (or
calculable) and amenable to statistical description.
(7%7) Be compatible with numerical circuit analysis techniques.

In the literature most attention has been given to items (7)%2 and
(77)3*; in fact, the greatest impediment to meaningful statistical de-
sign work is the lack of attention to item (i¢). In consequence, this
discussion will dwell on the hard facts of what has to be done in prac-
tice when real data is required to get meaningful results.

There are at least two schools of thought on the subject of device
modeling: modeling to get an understanding of the device physics
and modeling for the purpose of circuit analysis. Although it is desir-
able to have one model for both situations, it is frequently expedient
to make simplifications in the case of circuit analysis. In a statistical
design, particularly one involving integrated ecircuits, the general
properties of the system have to be represented. With transistors, the
important points are:

(7) The matching of characteristies such as gain or junction voltages.

(%) The tracking of parameters within a device and from device
to device on an integrated circuit chip.

(777) The temperature characteristics, vitally important in Bell
System work, both from the standpoint of the variation' of
system performance with temperature and also for any aging
effects which may be temperature dependent.

A general description of the above properties is therefore required in
statistical design rather than an elaborate precision model which may
greatly exceed the accuracy of available data.

Comparisons®? of generic model types, which appear to indicate
a mathematical equivalence, neglect some very important facts
applicable to transistor models in common use. These facts relate to

* Efficient parameters are ones whose values are simply related to changes in
device environmental conditions—preferably constants.
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the choice of the independent variables in the model and the signif-
icance of this is discussed in Section IIT.

2.2 Measurement Philosophy

From the measurement standpoint the most important consideration
is that of effectively decoupling the model parameters. This is done
such that each measurement, or set of measurements, uniquely defines
specific parameters. The ability to do this depends very much on the
complexity of the model structure and may be difficult to achieve in
more detailed physical models.?

Statistical data is expensive; it is necessary, then, to depend on
the minimum set of data points and to maximize their use. In addi-
tion, it is expedient to identify parameters which are consistently
the same in a given family of devices. This is considered further in
Section III which to some extent dictates the form of model desired.
Further, to minimize measurement effort, it is essential to use the
same statistical data for both nonlinear and small signal models. The
development of a suitable small signal model for this purpose is con-
sidered in Section IV.

Two approaches exist for determining the model parameters.

(#) Obtain the physical properties of the device, such as geometry
and doping profile, and calculate the theoretical parameter
values for the model.

(#7) Derive the parameters from electrical measurements at the
device terminals.

In statistical work, item (i7) is -more attractive as the process
variability may not be well known. In addition, complex interactions
may be compensated for in the direct measurement technique. For
device design prior to fabrication, obviously a combination of (2) and
(7¢) has to be used, drawing on measured data from previous similar
devices.

III. NONLINEAR TRANSISTOR MODELS

3.1 Models in Common Use

At the present time, two forms®” of nonlinear transistor models
appear to be in vogue in general purpose network analysis programs.
The major difference between the two approaches lies in the refererice
currents used in the representation of the dependent parameters. The
two manifestations have been identified as:

(?)* The injection model, based on the diode currents injected at
the junctions.
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(#%)" The transport model, based on the currents traversing the base
region.

In the past it has been said? that since the two models appear to be
mathematically equivalent, there is a simple transformation between
the parameters and it makes little difference which one is used. In
fact, this ignores the approximations inherent in the model derivation.
It turns out that the functional dependencies of the model parameters
in case (i¢) are more realistic from a physical viewpoint and at the
same time simplify the measurement procedures required for param-
eter determination.

3.2 Evaluation of the Popular Models

To stress the significance of the claim for the transport model, the
following argument is presented to show the simpler measurement
requirements and the more accurate dynamic characterization of this
model.

3.2.1 DC Model

Figure 1 shows the equivalent circuits of the intrinsic transistor for
the two models under-consideration; the elements making up the two
equivalent circuits are identical, consisting of two semiconductor
diodes to provide for minority carrier injection and two current
sources to account for minority carrier transport across the base
region. The coefficients ar , ar , By, Br are current dependent and are
represented by either functional or tabular dependence on the currents
Irp, Iy, Iy, and Iy respectively. The important differences between the
two models are the reference currents used as mentioned in Section 3.1.

The defining equations* are

(a) Injection Model (b) Transport Model
Emitter junction injection: Transport from emitter to
collector:
Ir = Igplexp (qVio/nkT) — 1]. Iy = Igslexp (65V,.) — 1]. (1)
Collector junction injection: Transport from collector to
emitter:

IR = ICR[eXp (qV,,c/'nJcT) - 1]. I[ = Ics[exp (OIVbc) - 1]. (2)
The equations for the terminal currents representing the transistor

*The choice of parameter names for the transport model are identical with
the CIRCUST convention; the injection model parameter names are selected to
prevent ambiguity. The parameters used are defined in Table I.
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Fig. 1—Equivalent circuits for transistor models. (a) Injection model, (b)
Transport model.

nonlinearities are

IE= —IF+aRIR; IE= _(1+B}__)IN+II, (3)
N

I. =aFIF_IR7 Ic = (1+ )II; (4)

IB = (1 —ap)IF+(1 '—'CKR)IR, I '—'_—+ (5)

Bz

If the emitter junction is forward biased with V;, = 0 such that
IR = 0, and II = 0, then,

IF=_IE'=IC+IB; In=1.. (6)
Ve N 7

(ideal (nonideal (ideal

component)  component) component)

Equation (6) shows the fundamental difference between the two
models by virtue of the make-up of the reference currents Ir and Iy .
Iy represents an ideal component of current in the sense that the col-
lector current and emitter-base voltage are related® by the “ideal”
diode law. Ir, on the other hand, is made up of two components of
currents of which I, the base current, is nonideal.®

This gives the first reason for preferring the transport model, in
that it is intuitively more satisfying to work with the components
approximating theoretical behavior. Other experimental reasons now
follow:

By measuring Iy and I as functions of V., it is possible to plot the
voltage dependence of Ir and Iy as shown on the semilogarithmic
plots in Fig. 2.
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TABLE I—CoEFFICIENTS USED IN CoMPARING NONLINEAR MODELS

ap Common base current gain in normal mode.

ag Common base current gain in inverse mode.

By Common emitter current gain in normal mode.

Br Common “‘emitter’” eurrent gain in inverse mode.

Icr  Collector intercept current for the injection model.

Ics  Collector intercept current for the transport model.

Igr  Emitter intercept current for the injection model.

Igs  Emitter intercept current for the transport model.
Boltzman’s constant.

Ne Collector injection factor.

Ne Emitter injection factor.

q Charge on electron.

T Absolute temperature.

O Slope factor for normal mode.

oy Slope factor for inverse mode.

In the inverted mode of transistor operation, if the collector junction
is forward biased with V. = 0, then Ir = 0 and Iy = 0 giving

In=—Ic=1Ig+ I, Iy =1Ig. ™
7 N Ve

(ideal (nonideal (ideal

component) component) component)

In this situation I; represents an ideal component of current and I is
made up of ideal and nonideal terms. Measurement of Ir and I for
the inverted transistor gives the voltage dependence of I; and Iy as
shown in Fig. 2.

The redundancy in the injection model is shown by the fact that
the slopes and intercepts are different for Ir and Ir in the linear por-
tion of the curves where leakage and high-level effects are not signif-
icant. The transport model gives identical slopes and intercepts as a
result of the common dependency on the base charge.® Thus

I)z,s = Ias (8)
and
Oy = 6; = kgf ©)

This has been found to be the case experimentally within the accu-
racy of the measurements, and follows from the one-dimensional model
derivation in elementary transistor theory. In the interests of general-
ity, however, four parameters rather than two are retained in the
model used in nonlinear analysis!® to allow for possible deviations!!
in very high-frequency transistors. It is important to note that the
redundancy in the injection model is absorbed in the current dependent
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parameters By (Iy) and B;(I;) used in the transport model to define
the base current in equation (5).

3.2.2 Dynamic Behavior

In a transistor, charge storage can be divided into two types:

(?) Fixed charge in the depletion regions (voltage dependent).
(#) Mobile charge in transit (current dependent).

To account for the charging currents which flow under dynamic
conditions, two capacitances are included across each junction as
shown in Fig. 3. C,; and C,; are the voltage dependent capacitances
representing the emitter and collector depletion regions.

Capacitances Cq, and Cy, are current dependent and represent the
minority carrier charge stored on account of the current flow.

According to charge control theory*? the charges are directly pro-
portional to the reference currents such that the capacitances, which
are the incremental changes of charge with junction voltage, then
become

(a) Injection Model (b) Transport Model

qTEF
C_db =~ [IF + IEF]) Cds = oNTCN[IN + IES], (10)
nkT
Ci = Lem g - 1
de — kT [ R + ICR]‘ Cdc - OITCI[II + CS]' (11)
N,
|
I 7
NTA
/4
& 1078 - Iy
o4
w
o
b3
<
Z 0710 -
5 A
] ~SLOPE=0N=01
5 P i
O 10187 ~ -
1 5 Ler !// Ics
IEF IES
fo~20 1 ] 1 1 1 ]
0 0,25 0.50 0.75 1.00 0 0,25 0.50 075 1.00
VOLTAGE VOLTAGE
Vpe FOR If Vpe FOR Iy
Vpe FOR Ig Vpe FOR It

Fig. 2—Transistor nonlinear behavior. (a) Injection model, (b) Transport model.
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i1 Il IL IL
I\Cde Cdcl\ l\Cde Cdcl\
I I 1 IL
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—_ ld — _ 1 ! —_
Ve | <= RAU 7 (3 A</ )
\ Ir Ir / v (/BRINGO+H/B g I
\\ / \\ ,/
Y V V Vpé
be\i‘RIR LT aFIf/ bc be\\ I 0115 IN/, be
(a) FbyT (b) L

Fig. 3—Dynamic transistor model. (a) Injection model, (b) Transport model.

In practice the parameters® Tpr(Ir), Tor(Iz), Tex(Iv), Ter(I;) have
to account for a multitude of effects, for example high-level injection
effects, and storage in the collector remote from the base. To represent
these effects the parameters are made functions of current as shown.

The parameters Tgr(Ir) and Ter(I:) depend on current terms which
consist of ideal and nonideal components. More importantly these
characteristic times describe both transit time and recombination time
effects. This is both bad and unnecessary.

It is bad since the recombination phenomena are not nearly as well
understood (mainly because of surface effects) as transit times; hence,
large variations from unit to unit can be expected and in fact are found
in practice.

It is unnecessary since the information relating the transit time and
recombination time is already contained®® in the nonlinear current gain
terms By and B; (or ar and «g). Thus, the effect of basing the charac-
teristic times on the injection currents is to force the introduction of
redundant nonidealities in the dynamic parameters. This is much more
significant for Tor(Ir) than for Ter(Ir).

3.2.3 Experimental Evidence

Indication that the injection model was in trouble came about from
actual storage time measurements on high-frequency devices. These
showed that Tor(Iz) was a strong function of Ir which could not be

*D. Koehler? has defined a consistent set of characteristic time parameters which
gave the rationale for the parameter terminology for the injection model. The
parameters Tex and Ter for the transport model follow the familiar CIRCUS”
format, but strictly speaking for consistency? these should be Te¢xr and T,
where C and E refer to collector and emitter, respectively. If T'¢ signifies “time
constant,” then perhaps a better unambiguous pair of time parameters would
be Tx and T
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accounted for in the model and, in fact, it was impossible to assign
meaningful values to T¢g.

The parameter T¢r(I;), in the transport model on the other hand,
was found to be essentially independent of Iy. More importantly, for
the devices in question, T'¢; was constant over a wide range of Iy and
in fact showed little variation from device to device. In addition, it was
found that devices of the same family which had different gold spiking
treatment gave approximately the same value of T'¢;. Differing amounts
of gold doping control the recombination lifetime which is already ac-
counted for by the de parameter B;(I).

3.2.4 Important Properties for Tolerance Aﬁalysis

Consistency of T'¢; for families of device types is vitally important
in tolerance analysis work since it requires fewer measurements, and
can be given a simple statistical description, yet still yields good answers.
The explanation for this superior performance of the transport model
parameters is that Ty and T, are effective transit times which,
as mentioned earlier, are much better behaved than recombination
times. Thus for the dynamic response as well as the de situation, the
transport model description eliminates the redundancy of the injection
model.

3.2.5 Transistor Model Most Suited to Statistical Design

The conclusion drawn from these experimental results is that the
transport model as outlined above is to be preferred for the following
reasons:

(7) Nonideal components of current do not occur in the equations
relating input voltage and output current.

(#7) Intercept currents and slope factors are obtained from one set
of measurements instead of two.

(¢47) Parameters are decoupled in that the de nonlinearities are
contained only in the parameters By(Iy) and B;(I;).

() Characteristic time parameters describing dynamic behavior
are constant over a wider range of currents and vary less from
device to device, thereby simplifying the measurement pro-
cedure. ‘

(v) Dynamic behavior is more accurately modeled and the effect
of process variation is decoupled from 7T.; and contained
predominantly in B;(I;).

Thus from considerations of both aceuracy and measurement con-
venience, the transport model is preferable and has, in fact, been
used with considerable success in network analysis programs.*’
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3.3 Transistor Output Characteristics

3.3.1 Defects of the Model

To account for the effects of bulk material in the base, collector
and emitter, resistances Ry , B; and Rz are added to the intrinsic
model of Fig. 3(b) as shown in Fig. 4.

Two effects not accounted for in this model as it stands are:

(7) Collector output resistance.
(#2) Avalanche multiplication.

Collector avalanclie multiplication is usually accounted for by mul-
tiplying the parameter I¢g by a factor of the form 1/[1 — (V5/V)"]
where n and Vp are constants. Since the avalanche mode is not of con-
cern in most circuit analysis encountered in this discussion, it will not
be considered further.

Item (7) is very significant, particularly for devices in high-resistance
circuits, and some simple means had to be found to represent the out-
put resistance. The approach used is deseribed in Section 3.3.2 and the
equivalent output resistance is calculated in Appendix C.

3.3.2 Thermal Considerations

Measurements of By as a function of Vp for constant base current
are shown in Fig. 5 where two important effects should be noted.

(4) Heating effects due to increased power dissipation greatly
increase the change in By .

|
Cde | Cdc!
I I
e | coit
g Re Re ¢
lal. nl
O_/\N\/ —Q ) (:- _V'I) C *_ /\/\/\/—0
\ (1+1/BW)In | (111/B1) 11 /
!

Fig. 4—Nonlinear transistor model.
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(#7) When junction temperature is held constant the change in By
is considerably reduced but more importantly the curves are
essentially parallel.

This suggested representing the current gain term in the form
By = By(Iy, T) + Vcb/VN (12)

where 8y(Iy , T) is a function of current and temperature and Vy is a
constant.

Further investigation of a range of devices of different structural
and manufacturing processes yielded three useful results.

() At constant junction temperature* the curves for By as a
function of V¢ with I; as a parameter were parallel [Fig. 6(a)].
(77) At different constant temperatures the curves remained parallel
[Fig. 6(b)].
(#it) Devices with the same geometry but different gold spiking
gave parallel curves (Fig. 7).

* Note that it is not adequate to hold a transistor can or substrate at constant
temperature and assume that the junction remains at constant temperature even
under pulsed conditions. V. at a low reference current was used as a temperature
monitor and a “Themospot” probe (manufactured by EG&G Boston, Mass.)
was used to adjust the environment temperature such that Vs, remained constant.



1116 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971

1

1o Ig =100 uA

1051~

100

95

75 | | | |
100

TEMPERATURE = 80°C

Fig. 6a—Byx as a function of V¢r at temperature of 20° C.
Tig. 6b—Variation of By with V¢s and temperature for base current I = 25 pA.
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Fig. 7—Variation of By with V¢s for two devices with the same geometry.

Thus equation (12) has vital properties for statistical design in that
the current and temperature dependence is contained in S8y (Iy, T) and
parameter Vy can be regarded as a constant for a given device geome-
try. Since the lines in Fig. 6 are all parallel, it is only necessary to take
measurements for one value of Iy at room temperature to determine
V. This value of Iz can be small enough that no significant heating
oceurs on pulsed measurements obviating the need for a heat sink.

Equation (12) was very easily added to the model in the computer
program?® and Fig. 8 shows a comparison of measured curves and
computer predictions.

IV. SMALL SIGNAL TRANSISTOR MODELING

4.1 Types of Models

Small signal models used in linear steady-state analysis programs
may be divided into two categories:
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Fig. 8—Transistor output characteristics.

() Terminal models—measured two-port parameter data at the
required operating point over the desired frequency range.

(7%) Physical models—equivalent circuit representation of the device
at the operating point in question.

Both approaches have advantages and disadvantages for variability
analysis.

4.1.1 Terminal Models

The measured data can be obtained extremely precisely and used
directly in linear analysis programs to investigate circuit performance.
This gives no loss of accuracy in the representation of the specific
transistors in question.

The main problems with this technique are:

(7) Data at different temperatures at several bias points over a
range of frequencies imposes a prohibitive storage problem.
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(7) Devices have to be available on which measurements can be
made and hence new devices cannot be handled this way.

(747) Statistical descriptions of devices cannot be generated, but
have to depend on past measured data.

4.1.2 Equavalent Circuit Model

The equivalent circuit model eliminates a number of these difficulties
and has the following advantages:

(7) The number of parameters at a given bias point is dependent
only on the complexity of the model for all frequencies in the
range of applicability. In addition, the model can easily be made
a function of bias, as shown below.

(#7) Reasonable first-order estimates for the equivalent circuit model
of new devices can be made from a knowledge of similar pre-
viously characterized devices.

(#7f) Variability and interdependence of the equivalent -circuit
elements of the model can be characterized to give a statistical
description for Monte Carlo analysis.

The main problem with the equivalent circuit is its range of ap-
plicability, usually requiring more complexity for adequate representa-
tion as the frequency is increased.

4.2 The Hybrid-Py Model

Many forms of equivalent circuit representation for the transistor
are possible.?* The hybrid-Pi model is particularly attractive and can
be readily derived from the nonlinear model of Fig. 4 showing that the
hybrid-Pi model is simply the incremental version of the nonlinear
model. Thus, once we have a statistical characterization of the non-
linear model, by appropriate choice of the parameters for the hybrid-
Pi model, we have complete statistical information for small signal
analysis work.?s

In the active region of operation, the collector junction is reverse-
biased, and from equations (2) and (11)

I, ~ 0,

C.,.~0.

Figure 4 can then be simplified and redrawn as Fig. 9. At low fre-
quencies, the currents are:
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IE = —(1 + I/BN)IN,
Ic = IN y

I, = IN/BN .
Thus, the current generators in Fig. 9 can be rearranged to give the
configuration of Fig. 10 and satisfy the above equations.
The incremental behavior of the two current sources in Fig. 10 has
to be evaluated to give the small signal model. The linear equivalents
of the current sources are derived from the following equations:

6[3 = 5Vb¢ 'gfIfL y
be (13)
= 6Vbe/Rbe )
aIc = 6IB % + 5V‘c, aIC 3
dlp av.. (14)

8 + oV../R, ,
where § signifies an incremental change and 7 is the incremental change
in the low frequency base current I .

The hybrid-Pi model incorporating the linear elements defined in
equations (13) and (14) is shown in Fig. 11. Also included in the model
are capacitances C;, Cs and C3 to account for header capacitances in
discrete devices and parasitic capacitances in integrated circuits.

The relationship between the linear elements in Fig. 11 and the
parameters previously used for the nonlinear model of Fig. 4 are:

Cy. =C,; + Ca. , (15)
B = Bx/[1 — 8/By}
Ry, = B/[Ix0x} : (16)
Ry = ByVy/Iy

(<)
- I\?\?\’ T T Ii'\i - J\?\?\, _S

(141/BN)INY Cej Coele  Cci

1 T

Fig. 9—Simplified model for active region.
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The derivation of the relationships constituting equation (16) are
given in Appendices A, B and C. Thus at any bias condition, the value
of C,; is determined by the voltage V. ; the value of C,; is determined
by the voltage V. ; and the collector current Iy determines the values
of Cye, B, Rie and R, .

The model in Fig. 11 represents the transistor at any bias condition
over the desired frequency range of applicability. No parameters other
than those required for the nonlinear model are used in this representa-
tion. In consequence, all the relationships for temperature dependence,
parameter variation and correlation which are developed in Section 6.3
for the nonlinear model, can be applied directly for small signal toler-
ance analysis work.

4.2.1 Excess Phase

The frequency dependences of the junctions are represented by the
single pole type of response in each case. Excess phase resulting from

Re

0
&,
o

Tm
=
L
g
Lo

i'l Rpe "JECbe Bi Ro
e

= =<Ch $RE Com =

Fig. 11—Hybrid-Pi small signal model.
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other nondominant poles is not accounted for explicitly-in the model of
Fig. 11. However, the additional capacitors C;, Co and Cz have been
found to give the additional degrees of freedom to account not only
for the stray capacitances but also to satisfy the excess phase require-
ment. The model in Fig. 11 has in fact been very accurate up to 1 GHz,
the highest frequency at which reliable measurement data is currently
available.

T
V. INTEGRATED CIRCUIT DEVICE MODELING

5.1 Monolithic Integrated Circust Environment

Passive components, such as resistors and capacitors, are used in
three forms: discrete, thin-film and planar diffused, along with discrete
and planar diffused transistors. Of these, the monolithic integrated ecir-
cuit situation imposes the greatest requirement on both device model-
ing'® and statistical characterization. Modeling problems arise from
the junction isolation which result in various parasitic elements in
addition to the desired cémponents. Characterization difficulties occur
because of the parameter interdependence resulting from the simultane-
ous fabrication of complete circuits in which the components have a
common dependency on the varibus processing steps. The effect of the
integrated circuit environment is considered in the next sections.

6.2 Resistor Models

The integrated circuit resistor consisting of a base diffusion, as shown
in Fig, 12(a), is really a distributed diode which is reverse-biased.
However, the pnp structure also gives rise to a possible parasitic tran-
sistor and distributed capacitance as shown in Fig. 12(b). Under nor-
mal circumstances, C is taken to the most positive circuit voltage and
S to the most negative which effectively eliminates the transistor and
leaves only the distributed capacitance. This can be lumped at each

A B C A ) B C
[e]

R i
WA

P BASE
N EPITAXIAL / (
P SUBSTRATE ] i l‘
(a) ls e AAA—oS (b)

Fig. 12—(a) Diffused resistor, (b) Resistor equivalent circuit.
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end of the resistor. Long narrow resistors, however, would be poorly
modeled by such an approximation and a distributed representation
would be more appropriate.

In manufacture, the variation in resistor values depends on a num-
ber of factors, of which the most important are

(?) Error in the resistor shape calculation.
(#2) Error in the photomask.
(742) Variation in the processing.

Items (i) and (i) relate to the resistor geometry and will result in
different variations depending on the shape, dictated by the resistor
magnitude. Item (%i) accounts for the tracking of resistors on an IC
chip and is discussed further in Sections 6.3.1 and 6.3.5.

Thin-film resistors can be modeled by ideal resistors except at higher
frequencies where stray capacitances become significant. These are
obviously layout dependent and have to be estimated in each particu-
lar situation. One advantage of the thin-film situation is that resistors
can be trimmed to value when required. Such an adjustment has fre-
quently to be performed in simulations'’ and greatly influences the
analysis procedure.

An important source of common variation in integrated circuits
results from temperature changes on the chip which causes the resist-
ance to change according to the formula

Ry = Re[1 + o(T — T0)] (17)

where « is the temperature coefficient.

It should be noted in passing that thermal modeling should be per-
formed in integrated circuit structures to account for possible thermal
feedback. The electrical parameters of the various devices are tempera-
ture dependent and if the devices dissipate significant power, there is
coupling between the thermal and electrical behavior of the system.
In practice, this can be a prohibitively expensive study and it is either
assumed that thermal feedback poses no problem or a very crude static
thermal analysis is performed.

5.3 Capacitor Models

Two forms of capacitors are in common use in integrated circuit
work. ’

() Reverse-biased junctions.
(#7) Oxide film dielectric.
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For item (7), any of the three junctions, emitter-base, base-collector or
collector-substrate, can be used. The collector-base situation and its
equivalent circuit are shown in Fig. 13.

The main problems with the junction capacitance are the variation
with voltage, the need to stay reverse-biased and the high series re-
sistance.

The oxide film capacitor overcomes these disadvantages since it is
constant and nonpolar. As shown in Fig. 14, it also has a simpler equiv-
alent circuit. :

5.4 Transistors

As with passive elements, the main difference between the integrated
circuit transistor model and its discrete counterpart described in Sec-
tions III and IV relates to the parasitic elements encountered in the
junction isolation environment. As Fig. 15 shows, the IC transistor
should really be considered as a four-layer device to fully account for
the device behavior. This is particularly true for transistors which
saturate and forward-bias the collector junction such that the sub-
strate behaves like the collector of a poor transistor. Figure 15(b)
shows the equivalent circuit for this situation. Steps are usually taken
in the processing to minimize the effect of the parasitic pnp transistors.
Characterizing this equivalent ecircuit is difficult since there is no way
of identifying the currents in the two transistors to obtain the param-
eters for each device. Several authors have considered this problem?®
and some computer programs’ provide four-layer device capability for
the IC structure. In many applications, as with the passive elements,
only the capacitance effects of the collector-substrate isolation need
be taken into consideration in computer analysis. Another characteris-
tic of the integrated circuit environment is the top collector contact
which results in parasitic resistance between the collector terminal and

Cc B Cc B

T CAPACITANCE Q
P BASE B/ { 3

KIEPTAKIAL
P SUBSTRATE s l_ 1_‘
(a) l; {(b) oS

Fig. 13—Diffused junction capacitance. (a) Collector-base capacitor, (b) Equiv-
alent circuit.

)
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Fig. 14—Oxide capacitor. (a) Oxide film capacitor, (b) Equivalent circuit.

the active region of the collector junction. This can be accounted for
by R, in Fig. 4.

VI. STATISTICAL CHARACTERIZATION

6.1 Monte Carlo Analysts

In Monte Carlo analysis, the objective is to predict the electrical be-
havior of circuits in the light of device variability resulting from a
manufacturing process. When the process is well understood, a statis-
tical description of the device behavior in terms of the process variables
is desired. Some attempts along these lines have been made'®*° in
semiconductor device work but the transformation from process vari-
ables to electrical parameters is complex. The result of these studies '
has generally been to guide device designers in the optimization of their
fabrication process rather than to provide circuit designers with statis-
cal information on device parameters.

Assuming that the process is under good control, a practical solution
to the problem of deseribing the electrical parameters of the devices in
terms of the process variability is to measure the actual electrical pa-
rameters of a statistically significant quantity of the product. This

N ERITAXIAL
P SUBSTRATE

(a) ls ds (b)

Fig. 15—Integrated circuit transistor. (a) Transistor structure, (b) Equivalent
cireuit.



1126 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971

eliminates the uncertainty in transformation and, more importantly,
puts the statistical description as close as possible to the desired ob-
jective. The only requirement of this statistical description is that it
must permit the generation of groups of devices with parameters which
have the same statistical characteristics as the output from the process.

The problem, then, is divided into two parts:

() Measurement procedures to estimate the device parameters.

(¢%) Statistical analysis of the measured parameter values to find
their distributions and interrelationships and synthesis procedures
for computer generation of parameter values with the same
distributions and interrelationships. :

Item (7) is reasonably well understood and will be described briefly.
Ttem (%) is more of an evolving art with much left to expediency at
the present time. It will be described in some detail to show the current
state of this art as applied to very significant Bell System Projects.1%7

6.2 Transistor Parameter Measurement

6.2.1 Model Parameters

The most difficult integrated circuit device to characterize is un-
doubtedly the transistor. Earlier sections have described an adequate
model for this device and the modifications required to account for the
integrated circuit environment.

For convenience, the essential parameters of the model* of Fig. 4
are listed in Table IT along with the measurement techniques used to
evaluate the parameters. The model parameters are related as closely
as possible to the measurements, both to minimize the amount of data
reduction and also to provide parameters, the significance of which is
well understood by circuit designers. In addition, the measurements are
highly decoupled such that parameters are uniquely defined by each
set of measurements. This eliminates the need for optimization to sort
out parameters on a best-fit basis which is not practical for a system
geared to measuring statistically significant quantities of data.

6.2.2 DC Measurements

Figure 4 shows that terminal measurements will always result in at
least two of the bulk resistances appearing in series. In principle, by

. *Note that the additional capacitance Ces between collector and substrate is
included to account for the integrated circuit environment.
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TABLE II—PARAMETERS FOR THE NONLINEAR TRANSISTOR MODEL

Rp  Base bulk resistance,

Rc  Collector bulk resistance,

Rrp  Emitter bulk resistance,

Ips Intercept current,

Oy Slope factor,

Vn  Gain voltage factor in nominal mode,
By Current gain factor in normal mode,

DC Measurements.

Br Current gain factor in inverse mode,

C.; Emitter depletion capacitance,

C.;i Collector depletion capacitance, Capacitance Bridge.
C.s  Collector-substrate junction capacitance,

Tex  Characteristic time for normal mode, frequency domain.
Ter  Characteristic time for inverse mode, time domain.

making two or more measurements, it should be possible to solve the
simultaneous equations for the bulk resistances, In practice, By is very
much less than Rp or Ry such that conductivity modulation, emitter
crowding and other second-order effects cause small changes in Ep and
R which may exceed Ry . A consistent set of measurements does not
exist and severe errors would result from estimating the parameters
under such circumstances. For discrete devices, Ry is frequently neg-
lected as a first approximation, but for statistical design involving
integrated circuit transistors, the technique described in Section 6.3.4
gives an effective way of estimating Rp .

The equation for the collector-emitter saturation voltage in terms of
the variables in Fig. 4 is

1+ 1/B; + IC/IBBI}
1+ I./1,Bx (18)

If By and B; have small variation in the current range of interest, then
measurements of Vegsat) as a function of I, with constant Iy/Ip will
give a straight line with slope R¢ . Figure 16 shows typical results.

There are many ways?! of estimating Rp. For statistical design, it
is essential to evaluate this parameter from readily available measured
data. Rp is estimated from the plot of log I¢ versus Vg similar to Fig.
2(b). The initial deviation from the ideal exponential function at high
currents is assumed to result from ochmiec voltage drop such that at any
current level

Vereay = IcRe + - ln{

AVBE = IBRB + IERE ) (19)

~ I:Rp . (20)
Since Ip and AV gy are known, Bz can be calculated.
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The parameters Izy and 8y are also estimated from Fig,. 2(b) for the
portion where equation (1) applies. The de measurements* have to be
made over a wide enough range and with sufficient accuracy particu-
larly to resolve equation (20).

The current gain terms By and B; and the voltage factor Vy are
determined by de measurements and evaluated as outlined in Section
3.3.2. To minimize the data reduction, a tabular format is used for the
current gain terms in analysis programs™!® with interpolation for inter-

* An EAT 680 analog computer has been used to evaluate measurement tech-
niques, since voltage and current sources are very easily programmed on such a
machine and-its digital voltmeter gives four-digit readout. The logic capability
and sample and hold configuration enables pulsed measurements to be made and
temperature monitored, where heating effects are significant.



CHARACTERIZATION AND MODELING 1129

mediate values.’® As mentioned earlier, interpolation on a logarithmic
current scale gives a very good estimation, minimizes the number of
data points required and eliminates any curve fitting,.

.6.2.3 Capacitance Measurements

In reverse-bias, the capacitances C¢; and C,; dominate and are meas-
ured on a capacitance bridge. In forward-bias, the shunt conductance
of the junction makes bridge balance difficult and, in addition, the
capacitances Cy, and Cy, will become effective. A technique for esti-
mating C¢ in forward-bias is given in Seetion 6.2.4. As with current
gain terms, the measured capacitances C,; and C, as functions of
voltage are used in tabular format. With as few as three or four points
and log-log interpolation, this gives an adequate representation and
eliminates curve fitting difficulties.

6.2.4 Frequency Domain Measurements

Frequency domain measurements involve the small signal lineariza-
tion of device behavior about some bias point. The model of Fig, 11 is
then appropriate and it can be shown that the transistor cutoff fre-
quency fr is related to the collector current I in the active region by:

1 1
E = TC’N -+ 0—IVI_C" (Cei + Cci) + RCC“' . (21)

If fr is measured at several values of I, then all the parameters in
equation (21) are known except for T'oy and C.;. These may be esti-
mated from a plot of 1/2xfy against 1/I¢ as shown in Fig. 17 from
which Ty + RoC.; is obtained as the intercept and C,; in forward-
bias ean be calculated from the slope.

At high current levels, T'cy increases as shown by the curvature in
Fig. 17. This is accounted for in the model by the tabulated function
Ton(Iy).

Figure 18 shows the behavior of current gain | ks | with frequency,
indicating the cutoff frequency fr at which the high-frequency asymp-
tote extrapolates to unity. It is generally not possible to measure fr
directly since the actual curve deviates at high frequency as a result
of capacitance effects. However, the characteristic of the asymptote is
that the gain-frequency product is a constant from which

fr = | k() | X [f]. (22)
This measurement of | ks, | at a known frequency on the asymptote
is sufficient to estimate fr and such measurement is very quickly and
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accurately done on computer-operated transmission measurement sets??
which allow measurements up to 1 GHz.

6.2.6 Storage Time Measurements

If the transistor were symmetrical, To; could be estimated by the
techniques of Section 6.2.4 for the inverted mode of operation. This
approach does not work with planar diffused transistors on account of
the charge storage mechanism, and a more satisfactory method is based
on storage time measurements.

If ¢, is the storage time for collector current I, with base current
drive Iz; and turn-off base current Izs , then the storage time??® in terms
of the parameters of Fig. 4 is

_ ByB:i+ 1) BiTos | Loy | + | I |

" By+Bi+1 I:T”” TE + 1] ln {I Ice/By |+ | Ip l}' @3
Thus by measuring?® storage time for a range of values of Iy and I,
and knowing the other parameters in equation (23), the value of T'¢;
can be calculated.
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6.2.6 Parameter Verification

The model of Fig. 4 is a simple model in which the parameters have
to account for many second-order effects which were not considered in
the simple one-dimensional analysis of transistor physics used to derive
the model. Functional dependencies of the parameters on bias current
or voltage provide the necessary degrees of freedom to match actual
device performance. The continuing success of the model also depends
on the measurement procedures used to estimate the parameters. These
take account of the way the model behaves—which may not be the
precise way microscopic effects in the physical device occur. The model,
however, gives the same terminal performance, which is the most im-
portant consideration in circuit design.

For any specific device, it is essential to verify the adequacy of the
measured parameter set and the most satisfactory approach is to simu-
late the test procedures. Just as these test procedures decoupled the
parameters for measurement, so they give the maximum sensitivity to
these same parameters in simulation.

6.3 Statistical Analysis
In this section, the problems encountered in “Monte Carlo” analysis
of integrated circuits are considered. Nominal values, distribution
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spreads and parameter interdependence have to be accounted for. The
approach used to represent the production variability of parameters
for transistor nonlinearities and resistor values is described and addi-
tional work to account for the statlstlcal behavior of the dynamic
parameters is outlined.

6.3.1 Parameter Variation

When many transistors of a given type are measured, one is usually
asked for the parameters of a typical device. There is no simple answer
to this request on account of possible interaction between parameters.
For example, it would be meaningless to use some form of average for
each of the transistor parameters as this could well result in a physi-
cally impossible combination of parameters.

With discrete passive elements, such as resistors described by a
single parameter, the problem is much simpler, as the median of the
distribution would probably be a good value to use. In integrated cir-
cuit work, resistor ratios are held within closer limits than nominal
values on account of the common fabrication steps so that there are
two variations to consider.

(z) Total variation in a component value for all the product, known
as global variation.

(7) Variation of the value of a component on an integrated 01rcu1t
given the value of another component, known as local variation.

Local variation results from the common dependence on processing
steps and is the harder variation to characterize, In theory, parameter
data for all components on many integrated circuit chips from a given
process facility is desired. In practice, the statistical analysis required
to pin down the exact form of interdependence would be prohibitive.
Instead, the practical approach adopted was to develop a mathematical
expression or statistical model for which the coefficients could be easily
estimated. It will be shown that this expression yielded groups of
parameters having the spreads and interdependence matching the little
measurement data readily available.
The mathematical expression is:

Pm,. = Pan(Y){l + )\Xm + (1 - )\)Xn}: (24)
where

P, 18 a parameter of the nth device on the mth 1ntegrated cireuit
chip.
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P,,(Y) is the nominal parameter (having functional dependence on
variables Y) for the nth device.

X, is an independent random number whose selection amounts to
picking a specific chip.

X, is an independent random number whose selection accounts for
picking a specific device on that chip.

A is a tracking coefficient (0 = A = 1) to account for the division
between the free and dependent part of the permissible variation.

Two comments about equation (24) are in order. First, in the absence
of better information, the numbers X,, and X, are selected from the
global distribution, normalized so that the median is zero. The effect,
then, is for the selection of X, to move the median value of parameter
P away from nominal for the mth chip and narrow the range by the
factor A. The global distribution of P, normalized and narrowed by
the factor (1 — 1), is then placed about this new median and the
selection of X, determines the actual parameter value Py, . It should
be noted that the resultant distribution of P may differ from the global
distribution since the distribution of the sum of two random variables
is not necessarily of the same form as the distribution from which
these random variables were selected. However, the mean and the
variance of the resulting distribution are easily controlled.*

The second comment relates to the form of the expression. To obtain
the relationship between two parameters, a visual technique was used
in that a two-dimensional scatter plot of the measured values was
compared with the scatter plot indicated by equation (24). Typical
results are shown in Fig. 19. The coefficient A was adjusted to get a
good match and the summation form of equation (24) maintained the
median value and range of the total distribution independent of A.

An alternate method of estimating A is to evaluate the correlation
coefficient'® for the parameter set [Py, , Puon] in terms of A and equate
this to the measured correlation coefficient, solving for A.

6.3.2 The Nominal Device Parameters

Returning to the question of the typical transistor, one approach
has been to measure the dc properties of a number of devices and take
the transistor having median eurrent gain By . This device is then com-
pletely characterized and its parameter set used as nominal values
for the transistor type. This is more meaningful than averaging and
goes part way to solving the interdependence problem in that the
parameter set is consistent. What it does not do is give any indication
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of the range of parameter sets to be expected. The technique could
be expanded by characterizing the devices having maximum and
minimum By values, but this would only give an indication of the
range for situations where current gain is the controlling parameter.
In addition, nonlinear combinations of device parameters may result in
a “worst-case” circuit design for other than these types of limit values.

The only realistic solution is to gain some understanding of the
transistor parameter combinations and interdependencies and charac-
terize these in the format of equation (24). For a first attempt,
it seemed reasonable to assume that the sheet resistance of the active
base region would be a fairly basic entity affecting a number of the
model parameters. It would certainly affect the current gain By and
since this is a measurable parameter and one that is very significant
in circuit design, By was chosen as the base parameter upon which to
look for correlation.

6.3.3 The Behavior of Current Gain By

By equation (12), By depends on two coefficients, 8y (Iy, T') and
V. It was shown in Section 3.3.2 that Vy can be regarded as a con-
stant and that variability is attributable to By (Iy, T).

Figure 20 shows the measured dependence of By on current and
temperature for the IC transistors used in the Touch-Tone® oscil-
lator” which suggests a linear dependence on temperature. A good

100

I | P I 11
4 6

| |
0.01 0.02 0.04 0.06 o] 0.2 0.4 0.6 1 2 8 10
Ic IN MILLIAMPERES

Fig. 20—B» as a function of I¢.and temperature for Touch-Tone transistor.
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fit for this particular device is shown in Fig. 21 to result from the
expression

By(In , T) = Bu2o(In)[1 + 0.0039(T — 20)] (25)

where Byzo is the value at 20°C and T is in °C.

The coefficient 0.0039 may well differ for different transistor struc-
tures depending on the dominant physical mechanism controlling By .

The distribution of values of Bysy(Ix) to be expected in production
results in percentiles shown in Fig. 22. Since the curves are essentially
parallel, the same distribution function can be assumed for all current
levels. The distribution function is obviously skewed toward the lower
values and an important decision relates to the cutoff points for the
tails. The lower tail is particularly significant since it is here that
most marginal circuits may intuitively be expected to fail. Figure 22
shows that the 10th percentile and 90th percentile occur at 0.667 and
1.667 times the 50th percentile or median value. It seemed reasonable
to use a lower limit of 0.2 times the median value and an upper limit
of 2 times the median value. The form of the cumulative distribution
is then as shown in Fig. 23. This completes the information necessary
for the current gain form of equation (24) which is

85

75

BN =169 [1+0.0039(T-20)]
WHERE T IS °C

55

50 | L | 1
40 ~20 0 20 40 60 80
TEMPERATURE IN DEGREES C

Fig. 21—Temperature variation of By for Touch-Tone transistor.
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ﬁNmn = ﬂNon(IN ) T)[l + )\X,,. + (1 - )‘)Xn] (26)

where the terms are as defined for equation (24) and X,, and X, are
selected from the distribution corresponding to Fig. 23, normalized
such that the median is zero.

To determine the tracking coefficient A, the By values for pairs of
transistors on integrated circuit chips were plotted as shown in Fig. 19a
from which A = 0.3 was found to give a reasonable “match” as shown
in Fig. 19b. This low value of A means that the current gains for near
neighbor transistors have fairly weak interdependence.

The current gain B; for the inverted mode of operation is handled
in the same way as By pending further measurements to evaluate
the actual behavior of a statistically significant sample.

6.3.4 The Behavior of Bulk Reststances

Scatter plots were used to look for dependence of Kz on By and
Fig. 24 shows an example for the Touch-Tone oscillator output tran-
sistor.!” There is obviously, a strong relationship between the two
parameters: In fact it almost appears to be a functional dependence.
The resistance was measured by the technique outlined in Section
6.2.2 according to equation (19) which gives the clue to one possible
interpretation. Equation (19) can be expanded to

AVBE = IBRB + (BN + 1)IBRE )
= IB[RB + (BN + ]-)RE]-

@7
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So

R =REs; + By + DR . (28)

A technique to separate By and Ry can be developed from equation
(28). Assume that integrated circuit transistors fabricated on a given
slice may be expected to have values of Rz which are quite tightly
distributed about some nominal value. Then on a scatter plot of R
against By ; the “best” straight line drawn through points for devices
from one slice will have an intercept which estimates the nominal
value of Rz and a slope equal to the value of Rg. The plots in Fig, 24
are for three devices from a “low By slice” and two devices from a
“high By slice.” The parallel straight lines indicate a value for Rp of
0.45 ohm 1n both cases. It is reasonable to regard Rz as a constant
since it is primarily a contact resistance and the value is consistent
with the small emitter contact area in these devices.

The intercepts indicating the values for the nominal Rp for the
two slices show a tracking between Ry and By in that devices with high
By have high R . This might be expected from the common dependence
on base impurity concentration. Unfortunately, data of the type shown
in Fig. 24 on several devices from a number of different slices are not
readily available and at this time it is not possible to estimate the

0.6 (—

04—

CUMULATIVE DISTRIBUTION

0.2 {—

0 02 04 06 08 10 fz 14 16 1.8 20
NORMALIZED fiN

Fig. 23—Distribution for Sx.
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Fig. 24—Scatter plot for B and By.

value for the tracking coefficient. Until such information becomes avail-
able, it has been customary to treat R5 in exactly the same way as the
silicon resistors deseribed in Section 6.3.5.

This technique of resolving R, and Ry from a scatter plot of R
versus By requires further comment. First, the interpretation is well
suited to statistical work since, as far as Ry is concerned, the regres-
sion lines in Fig. 24 perform the averaging required to specify the
value to be used for Rg in simulations. Secondly, the loose inter-
dependence of By for devices from one slice has been used to advan-
tage since the spread in By at a given current level for different devices
spreads the points out widely in Fig. 24. As the measurements are
made at the same injection level on these devices, conductivity modu-
lation and other second-order effects should not influence Ry, result-
ing in a realistic estimate for the nominal value of this parameter.

The collector resistance R is treated in the manner described in
Section 6.3.5 with the appropriate temperature coefficient.

6.3.6 Stlicon Diffused Resistors

It was expected that diffused resistors on the same chip as transistors
would exhibit some correlation with By of the transistors because of
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the common dependence on the base resistivity under the emitter. It
was thought that chips with high By would have high resistance
values, but in the limited measurement data available it was impos-
sible to determine the nature of any such relationship and, pending
further measurements, it was decided to assume independence.

The silicon resistors (base diffusion) are given a gaussian distribu-
tion truncated at *=3¢. The maximum total deviation of the resistors
is 3¢ = 15 percent. The maximum deviation of resistors on one chip is
only 3¢ = =5 percent. The formula used for computation of resistors is

Run = Roa[l + (T — Tl + AX + (1 — NX,] (29)
where X,, and X, are selected from a gaussian distribution with

30 = £0.15, A = 0.667, and « = 0.002/°C for nominal 200Q/[] base
sheet resistance.

6.3.6 The Intercept Current Izs and Slope Factor 6,

Equation (1) and Fig. 2b give the basis for estimating the param-
eters Ing and 6y . Experience with integrated circuit devices has shown
that if the junction temperature is known and controlled, then 6y
comes out very close to the theoretical value shown in equation (9).
It has therefore been decided to use the theoretical values for 6y (and
6;) in simulations and attribute all the variability to Igzg (and Igg).

From Fig. 4 and equation (27)

VBE = Vbe + IB[RB + (1 + BN)RE]°

At low currents, as shown in Fig. 2b, the measured Vzz may be taken
as V.. Measurements of this Vzz on many devices shows a global
distribution which is gaussian with 4¢ = 36 mV at 20°C. From equa-
tion (1), since exp(6xVy.) > 1, for transistors at the same current
I it follows that

I =1TIgso exp (oNVbeo) = Igs €xp (eNVbe)
where Iggp is the reference intercept current (nominal value).
If Vieo = Ve + AV, then
Igs = Iggo exp (Oy AV) (30)
where AV is normally distributed with 4o of 36 mV.
If N has a gaussian distribution with 4¢ limits of =1, then equation
(30) can be transformed to
IES = IESOKN (31)
where K = ¢%0X0.036 — 42,
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The intercept currents are found to be highly correlated for tran-
sistors on an integrated circuit and the form of equation (24) for this
situation is

IE'Snm = IESon(T)K[)‘XM+[l—)‘]XN]7 (32)
where
A = 0.85,
K =42,

X, = random number with a gaussian distribution truncated at
+40¢ normalized to 40 = 1.

Equation (32) results in transistors on a chip with V;z matech normally
distributed with 4¢ = 5.4 mV at 20°C.

The temperature dependence of Ips(T) is evaluated from R. J.
Widlar’s* expression for V,,
T kT
T

T T, (T
Vbe—(]-_To)Vno'l_ OVBEO'I_—q‘lnF"_(n_l) q (1 To>’

(33)
where

V.. is the extrapolated energy gap (1.205 for silicon),
n is a constant (/1.5 for double diffused silicon transistors).

_@ 1 IN
N Tes(To)

and Igg(Ty) is the intercept current at reference temperature T .
When Vi, = 0, Iy = Igg(T), the intercept current at temperature 7'
Substituting equation (34) in equation (33) for the above condition
gives:

VBEO = (34)

L@ = Lo £ exp [(%1 — 1) (e - 1)] 35)

This has been found to be in excellent agreement with experimental
results. Equations (32) and (35) then give the statistical description
for the intercept current including temperature effects.

6.3.7 The Dynamic Parameters

The preceding sections have described the techniques used to gen-
erate integrated circuit device parameters consistent with available
measured data. These results can only be regarded as temporary. Not
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only will processing techniques change but it is hoped that, as appro-
priate measured data become available, interdependencies will be
observed which were expected but could not be detected with existing
data.

Similar comments apply to the capacitance and characteristic time
parameters which are also expected to show some correlation with
each other and with other device parameters.

Referring to base resistivity as the controlling variable, it might
be expected that base width variations would affect the current gains,
the intercept current, the base resistance, and the transit times.
Changes in base width arising from variations in emitter diffusion
depths affect the profile slopes and hence the junction capacitances.
It is not unreasonable, then, to expect some interrelationship at least
between By, Ing, Rp, Tow, Tor and C.; . The nature of this can only
be determined from measurements. C,; on the other hand is determined
by the base diffusion rather than the emitter diffusion and may be
expected to show no dependence on the base width. Thus C,; may be
assumed to be independent of the above six interrelated parameters.

Although the interdependence is not known, the variability of the
capacitance parameters is reasonably well documented. The space
charge capacitances C,; and C,; are found to have global distributions
which are gaussian with 3¢ points of *20 percent. This figure pre-
sumably applies also to the substrate capacitance.

The temperature dependence of the junction capacitance results
predominantly from the reduction in contact potential, which implies
that temperature changes in capacitance are significant only in forward
bias and for low reverse bias voltages. Even at zero applied voltage,
the junction capacitance typically changes by ten percent or less over
the temperature range—40°C to 80°C. To a first order, such a change
can be ignored in comparison with the production variability.

The characteristic time parameters Teoy and T¢r have not been
determined for a large enough sample of any one device type to be
able to quote variational bounds at the present time. Likewise, the
specific details of the temperature dependence have not been charac-
terized. It is known,> however, that both parameters increase with
temperature.

VII. CONCLUSIONS

The results of any Monte Carlo study are only as accurate as the
characterization of the manufacturing and temperature variations of
device model parameters. Thus, the objective in modeling for sta-
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tistical design is to give an adequate description of the electrical
behavior of devices, consistent with the accuracy of the available
parameter data. In general, the availability of parameter data is
directly proportional to the ease of measurements and the device model
to be favored is one with parameters obtained directly from routine
production measurements. The model must be sufficiently simple that
parameters can be determined uniquely, since the alternative of
optimization to find a “best fit” is impractical for large quantities
of data from a production environment.

It was shown for transistors that one of the two forms of model"
in common use is to be preferred for both measurement simplicity and
model accuracy. This model was expanded to account for output
resistance by a simple yet efficient technique within the framework
of existing computer analysis programs. At that point the important
device effects were considered to have been taken into account.

The method of representing the variability of the “de¢”'model param-
eters for use in Monte Carlo analysis was outlined, with no pretense
to mathematical rigor. Rather, forms were assumed and coefficients
estimated such that the calculated parameters, spreads, and correla-
tions “matched” existing measurement data and were consistent with
the expectations of device designers. The same approach is being ex-
tended to the “dynamic” device parameters such that Monte Carlo
techniques can be applied in a meaningful way to computer simulation
at higher frequencies.

To determine statistical correlation, it is obviously essential to
group measurement data for all parameters related to one device.
This is not always possible in production where tests are performed
on a go/no-go basis, or statistics on each individual test are recorded
rather than data logging the information relating to identifiable
devices. In planning for future statistical analysis support, every
effort should be made to measure this type of consistent data.

The usual question in sensitivity analysis is to determine those
items on which a given design may be particularly dependent. The
studies for which the characterization of this article is intended, are
sufficiently complicated that the question has to be turned around;
given certain parameter spreads and correlations in production, what
will be the yield of a circuit design in terms of some performance
criteria? This is a very real problem faced in practice and simulation
should be able to predict the performance. At the same time, analysis
of the results should indicate paths to take to improve any given
situation.
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It should be noted that all the comments made in this article regard-
ing modeling and characterization for statistical design apply to de-
vices made by the Bell System standard process. Behavior of other
devices is expected to be qualitatively the same but obviously the
specifics will have to be verified before the techniques are widely
applied.
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APPENDIX A

A1 Estimation of Incremental Current Gain B from Tabular Data of
By vs Iy
For transistors, linear interpolation of By as a function of In Iy
generally gives reasonable estimates of By at intermediate values of Iy .
If By; and Byus1) are the values of current gain at Iy; and
IN(i+1) where INQ', < IN < IN(i—l-l) , then

BN =R + SIn IN
where R is a constant, and

S = [BN(i+l) - BN.']/IH (IN(i+1)/INi)- (36)

The incremental current gain is

I

dB,
b=,

d
—EE(BNIB)""BN-I—IBd—I:,

Il

- a dly,
=By + Iy R+ SIn L) 3"

So

- By
b= S
Iy

By

1= 3,
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APPENDIX B

B.1 Estimation of Ry,

From Section 4.2,

_ 1 dly _ Iy dBy
BydV, — (Bx)'dV..'

dly
dVs.

= Oylgs exp (05V,.),
Iy .
(dBy/dVy.) may be estimated from (ABy/AVye) where,

ABy
AVbs

= [BN(i+1) - BN:’]/[Vba(H-l) - Vbn'];’

= Oy[Briisn — Bm]/ln (I(-'+1)/I¢),
= 6y8, where S is defined in equation (36).

So
1 _ b6wly _ In_
B, ~ By ~ B
— 0NIN (1 _ _I_S_) — GNIN.
By By B
Thus
__B
Rbo - GNIN
APPENDIX C

C.1 Derwation of Output Resistance R,

At low frequencies

_dv.,,

dIN IN/BN=IB , aconstant

R,
So
IN = BNIB = [BN + Vcb/VN]IB
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and
dly d
chc = che {[ﬁN + (Vce - Vbe)/VN]IB})
Iy neglecting any small changes in V,,
Vy ' which may result from changesin V., .
So
Vy
Ro 7; ]
_ BvVw
Iy
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Statistical Circuit Design:

Linear Circuits and Statistical Design

By C. L. SEMMELMAN, E. D. WALSH and G. T. DARYANANI
(Manuscript received November 17, 1970)

The design of linear circuits requires the designer to consider ele-
ment tolerances, distributions and correlations and how they interact
with proposed manufacturing test limits and service conditions such
as temperature and aging. Analytical methods can be used in a limited
number of cases; simulation methods using large modern computers
permit study of more complex design problems. The principal themes
of this paper are the designer’s needs for computational assistance and
the ways i which computer programs may be organized to meet
these needs. Two computer programs for this purpose are described.
One is a general-purpose analysis program for large networks having
any topology. The other is a more spectalized program suitable for
“biquad” networks which may be used as building blocks to form a
vartety of filter and equalizer networks.

I. INTRODUCTION

In the Bell System, the origin of interest in the statistical design of
linear circuits is lost in history. It could have been no later than the
earliest planning for repeaters and filters for carrier systems, as no
such system is possible without precise control of frequency and loss
characteristies. As the total installed cost of a carrier system is always
much greater than the cost of the design effort, use of the most ad-
vanced design procedures and techniques known, including statistical
methods, has always been justified.

The selection of tolerances for component parts is one of the many
topics which is under the control of the designer. He must select
values and specify manufacturing tests so as not to increase costs
either by paying a premium for unnecessarily precise elements or by
rejecting correctly assembled networks in production. In the past, the
tools that have been available to the designer to assist in the determi-
nation of tolerance limits have ranged from primitive to highly sophis-
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ticated and mathematical. In the present era, which is dominated
by electronic computers, simulation methods may prove the most
valuable of all. The purpose of this paper is to review some of the
basic methods of calculating and combining deviation characteristics,
pointing out the powers and limitations of these methods, and to
describe additional capabilities obtainable from two general purpose
computer programs. These enable the designer to determine the result,
in production and in service, of specifying a given set of tolerances,
distributions, correlations, tuning and testing procedures and service
conditions. All the material is confined to linear networks, such as
filters, equalizers and feedback amplifiers, which are designed and
built to frequency domain specifications.

1.1 Analytical Methods

Engineers engaged in designing electrical networks and selecting
tolerances for their components have traditionally used the classical
design technique which consists of making a first approximation,
computing or measuring its performance and refining the approxima-
tion. That this procedure worked well and converged rapidly when
applied to network design can be seen from the following. The image
parameter design process for filters and comparable methods for other
networks gave the engineer an understanding of the sensitivity of the
various components, i.e., which component has its greatest effect in
what part of the frequency spectrum. This led intuitively to both the
specification of the tests that would be sufficient to assure accurate
manufacture and to the knowledge of which few components need
careful scrutiny at any frequency, in order to select appropriate
tolerances. A few calculations or laboratory measurements followed by
some experimental arithmetic would then produce the necessary
tolerance limits. As the element tolerances being used were small, the
resulting network deviations were proportional and could be combined
by simple addition. Adding the absolute values of the maximum per-
missible deviations would produce worst-case behavior and if system
performance limits were met the job was done.

Mathematicians came to the assistance of the design engineers and
devised clever labor-saving methods of determining the deviation
effects and of combining them linearly. For example, the rate of change
of the driving point impedance of a reciprocal network with respect to
a branch impedance is given by

Z- )
8z, \I
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and the rate of change of a transfer impedance is

- )
0z,  \LJ\I]

where the symbols all represent complex quantities and are defined
in Fig. 1.* One or two solutions for all the branch currents then permit
each individual driving point or transfer impedance deviation to be
calculated and scaled to represent the assumed element tolerances.
As stated above, these scaled deviations may be added to evaluate
the behavior of a network with any one set of element values.

More insight, however, may be obtained by drawing a polygon in
the complex plane within which the impedance must lie. This may be
done in the following manner: Select a plus or minus sign for the
departure of each element from its nominal, as required to make the
real component of each scaled deviation positive. Adding the scaled
deviations with these signs will give the rightmost point of the polygon.
Successive corners are obtained by reversing the signs of the scaled
deviations, one at a time, in the sequence of their increasing angles.
When all signs have been reversed, the leftmost point is obtained
and a second reversal in the same sequence generates the other half
of the convex polygon and returns to the first point.

Still more may be learned by superimposing a family of ellipses
each of which contains a specified percent of the universe of networks
which would be manufactured from elements having the assumed
tolerances. This may be done if the distribution of each element
value is gaussian and its standard deviation is known..?

Figure 2 illustrates both the impedance polygon and ellipses for a

2
. Zt=E\/L
2 Zy Zy I, I Zy
I DLIEN Vo ¥
o

Fig. 1—Definition of symbols for driving point and transfer impedance deviations.

*The origin of these equations cannot be determined. They were in use in
1933 in the design of passive networks. They may be derived in a number of
ways, including the use of network theorems and differentiating familiar expres-
sions and identifying terms.
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simple filter where the standard deviation is taken as 40 percent of the
tolerance limit assumed for the polygon.

1.2 Limitations to These Methods

The first limitations are the facts that large tolerances do not permit
linear extrapolation to large deviation shapes and that these do not
combine linearly. Other difficulties arise when sophisticated design
techniques such as filter synthesis by insertion loss design techniques?
are used. The designer develops no “feel” for his design and the net-
work performance becomes more sensitive to every element. Further,
the elements may not have gaussian distributions. For example, 10
percent components may have a bimodal distribution resulting from
a supplier’s sorting the product and selling the 5 percent elements
elsewhere. It may be impossible to determine whether high or low
values of the elements should be used to evaluate worst-case behavior
because a large change in one element’s value may reverse the sign of
the sensitivity for another element. Finally, the worst case may be so
bad that system performance requirements are not met and tighter
tolerances, factory adjustments, selective assembly, or reduced yield
must be considered. Any of these increases the cost of manufacture,
complicates the designer’s task, and requires more powerful methods
of determining the tolerances, adjustments and tests for production.

From the above discussion, it is apparent that only in rare cases will
the selection of tolerances be a straightforward process where linear
extrapolation and simple addition of deviation shapes will suffice.
Frequently, the mathematical and engineering complexities put the
designer’s task beyond the limits of analytic methods available today.

II. MONTE CARLO TECHNIQUES

“Monte Carlo” computer techniques permit simulating the statistical
behavior of random variables and imitating the tuning and testing
actions performed in the factory. Such computer programs can take
the place of a pilot production run, and furnish comparable informa-
tion in a much shorter time and at a fraction of the cost.

In these methods the computer is programmed to generate a se-
quence of numbers which appear to a casual observer to be random,
although their distribution and periodicities are known and carefully
controlled. By mathematical transformations, these numbers are
modified to represent possible values for each network element and
to display the appropriate nominal value, tolerance, distribution shape
and correlation with other elements. Further explanation of the



LINEAR CIRCUITS 1153

R+1%
C+2%
L+1%

R-1%
C-2%
L+1%

X = jo£1%

o——000

fim— =~

R = §R=1t.%
Ve

/
Xc=-j0.52%

o0

Znom=0.2+j0.6

AZgr =%(0.0012 +j0.0018)
AZc =F(0.0064~j0.0048)
AZ| =x(0+jo.01)

Fig. 2—Simple filter driving point impedance polygon and ellipses.

methods will be found in Appendix A. Many networks composed of
such simulated elements are computed and the results compared with
proposed test limits. A study of the computer output will enable the
designer to determine the suitability of the nominal values, tolerances
and tests.

The remainder of this article describes two computer programs,
BELTAP and BITAP, which perform this simulation. The programs are
addressed to different needs, but within its own area of application
each is a general-purpose program.

BELTAP is a program for simulating and analyzing networks such
as filters, equalizers, feed-back amplifiers, etc., having many elements
and arbitrary topology. It computes insertion loss and return losses
at both ends of the network. With it, the designer can obtain informa-
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tion on test yields, the similarity between tests in this respect, element
sensitivities, and selected scatter plots and histograms. This informa-
tion should help him understand the complex interrelationships among
element values, tolerances, distributions and tests which are not
obvious from the network topology.

BITAP, on the other hand, can deal only with networks of a fixed
topology, whose transfer function is restricted to a biquadratic function
of frequency [defined in equation (1)]. By varying the element values
used and connecting a number of such sections in tandem lowpass,
highpass, bandpass filters and various types of equalizers can be con-
structed. BrTaP facilitates specifying correlation among element values,
factory tuning procedures, service conditions such as high or low tem-
perature exposure and aging, and performance tests such as gain, phase
and delay. If the service conditions are omitted, the tests become fac-
tory production tests; if included, end-of-life system performance
checks.

III. DESCRIPTION OF BELTAP OPERATION

BELTAP is capable of performing tolerance analysis computations on
a vast majority of the transmission networks in production today. The
networks may consist of both lumped elements, having specified nomi-
nal values, tolerances and distributions, and fixed subnetworks, de-
scribed by admittance matrices which are obtained either by calcula-
tion or measurement. BELTAP builds perturbed circuits by deviating
each lumped clement by a random amount within the specified toler-
ance and having a uniform, gaussian or arbitrary distribution shape.
If corrélation of deviations or tuning is required, special subroutines
may be inserted. The perturbed circuits are then analyzed and inser-
tion loss and input and output return losses are computed at each
specified frequency. Special subroutines may be prepared to compute
other quantities. For each perturbed network the complete set of ele-
ments and all measures of circuit performanece are recorded on a disk
file for later review by a postprocessor. The computed performance
values are compared to the circuit requirements, to determine if the
network passes or fails, and to calculate the production yields. The
data on disk are then reviewed to collect other standard outputs and
the listings, scatter plots and histograms requested by the designer.
The output will be described more fully below. The variety of outputs
available from BeLTAP should be of great assistance to a designer who
has little insight into the sensitivities of the elements, the interaction
of their deviations and the relationship of both to the test limits.



LINEAR CIRCUITS 1155

3.1 Specification of the Network

A variety of types of information can be used to specify the network
to be analyzed. It can contain resistors, inductors, capacitors and con-
trolled current sources. Also, a quality factor, or @, may be specified
for the inductors and capacitors. Parallel and series resonant circuits
may be specified by supplying only one of the reactive components and
the resonant frequency. All the above items may be assigned tolerance
limits and distribution shapes as required. Uniform and gaussian
shapes are built-in; other special shapes may be read in at execution
time. If correlations or factory tuning operations must be simulated,
special subroutines can be written for this purpose.

BELTAP can allow fixed subnetworks to be included in the overall net-
work. These subnetworks are specified by supplying their definite ad-
mittance matrices. The matrix data are generally obtained from an
analysis of the subnetwork by a general-purpose linear network anal-
ysis program but may also be obtained from measurements.

The subnetwork feature allows BELTAP to perform a tolerance anal-
ysis on the critical components of a large network in a feasible amount
of time. Consider, for example, the wideband amplifier shown in Fig. 3.
The complete amplifier contains 80 nodes and 111 components. By
blocking the circuit into two four-port subnetworks, as shown, the net-
work to be computed is reduced to 24 nodes and 36 elements. The 36
elements are the critical components in the feedback paths and in
sensitive positions in the forward path. The complete circuit contains

4—-PORT 4-PORT
15 RESISTORS 15 RESISTORS
14 CAPACITORS 12 CAPACITORS

5 INDUCTORS 2 INDUCTORS

4 TRANSISTORS 4 TRANSISTORS
O_i 2 TRANSFORMERS _CT " /\/\/\/_K’r 2 TRANSFORMERS e*)
)
AN +—w—+t
= It It ’
1t It

. _h;

T(l !

Fig. 3—Network for analysis by BeLTAP, reduced to subnetworks.
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four-port transformers, two-port transformers, and high-frequency
transistors. Accurate lumped element models for these devices, par-
ticularly the transformers, do not exist. However, they can be easily
incorporated into a BELTAP analysis by supplying their measured Y-
matrix data (or, more likely, measured data reduced and transformed
to give Y-matrix data). ’

3.2 BELTAP Ouiput

A Monte Carlo analysis can produce such vast quantities of data
that the designer, confronted with the complete results, might have
difficulty identifying and extracting significant facts. It is the task of
a postprocessor program to read the disk files and organize these data
into brief comprehensible forms.

The postprocessor has two general classes of output, default output
which is always produced and optional output which is produced only
as specified. The default output is of a general nature and not of great
detail or length. The requested output can be as voluminous as the
engineer desires.

3.2.1 Default Output

The default output consists of four sections. The first section gives
a summary of the test statistics. This includes the percent yield, aver-
age value, standard deviation, maximum value and minimum value for
each test. It also gives the overall percent yield, combining all tests.

The second section of default output is a pseudo-correlation among
pairs of tests. The pseudo-correlation is defined as the fraction of the
networks for which the pass-fail result of the two tests agreed. For
example, suppose ten networks were produced, the first seven passed
test 1, the first nine passed test 2, and the remainder failed in both
cases. The pseudo-correlation would then be 0.8 as networks 1 through
7 and 10 gave identical pass-fail results on the two tests. This output
can be useful in reducing the number of tests performed without sacri-
ficing reliability of performance. It may also be useful in determining
an optimal sequence in which to perform the tests.

The third section of default output tabulates each parameter’s name,
nominal value, average value and standard deviation. This informa-
tion is useful as a check on the random distributions and on the ade-

" quacy of the sample size. For example, the nominal value and the
average value should be the same for all the parameters with a sym-
metrical density function.

The final section of default output gives the correlation among test
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values and parameters. An approximation to the sensitivity of each
test value to each parameter is also printed.

From these correlations and sensitivity estimates, the engineer is
given insight into how individual circuit components affect his circuit’s
overall performance. More important, they give him a direction to
follow in choosing those elements that may require tighter tolerances
and those which may have broader tolerances.

3.2.2 Optional Output

The optional output has three sections: tabular output, scatter plots
and histograms. Tabular output is merely a listing of the random ele-
ment values and test values for each circuit. Circuits which failed
tests are flagged for easy identification. Test results and element values
may be intermixed so that the results of a test may be listed in a col-
umn adjacent to the values of an element to which the test is very
sensitive.

There are three types of scatter plots available: test vs. test, ele-
ment vs. test, and element vs. element. Figure 4 shows a scatter plot
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of a test result vs. an element value. The various symbols printed on
a scatter plot indicate the number of points that fell into a particular
rectangular cell, the more points the blacker the symbol.

The scatter plots give an engineer more insight into how quantities
in his circuit interact. They provide him with a type of pictorial in-
formation that is not available from correlation coefficients or sensi-
tivity numbers. In Fig. 4, for example, the nominal value of the ele-
ment occurs in the center of the plot, and at this point the slope of the
test curve is near zero. Hence the partial derivative of the test result
with respect to the element value and the correlation coefficient would
be small. However, the test result is greatly influenced by the element
value.

BELTAP can produce histograms of any number of element values and
test values. Histograms of element values can be used as a check on the
random number distributions and the density function routine in
BELTAP. Histograms of the test values give the approximate shape of
the probability density for the test.

3.3 Summary of BELTAP Characteristics

BELTAP provides a user with considerable flexibility in several re-
spects. The network description language permits any configuration.
The numbers of distribution types, branches, nodes and subnetworks
are essentially unlimited as dynamic storage methods are used. As a
result the size and number of networks computed will probably be
restricted by computer running time, cost and numerical precision,
rather than by array dimensions. Experience has indicated that when
a very large network is encountered, the most sensitive elements can
be selected by preliminary computer runs on portions of the entire
structure. One or more additional runs can then be made with only
these elements varying to obtain final data.

In addition to insertion loss and return loss calculations, which are
provided by the program, users may write subroutines to evaluate
other measures of network performance. Subroutines for simulating
tuning adjustments, for introducing correlation effects, and for com-
puting other measures of the network performance may also be written.
The standard and optional outputs are designed to cover a broad range
of types of data and methods of presentation. This variety should be
helpful in discovering unsuspected interrelationships among tests and
between tests and parameter values. For this reason, it is probably
desirable to investigate considerably more tests than will actually be
used in production.
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IV. BITAP

The BrTAP program has a very different purpose from that of BELNAP.
BITAP can compute the behavior of only one kind of network, the “bi-
quad.” This network derives its name from the fact that its transfer
function is a biquadratie function of frequency. It is an active network
and has a fixed topology. The values of the resistors and capacitors
used determine whether the biquad will be a lowpass, highpass, band-
pass, loss equalizer or delay equalizer type of network. A number of
biquad networks can be connected in tandem without interaction, so
their gain and phase characteristics can be combined by simple addi-
tion and more complex structures realized. BrTaP facilitates the in-
vestigation of realistic manufacturing conditions and environmental
effects for biquad networks.

4.1 Area of Application

A common approach used n designing active filters is to build them
with cascadable network sections. After the required transfer function
has been determined, it is decomposed into a product of biquadratic
functions of the form

Vo _ 17 ms’ +es+d
Via :,[;Il ns: + ais + b, ¢))

where m;, ¢;, di, n;, a; and b; are real coefficients and s = jo.This de-
composition may be done for any lumped, linear time-invariant net-
work. The synthesis procedure consists of realizing each biquadratic
function with an active network, which may be connected in tandem
with other sections and will not interact with them. Examples of bi-
quads are the state variable four amplifier biquad,* Moschytz’s FENs®
and the Sallen and Key networks.®

One of the aims in the realization of biquads is to make them iso-
topic, that is, to maintain the same network topology for all values of
the coefficients m, ¢, d, n, a and b. If this can be done, the manufactur-
ing process can be standardized, with obvious economic advantages.
The state variable four amplifier biquad is completely isotopic; the
FEN and Sallen and Key networks need a small number of topologies
to realize all forms of the general biquadratic function. A circuit dia-
gram of the four-amplifier biquad is shown in Fig. 5. By selecting the
proper element values and making the right connections this network
can be made to produce all the various filter functions—lowpass, high-
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pass, bandpass, band-reject, notches and equalizers and delay shapes.
The advantages of the realization justify writing the Brrar program.

We are concerned with the analysis of biquad networks under realis-
tic manufacturing conditions and with environmental changes such as
temperature, humidity and aging with time. Manufacturing conditions
must include correlations, which will be present in thin-film and inte-
grated circuit realizations and tuning adjustments needed to realize
high-precision networks. Environmental factors must be taken into
account as new manufacturing methods and materials are to be used
and extensive experience with them is not available.

4.2 Description of BITAP

The basic approach is similar to that described above for BELTAP. For
each element a nominal value, a tolerance and a distribution type are
specified. The program generates random numbers which are trans-
formed to become deviated element values. These are combined to form
the six biquad coefficients, which then permit evaluation of the gain,
phase or delay of each biquad at each frequency. These quantities are
summed, the total is compared to the network requirements, and per-
formance statistics are accumulated.

A number of additional considerations arise immediately. Because
of the variety of types of biquad sections, a section type number is
required to designate which set of formulas is to be used to calculate
the biquad coefficients. The need to introduce correlation effects re-

Rl R3

REALIZATION OF
BIQUAD,

Vour _ Ms2+cs+d

Vin s2+as+b

+
/ VOUT
- CONNECTIONS AS / R -
REQUIRED BY THE’
NETWORK TYPE

Fig. 5—Four-amplifier biquad circuit.
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quires that every element value have an identifying serial number to
permit cross-referencing. These serial numbers will also be useful in
specifying tuning operations and in introducing environmental effects.
Because of the limited number of section types, it has been possible to
develop and include quite general methods of producing correlation,
tuning, environmental effects and tests. More information on the
methods of accomplishing these objectives will be given below. Where
the standard methods are inadequate, new subroutines can be written
and included in the program.-

4.2.1 Stmulation of Manufacturing Conditions

Due to the production process, parameters such as resistors, capaci-
tors and amplifier gains have an actual value spread about the nominal
value. This production tolerance on a parameter such as a resistor is
represented by:

R, = Ro(l + nl) (2)

where R, is the nominal value and n, is a random number whose range
is the production tolerance on R,. The distribution of 7, could be gaus-
sian, uniform, or any of several special shapes. The algorithm used to
generate random numbers on the computers is discussed in Appendix
A, '

 In integrated circuits, where all the elements are on the same chip,
the values of the resistors track each other to some extent. Consider &
resistors whose initial tolerances track. It has been found empirically
that their values may be represented by:

R, = By(1 + pn + (1 — p)ny),
R, = Rop(1 4+ pn + (1 — p)ny), 3

R, = ROk(l + pn + (1 - P)nk)

The same random number n is used to perturb all k resistors. Each
resistor Ry, B2, - -+ Ry is also perturbed by a separate random number
Ty, Mo, *** Ny, respectively. p is a correlation factor which determines
how closely the resistors track. The range of g is from 0 to 1. Complete
correlation can be simulated by p = 1, and no correlation by p = 0.
This correlation factor is different from the correlation coeflicient used
in statistics but has proven useful in the present application. The cod-
ing has been arranged so that the serial numbers mentioned earlier
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effectively refer to both R and n values in equation (3), so that multi-
ple correlations may be specified.

A practical problem in using the above sets of formulas, equations
(2) and (3), is that of obtaining data on the distributions of the pa-
rameter values in production and on the correlation factor, p. The need
for accurate statistical information may require that a major effort be
made to obtain such data and keep it up-to-date. A companion paper,
“Characterization and Modeling for Statistical Design,” describes
transistor characterization activities.

4.2.2 Tuning

The deviations from the nominal performance caused by the initial
tolerances of components can be totally or partially corrected by tun-
ing some of the network elements. The elements are tuned during the
manufacture of the filter, at room temperature. Two types of tuning
steps have been simulated on BrTAP. In the first type, an element is ad-
justed so that a transmission requirement such as loss or phase is met
at a given frequency. This type of tuning is used in adjusting for the
bandwidth of a biquad section. In the second type of tuning, an ele-
ment is adjusted for a peak (of gain or loss) at a given frequency. This
is used in adjusting the resonant frequency of a pole or a zero. In both
these tuning methods the variable element is changed continuously over
a range. An additional subroutine could be written to simulate tuning
in discrete steps, i.e., using a finite supply of element values close to
the nominal, as this is an economical production method of adjusting
the network performance. In production, the accuracy with which the
element can be tuned depends on the sensitivity of the network to that
element and on the precision of the measuring equipment. This is simu-
lated by specifying a given nominal value for the tuning with a toler-
ance and a distribution.

4.2.3 Simulation of Field Conditions

The factors that caused the filter response to deviate from the nomi-
nal during manufacture were the initial tolerances of the components
and inaccuracy in the tuning step. The enviropmental conditions that
were assumed to exist during manufacture were room temperature and
humidity. In the field, any change from these environmental conditions
will cause the filter characteristics to change to some extent. The filter
response will also change with time due to the chemical processes asso-
ciated with aging. The temperature, aging and humidity effects in the
field are modeled in the following way:



LINEAR CIRCUITS 1163

The value of a resistor (R.) at 7°C above room temperature is given
by
R2 = R02(1 + aT)

where Ry2 is the nominal value. The temperature coefficient (T.C.), «,
is

a = o+ N
where oy is the nominal T.C. and n, the randomly distributed part of
the T.C. The distribution function deseribing n. is usually gaussian.
The change in the value of a resistor or capacitor (R3) with time is
represented by

R3 = R03(1 + 713) (4)

where Rys is the nominal and ng simulates the random part.

The change due to humidity is represented by an equation similar
to cquation (4).

The combined effects of initial tolerance, temperature, aging and
humidity is given by

R =R(1 + 1) + (ap + na)T)A + m3)(1 + ny). 5)

The random numbers associated with temperature coefficients (n.),

for components on an integrated circuit, are correlated. The same is

true for the aging coefficient (n3) and the humidity coefficients (ny).
These correlations are simulated just as in equation (3).

4.2.4 Testing

The values of the deviated parameters are used in the equations de-
seribing the biquad to evaluate the performance of the network. The
biquad is analyzed several times using different sets of random num-
bers to simulate environmental and manufacturing conditions. The
performance tests are spelled out in the form of filter function require-
ments (loss, phase or delay) at various frequencies. Three standard
forms have been built into the program. These are:

(7) loss (phase, delay) at a frequency f, is between two limits, dB,
and dB, ,
(77) loss at a frequency f, is bounded below (or above) by dB, , and
(#7) loss at a frequency f, is greater (less) than the measured loss
at a reference frequency f, plus the amount dB, .

More than one performance requirement may be specified at a
frequency. It is expected that special subroutines will be written for
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more sophisticated tests such as a resonant frequency, ¢, and in-band
ripple. It should be noted that if environmental conditions are included,
the tests become service condition or end-of-life tests. If they are
omitted, the tests may be interpreted as factory production tests.

4.2.5 Output

If, for a particular set of deviated elements, the network fails the
required specifications, the complete network performance is stored.
The output consists of a table which details the failed networks. If a
test was failed, the performance function for that test is printed;
otherwise, a blank is printed for the test.

The overall yield is computed as the ratio of the number of networks
passing all tests to the total number of networks tested. Yields are also
calculated for individual tests. The exact form of the output is illus-
trated by the example in the next section.

4.3 Example

The four amplifier biquad circuit of Fig. 5 will be used to illustrate
the main features of Brrap. Its transfer function, in terms of the ele-
ments, is

+%.Sz+£ 1 [1 3 R,].S+_~L[L+R(R5+R7)+R5R,]

Vit _
Vin

R, C, LR, ~ R.R, R.R.C.C, LR, R.R,R + Ry

.. 1 1
S+ 8t rRC0

The complete network contains two such sections connected in tan-
dem as shown in Fig. 6, which also gives the element values. The re-
sistors have a one percent manufacturing tolerance with a gaussian
distribution. The capacitors are one percent elements with a flat dis-
tribution. The correlation factors, p, are 50 percent for both resistors
and capacitors. The pole frequency of the first section is at 5 kHz, and
R; is tuned to obtain this frequency within =1 Hz. This =1 Hz repre-
sents the accuracy of tuning and it is assumed to be distributed uni-
formly around the nominal 5 kHz. The bandwidth of the first section is
tuned by R; to 100 Hz =1 Hz. Section 2 is not tuned. These initial
tolerances and the tuning steps describe the manufacturing conditions.
It is assumed that a BITAP run simulating the above conditions and
manufacturing tests has already been made and 100 percent of the net-
work passed. The filter performance is now to be tested at +50°C and
at a time 20 years from manufacture. The T.C. of resistors is 130 =30
parts per million (p = 80 percent) and that of capacitors —135 =10
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ppm (p = 50 percent). The random parts (=30 ppm and =10 ppm) are
distributed normally about the nominal. The aging coefficient for the
resistors and the capacitors in 20 years is =2 percent, uniformly dis-
tributed (p = 50 percent).

The nominal performance and the test requirements to be met at
end-of-life are shown in Fig. 7. Figure 8 shows the results of a BrTaP
analysis of 100 filters and indicates that 82 percent will meet these
service condition requirements. Figure 8 indicates both the frequencies
where improvements are needed and the magnitude of the changes re-
quired. With the biquad type of realization and such data, the designer
usually has no difficulty deciding which elements or tuning adjustments
are responsible.

In order to improve the performance in the 1000- to 4000-Hz pass-
band, the designer might examine several alternatives. A new nominal
design with a smaller ripple or a better centered nominal loss would
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Fig. 7—Nominal performance and end-of-life requirement.



FREQ 1000.00 2000.00 4000.00 5000.00 7000.00 10000.0 32000.0 100000.
MEAS LOSS LOSS LOSS LOSS LOSS LOSS LOSS LOSS
BELOW 0.5500 0.5500 0.5500 0.5500 4.000 — — —
ABOVE 0.3500 0.3500 0.3500 0.3000 3.000 20.40 70.00 42.00
NOM 0.4845 0.4738 0.4468 0.3947 3.391 20.83 76.70 42 .93
NET. NO.
8 0.5569 0.5535 — — — — — —
10 — — — — — 20.21 — —
13 — — — — — 20.17 — —
32 — — — 0.2998 — 20.32 — —
36 — — — — — 20.39 — —
45 — — — 0.2829 — — — —
46 — —_— — — — 20.40 — —
49 0.5506 — — — — — — —
50 — — — — — 20.21 — —
51 — — — — — 20.16 — —
57 — — 0.3375 0.2819 — — — —
60 — — — 0.2937 — — — —
67 — — 0.3364 0.2770 — — — —
73 0.6009 0.6018 0.5891 — — — — —
76 0.5584 0.5641 0.5606 — — — — —
78 0.5657 0.5544 — — — — — —
85 — — — — 2.961 20.13 — —
93 0.5620 0.5637 0.5564 — — — — —
NO. FAIL 6 5 5 5 1 8 0 0

FINAL YIELD = 82.000 PERCENT

Fig. 8—sritaP yield analysis.
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entail no added cost. Use of closer tolerances for some components or
more precise tuning might also provide sufficient improvement, but at
some added expense. If none of these works, addition of a third section
should be evaluated.

4.4 Appraisal of BITAP

BITAP is capable of analyzing up to 20 biquad sections. The number
of performance tests is limited to 30. Ten types of biquad sections are
currently included in BrTAp. The addition of more biquad sections
merely involves describing the biquad coefficients (m, ¢, d, n, a, b) in
terms of the elements of the biquad and providing equations for the
tuning steps. The rest of the program is identical for all biquads.

BITAP is an exact analysis package and as such it can be used in
other steps of the design process. For instance, it could be used to de-
termine whether or not a filter needs to be tuned, and to decide on the
number of tuning steps needed. BrTap could also be used in determining
the best (cheapest) components that could be used in a circuit while
meeting all requirements.”

It has been shown how BrTAP can be used to evaluate the performance
of networks of the biquad family at the time of manufacture and under
(end-of-life) field conditions. The information obtained here can be
used to decide on the tests to specify during manufacture. The analysis
under end-of-life conditions gives a measure of the adequacy of the
design under extreme conditions.

V. CONCLUSIONS

We have described some simple analytic methods of calculating and
combining deviation shapes and have discussed the areas in which they
are useful and the respects in which they are limited. We have also pre-
sented two simulation procedures, which rely on the speed and large
storage capacity of modern digital computers. Each is a general-pur-
pose program in that it can be used to analyze statistically a large
number of networks of an appropriate type. Although the BiTAP net-
works form a subset of those analyzable by BELTAP, the two programs
provide entirely different facilities for their users. BELTAP provides
complete freedom in the network topology; BitTap uses a functional in-
put form, which reduces computing time. BELTAP facilitates exploration
of concealed interactions among component values and test results; in
BITAP it is assumed that the few simple network functions allowed are
completely understood in this respect. BELTAP provides no built-in cor-
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relation, tuning, environmental exposure, or phase or delay evaluation
but does include return losses; BITAP includes all of these except return
losses which are of no interest.

Under certain conditions, the least expensive manufacturing method
may require discarding some of the product. The simulation programs
should be capable of demonstrating this, if it is true. They may also
provide information that is useful in correcting troubles in the manu-
factured product. Their usefulness will, of course, depend on the avail-
ability of accurate statistical information.

Clearly, useful as they are, neither of these programs can be termed
completely general purpose. Much work remains to be done in both
areas of application. It is considered that the two programs make a
very worthwhile contribution to a designer’s repertoire and may point
the way for still more comprehensive tools in the future.
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APPENDIX A

Both BELTAP and BrrAP use a congruential random number generator
in which the modulus is an integral power of a prime number and the
multiplier is a primitive root.® This method permits generating a se-
quence of numbers which has a flat distribution and a period which is
made just large enough to produce the number of random numbers re-
quired. The modulus, M, is obtained by raising three to a power, n,
such that the period, 2-3"?, exceeds the required value. The multiplier
used is 2 + 9-k, where k is an integer chosen to make the multiplier
approximately equal to the square root of the modulus. It was found
empirically that this function of & produces a primitive root, that is,
a multiplier having the period given above, which is the longest that
can be obtained for the assumed modulus.

A simple example using small numbers will illustrate the process.
Suppose five networks are to be calculated and each contains three
elements with distributions. Fifteen random numbers will be required.
A value of three for n will produce a sequence of 2-32 = 18 numbers
before repetition begins. The modulus M is 3% = 27 and multipliers of
2, 11 or 20 are possible. Suppose the sequence begins with 1 and a
multiplier of 11 is used. The second number is 1-11 = 11. The third is
obtained by multiplying the second by 11, dividing by 27 and using
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the remainder, 13. The fourth is 13 times 11 modulo 27 = 8, ete. The
complete sequence is: 1, 11, 13, 8, 7, 23, 10, 2, 22, 26, 16, 14, 19, 20, 4,
17, 25, 5, 1. It should be noted that the nineteenth number, 1, is a
repetition of the first and that all numbers less than 27 are present
except multiples of three. The first three numbers will be used for the
three random elements in the first network, the next three for the sec-
ond network, etc.

The random numbers are shaped to become element values having
the desired tolerance and distribution in the following manner. The
first transformation is to put them into a range from —1 to +1 by
dividing by half the modulus and subtracting 1.

=na-2_

Ny M 1. (6)
The smallest random number, 1, yields —0.925925 --- , while the
largest gives +0.925925 -+ - . With a larger modulus the numbers will

approach —1 and +1 more closely. If an element has a flat distribu-
tion, the random value may be produced as follows:

R = Ry(1 + t-n,/100) )

where R is the random value, R, is the nominal value for that element,
and t is its (symmetrical) tolerance in percent. If the distribution is
not flat, the values of n, are transformed as shown in Fig. 9. For
each value of n, the proper line segment is identified and a value of n,
is calculated by interpolation. 7, is then used in place of n; in equation

1.0

0.8 —

_ Fig. 9—Cumulative gaussian probability distribution approximated by straight-
line segments.
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(7) to caleulate R. The coordinates for the gaussian distribution are
permanently stored in the program. Other distributions can be used by
reading in the appropriate sets of breakpoints.

If correlation is required, values of n, and/or n, may be combined
as follows:

ng = pn. + (]— - p)nu . (8)
Here p is a correlation factor and ny, n, and n, all represent random
numbers in the —1 to +1 range, associated with selected elements,
parameters, field conditions, and/or tuning tolerances. It is to be noted
that n; may be used to evaluate an R, using equation (7), or it may
be used as an n, or n, in additional equations of the same form as (8).
If the latter is done, the result will be partially correlated to three
other parameters.
When equation (8) is used to introduce partial correlation and n,
and n, have average values of zero and are uncorrelated, it can be
shown that the variance of n, is given by

oz = p'os + (1 — p)°oy . )
It may also be shown that the tracking coefficient between ng and n,
is given by

N
r = annz/Na'dU, = po./oa. (10)
1

The tracking between two different distributions n; formed using the
same n, and different n, is discussed in the following paper.
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Statistical Circuit Design:

Nonlinear Circuits and Statistical Design

By I. A. CERMAK and MRS. D. B. KIRBY
(Manuscript received November 25, 1970)

Despite recent advances in the speed of digital computers and in
numerical algorithms for the solution of differential equations, the
evaluation of the dynamic response of nonlinear circuits is still too
slow to permit Monte Carlo tolerance analysis. However, the per-
formance of many nonlinear circuits can be evaluated on a static
basis. One example is a D/A converter built with devices much faster
than the converter’s cycle time. Algorithms now exist that produce
the static or equilibrium solution of such networks in seconds. This
paper deals with these algorithms and the associated techniques that
have been embodied in a program for the Monte Carlo tolerance
analysis of nonlinear, “de,” circuits.

I. INTRODUCTION

To date, most tolerance analysis of circuits has been in the fre-
quency domain, as this series of articles indicates. The need for non-
linear analysis arises not only for large signal circuits but also for
small signal ac circuits where device model parameters vary with
bias. Recent advances in the speed of digital computers and numerical
algorithms have made possible the analysis of circuits with nonlinear
behavior. Large signal, or time domain analysis of nonlinear circuits,
however, is still such a comparatively slow process that Monte Carlo
methods are out of the question. Enough algorithmic innovations have
been achieved in the static analysis of nonlinear circuits that Monte
Carlo methods can be applied to a wide class of nonlinear problems.
DC in the sense used in this paper implies that the dynamic behavior
of the nonlinear devices is fast in relation to the response of the rest
of the circuit. There are, in general, three types of circuits that fall
into this class.

(7) Circuits that are essentially de, such as operational amplifiers,
power supplies, and those circuits used as examples in this paper.

1173
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(77) Circuits that can be subdivided into de and ac blocks where
the nonlinear behavior of the circuit is present essentially only
in the de part. An example of this type of circuit is the Touch-
Tone® oscillator, the analysis of which is described in this
series.” This class of circuits is very similar to the first.

(7#7) Circuits designed for small signal applications may be analyzed
in the frequency domain. Realistic modeling of devices, however,
introduecs changes in the small signal model parameters for
different bias points. If the bias circuits vary randomly, then
nonlinear d¢ analysis is required in the ac tolerance analysis
loop.

This paper deals with some of the methods required for the ef-
ficient, analysis of nonlinear circuits in a de sense. The techniques
and algorithms to be described have been embodied in a computer
program which performs Monte Carlo tolerance analysis of nonlinear
de circuits as well as de and transient analysis. Some of the more
critical implementation aspects are described.

II. DESIGN OF A NONLINEAR TOLERANCE ANALYSIS PROGRAM

2.1 Problems Involved

Until recently tolerance analysis, even nonlinear tolerance analysis,
has been simple in concept. Circuits were manufactured using discrete
components which generally had independent statistical behavior;
transistors and diodes were expensive items and were used sparingly.
Hence, a large amount of analysis could be done without a complex
software package.

Integrated circuits have opened a whole host of new problems in
this area. Circuits designed today typically employ large numbers
of transistors (since transistors are as cheap as resistors), posing many
problems in their modeling, simulation, and solution. Probably the
biggest dilemma in the design of a nonlinear tolerance analysis pro-
gram is the minuscule past experience to draw upon as to what anal-
ysis is required, what to do with the analysis results once they are
obtained, and how to interpret them.

Some of the special problems that arise in nonlinear tolerance anal-
ysis are:

(7) Parameters tend to be statistically correlated. This implies
that many new output features have to be present in the soft-
ware.
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(i7) There is a very wide range of circuit problems that will have
to be solved. This poses special difficulties and restrictions on
the methods of analysis, as will be seen in the following sections.

(¢7) Statistical data for circuits manufactured today are not yet
available or are available in limited quantities;®> manufacturing
processes vary from day to day and parameter correlations,
aging data, etc., are all important to the analysis.

2.2 Criteria To Be Met

One of the most important criteria to be met in the design of a
nonlinear tolerance analysis program is that it be easy to use. Some
of the characteristics implied by this, both for the users of the pro-
gram and for the writers of it, are:

(7) The program must be humanly engineered to have a simple,
clear, and easily learned input language. This applies not only
to the network description but also to the description of sta-
tistical data and to the command structure. The trend has been
for engineers to personally use available computer tools rather
than work through intermediaries, and the program itself
should present as few obstacles as possible. In addition, the
output capabilities must include data reduction schemes so
that insight is gained at a glance.

(7%) The program must be designed to be flexible enough so that it
can be changed easily. Past experience has shown that a general-
purpose analysis program will undergo many changes and,
in fact, will probably never reach a static condition. This means
the program must be written in modular form, a characteristie
that very often degrades efliciency. Modularity, however,
implies ease of maintenance, upgrading, and debugging.

(7%7) The program must be portable because of wide demand. This
implies that it be written in some high level language, such as
FORTRAN, with possibly a very small number of critical routines
written in Assembly language for efficiency.

In addition to ease of use, an important criterion is, of course,
economy and reliability. The program must be very efficient if it is
to be useful. Solution times for each statistical design must be mea-
sured in seconds to make the analysis practical at all, and possibly
in milliseconds if sophisticated features such as performance contours
and large scale sensitivities are to be included.®? Until recently, one
would have been happy to get one solution to a nonlinear circuit; today
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we are faced with obtaining hundreds and perhaps thousands of these
solutions in a reasonable time.

Various algorithms for solution of the nonlinear equations that
arise from circuit simulations have been described in the literature;
however, they are all basically variations on the Newton-Raphson
scheme and are in general not suitable as they stand. The majority
of the schemes converge in the order of tens of iterations, if they con-
verge at all. Since solution times for each iteration are generally
proportional to the cube of the number of variables, many iterations
for each statistical solution preclude their use in a program such as
this. Recent breakthroughs, however, in the Newton-Raphson solu-
tion of nonlinear circuits and careful implementation of these methods
permit solution times short enough (of the order of one second) so
that meaningful tolerance analysis is possible.

III. NUMERICAL ALGORITHMS AND THEIR IMPLEMENTATION

3.1 Problem Formulation

Given a network topology, there are various ways to write equa-
tions describing the behavior of the network. Some examples are
nodal equations, loop equations, Branin’s* mixed mesh/cut-set equa-
tions and the state-space formulation, which in the de¢ case has come
to be known as the “normal form.”> We have adopted the normal
equation formulation for the following reasons:

(?) The reduced set of equations produces, in general, a small
system that has to be solved iteratively, by effectively separating
the linear and nonlinear aspects of the problem.

(7)) Implementation of various analysis techniques for equations

in their normal form is straightforward.

(4%7) The normal form of the equations can be generated extremely
fast (see below) in a manner competitive with the most efficient
sparse matrix techniques available today.

Some other formulation (such as nodal equations), coupled with
sparse matrix techniques may be more efficient for circuits containing
a large number of junctions compared with the number of linear
resistors. The formulation employed here, however, allows straight
forward implementation of various convergence schemes such as the
nonlinear transformation described in Section 3.3.3. In addition, it is
felt that the normal formulation is the most practical for small-to-
medium size circuits with a significant number of linear resistors
(including those in the device models). The operational amplifier
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example in this paper probably represents the limiting practical size
of circuit for this formulation. Most of the methods described here are
also applicable to any other equation formulation.

3.2 Generation of Equations in the Normal Form

Consider any circuit consisting of current and voltage sources,
diodes, transistors and resistors. From the network topology and net-
work parameters, the large signal behavior of the network is charae-
terized by a system of equations in the “normal form,” viz.,

[A][V] + [B][U] + [N(V)] = O 1)
where

[V] is the vector of all device junction voltages and is the set of
independent variables to be found;
[U] is the vector of independent voltage and current sources in the
network;
[A] and [B] are coefficient matrices dependent on the network re-
sistances; and
[N (V)] is a vector of functions dependent on the nonlinear properties
of the network.
For computer simulation, the network devices are characterized by
the Ebers—-Moll model® where the functional form of N (V) is

NWV) = Ip = Is[exp (6V) — 1]

where Iy is intercept current, and 6 is dependent on temperature.
Notice that the formulation (1) isolates the linear part of the network
from the nonlinear part and that the nonlinear behavior can be char-
acterized by a vector quantity.

The set of equations given by (1) must be generated for each sta-
tistical design, since the [A] and [B] matrices are dependent on
resistor values. The implication of this, of course, is that a very fast
algorithm is needed for equation generation.

To completely characterize network behavior, another set of equa-
tions is required which relates any requested network currents or
voltages to the junction voltages found from (1). If [Z] is the vector
of user-requested outputs (element currents and voltages), then

(Z] = [C][V] + [D][U] )

where again [C] and [D] are coefficient matrices dependent on resistor
values and must be recalculated for each statistical design.
The basis for the formulation of the 4, B, C and D matrices is
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mainly topological in nature. From the network incidence matrix, [T],
and the choice of a network tree as described below, the fundamental
loop and cut-set matrices ([F] and [—F17, respectively) are derived.*

The incidence matrix, T, has elements 0 and -1 and dimensions
n X b for a network with (n 4+ 1) nodes and b elements. Let I be a
vector of element currents which is partitioned into tree branch currents,
I,, and link currents, I, . Then,

0] = [~ Flm o0, ®

It = FII a;nd Vl = _FTVL- . (4)

Equations (3) and (4) are expressions of Kirchoff’s Current and Voltage
Laws where 4 is the identity matrix and the vector of element voltages,
V, is partitioned like I into V, and V, . [F] has dimensions n X (b — n),
and its elements are 0 and 1.

It is desired to place all voltage sources and device junctions in the
tree and all current sources in links. Assuming this is possible, the
columns of [T'] are arranged in the following preference order (given
also is the notation to be used for tree and link current and voltage) :

I 14

voltage sources Iy E
device junctions I Vo
resistors—tree Iy Ve
—Ilink Ig Ve
current sources J Vs

The incidence matrix, [T'], can be quickly reduced to the form
[—I, F] by gaussian elimination, from which the fundamental loop
matrix is defined. The reduction process favors the above top elements
for inclusion in the tree.

Now partition [F] as follows:

G J
E |F. Fuy
D FZI F22
R [ Fy  Fy

and from equation (4) write

ID = F21]G + F22], (5)
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IR = FSIIG + F32.Ty (6)
Vo = —FLE — FALV, — FLVa. 7

Let [R] and [G] be defined as diagonal matrices whose elements are
tree resistor values and link conductance values, respectively. Then,
from equations (6) and (7)),

-l oL

[0 L8, T 2T
-t —FL 0 J —FL 0 I

or
g 4 WL Y
F; G—l I(; _F271' _F‘]Tl 0 J
Define
I: - _F31:l — l\Hn lej} _ [H] (9)
Fng G_l H21 H22
Then

[ﬂ=w{°}m+m{° ﬂmﬂ. (10)
I, —FS —FL 0]

Substituting I, into equation (5) results in equation (1), namely
I, = N(Vp) = [4][Vo] + [B][U]
or

AV 4+ BU — N(V) = 0.

Also, from F and —F”, any network current or voltage can be extracted
and the [Z] vector of equation (2) calculated. In general,

m=mm+mmeTﬂ (11)
I,

where C’, D’ and P are matrices whose elements are 0, =1 obtained
from selective rows and columns of F and —F7. Substituting equation
(10) into equation (11) yields equation (2).
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The time-consuming task in the calculation of the 4, B, C, D matrices
is in finding [‘;R] as expressed by equation (10). This calculation
(e

requires one matrix inversion and two matrix multiplications.

The number of rows and columns of H-, as seen by equation (9),
is equal to the number of resistors in the network. For a completely
characterized network, including parasitics, this number can easily
approach 80 or 100. The number of multiplications required to invert
an nth order matrix is n®, or 10° for our example! Clearly, the imple-
mentation of generating the equations of (1) and (2) is critical.

Fortunately, the matrices that evolve from this formulation have
special properties which can be advantageous. These are:

() The fundamental loop matrix, F, contains only 0, 41 entries
and is sparse. From experience with a wide range of problems,
this matrix is 20 to 50 percent dense (ratio of nonzero entries
to total number of entries). Because of these properties, any
matrix multiplication involving F or its partitions can be
performed by additions and subtractions rather than by mul-
tiplications. The operation of addition is at least 3 to 4 times
faster than multiplication on most digital computers. Also,
the number of additions and subtractions to be performed in
multiplying F' by A, where A is an n; X n, matrix, is equal to
the product of n, and the number of nonzero entries of the F
matrix involved.

(i) In addition to F being sparse, other matrices as in equation (10),
are sparse with predictably placed submatrices being identi-
cally 0.

(#77) The special form of H™" of equation (9) allows profitable ap-
plication of block inversion methods. This warrants further
discussion. Consider equation (9):

|: -t —Fm:l—l _ [Hu le}_

F;'l G_l 21 H22

Both R™" and G™' are diagonal matrices and the dimension of
Hisn X n = (ngp + ng)’ where ny is the number of tree re-

sistors in the network and n¢ is the number of link resistances.
A method of block inversion is chosen based on the min (nz , 74).

Case 1: np < ng Case 2: ng > ng

Hn = [R_1 -+ FSIGF3T1]_ly H22 = [G_l + F'ngRF“]_l,
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H,, = H11F31Gy H,, ='—H22F3T1R,
H, = _GFSTIHllr H12 = RF31H22y
H22 = G_GF31H12. Hu =R+RF31H21~

In case 1, the inversion of an n, X np matrix (H,,;) is required; for
case 2 the matrix to be inverted is of order n¢ (H,.). To invert H could
take n’ multiplications. The worst case for this formulation is n, =
ne = n/2, requiring n°/8 multiplications. The calculation of the re-
maining submatrices of H involve additions, subtractions or, at worst,
multiplication by diagonal matrices.

3.3 Solution of the dc Equations

3.3.1 The Newton—Raphson Method and Its Limitations

The standard Newton—Raphson solution of equation (1) is obtained
as follows: For an arbitrary estimate of V, say V*, equation (1) is not
satisfied exactly, and there results:

[AIIV'] + [B][U] + [N (V)] = [R] (12)

where the vector [R*] is termed the residual vector and is, in this case,
a measure of the current imbalances in the circuit that result from
insisting that [V] = [V*]. The superscript & refers to the iteration
number. Successive estimates of [V] are formed as:

V¥ = [V] + [P"] (13)
where the step vector [P*] is obtained by solution of
—[J(VH]P] = [R*]. (14)
In equation (14), [J(V")] is the Jacobian of the system (1), viz.,
[J(VH] = [A] + [N"(VH)]. (15)

The iterations are terminated whenever either the step vector [P]

and/or the residual vector [R] is sufficiently close to zero.
Straightforward application of the above iterative method to the

system (1) results in several difficulties:

(¢) If the starting guess [V°] is not close to the solution, then there
typically results exponential overflow in the nonlinear terms
I5(e’" — 1), since the full Newton—-Raphson step may be too
large in the positive direction. This may be overcome in several
ways, the simplest probably being to reduce the step,” viz.,
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V] = [V'] + S[P*] (16)
where S is a step size, 0 < S = 1 and is chosen so that

2: R < Z (B’ (17)

(7) The method does not necessarily converge. Reliability can be
greatly increased by the use of parameter-stepping techniques,®
as described in the next section.

3.3.2 Increasing Reliability Through Source-Stepping

Newton-Raphson methods typically converge whenever the starting
guess is close to the solution point. This fact was first utilized by D. F.
Davidenko® and subsequently by various authors.’*"** Implementation
of the method in nonlinear circuit analysis can be accomplished as
follows’: For any system (1), one accurate solution is always known,
namely, [V] = 0 if [U] = 0. Hence, if the sources [U] are brought to
their full value in small increments, convergence to each intermediate
point is more likely.

The strategy for stepping can take on various forms (see, for
example, Ref. 12); the approach taken here involves source-stepping
only when necessary. If no convergence is obtained after a fixed
number of iterations with the sources on full, the sources are reduced
to one-half their value and solution is again attempted. If necessary,
the sources are progressively reduced until convergence is obtained at
some intermediate source value, whereupon solution is again attempted
with the sources on full. If convergence is not obtained, the sources
are again reduced to a value midway between full and the last point
at which convergence was obtained. The process is repeated until
convergence at the full source value is obtained.

3.3.3 Nonlinear Scalar Transformation

Reliability and speed of the Newton-Raphson method can also be
greatly increased through the use of a nonlinear scalar transforma-
tion of variables. The transformation is an extension® of the notion
of “charge-state-variables”'4% based on a suitable definition of the
“capacitance” of a junction, viz., ‘

q = f [+ 6KIs exp (6V)] AV (18)

where (18) is a scalar equation. The potentials are considered to be
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a function of ¢, i.e., V = V(q), and the Newton-Raphson iteration is
performed in the g-space rather than the V-space.
This is accomplished by noting that

R(g)] = R(V)] (19)
and
(@] = [JMIS(II™ (20)
where S(V) is a diagonal matrix with elements of the form,
S;; =14 6K, Isexp (6V;). (21)
The Newton-Raphson step vector may be written in terms of ¢ as
P@] = —[J@] 'R (22)
which results in
[P(g")] = [STHIPTH]. (23)

What is required, then, is to transform the usual Newton—Raphson
step vector, where now

9“1 = [q*] + [P(¢)]. (24)

Since equation (23) represents a scalar transformation on the individual
g: , equation (24) may be written in terms of the individual elements
V. of the vector [V] as

Vlz+l + K,'Is‘- exp (GV:H-I) = Vf + KiIS‘ exp (OV]:) + S,(V’:)P,(VI:)
(25)

where
S:(V¥ =1+ 6K.Is, exp (8V%)

and P;(V*) is the 7th element of the usual Newton-Raphson step
in V. The transform parameter K, remains to be determined.

Solution of equation (25) for each V:*' gives the new estimate of
the vector [V], given the standard Newton—Raphson step vector [P(V)],
which may be obtained in the usual manner. Note that (25) is a scalar
equation which may be solved very simply by Newton’s method, as
discussed further below.

Empirical studies have shown that the speed of the iterative process
is dependent on the value of K, which has the effect of “straightening
out” the exponential characteristics at the expense of “warping” the
linear parts of the solution space. It was determined that a good
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choice for K is

— ___lo___ 2 4
= e @y 0 <K<10 (26)

which, it is believed, results in a near-optimum solution sequence.'®
The value of K varies from iteration to iteration and is different for
every variable.

Once the value of K; is determined, solution of (25) 'is accomplished

as follows:
Set

K,

D, = Vi+ K.Is, exp (V) + [1 + 0K.Is, exp (8VHIP(V?) 27
where K, is picked according to equation (26). To obtain the new
estimate, Vi*! | set

Y, = V+! (28)
and establish an iterative procedure for solution of Y as
_ Yi+ K.Is, exp (Y") — D,

14 6K, exp (8Y7)

where the superscript » indicates the iteration number in the scalar

Newton—-Raphson subloop. This is done for each element of [V].
A first estimate, Y°, is formed as follows.

Yitt= 1 (29)

Set
1
then
if D.,' é Z,' + 0.08, Y? = D,',
1 @31)
a:nd if Di > Zi + 0.08, Y(,L) = 5 ln D,’ + Z,'.

The iterative procedure in Y; is terminated whenever

|Y:l+l — Y:‘l

—————I 7 < e (32)

where ¢ is some suitably small constant, such as 1078,

The procedure outlined above, combined with the source stepping
described in Section 3.3.2, provides an extremely powerful and rapid
algorithm for solution of circuits with exponential nonlinearities. Solu-
tion for most circuits is accomplished in very few iterations (fewer
than 10), so that in combination with the efficient generation of the
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equations, the overall method is competitive with analysis of linear
systems.

There is, however, one main limitation that must be dealt with as
a special case. It arises from the formulation of the circuit equations
and is discussed below.

3.3.4 Treatment of Junction Cut-sets

Whenever the circuit under consideration contains cut-sets of junc-
tions, the matrix [A] of the system (1) becomes singular. This causes
severe instability problems in the solution whenever the junctions in
the cut-set are not (or barely) conducting. The problem, and its solu-
tion, are best illustrated by an example.

Consider the simple circuit in Fig. 1. The system of equations de-
seribing this circuit is:

1
L v | Lalexp (0V5) — 1]
+ (E] — =0, (33)
o —% — Lsslexp (8V5) — 1]
R R D2 R s2|€Xp D2
for which the Jacobian is
1
_E d 0.[51 exp (HVDl) _%
[J] = (34)
1 1
-z 7~ 0l 5, exp (0V ps)

which, by inspection, is seen to be extremely ill-conditioned whenever
0Ig: exp (0Vpe) K 1/R. The conditioning of the system can be im-
proved by subtracting the second equation from the first in (33) to
yield:

EEURY P N
R R P4 R |[E]
0 0 Ve 0
+ [ Loilep (6Vn) = 1] } =0, @)
Iss[exp (6Vps) — 1] — Igfexp (8V ) — 1]
for which the Jacobian is
L 014, exp (870 _L
J=| "R Ws @R m R - (36)

0[51 exp <0V1)1) —_ 0152 exp (OVDQ)
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Y D,
Y D,

K

Fig. 1—Junction cut-set example.

The Jacobian shown in (36) can be scaled very simply to produce a
well-behaved system.

In the above example, the treatment of the cut-set problem was
determined by inspection. Junction cut-sets can be found in any net-
work by forming the so-called “L-tree’® of the network and forming
the fundamental loop (or cut-set) matrix. The L-tree preference order
dictates that junctions be made links with all other types of elements
retaining their order. The treatment is simple, once junction/ current
source cut-sets are found. For each cut-set, one row of the [A] and
[B] matrices corresponding to one of the offending junctions is set
to zero. The appropriate additions and subtractions in the vector
[N (V)] are performed, and the system scaled. A similar procedure is
used by Shichman.'*

3.4 Parameter Perturbation and Monte Carlo Analysis

In addition to methods of solution of the nonlinear circuit equations,
a method of statistically perturbing circuit parameters is required.
The two are then combined in an overall strategy.

3.4.1 Parameter Perturbation

It is desired to generate correlated random variables with a fixed
range, corresponding to the tolerance set by the user. Since large ar-
rays of correlated numbers have to be generated, a parametric rep-
resentation is used that correlates random variables by the use of
“pivots.”t In addition, a linear additive statistical model is used which
ensures that parameters stay within tolerance. Generation of fixed
interval correlated random numbers can be illustrated by a simple
example:

Assume 2, , z; and z, independent, each from a distribution of mean m
and variance ¢, . Two correlated random variables, ¥, and y, can be
generated as

yl = (1 - |)\1|)x1 + A1:1:0) (37)
Y2 = (1 — N2 + Ao,
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where Aj, Ae are tracking coefficients and z, is serving as a “pivot.”
Note that if the xz; are in the interval (—1, 1), then the y; will be in
this interval also. The correlation factor p;s is easily determined,

_ E@y.) — EW)E®:) (38)

P12 Y1Ys

resulting in

>\1)\20'io‘ - )\1)\2”"/3

P =TT = Dh + Mot — s, + s @9
with

E(y) = (1 — my + Mim,,

E(y) = (1 — Po])me + Nomo,

o = (1 = N])’el — Mo,

0y, = (1 — Na])’oZ, + Mo,
For the special case of \; = A, = \, 0,2 = 0,7 = ¢,> = ¢” and m{ = 0.
" (40)

Pz = T o N[+ oaF

The model actually used allows correlation to two pivots (or other
parameters) as

v = (1 — l>\.-| — |77i|)xi + NiZo1 + 7i%o2 (41)
and normalized random factors for the various parameters generated as
r; =14 ty; (42)

‘where ¢ is the tolerance.

The independent variables, z;, are generated as follows: A piece-
wise-linear probability density shape is supplied by the user in the
form of a table in arbitrary units for distributions other than uni-
form, normal or log normal which are “built in.” This table is scaled
and extended to include the cumulative density function which is a
piecewise-quadratic on the interval (—1, 1). A random variable from
a uniform distribution is generated by a Tausworthe random number
generator'” and transformed to the desired distribution by quadratie
interpolation from the cumulative density function. Parameter per-
turbations are then calculated according to equations (41) and (42).
Nominal (design) values of parameters are taken to be the median
value of their corresponding distributions.
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3.4.2 Monte Carlo Analysis

Parameter perturbations and analysis are combined in a standard
tolerance analysis loop. The nominal solution is taken as the starting
guess for each random design and the solutions along with the pa-
rameter values stored on disk for later post-processing. Work is in
progress to allow various other procedures (such as tuning or adjust-
ment) in the loop.

IV. IMPLEMENTATION

The techniques and methods described in the preceding section al-
low fairly efficient nonlinear statistical design. The details of their
implementation can, however, spell the difference between success and
failure in a general-purpose program, as well as the input/output
features and structure of the program. Described below are some of
the more critical aspects of the design and structure of a general-
purpose nonlinear tolerance analysis program for IBM series 360
computers.

4.1 Memory Allocation

As in any large program, there exists a conflict between efficient
use of memory and speed of execution. In addition to the program
itself, memory is required for the various coefficient matrices, the
variables and outputs, as well as the various circuit parameters such
as element values, model parameters, statistical data and topological
information.

The program itself, written largely in FORTRAN-1v, is overlayed with
major divisions separating (z) input and initial handling of data,
(i2) generation of the various topological matrices, (#t) generation of
the equations, (v) analysis, and (v) output. Communication among
_the various overlays is via a labeled common structure. Data_.at input
time is handled largely via fixed-dimension arrays which are then
partly overwritten by run-time data during execution. Run-time data
is stored in a dynamic linear array with pointers used for addressing,.
This data includes such arrays as the A, B, C and D matrices, the
variables, the Jacobian, various tabled quantities, and so on. In this
way, efficient use is made of fast-access memory in that only data that
is needed is stored. At the same time, this structure does not degrade
the speed of execution.

4.2 Algorithms
The IBM 360 series is not well suited for applications such as described



NONLINEAR CIRCUITS 1189

here and special care is required in the implementation of the various
algorithms in addition to standard good programming practices. All
floating-point computation in the program is done in double precision
(8 bytes). It was found that some of the matrix-handling subroutines
had to be written in Assembly language in order to achieve any efficiency
at all. For example, one routine that multiplies two matrices one of
which has only 0, 1 entries could be speeded up by a factor of 5-10
by direct coding in Assembly language. Assembly language coding
is also required for the equation solution and matrix inversion routines,

Matrix sparsity is used to advantage in the solution of simultaneous
equations as in equation (14) by column reordering'® and stability
is preserved by row-pivoting. Ill-conditioning is detected by moni-
toring the magnitude of the smallest pivot used in the gaussian elim-
ination process.

Other small details in the programming are equally critical. It is
of utmost importance in an application such as this to preserve as
much numerical precision as possible since many mathematical steps
are required before a solution is attained. For example, the analysis
requires evaluation of quantities such as Iy[exp (8V) — 1]. For values
of V close to zero, a call to the exponential routine and subsequent
subtraction of the constant 1 can yield an inaccurate result. For this
situation, a series evaluation of the function is used.

4.3 Data Reduction and Display

Some care has to be taken in handling the voluminous data pro-
duced by the program. Experience has shown that it is almost im-
possible to determine beforehand how to analyze and display the
output data, at least until a preliminary investigation of the results
is available. In addition, any extensive Monte Carlo analysis of
most circuits is likely to be expensive (despite the efficient algorithms)
so that it becomes worthwhile developing a flexible post-processing
scheme. For these reasons, the philosophy adopted here is the follow-
ing:

() All output data, including parameter values of every ‘‘im-
portant” or expensive analysis, is stored in a permanent disk
file for later access. This raw data may be later reduced or
displayed in whatever way the user sees fit.

(#7) Extensive post-processing capability is available immediately
following the analysis, accessed via the input language to the
program. This facility allows scatter plots and histograms of
any outputs or parameters to be produced on-line, including
the printing out of extremal cases and various statistics. The
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facility also allows separation of the data by temperature or
any other parameter.

(#7) Hard-copy printout of all data is produced whether or not the
user requires it. In this way an expensive run is not lost even
if the disk file is destroyed. Experience has also shown that
sometimes it is desired to inspect the raw data weeks after
initial analysis. The hard-copy output provides this facility.

V. SAMPLE PROBLEMS

Two sample problems are presented, both of which Monte Carlo
analysis has verified to be good designs. The transistor model® used in
both examples is shown in Fig. 2. In both problems silicon resistors
(including the base and collector resistances of the transistor model)
were allowed to vary 4159, within a normal distribution truncated
at +30, with resistor values tracking to £59%. This is illustrated in
the scatter diagram shown in Fig. 3. The intercept currents were picked
from a log-normal distribution ranging from 1/4I, to 4[5, and cor-
related by a factor of 0.85. The 8s of the devices were picked from a
triangular distribution, typically ranging from 1/28, to 28, and cor-
related by a factor of 0.3.

The first example, a constant current source, used in a D/A converter,
is shown in Tig. 4. Resistors R1 through R4 are thin film tantalum
resistors with a tolerance of 429, with the exception of R4 which was
assigned a tolerance of 4-0.5%. R5 represents the load and was allowed
to vary 2=25%,. Analysis of this circuit verified that the output current
is essentially insensitive to all parameters except the power supplies
and R4. A scatter plot of the output current versus the value of R4
is shown in Fig. 5 for the case where the power supplies are held fixed.
Figure 6 shows a histogram of the values of output current with all
parameters varying. For this case, the twelve-volt supply was assigned

RC
pa—yy
i
RB
B o—ANN—
) 4
RE
£ A\ ——

Fig. 2—Transistor model.
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Fig. 5—Current source output (vertical axis) versus R4 (normalized).

Fig. 6—Current source output with all parameters varying.
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to a tolerance of 429, with the six-volt supply tracking to 4=19%,.
Analysis time for this example was approximately one second CPU
time per random design on an IBM 360/65 computer. The great majority
of this time represents overhead in the form of subroutine calls, various
bookkeeping operations and writing data on disk and the printer.
Solutions were carried to approximately seven digits of accuracy with
each random design requiring typically 3-5 iterations.

The second example shown in Fig. 7 is a silicon integrated opera-
tional amplifier designed at Bell Laboratories. Of interest in this
example is the output offset voltage with the inputs grounded. In
addition, minimum and maximum (worst case) currents in the col-
lectors of T13, T14 and T16, as well as de gain were sought. This
circuit represents a rather large simulation with 48 junctions, 76 resis-
tors, 79 nodes and 127 branches. Figure 8 shows a histogram of the
output voltage at room temperature with the power supplies held fixed.
The range of offsets for this circuit was found to be slightly higher
than predicted by approximate hand analysis. Analysis time for this

I
Vs
» ?&L

St el

Fig. 7—Operational amplifier.
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Fig. 8—Operational amplifier output offset voltage.

example was 8 seconds CPU time per statistical design, some of this
time being bookkeeping overhead. It is expected that this time will
be cut down considerably with some reprogramming. As in the pre-
vious example, typically 3-5 iterations were required per statistical
design for a seven-digit accuracy in junction voltages.

VI. CONCLUSIONS

Analysis techniques and programming considerations have been
presented that allow reasonably economical tolerance analysis of
nonlinear “de” circuits of reasonable size. Many of the ideas presented
have evolved from past experience with ac tolerance analysis and will
most probably be modified as experience with nonlinear statistical
design becomes more plentiful. It is already apparent, however, that
the trend in the near future will be to larger scale integration of
circuits for which some of the present analysis techniques will likely
be inadequate. Research is in progress in analysis methods capable
of coping with large and complex circuits, as well as methods to make
the present techniques even more efficient.
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Statistical Circuit Design:

Confirmation of Design Using Computer-
Controlled Test Sets

By G. D. HAYNIE and S. YANG
(Manuscript received December 1, 1970)

The ability to evaluate the performance of linear network elements
used in complex systems is vital to effective optimization and verifica-
tion of the system design.

Measuring systems controlled by digital computers provide a new
capability for linking the steps of network design, breadboard devel-
opment and characterization, and factory test in such a way that the
networks produced will more nearly meet the requirements of the
systems in which they are used. This linkage 1s effected by incorporat-
ing n the measuring system the algorithms relating the measured
quantities to the system performance parameters used during the
design stage.

Output of the system performance parameters in real time provides
a powerful aid for debugging development models and a more valid
basis for accepting or rejecting product in factory tests. Statistical
analysis 1s used as an aid in setting test limits by evaluating the rela-
tionships between component tolerances, measurement errors and the
caleulated system performance parameter.

I. INTRODUCTION

Communication systems, both analog and digital, often use linear
networks to which system performance is highly sensitive. In cases
where the relationship between network characteristics and system
performance are complex, computers are being increasingly used for
network and systems design. Examples of such designs are given in
other papers in this issue. The design process is not completed until
the design intent is verified, first by measurements of the breadboard
models and finally by measurements of the manufactured networks.

When a physical network is to be evaluated, direct measurement
of its effect on system performance requires having a system available

1197
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as a test instrument. To be a satisfactory test, one would also require
that the physical system represent all necessary worst cases. This
approach has been used, but it has inherent difficulties such as the
difficulty in obtaining a nominal or worst-case system, the difficulty
in maintaining the system, and the lack of information on a network
that has failed a test.

These difficulties are largely overcome with the test method de-
scribed in this paper. Using this method, the network is measured on
a general purpose test set controlled by a computer. From these
measurements of the network, parameters are calculated which predict
the performance of the network in a system and which provide direct
information about the network. The sections which follow give ex-
amples of such tests and the steps necessary to implement the tests
and establish their validity.

II. IMPLEMENTATION OF TESTS

With the general purpose computer operated test set, we evaluate
the linear network parameters from insertion loss and phase data
produced by the network when measured in a suitable connection.
In many cases, the linear parameter used for network synthesis can
be directly measured. In other cases, a transformation of the insertion
loss and phase data is required.

As suggested in the introduction, the relationship between loss and
phase measurements and system performance with the network
inserted can be quite complex. In fact, examples exist where setting
limits on insertion loss and phase (based on component tolerances)
rather than system performance causes “good” networks to be re-
jected and “bad” networks to be accepted. Output of the system per-
formance in real time provides a more valid basis for accepting or
rejecting networks in factory tests and provides a powerful aid for
debugging breadboard models during development.

What is needed to implement the system performance test then is
a computational link between system performance and network loss
and phase. Fortunately, this link has essentially been established in
those cases where network synthesis, optimization, or tolerance analy-
sis were done on a computer using system performance as the design
goal. What remains is to extract the required computation section of
the design program, put it on the test set computer, and couple it to
the measurement program through a common set of parameters.

After the system performance test is implemented, we must establish
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its validity. A lack of exact correspondence between the on-line meas-
urements and actual system performance with the network inserted
is caused by:

(7) uncertainties in the linear measurement, and
(i) error multiplication in the system parameter calculation.

Uncertainties in the linear measurement are a function of such quanti-
ties as test frequency, insertion loss, and measurement averaging time.
These uncertainties can be reliably predicted. Errors in the system
parameter calculation could in theory be determined by experiment
(measurement) but this would be very time consuming and worst-case
values would be difficult to obtain. The framework used in the
Tolerance Analysis Program is a convenient tool for providing a
statistical model of the relationship between measured system per-
formance and actual system performance. This is discussed in more
detail in Section V.

The next section will describe, in some detail, the implementation
of a test for digital (D2) channel bank filter.

III. D2 CHANNEL BANK FILTER TEST

The D2 Channel Bank is used for time division multiplexing and
demultiplexing in a pulse code modulation transmission system.? The
two filters being tested are linear networks operating in series with a
periodically operated switch. In the design stage, filter component
values were optimized to meet requirements imposed on the tandem
combination of filter and switch, i.e., “switched transfer function.”
Historically, acceptance of the filter would be based on measure-
ments of insertion loss under continuous excitation. However, com-
puter studies by E. M. Butler® point to the possibility of passing bad
product (i.e., failed STF test) and rejecting good product (i.e., passed
STF test) when using the insertion loss test. Figure 1 shows the results

SWITCHED SWITCHED
TRANSFER FUNCTION TRANSFER FUNCTION
INSERTION PASS FAIL INSERTION PASS FAIL
LOSS: LOSS:
PASS 88.5% o] PASS 66.5% 1%
FAIL 9.5% 2.0% FAIL 19.5% 13%
2% TOLERANCES 3% TOLERANCES

Fig. 1—Comparisons between switched transfer function and insertion loss tests.
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of Butler’s studies for the demultiplex filter when all network elements
are deviated from nominal with uniform distributions of =£2 percent
and =3 percent. Note that in the 2 percent case, 9.5 percent of the
good product fails the insertion loss test. In the 3 percent case, 1
percent of the bad product passes the insertion loss test. Even though.
the correspondence between the two tests improves for the tighter
tolerances actually used in the system, the conclusion is reached that
a proper filter acceptance test must be based directly on the switched
transfer function (STF).

3.1 General Approach

Figure 2 shows the configuration of the switched filters used in the
D2 system. Two different approaches are available for calculating the
STF of the filters. The state variable method of F. R. Mastromonaco
and M. L. Liou*? ecan give us exact solutions but require exact knowledge
of the network topology and element values including all parasitic ele-
ments. The other approach, used by W. R. Bennett,® C. A. Desoer,’
T. H. Crowley,® M. R. Aaron,® and P. E. Fleischer,'® expresses the
STF as a function of 2z parameters of the network. Z parameters can
be easily derived from loss and phase measurements at the terminals
of the network. The value of a capacitor in the network is also
required, but this too is readily obtained.

— 00—
Yo T RS S—
SAMPLING |_2 1
SWITCH —f
Tc, :FL:C:, Cs
© ® O
(@)
LI
—j— - L —" ), RNy S
SAMPLING
Cy i( l Lz l Ls l SWITCH °
) TC3 TC4 Tcs

——

(b)

Fig. 2—Switched filters for pulse code modulation transmission system. (a)
Demultiplex network. (b) Multiplex network.
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The STF of the demultiplex filter, Hy(jo), and the STF of the
multiplex filter, H,, (jo), are expressed by Fleischer as:

. H..(j 12(J
G = B0 _h) (1>
7 gt 2 el )

where: T = period of switching frequency,
C = input capacitance, and
R = source impedance of multiplexer.

An approximation to the equation above is given by Fleischer as:

H(jo) = H=)
RC
212(jow) .
T L . . 2 .0.645T (T wT\?
50 T > zu(jw—|- ik F)—l—] - (Z)[HO'M(%) ]

@

Since the STF formulation used for the filter test [equation (2)]
gives only approximate results, it was important to confirm the
accuracy of the approximation. Results from equations (1) and (2)
were compared with results of calculations using the state variable
method of M. L. Liou. This comparison between the three methods
showed a maximum discrepancy of 0.0049 dB in the passband and
0.029 dB in the reject band.

3.2 Measurement Method

To perform the calculation indicated by equation (2), three values
of z1; and one value of 212 are required for each frequency at which
STF is to be calculated. Referring to Fig. 3 and for the case where
I2 = 0,

Vi = 2ul,,
V. = 21, .
Hence:
| £

B2 = Vzu ;
. 1
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also,
Vi_ 2
E, 2n + R,

and
VI/EO

2 = Rl 1 — Vl/Eo.
The value of capacitance C; (Fig. 2a) must also be: known. This is
determined by measuring z1; as just described at a frequency where
the series inductance L2 is in resonance with its distributed capacity
so that the remainder of the circuit is virtually disconnected. At the
resonant frequency, o, ,

—_ 1 — 1-— (VI/EO)'

Jwr21i(w,) jo.R, V1 /B,
The measurements of C;, z12, and 2z;; are implemented by auto-
matically switching a high impedance probe to measure V;/E, and
V2/V, at the appropriate frequencies.

G,

3.3 Validation of STF Test

The STF test is validated by reviewing the factors contributing to
error in the STF measurement and performing tests to gain assurance
that the net error is small.

3.3.1 Determination of Capacitance

The value of capacitance obtained by measuring 211 (0) is shown
on Fig. 4 together with the values obtained from measurements on
an admittance bridge. The discrepancy in the two values was less than
0.2 percent and perturbs the STF by less than 0.008 dB in the pass-
band. The reproducibility of the measurement of C; is better than
0.5 percent.

Zg Ry -—
5
TWO PORT
Cf\, = Eo. Vi NETWORK Ve
¢

Fig. 3—Basic test configuration.
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Fig. 4—Determination of filter input capacitance.

3.3.2 Probe Errors

After optimizing levels for the best tradeoff between probe noise and
linearity, the linearity errors in the probe were measured to be less
than 0.01 dB and errors from probe noise were less than 0.1 dB in
the STF reject band. Loading errors from the finite probe input
impedance were considered and were estimated to introduce less than
0.01 dB error in the STF passband.

3.3.3 Accuracy of z,, and z,, Measurements

Admittance measurements were made on a demultiplex filter using
an admittance bridge capable of 0.1 percent accuracy. From these
measurements z;; and 2y, were evaluated and compared with values
obtained from loss and phase measurements and agreement is within
0.4 percent. When bridge measurements are made direetly on the
individual components of the filter and STF is calculated, the dis-
crepancy with the STF obtained from loss and phase measurements
is as large as 0.05 dB in the passband. Much of this difference is due
to errors in the circuit model used in calculating z parameters.

3.4 Sensitivity of STF to Loss and Phase M easurement Errors

The Tolerance Analysis Program (TAP)! was used to determine
the “amplification” of measurement errors inherent in the computation
of STF from loss and phase data. Figure 5 gives the results for a
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demultiplex filter in which errors in each measurement (V,/E,,
Va/V1 in Fig. 3) were assumed to be 0.03 dB and 0.2° with the sign
of the error randomly chosen. This run included 17,500 cases and vir-
tually 100 percent of the STF loss values lie within =0.1 dB of the
correct value. We also note that a 0.3 percent error in loss and phase
(0.03 dB, 0.2°) has been amplified to a 1 percent error in STF. In a
second run, loss and phase errors 1/3 as great produced errors in STF
1/3 as great. Similar results were obtained at other passband fre-
quencies where TAP runs were made. Slightly greater spreads were
observed in the filter reject region, but the differences were not sig-
nificant.

3.5 Summary of D2 Test

The STF test on the computer operated test set provides a more
valid acceptance test of the D2 multiplex and demultiplex filters than
the insertion loss tests commonly used for filters of this type. The STF

. — ACTUAL NETWORK

PROBABILITY DENSITY FUNCTION

[o] ]

| | 1
6.10 6.15 6.20 6.25 ©6.30 6.35

SWITCHED TRANSFER FUNCTION (N DECIBELS

Fig. 5—Distribution of STF loss measurements for 0.3 percent errors in loss and
phali%I () 17,500 samples; measurement error, #0.03 dB and +02°; frequency,
22 7.
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is measured with a passband error of less than 0.05 dB and an error of
less than 0.2 dB in the reject band. Using computer controlled relays
for switching the measuring probe, the STF measurement at 1, 2, 3, 4,
and 5 kHz is obtained in 14 seconds.

IV. T2 DIGITAL SYSTEM EQUALIZER TEST

The design evolution of the T2 equalizer is covered elsewhere in this
issue.r? This digital system network provides a potent example of
design criteria having a very complex relationship to loss and phase
measurements. In the T2 equalizer test used during development,
insertion loss and phase measurements were transformed to pulse
response, eye opening, and error rate for a system section having
varying cable lengths and varying cable temperature. The program to
effect this transformation was essentially the same program used for
the equalizer design. In the T2 factory test, eye opening was chosen
as the test parameter, and the original program was modified some-
what to reduce the program size and running time.

The results of a TAP analysis on the eye opening measurement and
some verification by analytical techniques show that, for a nominal
network, errors of 0.1 percent in loss and phase cause a variation
of 0.3 percent in the eye pattern. In the test program used, measure-
ment precision is controlled to =0.1 percent or better and the eye
pattern is evaluated for 3 cases of cable length and temperature in
about 1.5 minutes.

V. SETTING LIMITS ON FACTORY TESTS

In the two TAP analyses previously described, the effects of meas-
urement errors on the caleulated STF and eye opening were considered
for the nominal network only. In the actual factory environment, we
also have the statistical variation of the networks themselves resulting
from component variations. To establish the limits of acceptance in
the factory test, a two-stage TAP analysis is used.

In the first step, network components are varied according to ex-
pected statistical distributions and the maximum and minimum of the
system performance parameter is determined. The output from this
step is the loss and phase values associated with the nominal network
and with the networks producing the upper and lower limits of the
system performance parameter.

In the second step, 3 TAP runs are made using the appropriate
statistical variations in measured loss and phase (these depend on net-
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work loss). The output here is three distributions of system perform-
ance parameter. Figure 6 gives the results for the D2 demultiplex
filter. This analysis provides a model of the distribution of measure-
ments to be expected in the factory with the assumed design and
shows the relationship between design limits and test limits. Note
that a requirement of 100 percent yield on the network “would mean
that these limits must lie within the system requirements.

There is one tradeoff that should be mentioned. If one is concerned
with a minimum cost network, the cost of testing with higher or lower
accuracy must be compared with the cost of decreasing eor increasing
the component tolerances. Two possible conditions are indicated in
Fig. 7.

VI. DISCUSSION AND SUMMARY

In the past, test requirements on networks used in systems have
not necessarily been optimum from the standpoint of system per-

I<— ———————— TEST LIMITS — — — —
l I(— —————— — DESIGN LIMITS — —————
100}~ I I

> | ’ TEST FREQUENCY
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: |
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2 |
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o | | ! 1 ! [ S L | !
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SWITCHED TRANSFER FUNCTION IN DECIBELS

Fig. 6—Distribution of STF loss measurements for D2 filters with lowest loss,
nominal loss, and highest loss.
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Fig. 7—Relation between measurement accuracy and design limits. ( orig-

inal measurement accuracy; — — ___ lower measurement accuracy.)

formance or network cost. The test requirements have depended on
such things as the availability of test equipment and the confidence
in the knowledge of relationships between network characteristics
and system performance. Analysis tools to determine yield or tradeoffs
between component and test costs were not available. If special test
equipment, was needed, delays for development of test equipment were
incurred and development tests and factory tests were often different.

The test method described in this paper provides a flexible and accu-
rate method of evaluating linear networks on general purpose test
sets in terms of parameters that are meaningful to the system designer.
The approach fits in conveniently with techniques used during the
design phase and makes use of software developed in that phase. This
makes possible, in cases where the designer and the manufacturer
have compatible measuring sets, very rapid startup of factory tests
and convenient intercomparison of data. The TAP analysis used to
set test set limits provides an analytical tool for use in comparing
costs related to components, testing, and yield.
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Statistical Circuit Design:

Large Change Sensitivities for
Statistical Design

By E. M. BUTLER
(Manuseript received November 25, 1970)

A Monte Carlo study is an analysis in the sense that for specified
tolerances, correlations, etc., empiric distributions of measures of
performance are obtained. An approach s presented which addresses
itself to the inverse problem, that of determining the tolerances, cor-
relations, etc., necessary to realize acceptable performance distribu-
tions. The approach is based on the concept of large change sensitiv-
ities which are proposed as a measure of sensitvity for statistical
design. The approach specifically addresses design problems such as
specifying tolerances, desensitizing a nominal design, recognizing the
possibilities for and specifying tuning and/or matching procedures,
and verifying that a design s consistent with expected statistical cor-
relation between parameters. We present an example illustrating sev-
eral of these applications.

I, INTRODUCTION

Realistic system and circuit design must account for the fact that
exact realizations of paper designs are seldom achieved. The Bell
System is particularly sensitive to this problem not only because of
physical and economic constraints in manufacture, but also because
of the varied field environments in which the system must operate. The
effects of variations in design parameters, which are usually modeled
as random variables, can be investigated via a Monte Carlo study.
However, a Monte Carlo study is an analysis in the sense that for
specified probability density functions of design parameters (specified
by “nominal” value, tolerance, correlation, etc.) an empirical distribu-
tion for various outputs or performance measures is found. The inverse
problem, that of finding nominal values, tolerances, and correlation
in order to obtain an acceptable performance distribution, has received

1209
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relatively little attention. This paper describes an approach addressed
to this problem of “closing the loop around tolerance analysis.” *

There are three significant points about this approach. First, the
approach does not rely on first- or second-order approximations.t Like
Monte Carlo, no attempt is made to approximate measures of per-
formance. Second, the approach can accommodate multiple-specifica-
tions. Third, the implementation of the approach is feasible with a
computer and so the techniques may be thought of as computer aids
to statistical design.

The approach is based on four assumptions.

(7) There exists a designer-specified scalar performance criterion,
J, which adequately reflects the goodness of a design and which
is a continuous function of the design parameters.. A method
for forming a single criterion from many criteria is illustrated in
the examples.

(72) There is a designer-specified value of this criterion beyond
which designs are not acceptable.

(777) There is a known nominal design which is aceeptable in terms
of the performance criterion.

Definition: The region of acceptability, B, , is defined to be a con-
nected region in parameter space such that the nominal design is in
R 4 and such that for all realizations in R, the corresponding performance
is acceptable.

Finally, we make a fourth assumption.

() All realizations inside B, are equally good; i.e., a pass/fail
decision can be made for each realization.

These ideas are illustrated in the one parameter, two criterion example
in Fig. 1 where J; is the scalar value of the ¢th performance criterion,
p° is the nominal design parameter value, J¢ is the sth performance
at nominal and ¢; is the allowable degradation in J; from J°." Since
there is more than one specification which must be met, the region of
acceptability, B4, is the intersection of the individual regions of ac-
ceptability for each J; . In this example, R, is [p|a < p < b).

*Some of the information in this paper has appeared elsewhere.! It is included
here in the interest of completeness.

t There have been suggestions in control theory to eschew first-order sensitivi-
ties, but the proposed concepts have been difficult to realize.2-%

¥ The superscript © denotes nominal value. A method for forming a single cri-
terion from many criteria is illustrated in the examples.
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_—J2(p)
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J

Fig. 1—A one-dimensional example.

Under the above assumptions, the region of acceptability is clearly
important in the context of statistical design, that is, in specifying
nominal values, tolerances, etc. In fact, it is the shape of this region
and the placement of the nominal in it rather than the value of the
performance at nominal that is important. For example, if the random
deviations in the realization of p in the above example were uniformly
distributed and symmetric about the nominal, then a nominal design
located half way between points a and b would be better than p° in
terms of yield and/or allowable tolerance. Furthermore, in this context
of statistical design the concept of sensitivity takes on a new meaning
which is introduced in Section II. Applications of this sensitivity in-
formation to closing the loop in tolerance analysis are discussed: in
Section IIT and an example is given in Section 1V,

II. LARGE CHANGE SENSITIVITY

2.1 Intercepts

Suppose that we hold all parameters fixed at nominal except the kth.
We define the upper (lower) intercept of parameter k to be the value
in percent deviation from nominal of parameter % for which the per-
formance is unacceptable for the first time as parameter k is increased
(decreased) from nominal. Parameter values are expressed in percent
deviation from nominal for reasonable scaling. Points b and a are the
upper and lower intercepts for the one parameter example of Fig. 1.
We denote these intercepts by
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I'(J, p°, € = I, = upper intercept of parameter k with respect
to performance criterion J, nominal design p°,
and allowable performance degradation e.*

Similar notation holds for I .

The intercepts are simply a measure of how far a single parameter
can deviate within the region of acceptability. If the kth intercepts are
small, then being in R, is very “sensitive’”’ to the kth parameter, and
vice versa. Using this observation as motivation, the following measure
of sensitivity is proposed.

Li(J, p% ¢ = L% = upper large change sensitivity of parameter k
with respect to J, p° and .

s 1
I
Similarly,
-1
I
A single large change sensitivity for parameter k can be defined as the
maximum of [L? , L7].

L7 &

2.2 Performance Contours

The intercepts provide information about how far a single parameter
can vary while all others are fixed at nominal before the specifications
are not met. This idea can be extended to two parameters. For a pair
of design parameters, a line (or lines) of constant, just acceptable
performance provides an indication about how the two parameters can
vary simultaneously around nominal before specifications are not met.
In fact, a performance contour for a pair of parameters is defined to
be this line (or lines) which describes the edge of R, restricted to the two-
dimensional subspace defined by these parameters, while all other
parameters are held fixed at nominal. Again, each parameter value is
specified in terms of percent deviation from its nominal value.

The concept of a performance contour can be illustrated with a simple
example. Consider the two parameter voltage divider shown in Fig. 2
where R? = RJ = 1. The transfer function, 7', is given by

T =1/(R/R. + 1), T° = 0.5;
the input resistance, R, is given by R = R, + R,, R’ = 2.

* Bold face letters denote vector quantities.
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Ry
o—ANN O
® Rz ®

Fig. 2—A voltage divider example.

Suppose the design specifications call for 0.49 = T = 0.51 and
1.8 = R = 2.2. The region around nominal where the first specifica-
tion is met is the shaded area in Fig. 3 and the region where the second
specification is met is the cross-hatched area. The region where both
specifications are met is the intersection of these regions. The edge of
this acceptable region is the performance contour. The points where
the contour crosses the axes are the intercepts.

Notice that the performance contour has sharp corners because of
the multiple design specifications. The particular specification which
determines an intercept or a section of a performance contour is said
to be dominant at that point or points. For example, the upper left
part of the contour in Fig. 3 is determined by the 7 = 0.51 specifica-
tion.

A performance contour can be interpreted as providing ‘“‘second-

™,
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3;5:

Fig. 3—Performance contour for the voltage divider example.
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order” large change sensitivity information since it indicates how L*
and L~ for one parameter will change for a change in the nominal value
of the second parameter.

2.3 Commparison with Classical Sensitivities

One can argue that large change sensitivities are similar to first-
order sensitivities in the sense that only one parameter is varied while
others are held fixed. There is, however, a fundamental difference in
approach. The latter sensitivities are proportional to the change in
performance due to similar changes in the individual parameters. The
large change sensitivities, on the other hand, are based on the change
necessary in each parameter to bring about a particular (but similar)
change in performance. Finally, it should be noted that if J is a linear
function of the parameters, the two sensitivities are similar. This
lends credence to the definition of large change sensitivity as propor-
tional to the inverse of the intercepts.

It is interesting to note that large change and classical sensitivities
each provide a characterization. The intercepts and performance
contours (first- and second-order large change sensitivities) provide
a characterization of R, in one and two dimensions in parameter space,
while the first two terms in a Taylor series of performance about
nominal (first- and second-order classical sensitivities) provide a
characterization of the performance near nominal. In statistical design,
attention is (or should be) focused on R, rather than on the per-
formance at nominal. The large change sensitivities provide a charac-
terization of R4, and hence, a measure of parameter sensitivity for
statistical design.

III. APPLICATIONS

3.1 Preliminary Remarks

Information provided by large change sensitivities can enhance a
designer’s insight into a problem. This can be especially important
when complicated specifications exist and intuition becomes hard
pressed. One might question the amount of useful information derivable
from performance contours since they represent R, for only pairs of
parameters. It should be pointed out, however, that electrical properties
tend to depend on parameters in pairs such as RC products and resis-
tor ratios.

In this section, several specific applications of large change sensi-
tivity information to design problems are discussed. The problems
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which are addressed include desensitizing a nominal design, specifying
tolerances, recognizing the need for and specifying tuning and/or
matching, and verifying that a design is consistent with known statisti-
cal correlation or tracking.

3.2 Desensitizing a Design

3.2.1 The Problem

We have seen in the example of Fig. 1 that the design could tolerate
larger parameter variations from nominal if the nominal were centered
in R4. That is, we could desensitize (in a large change sense) the
design by placing the nominal half-way between the intercepts rather
than at p°. We extend this notion to N dimensions and base our
measure of being centered in R, on the intercepts, or equwalently, on -
the large change sensitivities.

We have investigated an algorithm to automatically desensitize an
initial design which satisfies the performance specifications but is not
necessarily centered. Two pertinent observations which influenced the
formulation of our algorithm are:

(¢) If we change the nominal values of more than one parameter
simultaneously in an attempt to center based only on intercept
information, it is possible to move outside of R, inadvertently.
Consider the hypothetical two-parameter example described by
its performance contour in Fig. 4. If we center both p; and p.

/

P2

Apt:p3)

/

Py

Fig. 4—Performance contour for a hypothetical two-parameter example.
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simultaneously based on the intercepts at point (p? , p2), we move
to point X which is outside R, .

(77) The intercepts for a particular parameter are simple functions
of that parameter’s nominal value, but they can be complicated,
even noncontinuous functions of the nominal values of other
parameters. For example, in Fig. 4 the upper intercept of pa-
rameter 1 (for p, = p?) is not a continuous function of p, .

3.2.2 An Algorithm for Desensitizing

In view of the above comments, it was decided to iterate towards
a desensitized design by changing only one nominal at a time using a
simple algorithm. We have taken as our measure of being centered,

E@) = max |[[3(J,p, ¢ + I[:(J, p, §| = maxe,,

= |+ Il *

Suppose we start at p and that the error, E(p) = E, is attributable
to parameter k, i.e., M = k. Let us call p;, the “worst offender.” First,
we center parameter k and compute the new error E (p’) = E’. Note
that centering pj, insures e; = 0, but the intercepts for the other param-
eters can, and probably will, change. If E’ is less than E, p” becomes
our new starting point with error E’, and we then center that parameter
which is the current worst offender. (It cannot be pj since p; is cen-
tered.) If E’ is not less than E, it means that centering p; has altered
the other intercepts enough to cause a larger error. We thus step px
back half-way between its present value and its original value, and
again compute the error. This process continues until a lower error has
been found or until p; has been stepped back seven times at which
point the error is accepted and the algorithm starts over. Note that if
this happens the worst offender will not be parameter k.

This algorithm has been implemented in a computer program called
xceNTRIC (Experimental Centering Program) and some results will be
given in Section IV. No claims are made about convergence of the
algorithm; rather, its strength lies in its simplicity.

3.3 Specifying Tolerances

Typical approaches to specifying tolerances in the past have been
either to set tolerances roughly inversely proportional to first-order

* We have assumed symmetry in the probability density function for p.. This
is not necessary since one can weight the intercepts accordingly. For example, if
the density function for p. were rectangular with twice as much probability above
nominal as below, one could set e: proportional to (I:* + 2[:7).
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sensitivities or to set them to the tightest available. The former ap-
proach requires linear approximations while the latter can be unneces-
sarily expensive. The intercepts and performance contours provide a
designer with information about how far parameters can deviate and
stay within B,. This is what a designer really needs to better specify
tolerances. Furthermore, if 100 percent yield is desired, the intercepts
and contours provide upper bounds and pairwise constraints respec-
tively on feasible parameter tolerances. This fact has been utilized to
help solve a version of the minimum cost tolerance specification prob-
lem; the method and results are presented in another paper in this
issue.®

3.4 Parameter Correlation with Respect to the Performance Specifications

Consider again the performance contour shown in Fig. 3 for the
voltage divider example. The shape is an indication that the two
resistors are ‘“correlated” with respect to the design specifications.
Two parameters are qualitatively defined to be correlated with respect
to the performance specification if the region of acceptability for one
parameter (specified by its intercepts) depends strongly on the value
of the second parameter. If the contour were rectangular and parallel
to the axes, the two parameters would be uncorrelated. This correlation
information can be useful in two ways.

First, a design may be evaluated by determining whether parameter
correlation with respect to the performance specifications is consistent
with statistical parameter correlations. A design should be insensitive
to, and in fact, it should take advantage of known statistical correla-
tion. For example, it would be desirable if R; and R, in the voltage
divider example tracked each other (or could be chosen to track)
because of manufacture and/or environment. In addition, it is sug-
gested that if one is investigating a design with statistical correlation
between many parameters, it might be advantageous to find intercepts
and contours for the independent and correlation determining random
variables since they are really the design parameters.

Second, problems of specifying tuning or matching are inherently
linked to the tolerance specification problem; parameter correlation
with respect to performance specifications is an indication that tuning
or matching might be desirable. In addition, the contour information
can indicate how to match parameters and/or the specification to which
. to tune. In the case of tuning, the constraint which is dominant along
the “long” side of the contour is the criterion to which to tune. In the
voltage divider example this would be the transfer function specifica-
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tion. For the case of matching, correlation can indicate that the per-
formance specifications depend strongly on, or are most sensitive to, a
particular combination of the two parameters such as their ratio. Prop-
erties of performance contours which relate certain correlated contour
shapes to particular combinations of the two parameters are given
elsewhere.r However, two of the more important properties are stated
in the Appendix. Design parameters presumably would be matched
according to the particular combination. For example, the contour for
the voltage divider lies along and contains the 45° line and so one
should consider matching the ratio of the two resistors to their nominal
ratio (see Section A.2). Finally, it should be pointed out that the con-
tour information can be used to suggest sequential tuning or matching
procedures since contours for a tuned or matched design might suggest
further tuning or matching.

3.5 Computation of Performance Contours

A program, coNTOUR, has been written to compute intercepts and
performance contours for user supplied subroutines which compute
design performance. The program has been written for an interactive
CDC 3500 facility. On-line scope displays of the contours as well as
Calcomp plots are options which complement printer output. A
Monte Carlo program to estimate yield is also part of the entire pack-
age. Thus, a user can verify immediately whether any changes made
based on contours or intercepts did, in fact, increase the yield. The
choice of parameter pairs for which performance contours are to be
computed is up to the user.

The intercepts are found via a search and the contours are found via
a performance contour following algorithm. Since many performance
evaluations are necessary, the speed of computation depends strongly
on the time required for a circuit analysis. For the example to be
presented, a general purpose analysis routine for ladder networks was
used to analyze the circuit and the computation of a performance con-
tour typically took on the order of a few seconds. No advantage was
taken of the fact that during the search for intercepts or computation
of a contour, only one or two circuit parameter values are changed
between each analysis.

IV. AN EXAMPLE

4.1 Preliminary Remarks

In the last section we indicated that large change sensitivity infor-
mation could be used to desensitize an initial design, to help specify
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tolerances, and to indicate parameter correlation with respect to the
specifications. In this section we present an example which illustrates
the insight provided by intercepts and contours as well as their utility
in suggesting matching and in desensitizing an initial design. CONTOUR
was used to compute the intercepts and contours, and XCENTRIC was
used to desensitize the initial design. The yields were estimated using
TAP® with components assumed to be independent, uniformly distrib-
uted random variables. This example is not contrived; it was a recent
B.T.L. design.

4.2 The Problem

The circuit is a low frequency bandpass filter with insertion loss
specifications shown in Fig. 5. This is an example of the multicriteria
case. We obtain a single criterion by defining

Joa 1L = IL
L limit 0
IL; — IL;

R_ .
o~ T VW=t
®@ ® © o3 0© ®

Rs=Roap =1.2KQ

R R
o 1 [ o
NOMINAL __
@ 35 RESPONSE ™~
© 7 7
z ; l
0 | !
@ | |
[o] | |
z | !
<] | |
= | 1
[ | 1
I i !
z 3 : |
|
240 360 490 700

FREQUENCY IN HERTZ

Fig. 5—The circuit and specifications for the example. (Parameters 5 and 6
correspond to the loss peak at 700 Hz. Parameters 9 and 10 correspond to the
loss peak at 240 Hz. Parameters 2, 3, 12, and 13 correspond to the bandpass loss
minimum at 420 Hz.)
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where IL; is the insertion loss at the ith frequency (for this example
there were 30 different frequencies of interest), and

J’é max {J;}.

i=1,30

Thus, J° = 0 and ¢ = 1.

4.3 Results

Two of the performance contours for this example are shown in
Fig. 6. The numbers which are written alongside the contours indicate
the frequency at which the insertion loss specifications failed first, i.e.,
which criterion determined or was dominant along that edge of the
region of acceptability.

The insight gained from the contours agrees with one’s intuitive feel
for the circuit. Consider the transmission zeroes which we know depend
on LC products and in particular consider parameters 5 and 6, which
determine the loss peak at 700 Hz. If both 5 and 6 increase (first
quadrant in 5, 6 contour), the loss peak moves down in frequency and
a specification is in trouble at 490 Hz, the upper edge of the passband.
If both 5 and 6 decrease, the loss peak moves up in frequency and the
35-dB insertion loss at 700-Hz criterion is the first to be violated.
Similar observations can be made by looking at the 9, 10 contour.

Let us now consider possible component matching to increase yield
or to permit loosening tolerances. It turns out that the shape of the
contour for parameters 5 and 6 is an indication that the specifications
are sensitive to the product of these parameters. With tolerances of

140
6 10
60 ‘ 120
100\ 240
40P
© 490 i 80
& u eol
k 20- 5
Z 700 490 2 4o
< o 2l = 240
o TS
700 °
° \
-20F 200
950 -20~ 175
1 i | i 360 —s0k1 [
40 ~20 0 20 40 60 20 0 20 40 60 80 100
PARAMETER 5 PARAMETER 9

Fig. 6—Two performance contours for the example.
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30 percent on the Rs, 5 percent on parameters 2, 3, 12, and 13, 1
percent on 9, 2 percent on 10, and 10 percent on 5 and 6, the yield
went from 85 percent with no matching to 99 percent with matching
5 and 6 to their nominal product. The contour for parameters 9 and
10 also indicates that their product is important. With tolerances of
30 percent on the Es, 10 percent on parameters 5, 6, 9, and 10, and 5
percent on parameters 2, 3, 12, and 13, the yield went from 67 percent
(no matching) to 94 percent with matching 5, 6 and 9, 10 to their
respective nominal products. It is true that in this sample example, the
desirability of matching might be intuitively obvious to a designer.
The purpose, however, was to illustrate how matching based on con-
tour information can dramatically affect the yield.®

Finally, let us consider desensitizing this design since it is not
centered as is obvious from the contour for parameters 9 and 10. The
centering would hopefully effect an increase in yield for a particular
set of tolerances or an increase in tolerances for a particular yield.
XCENTRIC was run for two cases: centering only the inductors, and
centering both inductors and capacitors. Yields for various tolerances
were estimated for the original and both of the centered designs. The
results are shown in Table 1. (30 percent tolerances were used for the
Rs.)

The following comments are pertinent:

(7) The tolerances for the original design were 1 percent Ls and
2 percent Cs which gave the desired 100 percent yield.

(#7) The error function for XCENTRIC as defined in Section 3.2.2
went from 21 to 0.6 for centering only the inductors and from
25 to 2.5 for centering all Ls and Cs. The changes from original
nominal parameter values to centered values were typically
on the order of a few percent.

(#21) For any of the tolerance combinations shown, the yield increased
significantly as a result of “centering.”

(7v) The original tolerances on the inductors could have been loosened
to virtually 5 percent if the centered nominals had been used.
This would have been physically feasible since the inductors
were wound to desired values for this particular circuit.

(v) Ignoring the problem of preferred capacitor values, the tolerances
for both Ls and Cs could have been loosened to 5 percent as a
result of applying XCENTRIC.

* For other examples of this, see Ref. 1.
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'TaBLE I—Y1ELDS FOR VARIOUS TOLERANCES FOR ORIGINAL

AND CENTERED NOMINAL VALUES.

Original Centered L Centered
Nominal Original C Land C
Tolerances Values Nominal Values Nominal Values
19, L : 100 —_— —
29, ¢ :
59, L 95 999 . _
2, .| : )
109, L 75 89.0 —
29, C
59, L 92 97.5 : 100
5% C

V. CONCLUSION

In this paper we have discussed an approach to “closing the loop”
in tolerance analysis. The approach specifically addresses design prob-
lems such as specifying tolerances, desensitizing a nominal design,
specifying adjustment procedures, and verifying that a design is con-
sistent with manufacturing and environmental component tracking.
The approach is particularly applicable to Bell System designs not only
because in such designs deviations from nominal must be anticipated,
but also because the designs many times have complicated, multiple
specifications. The approach does not rely on first- or second-order
approximations. In addition, since they are feasible via computer
implementation, the techniques may be thought of as computer aids
to (statistical) design.

Under the reasonable and realistic assumptions stated in Section I
and in the context of statistical design, it was seen that the shape of
the region of acceptability and the placement of the nominal design
in it are more important than the performanece of the nominal design.
Furthermore, in view of this the concept of sensitivity has a meaning
different from the classical first-order one, and so large change sensitiv-
ity was introduced. Intercepts and performance contours were seen to
provide “first- and second-order” large change sensitivity information.
In fact, they provide a characterization of the region of acceptability
in somewhat the same way that classical first- and second-order sensi-
tivities provide a characterization of performance near nominal. Thus,
because of the attention focused on the region of acceptability in
statistical design, the large change sensitivities prov1de a measure of
' sens1t1v1ty for statistical design.
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Two computer programs, CONTOUR and XCENTRIC, have been written
to compute and utilize large change sensitivity information. An
example was presented to illustrate the utility of the approach in
providing insight, in suggesting possible adjustment procedures, and
in desensitizing a nominal.design. In the two latter applications the
yield increased significantly when adjustments and changes were made
based on large change sensitivity information.

In short, for the realistic design problem, attention is (or should be)
focused-on the region of acceptability. Large change sensitivities pro-
vide a measure of parameter sensitivity for this region and design
techniques based on them are addressed to the problem of “closing the
loop” in tolerance analysis. '
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APPENDIX

Properties of Performance Contours
The notation used is p; for the value of parameter 7, p? for nominal
value, v; for percent deviation from p?, and I'(v;, v;) or T,; for the

contour of the 7, j parameters. .

A1 Product Property

If J depends only on the product of two parameters p., p;, then
() T(v;, v;) contains the curve shown in Fig. 7 and is not bounded
at either end;

-+ - 100

Fig. 7—The constant parameter product curve in percent deviation space.
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(iz) I‘(v(,- 9 U},) = P(Ui ) ’U)‘), fOI' 3/1]. U o
One could qualitatively relax this exact property into the following
corollary.

A.2 Product Property Corollary

If J as a function of p; and p; is most sensitive (in a large change
sense) to the produect of p; and p; , then T,; will roughly follow the curve
in Fig. 7 and T, & Ty, for all k.

A.3 Ratio Property

If J depends only on the ratio of two parameters p; , p;, then
(z) T'(v;,v;) contains the 45° line in the v, , v; plane and is unbounded;
(72) for v; and v; < 100, T'(v; , v;) looks like T'(—v;, v;), for all v, .

A.4 Ratio Property Corollary

If J is most sensitive to the ratio of two parameters p;, p;, then
T';; will roughly follow the 45° line, and I'(v; , v;) = I'(—v;, v;) for all k,
for v, , v; << 100.

The motivation behind parts (3) of these two properties is simply
that the hyperbola in Fig. 7 and the 45° line are loci in percent deviation
space of constant parameter product and ratio, respectively.
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Statistical Circuit Design:

The Optimum Assignment of Component
Tolerances for Electrical Networks

By B. J. KARAFIN
(Manuscript received December 18, 1970)

The prediction of manufacturing yield of an electric circuit, given
the tolerances and statistics of the components, is a straightforward
procedure using Monte Carlo tolerance analysis. The inverse problem,
namely, specifying the component tolerances that produce the cheap-
est network, is more difficult and has received little attention in the
leterature. In this paper an algorithm is presented that solves this
problem for a significant class of networks.

The algorithm 1is limited to circuits for which one hundred percent
yield 1is sought and whose components are statistically independent,
1.e., discrete circuits. The one hundred percent yield assumption is used
to reduce the number of possible tolerance choices. A variation of the
branch and bound strategy that is shown to be particularly efficient
is then used to make an optimum selection. Two-dimensional per-
formance contours, worst-case, and Monte Carlo computations are
also used as part of the procedure.

An example circuit is demonstrated for which the algorithm pro-
duced a tolerance assignment substantially cheaper than that pro-
jected by the designer.

I. INTRODUCTION

Monte Carlo tolerance analysis has proven to be a useful tool in
evaluating the effects of component tolerances and environmental
variations on electrical circuit performance. The method involves
“constructing” samples of the circuit inside the computer using ele-
ment values that obey the manufacturing statistics, analyzing these
samples, and forming empirical distributions of performance. One
common outcome of the process is the prediction of yield.

Monte Carlo tolerance analysis, henceforth referred to as TAP

1225
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(Tolerance Analysis Procedure), is an open-loop structure. If we ex-
amine the way in which it is used, we find that for discrete circuits
the designer supplies the TAP program with a set of component toler-
ances he has chosen based on breadboard measurements, linear sensi-
tivity or worst-case analysis, or some other approximate technique.
At the conclusion of the TAP run, he observes yield and is faced with
one of two situations:

(¢) Yield is too low. With this result the designer knows he must

"~ change his tolerances. Unfortunately, TAP gives him little

information as to which tolerances to change and by how much.

(¢2) Yield is adequate. Here the designer may be satisfied by the

design but he obtains little help in determining whether a

cheaper (looser) set of tolerances might not give equally satis-
factory yield.

TAP, then, is open-loop in that it is a tool for predicting yield given
a set of tolerances; both the initial set of tolerances or any changes to
that set must be provided by the designer without assistance from
TAP. (It is interesting to note that for integrated circuits the designer
has little freedom in specifying tolerances or tracking. In this case
TAP is used to check that designs themselves are adequate, given the
component tracking that can be achieved in integrated production.)

This paper discusses an algorithm for closing the TAP loop. The
program embodying this algorithm will aceept a circuit topology, nom-
inal element values, a figure of merit for circuit performance and data
relating element cost to element tolerance, and specify the set of
tolerances that will produce the cheapest manufactured network that
has 100 percent a priori yield. (By a priori yield we mean the per-
centage of those manufactured circuits all of whose components are
within tolerance limits and which are wired correctly that meet specifi-
cations. 100 percent a priort yield implies that any manufactured
circuit that fails to meet specifications has either a component outside
of tolerance or a wiring error.) The techniques described are appli-
cable at present only to discrete circuits, i.e., circuits where the
parameters are statistically independent. Work is in progress to treat
circuits with correlated parameters.

The method described below is a combination of two-dimensional
performance contours,! a method the author has since learned is a
variation on the branch and bound technique,? quasi-worst-case com-
putations and repetitive TAP computations.
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II. THE CHEAPEST NETWORK

In this paper the cheapest network is defined as the network with
100 percent a priort yield such that the sum of the costs of the com-
ponents comprising that network is not greater than the sum of costs
for every other network with 100 percent a priort yield. We are con-
cerned with a network of fixed topology and fixed nominal element
values for which we want to choose a tolerance vector, r, each of whose
elements, ;, is the tolerance chosen for circuit parameter, p; . Associ-
ated with each parameter tolerance, r;, is a cost, C;(r;), where C;(+) is
the cost function of the #th circuit parameter.

For each parameter the designer has a limited number of discrete
tolerances from which to choose. Therefore, we will consider a finite
universe of possible realizations, each realization being characterized
by a unique tolerance vector. We will number the realizations in the
universe 1, 2, ---, [, and refer to each realization by its associated
tolerance vector +*. We next define the set,

@ = {k | realization k has 100 percent a prior: yield}
and the associated set,
@, = {*|kea}.

Then a cheapest network has tolerance vector +* satisfying the condi-
tions:

(@) ™*eQ@,,
(1) S 0% £ Y 0(h);  forallkeq,
i=1 i=1

where the circuit under study has n components.

One could imagine other criteria by which the cheapest network
might be defined. In particular, one might find a network cost function
that traded off yield against cost of repairing, component salvaging,
or discarding networks, However, consideration of such tradeoffs
raises serious questions about manufacturing practices, not to mention
the question of allowing sub-marginal circuits to be installed in the
field. Because of these questions, the following discussion is limited to
circuits for which 100 percent a prior: yield is required. As we shall
see, this assumption is central to the proposed tolerance specification
method.
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III. REGIONS OF ACCEPTABILITY AND POSSIBILITY

It is assumed that the circuits with which we are dealing have a
scalar performance, J, that is a computable function of the circuit
parameter values; a nominal design with performance measure, Jy ;
and an allowable degradation from nominal, ¢, such that (Jo + )
marks a boundary separating acceptable circuits from unacceptable
ones.*

We now examine the n-dimensional parameter deviation space, i.e.,
a space whose origin is defined as the nominal parameter vector and
each of whose axes is the percent deviation of one parameter from
its nominal value. We postulate the existence of a connected region,
including the origin, such that all circuits built with parameter values
represented by points inside the region are acceptable and those out-
side the region are unacceptable. We call this the Region of Accepta-
bility, R4 .* We now notice that in this same space, each tolerance
vector, 7%, is associated with an n-dimensional parallelepiped that we
call the Region of Possibility.t In other words, all circuits built of
components with tolerances specified by * have parameter deviation
vectors inside the parallelepiped we are calling the Region of Possi-
bility, Rp .

To clarify these ideas we extend an example presented in Ref. 1.
Figure 1a shows a simple voltage divider. Its transfer function is given
by T = 1/(1 + R,/R,), and its input resistance is R = R, + R,. With
nominal one-ohm resistors, the nominal transfer function and input
resistance are 0.5 and 2.0 respectively. Suppose the design specifications
call for 0.46 < T = 0.53 and 1.85 < R =< 2.15. Then the Region of
Acceptability (R4) shown in Fig. 1b is bounded by four lines, each of
which is the locus of all points producing networks exactly satisfying
one of the four specification limits. Figure 1b also shows the Region
of Possibility (Rr) when the voltage divider is built with 5 percent
components. Notice that R, intersects the parameter deviation axes
at &5 percent. Notice further that all possible networks are acceptable,
i.e., Rp is totally contained within R,. In Fig. 1c, a new Rp that is the
result of using a 10 percent resistor for B, and a 3 percent resistor

*See Ref. 1 for examples of transcribing classical loss, phase, frequency specifi-
cations into J, e representation.

t Here we are assuming that all components are 100 percent tested, i.e., a batch
of 15 percent components has all components within =15 percent of nominal
value. We are further assuming that tolerances place symmetric limits on com-
ponent values. The asymmetric case can be handled but it makes the argument
obtuse. Lastly, we are assuming all components are statistically independent.
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Fig. 1a—Voltage divider example.
Fig. 1b—Regions of acceptability and possibility for voltage divider (5 percent
components).
Fig. 1c—Regions of acceptability and possibility for voltage divider (R: a 10
percent resistor, R: a 3 percent resistor).

for R, is superimposed over R,. Notice that some networks in the
second quadrant fail, i.e., they are inside R, but outside R,. Hence,
the tolerance vector (10, 3) is not a member of @, and cannot be used
for the example network.

The conclusion we may now reach is that in order for a network to
have 100 percent a priori yield we must have R € R, . Further,
because we are restricting our attention to networks that have 100 per-
cent a priori yield, our task is to choose the cheapest tolerance vector
that will satisfy the condition, B, C R, .

If we could characterize the Region of Acceptability, the task of
choosing a tolerance vector that produces the cheapest network would
be reduced to the problem of finding the “largest” parallelepiped (Rz)
that is contained within B, . (Notice that our assumptions of 100 per-
cent a prior: yield and 100 percent component testing obviate the need
to consider component distributions. All we are concerned with are the
limits of component deviation.) Unfortunately, characterization of R, is
an impractical task; we are trapped by ‘“the curse of dimensionality.”
Even if R, were as simple a region as a hypercube, it would, for a net-
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work of say 15 parameters, have over 32,000 vertices. The number of
function evaluations required to locate these vertices would be exceed-
ingly large. When one considers that the (n — 1) dimensional surfaces
bounding R, are likely to be quite complex, the magnitude of the
problem becomes staggering. ,

The algorithm that is used to select the tolerance vector that will
produce the cheapest network, 7%, begins with a consideration of
two-dimensional subspaces of R, .' We will require that two-dimensional
subspaces of R be inside the corresponding subspaces of B, . We will
then use a series of techniques to insure that R & R, .

IV. FINDING THE CHEAPEST NETWORK

The algorithm for finding a cheapest network is broadly outlined
in Fig. 2. Below we take up each of the major blocks in detail.

4.1 Pairwise Constraints

The first step in obtaining pairwise constraints on component tol-
erances is to compute the minimum intercept’ for each parameter.
Call this L, for the 7th parameter. Briefly, this is the minimum devia-
tion each parameter can undergo, keeping all other parameters fixed -
at nominal value, before the network specifications are violated.

Next. we consider the (%) performance contours' for the n parameter
network. These- contours are the boundaries of the two-dimensional
subspaces of R, , holding (n — 2) parameters fixed at nominal. Each
contour determines what tolerance pairs are allowable for the variable
parameters. In short, each tolerance pair defines a rectangle. The
pair is allowable if that rectangle is within the performance contour.

The designer is presumed to have specified a diserete set of obtainable
tolerances for each component. Call this set S; for the ¢th component.
We will number the members of S; in descending order and refer to
them as 7,1, 752, *** , Timi , where m; is the number of obtainable
tolerances for the ¢th component. We will form a table for each pair
of parameters, say (r, s), of the form:

Pr l Ds

Tr,:' Ts,a
Trom, Te, v

For ease of subsequent computation, the parameter on the left will be
the one with the smaller minimum intercept. Not all m, entries neces-
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|

FIND PAIRWISE CONSTRAINTS
IMPOSED BY Ra, FOR
ALL TOLERANCE PAIRS

!

INITIALIZE: CHEAPEST
NETWORK TO ZERO COST

!

FIND NEXT CHEAPEST
NETWORK SATISFYING
PAIRWISE CONSTRAINTS

}

CALCULATE "WORST CASE"
PERFORMANCE

DOES
"WORST - CASE"
SATISFY
CONSTRAINTS 7

RUN TAP WITH WEIGHTED
DISTRIBUTIONS UNTIL A
FAILURE OCCURS OR
UNTIL 300 HAVE PASSED

HAS A FAILURE
OCCURED 7

PRINT OPTIMAL
TOLERANCE VECTOR
T¥*

Fig. 2—Tolerance specification algorithm.

sarily exist in the table. First we eliminate those tolerances that are
larger than the minimum intercept, since they will clearly produce rec-
tangles not contained within the (rs) contour (T,,s). Then for the
first =.; = |L,|, we find the largest element of S, that produces a rec-
tangle inside I\, and this tolerance is entered into the table opposite
;- If a line of the table reads

Tr.i Te,k

and if parameter r has tolerance 7, ; , parameter s may have Te OF
any smaller tolerance. We proceed through the elements of S, finding
the corresponding largest allowable tolerance within S, until we have
entered 7, ,, and its companion in the table.
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An example should clarify these ideas. R4 for the voltage divider of
Fig. la is reproduced in Fig. 3. Since the voltage divider has only two
parameters, only one performance contour exists and this is identical
to R4. Suppose that B; and R, have the same set of obtainable toler-
ances,

Sl = Sz = {15, 10, 5, 3, 1}.

Figure 3 indicates L; ~ —11 percent Ly ~ 13 percent. We will there-
fore consider p; to be the left side of the table. To begin to fill the table
we notice 711 = 15 percent > |L,| and is therefore eliminated from con-
sideration. r;» = 10 percent is entered as the first entry in the left-hand
column. Starting at the points in Fig. 3 (10 percent, 0) and (—10 per-
cent, 0), the vertical directions are explored to determine how far R,
may be varied before specifications are exceeded. In the second quad-
rant, specifications are exceeded before AR, = 2 percent. Therefore,
2,5 = 1 percent is made the first right-hand entry in the table. Com-
putationally we alternate between AR; = 10 percent and AR; = —10
percent and take small steps in AR, both positively and negatively un-
til the specifications are violated (shown as step 1 on Fig. 3). The
horizontal lines of the (10, 1) rectangle are then explored until AR, has
been reduced to 1,3 = 5 percent. Since no specification failures are
detected, the entry (10,1) is certified (step 2 in Fig. 3). (Notice we are
assuming that performance contours are simply connected.) We then
explore vertically from the four points on which step 2 ended and find
that the next entry in the table is (5, 5). We continue in this way until

o, 4 AR, (PERCENT DEVIATION)
20%

P1 P2

1 ® @ (T ) AR, ( 10% 1%

- W) t  (PERCENT 5% 59,
20% o, ° °
®@ [6) 20% DEVIATION) 3% 5%,

1% 102,

—+ ~20%

Fig. 3—Allowable tolerance rectangles for voltage divider.
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the table shown in Fig. 3 is complete, and we have explored the com-
bined perimeter of all allowable tolerance rectangles. Notice that
tightening AR, from 5 percent to 3 percent resulted in no increased
allowable tolerance for Ro.

This process is repeated for each of the (3) parameter pairs. The
table for each parameter pair (r, s) is denoted 7',,, . Each table gives
us 4 pairwise constraint on tolerances. The next step in our effort to
find +* is to find the cheapest network satisfying the pairwise con-
straints, i.e., to find a tolerance vector, v*, whose elements satisfy
the table constraints pairwise and is the cheapest of all such tolerance
vectors. Having found ¥, we will then try to discover if +* ¢ @,
ie., if ¥ = . If ¥ ¢ @, , we will find the next cheapest tolerance
vector satisfying the pairwise constraints, etc., until we find one that
is a member of @, . If we define a set,

®, = {r | 7 satisfies pairwise constraints},

then it is clear that ®&, D @, and by choosing elements of &, in order
of increasing cost, the first chosen element of &, that is also an element
of @, is in fact 7*.

4.2 Branch and Bound Technique for Finding the Cheapest Network

In this section we describe a variation on the branch and bound
technique that is used to find the cheapest element of ®&,, 7*. Con-
sider the multi-root tree structure shown in Fig. 4. The nodes in the
first column represent the elements of S, , the obtainable tolerances
for p, . From each node in the first column we have branches leading
to all the elements of S, , the obtainable tolerances for p, , ete. Finally,
the last column has all the elements of S, repeated for every choice of
the (n — 1) preceding element tolerances. There are [["_, m; nodes
in the last column and an identical number of paths from the left
side of the tree to the right. Each path is associated with a choice of
tolerance vector and hence has an associated cost, ¢ = D7, Ci(s%).
The task of finding 7* is then the task of finding a path through the
tree from left to right such that:

(7) The tolerance pair associated with every node pair of the path is
consistent with the tabled constraints.
(#7) C is minimized.
With each node we can associate a partial cost. For a node selected in
column %k, we have a partial cost C* = Z{;l C;(r;) where 7, is the
tolerance selected in column k and 7, , 7 < k, are the tolerances selected
for the initial part of the path.
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A flowchart for selecting the cheapest path whose associated 7 ¢ ®,
is shown in Fig. 5. In words, we begin at the left and choose for 7, the
largest (cheapest) tolerance not greater than L, . We then move across
the tree picking the kth element’s tolerance using

Ty = Min T;,k(T,'),
i<k
where the function T’ (m) picks the right-hand entry opposite r; in
the table, T; . After each such selection we compute a partial cost,
C*, for the portion of the path chosen so far. Two occurrences will allow
us to eliminate that part of the tree with initial path =, «, 741, Viz.:

(7) At column k, one or more T; .(r;) does not exist. This indicates
that any 7 with the first (¢ — 1) components, 7, , -« , 7.,
is not a member of @, .

(47) The partial cost C* = C7, a target cost. The target cost, initially
set at o, is replaced by the cost of the first complete path
found, and is updated as cheaper tolerance vectors emerge from
the process.

P, ' P, J Ps B Pn
[
T2,
- /0 n,l
Tn-1,14 REPEATED
k | —0 Tn,2 | DOWN THE
i COLUMN
™0 n,3 (n-1)
N TI'mg TiMES
™, 4 =1

1'2’1

/OTn,1

n-
n-1,mpn_,
\ L—O Tn,2
71,3
1, ~o 7n,3
\)Tn,4

72,4

Fig. 4—Tolerance choice tree.
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SET 7 = MAX -[7U| ni=|L, [}

ki,c =00

Tk = tny\‘l‘ TL,k (7¢)

YIELD 7#=(7y,-Tn)
AND CT

IF Ty = TK,&
SET:
Tk =Tk, a+1

ves Br=CQr=¢
NO SOLUTION

Fig. 5—Algorithm to find r# .

In either case, we return to the (kK — 1)st column and choose the next
tighter allowable tolerance. If we are already at the tightest allowable
tolerance in the (k — 1)st column, we return to the (k¢ — 2)nd column,
ete. If neither event occurs, a path reaches the right side of the tree.
The associated cost of this path then becomes the target cost. We then
back up to the (n — 1)st column and choose the next tighter tolerance,
ete.

The efficiency of the algorithm derives from the fact that the vast
majority of paths are never explored to completion, but rather are
eliminated by one of the two terminating rules.
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The algorithm terminates when all paths have either been explored
or terminated. The final target cost is the cost associated with *.
Having found 7*, we must now determine whether 7* ¢ @, .

4.3 Yield Checks Using Worst-Case and Tolerance Analysis

A circuit built with the tolerance vector 7* determined by the branch
and bound optimization has the property that if any two parameters
are allowed to vary within their tolerance limits while all other param-
eters are held constant at their nominal values, design specifications
will be satisfied. In other words, this circuit is the cheapest realization
that meets all two-at-a-time constraints. Having determined that
¥ ¢ ®,, we must now verify that +* ¢ @, , or that the circuit with
tolerance vector v* has 100 percent a prior: yield.

If it happens that +* ¢ @, , we will return to the branch and bound
algorithm, delete 7* from the tree, and find the next cheapest network.
We can thus view the branch and bound as a technique for ordering
the elements of ®, by cost. At each call to the algorithm we obtain the
next element in the nondecreasing cost sequence, 7*, 7**, - -- | 7% ... |
The first element of this sequence that is an element of @, is 7*.

Tolerance vectors that satisfy the two-at-a-time constraints but that

have less than 100 percent yield are easy to visualize. Figure 6 is a

Aps

\

Apy

Ap,

Fig. 6—R4 and Rr for a circuit that meets pairwise constraints but has less
than 100 percent a priort yield.
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three-dimensional perspective of a circuit that meets the two-at-a-time
constraints but has less than 100 percent yield. Considering only the
positive octant, we see that each of the three performance contours is
a triangle. After inscribing rectangles in each triangle, we have a cubic
Rp in three dimensions. Now if R4 is a tetrahedron, we see that the
shaded plane of intersection of B4 and Rp in Fig. 6 separates the pos-
sible circuits into acceptable and unacceptable classes, and despite the
fact that the pairwise constraints are met in each of the planes that
includes the origin, we have a tetrahedron of failing circuits extending
out of the drawing.

Since we have not characterized R, , we go through two approxi-
mate steps to determine if 7* ¢ @, . The first step is a quasi-worst-case
computation. We use the signs of L, to extend each parameter to the
limit defined by 7, . In other words, we compute the circuit's per-
formance with parameters

D = Paofl + 7 sgn (Ly)]
where py, is the nominal value of p; . If this performance does not
meet specifications, we know that the realization with tolerance vector
7* cannot have 100 percent yield. If the worst-case circuit fails, we
eliminate 7* from the tree, go back to the branch and bound algorithm,
and find the next cheapest circuit. ,

Since even a linear circuit normally has a performance measure that
is a nonlinear function of its parameters, the true worst-case per-
formance need not occur at an extreme point of B, . Hence neither
the preceding nor any other classical ‘‘worst-case’”’ computation is
sufficient to determine if R € R, . The technique that has been
chosen is to run Monte Carlo samples of the circuit using the tolerances
of 7* until either a sample fails, in which case we again return to branch
and bound for the next cheapest network, or until 300 sample networks
have passed specification. The probability distributions used for the
Monte Carlo analysis are the triangular shapes shown in Fig. 7. This
shape is chosen to emphasize the regions near the parameter extremes;
satisfaction of the specifications when the parameters are near nominal
has been assured by compliance with the pairwise constraints.

After successful completion of 300 Monte Carlo samples, we claim
that +** € @, . We then replace the distributions of Fig. 7 with the
actual distributions to be expected in manufacture and continue to
run Monte Carlo samples as a further check. The latter process is
continued to whatever extent is desired. It has been found in practice
that some failing samples show up if the Monte Carlo analysis is run
long enough. In this event we content ourselves with the notion that
99+ percent is an acceptable yield.
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V. AN EXAMPLE

The techniques described above were tested on the bandpass filter
whose schematic and requirements appear as Figs. 8a and b respec-
tively. In our computation, 30 discrete frequencies were used to de-
fine the specification. The network designer’s first guess at a toler-
ance assignment used all 2 percent, components. In fact, such a choice
does insure 100 percent yield, but it is not the optimum choice.

The set of obtainable tolerances were given as:

S; = {20,15,10,5,3,2,1,%}; 1=1,---,8.
Absolute costs, of course, are of no importance to the algorithm; all
computations are performed on the basis of relative cost. Therefore,
for this example we used
Ci("i) = l/Ti; t1=1---,8
- It is interesting to consider the dimensionality of this example. We
have eight parameters, each with eight obtainable tolerances. Hence, -
we have 8 = 16,777,216 conceivable tolerance vectors. Many of these
vectors can be eliminated by not considering tolerances greater than
the minimum intercept of the associated parameters. For example,
the inductor labeled ps; had Ly = —5.7 percent. If this is done, the
number of conceivable tolerance vectors falls to just under 3 X 10°
—still a rather formidable number.
Two examples of the tolerance-pair tables are shown below:

Ds Ps D1 Da
5% % - 20% 3%
39% 39, 159, 5%,
29, 5% 109, - 10%
19, 5% A 159,
1% 5% 3% 15%

29, - 159,
19, 209,
% | 20%

The cheapest network that the branch and bound algorithm located,
ie., that satisfied the pairwise constraints, was

* = {10, 5, 5, 10, 3, 3, 10, 5},
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1 _4F(P)

(1-7)plo (1+7)Plo Py

“Pio
Fig. 7—Probability density function used in Monte Carlo analysis.

with a cost, C(+*) = 1.57. The efficiency of branch and bound is demon-
strated by the fact that although there are almost 3 X 10° paths through
the tree, * is found in 200 ms of computer time on a CDC 3500. To
understand this efficiency we note that the number of tolerance vectors
satisfying the pairwise constraints is under 700,000. This is 4 percent
of the original sixteen million realizations and less than a quarter of
those remaining after each S, is diminished by {r; | . > | L; |}. Perhaps
more important to note is that the optimum realization has cost 1.5
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Fig. 8a—Example bandpass filter.
Fig. 8b—Example circuit specifications.
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while any path that reaches a node of tolerance 3 percent has a cost
greater than 2. Clearly, a great number of paths are eliminated quickly
because of the cost constraint.

Examination of the algorithm’s operation reveals that 7* with cost
1.57 failed the ‘‘worst-case” test. The branch and bound routine was
then re-entered 2167 times to produce tolerance vectors of 25 different
costs each of which failed the ‘“worst-case’ test. At a cost level of 2.47,
362 tolerance vectors were produced of which three passed worst-case.
However, each of these three failed during the TAP analysis. Costs
of 2.50, 2.53, and 2.57 were then obtained with a total of 1124 vectors
of which 12 passed worst-case but again failed during TAP. Finally,
the tenth vector with a cost of 2.60 passed both worst-case, the initial
300 TAP samples and a subsequent 500 TAP samples. The solution
vector was:

¥

™ = {3,3,5,8,22 5, 5}

The final cost of 2.60 compares favorably with the designer’s first
assignment, using 2 percent components, that has a cost of 4.0."

The total time to execute the entire algorithm was 20 minutes on a
CDC 3500. There were 8124 circuit evaluations: 121 to compute the
L;, 5659 to form the tables T, , and 2024 total TAP samples.

VI. CONCLUSION

In this paper we have desceribed an algorithm that will assign net-
work element tolerances in a manner that minimizes network cost. The
tolerance for each element is chosen from a list of obtainable values,
which, together with associated costs, is supplied by the designer. The
set of tolerances chosen by the algorithm satisfies two conditions,
namely:

(7) All sample networks built with components whose values are
within the limits imposed by the tolerances meet circuit per-
formance specifications.

(%) The sum of element costs associated with the chosen tolerances
is a minimum.

The number of circuit evaluations required by the algorithm is rela-
tively large and can be expected to grow as the square of the number
of elements. An example circuit with eight parameters required just
over eight thousand circuit evaluations. The feasibility of the al-
gorithm is thus tied to the efficiency of our circuit analysis techniques.
Linear networks, nonlinear static networks,® and a limited class of
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nonlinear dynamic ecircuits are presently analyzed in a few seconds
or less and hence are acceptable candidates for tolerance prediction.
On the other hand, it is not unusual for the time-domain analysis of
a nonlinear circuit to require several minutes of large scale computer
time. The application of the tolerance prediction algorithm to such
circuits must await algorithmic or hardware advances that bring the
cost of circuit analysis down by at least an order of magnitude.

The efficiency of the techniques is also influenced by the nature
of the Region of Acceptability, R, , the shape of which is determined
by the equations describing the network and by the performance
objectives. More specifically, the algorithm depends on the adequacy
of the characterization of R, by the performance contours. For the
example circuit we noted that there were approximately 700,000
tolerance vectors satisfying the pairwise constraints. However, only
3663 of these vectors had to be tested before one was found that was a
member of @, , i.e., before a vector guaranteeing 100 percent a prior:
yield was found. We deduce then that the performance contours were,
for our purposes, a good characterization of R, . It is possible to
imagine an R, for which this is not the case. In such a situation, where
the number of vectors that are not members of @, but which still
satisfy the pairwise constraints is very large, the number of circuit
evaluations for both “worst-case’” and TAP computations can become
large enough to render the entire technique unfeasible. Fortunately,
our experience indicates that in a large class of circuits, element pairs,
e.g., LC and RC products and quotients, are dominant influences on
circuit response, and that for this class of circuits the performance
contours are an acceptable characterization of R, .

All of this is to say that application of the tolerance specification
algorithm is not cheap, and moreover may become quite expensive in
some pathological situations. Hence, the algorithm should only be
applied to networks whose anticipated production rate is large. In
other words, one must balance out expected savings resulting from
optimum tolerance assignment against the computational cost of
achieving such an assignment. In any case, the variation of component
cost with tolerance selection is seldom an issue for limited production
networks.

One final point should be mentioned, namely, the designer’s ability
to obtain accurate component cost data is essential to the success of
the process. The generation of such data has often proved more dif-
ficult than it might seem. For example, choice of a component of given
tolerance for a large production circuit may in itself cause a pricing
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change for that component. Further, when one is dealing with adjust-
able elements for which an adjustment accuracy is sought from the
algorithm, one is faced with obtaining costs on a process before it is
implemented. The solution of this problem, of course, lies in the close
cooperation between design and production engineering.

It should be clear that the algorithm depends strongly on the as-
sumption that only tolerance choices that allow 100 percent yield are
acceptable. This assumption eliminates consideration of component
probability distributions and the necessity of performing multi-di-
mensional integration. It allowed us to use the performance contours,
“worst-case,” and TAP computations to eliminate large numbers of
tolerance vectors and bring the problem within manageable propor-
tions.

The assumption of statistical independence of the components is less
vital. In the algorithm as presented above, it meant only that the Re-
gions of Possibility in two dimensions were assumed to be rectangular.
Techniques that allow component correlation are subjects of future
work.
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Statistical Circuit Design:

A Case Study of the Use of Computer
Aids in Circuit Design—Pulse Equalizers
for the T2 Digital Transmission Line

By L. A. O’'NEILL

(Manuscript received December 1, 1970)

Computer simulation makes it economically feasible to analyze
competing circutt configurations and optimize the circuit parameters
using complicated criteria related to system performance. Furthermore,
the influence of manufacturing tolerances on optimized performance
can be statistically investigated to establish component specifications
before production is started. Thus, the designer can predict more easily
whether or not a circutt will perform adequately in the field.

In addition, computer operated test sets can provide accurate meas-
urements of circuit performance during manufacture to insure that the
product will be satisfactory. These test facilities can be programmed
to provide a factory evaluation of the indwidual circuits based on
worst-case system performance.

To illustrate these concepts, it is shown how computer aids were
ulilized in the design of the pulse equalizers for the T2 digital trans-
mission line. The discussion of the equalizer design 1is intended to
tllustrate why and in what manner the various functions were imple-
mented. The statistical tolerance analysis and manufacturing test
phases receive the greatest emphasis as they are the most recent de-
velopments.

I. INTRODUCTION

Tolerance analysis is the most recent development in a continuing
effort to design circuits and systems realistically. Realism requires
that you model as closely as possible the complex environment in which
the requisite functions must be accomplished. As computers evolved,
it has become economically feasible to take more and more factors
into account. The objective of this effort is to anticipate potential prob-

1243
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lems so that they may be eliminated in the design phase rather than
unexpectedly to discover them when the unit is put into service. Stan-
dard design practice is to progress through several test phases, first
using breadboards and prototypes of individual circuits, then using
complete systems in the field trials and limited service trials. If com-
puter simulation is also employed during the design process, it is fre-
quently possible to detect design deficiencies at an earlier stage, and
the earlier the problem is detected the less expensive is the corrective
action.

The impact that the computer has had on this quest for realism is
most readily illustrated with a specific example. The design of the
pulse equalizers for the T2 digital transmission line evolved during the
era discussed in the introduction to this issue. Thus the improvements
in computers and computer-aided design techniques made it possible
to introduce more and more realism into the design process. Initially,
the computer was used for analysis (by simulation) of the equalizer
and the evaluation of complicated performance measures so that the
engineer could make design decisions. Subsequently, when more power-
ful computers became available, the function of the computer was in-
creased to provide automatic optimization of the circuit parameters.
Next, the influence of manufacturing tolerances on optimized perform-
ance was statistically investigated to establish component specifica-
tions. When the prototypes were constructed, detailed measurements
made on a Computer Operated Transmission Measurement Set
(COTMS) were used to insure that the equalizers performed as pre-
dicted. Finally, the equalizers were tested at WECo on COTMS using
a criterion that was representative of the one used in the design phase.
This insured that the manufactured units would also provide the pre-
dicted performance.

The subsequent discussion is intended to illustrate why and how
the various operations are implemented in order to obtain realistic pre-
dictions of performance. Since this is not intended as a history of the
project, only those developments directly related to computer simula-
tion are discussed. Although it is a specific example, the discussion can
serve as a guide so that designers of other systems can profit from the
experience gained with T2.

II. ANALYSIS AND OPTIMIZATION

2.1 Design Requirements
A set of pulse equalizers was designed for the T2 digital transmis-
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sion line which operates at 6.3 million bits per second.»»* The equalizer
is a basic part of the repeater shown in Fig. 1. Its function is to reshape
the pulses dispersed by the cable into a shape suitable for deciding
what level was transmitted. These pulses are then sampled and regen-
erated for retransmission. The input and output of a typical equalizer
are shown in Fig. 2. The upper trace is an individual pulse after disper-
sion by the cable as received at point A in Fig. 1 and the lower is the
same pulse at the output of the equalizer, point B. '

An actual transmission consists of a sequence of these pulses spaced
one signaling interval apart. Since this interval corresponds to one
division in Fig. 2, it is evident that equalized as well as un-
equalized pulses would overlap. Even if the equalizer output pulse
was sampled exactly at its peak, the typical pulse has nonzero values
at adjacent sampling times separated by the signaling interval. These
nonzero values interfere with the decision made at the neighboring
sampling times; this is referred to as intersymbol interference. Thus,
the equalizer design will be influenced both by variations in sampling
time and intersymbol interference caused by adjacent pulses.

The performance measure for equalizer design should reflect the
influence of as many factors as it is feasible to include that might
affect the correct regeneration of the transmitted information.
Thus, the design criterion was error rate, the rate at which errors are
made in regeneration. Since, for example, the design requirement for
each regenerator may be less than one error in 107 transmitted pulses,
excessive computer time is required for accurate estimation by accu-
mulating errors; instead, the probability of decurrence is calculated.
This calculation ineludes most sources of interference, for example,
intersymbol interference, sampling jitter, thermal noise, and crosstalk
due to neighboring transmission paths. The probability of errors

NOISE
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Fig. 1—A pulse repeater and its environment.
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Fig. 2—Pulse interference caused by cable dispersion may not be entirely re-
moved by equalization.

caused by noise can be kept low by maximizing the worst-case sepa-
ration between adjacent signal levels; this separation is referred to as
the eye opening.* The error rate will be a minimum if the eye opening
which is inversely proportional to intersymbol interference is sampled
at its largest point. It is the need to include all these factors in the
criterion that makes it necessary to use a computer to obtain a realistic
prediction of performance.

2.2 Characterization of Transmission Medium

In T2, the transmission medium is a twisted pair of insulated wires
within a multi-pair cable. The dispersion produced by a cable pair
depends on physical properties such as wire gauge, conductivity of the
wire, capacitance, dielectric material and length of cable between
regenerators; some of which are affected by temperature. T'o design
an equalizer that compensates for dispersion, it is necessary that
the medium be correctly modeled. This characterization requires that
many individual cable pairs be accurately measured so that an average
representation can be chosen that will reflect the proper dispersion
of the pulses as cable length and temperature are varied. The aver-
aging operation also smooths the data, thus minimizing the effect of
measurement errors. Polynominals are then fitted to both the average
loss and phase characterization. Thus, any required cable can be
simulated by a proper choice of coefficients for the polynominals.

2.3 Equalizer Configuration A
An adaptive configuration for the equalizer was selected to reduce
the number of designs needed to cover the entire loss range, that is,
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allowable cable lengths. The basic configuration contains up to three
constant-R shaping networks and an automatie line build out (ALBO)
network. A bridged-T, constant-R section, as shown in Fig. 3, pro-
duces a real zero and a pair of complex poles in the transmission path
for reshaping the dispersed pulses. The ALBO is two simple RL
sections whose singularities are adjusted to keep the output amplitude
and shape constant. The variable elements in the ALBO are resistances
whose values are determined by the forward resistance of diodes in a
feedback control loop. This brief description is adequate for the pres-
ent; for additional details see Ref. 2.

To summarize, the analysis objective was to simulate how the
equalizers respond to various cable lengths, temperatures, and input
pulse shapes so that the probability of error could be calculated. This
analysis followed two paths, a digital simulation for calculating the
error rate of a specific equalized transmission channel, and an analog
simulation for investigating the influence of equalizer parameters
on pulse shape. These two approaches were combined in a hybrid
simulation that was used for iterative optimization.

2.4 Pulse Transmission Program (PTP)

This digital program can be used for calculating the pulse shape,
eye opening, and error rate of a particular equalizer attached to a
specified cable. The representation of the equalizer may consist of
models, experimental measurements, or a combination of both. With
this flexible program, it is possible to investigate the effect on equalizer
performance produced by changing the cable characteristics and input
pulse shape, as well as many arbitrary factors that influence the error
rate calculation.
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Fig. 3—Bridged-T equalizer section.
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This program was the principal tool used in the initial design phase
and it is still used for all investigations other than iterative optmiza-
tion. The computational approach is to combine all the individual
representations of the various sections into a single set of loss and
phase data. An inverse Fourier transform is then evaluated to deter-
mine the equalizer pulse shape. From this pulse shape the eye open-
ing and error rate are calculated. The ability to easily change repre-
sentations is particularly valuable in allocating the design margins
among the various sections of the system.

2.6 Hybrid Simulation

The equalizer was simulated initially on an analog computer be-
cause the time required for a digital calculation of the pulse response
was too long for effective human interaction. The parallel operation
of the analog components provides a rapid evaluation of the time
response of continuous systems. Thus, the designer can modify equal-
izer parameters or circuit configurations while watching the effect on
the pulse response. This ability to rapidly interact with the simulation
enables the designer to develop intuition about the circuit operation
and apply this knowledge to improve the design. This interactive
capability was unique on the analog computer at the start of the
design phase. Today, faster digital computers with graphic display
devices can also provide some of this interactive capability.

The digital computer was first connected to the analog in a hybrid
simulation to generate realistic dispersed pulse shapes for equalization
so that the designer could observe immediately the influence of param-
eter variations on equalized pulse shape. This simulation was limited
in its application because a more representative criterion, such as
error rate, was required to properly weight all factors influencing the
design. When more powerful digital computers became available,
they were used to process the data from the analog computer in order
to compute the error rate. Finally, a more modern hybrid made it
possible to implement an automatic optimization strategy.

Since optimization was of prime importance, it was necessary to
keep to a minimum the number of parameters to be adjusted. If this
was not done, the time required for convergence to an optimum could
become excessive, thus again making the human interaction ineffec-
tive. The bridged-T sections were represented by a single zero, two
pole network rather than simulation of the actual configuration. This
approximation assumes that the series and shunt arms are correctly
matched. The use of a simplified representation, of course, requires
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that the optimized parameters later be converted into the component
values for the bridged-T networks. A digital program was written that
selected from standard parts lists the component values nearest the
values computed from the optimized parameters. The sections of the
equalizer that were not to be optimized were simulated by considering
the actual network configuration. This was done so that the models
used could be made to conform to the measured device parameters,
particularly, the diodes in the ALBO.

The program used for optimization was based on the general-
purpose Hybrid Optimization Program (HOP)?® that was modified
specifically for T2. For each equalizer, an ALBO was designed man-
ually and then the fixed equalizer sections were optimized automat-
ically. The block diagram of the hybrid simulation of the equalizer is
shown in Fig. 4. The optimization program allows for up to eight
different cable lengths (that are representative of the range of appli-
cation of the equalizer) to be used in designing the fixed equalizer.
The Pulse Transmission Program deseribed in Section 2.4 is used to
generate the unequalized pulses that would occur with each cable. Each
input is used to drive the equalizer simulated on the analog computer
with the adaptive section properly adjusted for that cable. To evalu-
ate the effect of thermal noise on each equalizer design, an impulse is
used as an additional input. The equalized pulses are sampled and the
thermal noise computed from the sampled impulse response; these are
used to compute error rate on the digital computer. The worst of the
eight individual error rates is used as the measure of performance
for each equalizer.

An initial equalizer design is determined manually because the engi-
neer must provide a reasonable starting point for the optimization
strategy. The Simplex® strategy is used to select the next parameter
set specifying an equalizer, and the entire process is repeated until
the relative improvement in performance is below a pre-selected
limit. The strategy requires only a scalar performance measure for .
each design and does not require that derivatives be computed as in a
gradient search procedure. Thus, it is much less sensitive to measure-

DIGITAL INPUTS ANALOG DIGITAL
I. SIGNALS EQUALIZER ERROR RATE
2. IMPULSE SIMUL ATION CALCULATION

Fig. 4—Hybrid equalizer simulation used for optimization and tolerance analysis.
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ment errors inherent in analog simulation. For an n parameter optimi-
zation, n 4 1 designs must be evaluated initially. The procedure
iteratively replaces the worst of the n + 1 designs by another design
which is chosen along the line connecting the worst point with the
center of gravity of the other designs in the n-dimensional parameter
space. The best position along the line is determined by iteratively
evaluating designs found by operations such as “reflection” about the
center of gravity, “contraction” toward it, or “expansion” away from
it.

This design strategy resulted in a set of equalizers that satisfied all
requirements for the field trials. A final design phase will be necessary
after the information gained in the field trials is taken into account.
For this final phase a digital optimization program has just been
written that provides data that is accurate and precise. A flexible
simulation was no longer required for human interaction as the con-
figuration has been chosen. Thus, it was possible to write a fast,
digital analysis algorithm for this restricted application.

III. VARIABILITY ANALYSIS

Throughout the design phase, the engineer has been concerned with
the realizability of the configuration and its sensitivity to parameter
variations. Once the design has been optimized, it is necessary to
verify that the performance will still be adequate when manufacturing
limitations are considered and that the component tolerances are
correct.

Tolerance analysis*® is required because the optimized parameter
values cannot be exactly realized in manufacture. The parameter
values are not exact because components are usually available only
in discrete ranges with a statistical spread in each range that is de-
pendent upon the manufacturing process and the component’s age.

Even after extensive analysis, it is still necessary to measure the
performance of the actual circuits. First, prototype circuits must be
tested to be sure that the predicted performance has been obtained.
Each manufactured circuit must then be tested to ensure that it has
been properly assembled. The computer can aid in diagnosing if
predictions are not realized and also in automating the factory test
procedures.

3.1 Tolerance Analysis

The Monte Carlo approach to tolerance analysis consists of simu-
lating the system under investigation, randomly perturbing the param-
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eter values and displaying the distribution of a scalar performance
measure. With this approach, the influence of component variations on
the nonlinear, error rate performance measure could be investigated
with fewer assumptions and approximations than required with more
analytical approaches. The most severe shortcoming with this approach
is the amount of computer time required to acquire statistically sig-
nificant information. Since analysis time is as critical as in optimiza-
tion, the same hybrid simulation was used. To reduce the number of
analysis runs, the designer can interact with the computer while watch-
ing a graphic display of a histogram of the performance measure. Thus,
he can quickly terminate unsatisfactory runs, and also recognize by the
insensitivity of the display to new data when sufficient samples have
been accumulated rather than always accumulating the amount of
data required by a pre-selected confidence limit.

The influence of parameter tolerances on the error rate to be ex-
pected from a pulse equalizer was investigated to aid in establishing
the manufacturing specifications for both the bridged-T sections and
the adaptive sections. The computer program repeats the following
sequence of operations and accumulates the distributions under the
user’s control. A set of perturbed component values for each design
is selected from the random distribution specified by the nominal
values and tolerances with the relationship:

Xpertarbed = Xnomina1{l + Tolerance X Random Number)

where the random number in the range %=1 is selected from a scaled
distribution. The component distributions used in the subsequent in-
vestigation are described in Section 3.1.1. Simulation parameter values
are computed from the perturbed sets—on the hybrid computer these
are potentiometer values. Both an unequalized pulse and an impulse
are applied to the analog simulation to determine error rate, as during
the optimization phase. It is possible to evaluate the error rate for one
design every five seconds with this simulation.

The discussion of the information obtained from tolerance analysis
is divided into three parts, In Section 3.1.2 only the bridged-T sections
are perturbed, with the adaptive loop open, to determine an acceptable
set of nominal tolerances for the passive components. In Seetion 3.1.3
the adaptive section operating closed loop is used to determine how
closely the ALBO diodes must be matched. Finally, in Section 3.1.4 a
closed loop simulation is used with all components perturbed to deter-
mine anticipated yield and establish limits for a factory acceptance
test.
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3.1.1 Component Distributions®

One of the most difficult problems in tolerance analysis is to obtain
meaningful component data. If only a relative comparison is required,
it is sufficient to use crude approximations to the actual distributions;
but when one attempts to accurately predict yields, exact data is
required with temperature effects and aging taken into account. Since
only relative comparisons between various sets of tolerances were re-
quired for the analysis described in Section 3.1.2, all passive com-
ponent values were assumed normally distributed with the nominal
values as the mean. The standard deviation of the distribution was
set equal to one-half the specified tolerance.

For proper closed loop operation of the ALBO, it is important that
both sections act together to provide the correct pulse shaping. Unless
the dynamic resistance of the individual diodes, used to provide the
variable resistance, is approximately the same function of the control
current, this tracking cannot be maintained. To provide adequate
tracking, it was decided to select a set of matched diodes. The cost
of matching a set will, of course, depend on the allowable resistance
range within a set. Tolerance analysis was used to determine whether
unusually tight control had to be established or standard production
line techniques would be adequate.

The diodes are to be matched based on their measured resistance
at two values near the upper and lower limits of control loop current.
The matching operation was simulated in two steps. The first diode in
each set was specified by choosing a pair of resistance values from
measured distributions for that diode type. The two values could be
selected independently because the resistance at the high current level
depended primarily on the bulk resistance of the material while the
bulk resistance is swamped by the normal diode resistance at the low
level. The remainder of the set was obtained using two uniform distri-
butions, having the specified matching limits, centered on the first
pair of resistances. ,

The diode matching limits were chosen to reflect not only the original
matching but also the changes that would occur with temperature
and aging. For example, if the original match is assumed to be two
ohms, the range may broaden to six ohms because of these effects. The
tolerances on the passive components were the same as those used
in Section 3.1.2.

After all tolerances had been specified for the components, addi-
tional investigations were performed to determine anticipated yield
and performance variations that could be expected with a typical set
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of tolerances. The component types were chosen after discussions with
the potential manufacturers, and then distributions were selected based
on the data available for these types. Since the inductors are the most
expensive component, it is desirable to use the widest tolerance pos-
sible. With wider tolerances, it is important to carefully model the
limiting distributions. Since the worst-case limits for aging are large,
the inductor tolerance model included separate nominal and aging
distributions.

3.1.2 Bridged-T Tolerance

First, the component tolerance in the bridged-T sections were inves-
tigated to determine the relationship between various sets of passive
tolerances and variations in error rate. It was assumed that these
sections are correctly terminated and that all other circuit parameters
are set to their nominal values and the control loop is not active.
All the components in the basic bridged-T equalizer section shown
in Fig. 3 may have tolerances applied to them except the resistors
labeled R, which set the characteristic impedance. To simplify the
analog simulation, these resistor values were equated to the termina-
tion resistances that were not to be perturbed. In a tolerance analysis
simulation, it is important to avoid programming simplifications that,
although correct when nominal values are used, may not be valid
when components are perturbed. For example, the bridged-T section
can be analyzed as a second-order system if it is assumed that the
series and shunt arms are properly matched. Since this match would be
destroyed by the perturbations, a fourth-order simulation is required.

Let us consider the influence of the parameters on the error rate
for one bridged-T section. Several sets of passive tolerances were
investigated and the resulting histograms are replotted on probability
paper in Fig. 5. On this paper, a normal distribution appears as a
straight line with the standard deviation (o) inversely proportional
to the slope. The histograms with finite tolerances are clearly not
normally distributed; thus, the sets cannot be compared on the basis
of their standard deviations. The relative influence of the tolerance
sets can be compared based on the yield at a selected error rate. If
the threshold of acceptability for this equalizer were, for example,
an error rate less than 10-*°, then with one percent tolerance on the
Rs and Cs and three percent on the Ls, approximately 98 percent of
the designs would be acceptable. With the low number of samples used
to obtain this data, the absolute yields may not be accurate but a
relative comparison is valid. In examining these data, it is observed
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that a finite o exists with no perturbations applied to the components;
this is caused by the limited reproducibility of the analog simulation.
This measure of reproducibility is valuable in determining whether
the observed variability is produced. by the programmed perturbations
or machine errors. Since the equalizer was not optimized for this cable
alone but for eight different cables, some designs with perturbed com-
ponents produce error rates better than the nominal design.

The nonlinear nature of the error rate makes it difficult to estimate
the effect of several bridged-T sections from single section histograms.
This is illustrated in Fig. 6 which compares the histograms for each
of the three bridged-T sections perturbed separately and all three
simultaneously perturbed. The simultaneous perturbation of all three
did not produce performance appreciably different from the worst of
the individual sections (each section had different nominal component
values). If one attempts to combine the individual section data to
obtain a worst-case estimate of the overall three-section performance,

0.9999

0.999 / /
0.99 ] T
0.98 /4 /
0.95 /
Z 0.0 [ L7
= w
> 0.80 /f—/
2
3 /
0 060
3 4
$ o040 //
=
< 5 / l
5 o.20—f,
s y/7 I TOLERANCE
8 0.10 IN PERCENT
0.05 /2 No. | RIC L
/ i tlo]olo
2t 1
o.or 31|13
4333
slslsls
0.001 /
0.000!
=16 -15 —1a -13 -12 -1 -10 -9 -8 -7

LOG OF ERROR RATE

Fig. 5—Variation in error rate produced by applying component tolerances
to one bridged-T section of a pulse equalizer.
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Fig. 6—Comparison of error rate variations produced by applying component
tolerances to each of three bridged-T sections separately and to all three simul-
taneously.

a much more pessimistic estimate would result than the performance
actually measured. If acceptable yields can be obtained with worst-
case estimates, there is no need for measuring the distributions; but
typically with “state of the art” designs, this is not the case and the
use of actual distributions may allow the designer to relax some
specifications and still obtain adequate performance.

As a result of these investigations, a set of tolerances were specified
for the passive components in the bridged-T sections. The decision
was based on allocation of margin, relative yields, and cost of various
tolerances. It was verified that adequate performance could be ob-
tained with commercially available components.

3.1.3 Adaptive Equalizer

The simulation was modified to include the effect of the adjustment
loop before investigation of the parameter tolerances in the adaptive
section. The adjustment of this loop will essentially compensate for
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variations in the average value of diode resistance; thus, only diode
mismatech would affect the error rate. For each perturbed design, a
simple iterative procedure was used to determine a value of control
current that would change the diode ac resistance and thus return
the pulse peak to a reference level. The diode ac resistance is related
to the control current by the model:

R=K1+K72'

The coefficients K; and K, were calculated from each pair of resistance
values specifying a diode. Then the resistance in the ALBO could be
calculated for any value of control current.

The adjustment procedure consists of first determining a nominal
current level for the unperturbed design that produces a reference
pulse height. After the components are perturbed, the pulse amplitude
is measured at the nominal current. The control current is then per-
turbed and the peak amplitude is measured again. The value of the
control current to readjust the peak to the reference level can then be.
calculated. Since the relationship between control current and diode
resistance is approximately linear in the region of adjustment, this
iterative procedure produced satisfactory results. The iterative
procedure lengthens the time to evaluate each design because several
analog runs are required but the time is still less than ten seconds per
design.

The results of a typical set of runs are summarized in Table I. Nor-
mal distributions were used on the passive components in the adaptive
section with the standard deviation equal to one half the specified
tolerance. From this data it is evident that the effect of diode mis-
mateh is of secondary importance when compared to the effect of
passive component tolerances. Additional runs verified that diodes
matched to standard manufacturing limits would produce satisfactory

TABLE I—INFLUENCE OF ADAPTIVE SECTION TOLERANCES
oN ErrROR RATE

Diode Mismatch Passive Tolerances Range of Variation
Ohms % in Log of Error Rate
R(20 pa) R(1 ma) R L
=100 +3 0 0 0.36
0 0 2 4 1.54
+100 C+3 2 4 1.55
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performance. Therefore, the cost of tightening the matching pro-
cedure was not justified.

3.1.4 Entire Equalizer

A complete simulation consisting of three bridged-T and two adap-
tive networks operating closed loop was used to estimate the error rate
and eye opening to be expected with manufactured units. Component
distributions that reflect the manufacturers’ specifications were applied
to a typical equalizer design and some of the results are shown in
Figs. 7 and 8. The passive tolerances used were R—1.5 percent,
C—2.0 percent and L—nominal 2.0 percent with 0.2 percent aging.
The diodes were matched within six ohms at the high current level
and within 200 ohms at the low level. Figure 7 reveals that for this
equalizer connected to a specific length of reference cable, the error
rate would never be worse than 10-27. In Fig. 8, it is observed that the
eye opening can be reduced from a nominal 77.5 percent to a 75.9
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Fig. 7—Distribution of error rate resulting from application of typical manu-
facturing tolerances to all equalizer components.
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percent opening by component variations. Both these curves indicate
satisfactory performance.

3.2 Verification of Design

Next we consider the computer aids available for verifying that the
physical networks provide satisfactory performance. The approxima-
tions made in a simulation for computational efficiency are usually
the reasons that disagreements between predicted and actual perform-
ance occur. For example, simplified device models and idealized net-
work topologies are used to reduce the dimensionality of the system of
equations being solved and thus save time. However, the real world
may not be adequately represented because all the variability in the
device is not included and effects such as spurious coupling are either
ignored or crudely approximated.

When prototype equalizers were constructed, the performance was
significantly worse than predicted and thus the cause and corrective
action had to be determined. To determine the cause of poorer proto-
type performance, the circuits were measured and their performance
compared to predictions. The computer can greatly alleviate the
tedium of this task by automatically reducing the comparison data to
a form suitable for evaluation by the engineer. The isolation of prob-
lem areas usually requires a degree of engineering judgment that is
difficult, if not impossible, to implement in a general sense on the
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computer. The engineer can often test the validity of his diagnosis,
however, by modifying the computer models and determining if the
predictions now correspond to the measurements.

In addition to making detailed comparisons of time domain wave-
shapes measured with an oscilloscope in the laboratory and computer
predictions, computer-aided procedures were also used. The Computer
Operated Transmission Measuring Set (COTMS)? was used to measure
the insertion loss and phase of the entire equalizer and the individual
bridged-T sections. These data were inserted in PTP, Section 2.4,
to calculate the pulse shapes. For comparison the pole-zero configura-
tions used in the design were also inserted in PTP. For example,
it was determined by a comparison of the pulse waveforms from PTP
that the data from an equalizer measured as a complete unit produced
20 percent more undershoot at the first sample point following the
peak than was produced by its pole-zero configuration. However, the
measurements of the individual sections when combined produced
an undershoot only four percent larger than that produced by the
poles and zeros. It was evident that individual section measurements
when combined did not produce the same pulse shape either as an
equalizer measured as a complete unit or as actually obtained in the
laboratory. This indicated that some of the discrepancy might be due
to spurious coupling paths between the sections of the equalizer.
Similar combinations of measurements, computations, and laboratory
results uncovered other problem areas. Improvement in computer
models, rearrangement of component layout, and the introduction
of shields resulted in pulse waveforms that agreed very closely with
computer predictions.

3.3 Manufacturing Test’

A fundamental difference normally exists between the techniques
used to evaluate the performance of a circuit during the design phase
and during manufacture. One strives for reality at all cost during
design but wants an inexpensive test in the factory. For computer-
aided design, one selects a performance measure, such as error rate
or eye opening, that reflects how the circuit will function when in-
stalled in a system. For economic reasons, however, normally only a
few simple tests on individual circuits are performed during manu-
facture. Since it is usually difficult to devise a simple test that will
be indicative of system performance, the factory test may not detect
all units that would fail in service and/or may cause a rejection of
units that would be acceptable in the field.
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To insure that proper selection is made, it is desirable to use similar
performance measures in the design phase and in manufacturing test.
The cost of maintaining and using complete systems to test individual
circuits and the difficulty in simulating worst-case field conditions has
made this approach unacceptable in the past. Now in some cases it is
feasible to use the design measure and test under worst-case conditions
using computer-operated test facilities (COTMS). The computer that
controls the measurements can also contain a program that converts
the measurements into the system performance measure. This is
accomplished by storing in the computer a representation of the re-
mainder of the system that corresponds to the worst case. This stored
data is combined with data measured for a particular circuit and the
performance measure calculated. The stored representation makes it
possible not only to simulate worst-case field conditions at the manu-
facturing level, but also to take system modifications that occur into
account by simple software changes.

To efficiently run the test procedure on the small computer in
COTMS, it was necessary to develop a fast algorithm that required
limited storage. The PTP program served as a basis for the eventual
algorithm. To improve the run time, the generality in the input struc-
ture was removed and all data except for the equalizer were precalcu-
lated. The computation of the complete pulse shape was replaced
with a search algorithm that located the pulse peak. Then only those
samples of the pulses needed in the computation of the performance
measure were calculated. It was possible to develop a fast search
algorithm because the approximate peak height and location are
known from the prototype measurements. If the waveshape deviated
significantly from the prototype, the equalizer must produce unaccept-
able performance. Additional time was saved by basing the test on eye
opening rather than error rate.

This procedure has been used to measure manufactured equalizers.
The acceptability limits on eye opening to satisfy system requirements
were determined after considering the effect of the component toler-
ances, as displayed in Fig. 8, and performing a tolerance study of the
influence of measurement precision.® The running of the test procedure
for each equalizer requires approximately 11 minutes. The program
also provides an interpretive dialogue that tells the COTMS operator
what to do and when; thus, the operator requires little specialized
training. Furthermore, the measured data for each equalizer is recorded
on tape so that subsequent field failures can be related to the per-
formance at manufacture.
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IV. CONCLUSIONS

A complete computer-aided design procedure has been used on the
T2 equalizer. Initially the computer was used only for analyzing the
circuit performance. As more powerful computers became available,
they were used to optimize the parameters and measure the influence
of component tolerances. Finally, a manufacturing test that evaluated
the equalizers based on worst-case system performance was developed.
The procedure appears to be applicable to other systems.

When integrated circuits are used, it becomes increasingly important
to accurately predict performance and perform optimization and
tolerance analysis before construction. The cost of constructing experi-
mental eircuits and the time required for the construction make it un-
realistic for the designer to use standard laboratory procedures. Rather
than construct breadboards, the designer can use the computer to
obtain similar information. Thus, the computer approach to design-
ing realizable circuits may prove to be the most economical way to
build equalizers and other complex circuitry.
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Statistical Circuit Design:

A Monte Carlo Tolerance Analysis of the
Integrated, Single-Substrate, RC,
Touch-Tone® Oscillator

By P. BALABAN, B. J. KARAFIN and MRS. D. B. SNYDER
(Manuscript received November 30, 1970)

Monte Carlo tolerance analysis has proven to be an effective tool in
evaluating the sensitivity of a circuit design to manufacturing toler-
ances and environmental changes. Such an analysis involves repeti-
tively “constructing” samples of the design in the computer, randomly
selecting parameters that obey the manufacturing statistics; “tuning”
the samples; and analyzing their operation under “field conditions.”
At the conclusion of this process one is able to form empirical distri-
butions of circuit performance, to predict yield, evaluate tuning
procedures, etc.

This paper describes a Monte Carlo study of two proposed designs
for an integrated, single-substrate, RC, Touch-Tone® oscillator. Dif-
ficulties arise in perfoming this study because (1) the statistics of
integrated circuit components are closely correlated, and (ii) the in-
herent nonlinearity of oscillators coupled with tight circuit perform-
ance specifications require tailored analysis techniques.

The study shows one of the two designs to be superior. A lower
bound of 65 percent yield ts predicted for this design, and a stmple
test for eliminating oscillators that fail to meet requirements is pre-
sented. Low transistor current gain is shown to be a dominant cause
of failure. Lastly, asymmetry in the effects of tmpairments on circuit
performance suggest a modification in adjustment strategy.

I. INTRODUCTION

The effective design of a circuit that will be mass-produced and
subjected to a wide range of environmental conditions must go beyond
the specification of a nominal circuit. It must include consideration
of performance deviations due to parameter variations stemming
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from manufacturing tolerances and environmental changes. Bounding
these performance deviations is often the most difficult part of the
design process.*

Monte Carlo tolerance analysis has proven to be a useful tool in
dealing with these broader design questions. The approach, which is
depicted in Fig. 1, simulates on a computer the process of picking
a random sample of manufactured circuits, following these circuits
through factory adjustment, monitoring their operation under field
conditions, and compiling statistics on circuit performance.?® Note
that the Monte Carlo approach obviates the need for linearizing
assumptions that characterize many other techniques for viewing
product performance (Worst-case, first-order sensitivities, ete.). It
should be remembered that the response of even a linear circuit is a
nonlinear function of its parameters.

This paper contains the results of a computer tolerance analysis of
two integrated, single-substrate, Touch-Tone oscillators. Section II
describes the two designs and lists the performance specifications that
must be met. The study produces distributions of oscillator frequency,
amplitude and other measures for the various modes of circuit opera-
tion at several values of temperature. When these distributions are
considered in the light of allowable degradations, several questions
can be answered:

(?) Yield can be predicted. By yield we mean the ratio of circuits
that will meet all field requirements to the total number produced
without catastrophic failure. Computer simulation cannot in-
clude, for example, those eases where chips are damaged in hand-
ling or where silicon imperfections result in circuits being dis-
carded.

(72) Factory tests can be devised to insure that factory yield matches
true yield. In other words, tests are devised such that the factory
neither ships circuits that will fail in the field, nor discards those
that would be acceptable. In the case where extremes of tem-
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Fig. 1—Monte Carlo tolerance analysis. {P:}*, set of parameters for kth sam-
ple circuit; {J.}*, set of performance indices for kth sample circuit.
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perature are encountered in the field, an effective but expensive
factory test facility would involve a temperature chamber. The re-
sults of the study presented below indicate that a test on a secon-
dary criterion (de feedback current) at room temperature is an
acceptable test of circuit performance over the full temperature
range.

(77%7) The parameter deviations that cause circuit failure can be identi-
fied. This information indicates where efforts to improve fabri-
cation techniques should be concentrated.

Integrated circuits in general accentuate the need for automated
tolerance analysis. The long turnaround time for masks and models
and the expense associated with design changes make the ability to
study such changes on the computer attractive, especially when one is
interested in the implications of a change on manufacturing yield and
field performance. In the particular case of a Touch-Tone oscillator
whose production rate might exceed a million per year, accurate pre-
diction of yield is vital in determining the economic feasibility of
a design.

Unfortunately, while integrated technology increases the need for
automated tolerance analysis, it also makes that analysis more diffi-
cult to perform. At each iteration of the Monte Carlo loop shown in
Fig. 1, the block labeled “Bin Picker” must produce a set of param-
eters from which one sample circuit can be “built.” Implementation of
the “Bin Picker” is straightforward for discrete circuits. In that case,
parameters are independent and the box is implemented by using
random number generators to select element values from their indi-
vidual distributions. By contrast, the parameters of a silicon integrated
circuit are not independent. In fact, every element on the chip is
correlated with at least every other element of the same kind, e.g.,
the Bs of all transistors on the same chip are correlated with one
another. It is a familiar fact that while a given resistor on a chip may
vary by =15 percent from nominal, the ratio of any two resistors
will vary by only =5 percent from nominal. It would not do, therefore,
for the Bin Picker to select silicon resistors from distributions with
limits of #=15 percent. The Bin Picker must be concerned with both
global statisties (the distribution of parameter values across the popu-
lation of manufactured circuits) and chip statistics (the relationship
of parameter values on any given chip).

A comprehensive treatment of the statistical characterization of
integrated circuits appears in Ref. 4; comments particular to the
Touch-Tone oscillator are contained in Section III below.
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While the fact that the Touch-Tone oscillator is an integrated circuit
complicates the Bin Picker, its nonlinear character presents difficulties
in the implementation of the Analysis box of Fig. 1.* The analysis of
linear circuits is accomplished by algebraic manipulations, a task at
which the digital computer is fast.2 Nonlinear circuits, on the other hand,
require the integration of the differential equations describing the cir-
cuit. Unfortunately, the digital computer is slow at this task.® The
problem is complicated further by the fact that the system of differ-
ential equations describing the Touch-Tone oscillator is stiff, i.e., has
eigenvalues differing by several orders of magnitude. This is not sur-
prising since we have a kHz oscillator built with MHz transistors. Al-
though efficient algorithms have recently been developed to handle stiff
systems of differential equations,® analysis of a single oscillator at a
single temperature that provides sufficient accuracy to determine
whether or not the rather stringent design requirements (e.g., =0.1
percent frequency deviation due to amplifier variations) are met
requires in excess of ten hours of computer time on a CDC 3300. Since
several hundred oscillators will have to be analyzed at a number of
temperatures, such an analysis time for a single oscillator is unaccept-
able. Special analysis techniques, therefore, had to be developed for
the Touch-Tone oscillator study. These techniques, which are de-
scribed in Section IV, reduce the analysis time for a single oscillator
to about 3 minutes.

The results of the tolerance study are presented in Section V.
Histograms of oscillator frequency and amplitude are presented at
—40°C and +60°C, the temperature extremes expected in the field.
Further, the change in amplitude with frequency selection is discussed.
The oscillator is designed to generate four tones, corresponding to
different user selection of dial digits. The change in amplitude with
“button-selection” is significantly different from what one might
expect by looking at the oscillator as a quasi-linear system. Finally,
the implications of using a dc feedback current measurement at room
temperature as an oscillator acceptance test is discussed.

It should be kept in mind that while this paper is concerned pri-
marily with the computer study of the single-substrate, Touch-Tone
dial, that study has been carried on in parallel with laboratory testing
of breadboards and models. The extent to which these two approaches—
laboratory and computer—have complemented one another cannot

* Oscillators are inherently nonlinear; some phenomenon must be present to
limit the amplitude of oscillation.
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be overemphasized. In many instances the direction of the computer
study was influenced by effects observed in the laboratory, and vice
versa. Further, the assumptions and many of the qualitative results
detailed below have been corroborated experimentally.

II. THE OSCILLATORS AND THEIR REQUIREMENTS

The dial incorporated in the Bell System Touch-Tone telephone con-
tains two multifrequency audio oscillators to perform the dialing
function. These oscillators and the associated switching are used to
generate appropriate frequencies (a unique pair for each button on
the dial) for dial switching information.

In this paper we study two RC, single-substrate, integrated oscil-
lators that have been proposed as replacements for oscillators cur-
rently in use.

Each RC oscillator contains a nonlinear active device, a Twin-T
feedback network and a buffer stage for connection to the telephone
line (Fig. 2). The Twin-T portion of the oscillator is a tantalum, thin-
film circuit whose schematic and voltage transfer ratio are shown in
Figs. 3a and b, respectively. The notech depth of the voltage transfer
characteristic is adjusted to —37 dB. The oscillator is designed to
produce tones of four separate frequencies. The switches, S1 to 84, in
Fig. 3a are used to select the different frequencies by changing the
value of Ry . The Twin-T is so designed that the changes in R, have
only a small effect on notch depth.

The nonlinear active device is an integrated silicon de-coupled
amplifier with a built-in limiter. Figure 4 shows the voltage transfer
characteristic of such an amplifier. To sustain an oscillation, the
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SUPPLY " ] MWV

BASIC LooP

LIMITING BoTEER
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Fig. 2—Basic oscillator configuration.
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slope of the amplifier transfer characteristic (gain) in the vicinity
of the steady-state operating point must exceed 37 dB—the loss of the
Twin-T network. The limiting voltage (Ermy) of the amplifier must be
controlled so that oscillator amplitude can be controlled. Ermny is con-
trolled by a tantalum resistor on the same substrate as the Twin-T
network that is anodized during oscillator adjustment.

After an amplifier chip is bonded to the thin-film ecircuit, each
component of R, in the Twin-T circuit is adjusted at room temperature
so that each of the four tones is within #+0.2 percent of its nominal
frequency. Once the frequencies have been adjusted, deviations in
each of the four frequencies from their tuned values due to amplifier
changes over a temperature range of —40°C to +60°C must be within
#0.1 percent.

Amplitude of oscillation at one of the four tones is also adjusted at
room temperature to within =0.5 dB of its nominal value. The devia-
tion in the amplitude of the adjusted tone must be less than *=1.0 dB
due to temperature-induced changes in the amplifier. Further, the
range of amplitudes of the four tones must be within *=1.0 dB at
any temperature. One way of viewing these requirements is to say that
oscillator amplitude must be within =2.5 dB from nominal over the
full temperature and tone frequency ranges.
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Fig. 3—(a) Twin-T schematic, (b) Twin-T no-load transfer ratio.
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Requirements are quoted in terms of temperature effects on the
amplifiers since the two designs under study differ only in the ampli-
fiers used. It is possible, therefore, using the computer, to hold the
Twin-T at nominal temperature while subjecting the amplifier to the
full temperature range and thus separate out deviations due to ampli-
fier sensitivity.

To achieve the required amplitude and frequency stability (as well
as low distortion), the amplifier should exhibit: (¢) high ac input
impedance, (it) low ac output impedance, (:17) small de input current,
and () constant gain in the linear region.

Schematics of the two amplifiers (henceforth called A and B) are
shown in Figs. 5 and 6. Both amplifiers achieve limiting via nonlinear
feedback: In Amplifier A, transistor Qs is cut off until the output
voltage divided by the RiR, voltage divider is sufficient to turn it on.
In other words, Qs is cut off in the high gain region, but provides
limiting when it goes active. R» is a tantalum resistor that can be ad-
justed to control the limiting point and hence the oscillator amplitude. -
. In Amplifier B, transistor Qg is cut off in the high gain region and is
turned on when the output voltage divided by the RgRq;1Rgs voltage
divider is high. Rgs is tantalum and is used to adjust oscillator ampli-
tude. The basic differences in the amplifiers are that B has substan-
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tially higher input and lower output impeddnces than A. Furthermore,
while the input impedance of A degenerates in the limiting region,
the input impedance of B is held at a high level by the feedback
provided by Rj;. The input impedance of B drops off only when @
goes into cutoff, a condition that is avoided by keeping the oscillator
gain margin relatively low.

It should be clear that the above discussion is qualitative. For
example, it is difficult to make precisc statements about the effects
of low input impedance of Amplifier A in the limiting mode. Further-
more, both amplifiers are satisfactory when built with nominal device
parameters. It is left to the computer tolerance analysis to supply data
with which to compare the two designs when subjected to manufactur-
ing tolerances and temperature extremes.

III. THE VARIATION OF PARAMETERS

In the simulation each iteration of the Monte Carlo loop shown in
Fig. 1 represents the “building” of one sample oscillator. The ecir-
cuit’s nominal parameters at 20°C are altered by techniques described
in Ref. 4 using appropriately shaped random number generators and
the device fabrication statistics. The circuit “built” with these altered
parameters is then put through a simulation of the adjustment pro-
cedure to arrive at values for the adjustable elements. At this point
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we have a realistic sample circuit that is ready for “installation in the
field.” Its operation at 20°C is analyzed; frequency, amplitude, loop
current, ete., are noted. The parameters are then again altered in
accordance with their temperature behavior to simulate circuit opera-
tion at other temperatures of interest. Further, at each temperature,
the variable arm resistor of the Twin-T is stepped through four values
to allow simulation of the production of the oscillator’s four tones.

In the Touch-Tone oscillator study, the parameters of the tantalum
Twin-T network are held fixed at their nominal values at 20°C, while
the parameters of the amplifier are chosen in accordance with ex-
pected statistical manufacturing variations and subjected to tempera-
tures of —40°C, +20°C and +60°C. (The change in performance
of a given realization of either of the oscillators is expected to be
monotonic with temperature. Therefore, the oscillators are tested at
nominal and at the extremes of the temperature range of interest.)
This line of attack is taken so that oscillator degradations due to the
amplifier imperfections can be isolated; performance and influence
of the Twin-T components are relatively well understood. With the
exception, then, of the tantalum adjustment resistor, the parameters
that the Bin Picker is concerned with are those of the silicon, inte-
grated amplifier.

Further, the silicon amplifiers are treated as infinite-bandwidth
devices. The amplifier capacitors, both inside and outside the tran-
sistors, are ignored. Hence, the amplifiers are modeled as networks of
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resistors and Ebers-Moll de¢ transistors.* The parameters that are
subjected to Monte Carlo perturbations and vary with temperature
are: (¢) transistor forward current gain, 8y; (i) silicon resistors, Rg;
(712) base resistors, Rz; and (iv) collector and emitter intercept cur-
rents, Ios and Ipg . In normal operation of either amplifier, no transistor
is in saturation. Therefore, it is assumed that effects of variation in
the reverse current gain, 8y, are negligible, and so 8; is held constant
for all transistors, 8; = 1.

It is clear that the results of the Monte Carlo study are only as
accurate as the characterization of the manufacturing and temperature
variations of the above parameters. Unfortunately, statistical data
for silicon, integrated circuits is very sketchy. The data used for this
study is a combination of (i) data on “similar” transistors, (¢t) meas-
urements of a limited number of Touch-Tone devices, and (%) some
educated guessing by the device designers and modelers. Because of
the uncertainty in the data, no attempt has been made at rigorous
statistical characterization of the silicon process. Instead, coefficients
were estimated for the assumed mathematical model such that the
silicon parameters, spreads, and correlations produced by the Bin
Picker “match” what measurement data exist and are consistent with
what is expected by the device designers.

The precise distributions, correlations, temperature coefficients, ete.,
that were used in this present study may be found in the more
thorough discussion presented in Ref. 4.

IV. ANALYSIS

Both amplifiers under study are very broadband. Since the intended
frequencies of the oscillators are below 2 kHz, the amplifiers are
assumed to be of infinite bandwidth. The amplifiers are thus treated
as nonlinear, memoryless, two ports; all capacitances, both those
intrinsic to the transistors and those added to suppress high-frequency
oscillations, are ignored. The amplifiers are then analyzed as networks
of resistors and Ebers-Moll dc¢ transistors.

The nonlinear two-port, Fig. 7, can be characterized by:

V2 = fl(vl ) %2), (1)

& = f(1 , 12).
Since the output current of both amplifiers is small, we can use a
Taylor series expansion of (1) around 7, = 0. Keeping the first two
terms of the expansion of the first equation, we have
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Fig. 7—-Nonlinear two-port.

vs X filvy , 0) + ai

The first term is the open circuit voltage gain of the amplifier, while
the second term coefficient is the incremental output impedance.
The second equation of (1) is handled even more simply, since

i . @

i12=0

91,
the incremental reverse current gain, is near zero for most multistage
amplifiers. Hence,

t2=0

B & fo(vy, 0).
To characterize the amplifiers it is, therefore, only necessary to
compute three nonlinear functions:

V20 = fi(v; , 0) (the no-load gain function) , (3a)
= f2(01, 0), (3b)
Zy = afl(zgz O _ 00,0, 30)

each of the independent variable, v, .

Having computed these functions for each amplifier produced by the
Bin Picker at each temperature, the analysis of the oscillator is
carried out in a manner illustrated by Fig. 8. In words, the nonlinear

Vao

fi

TWIN-T

| [ SIMULATION Vo

Fig. 8—Oscillator simulation.
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functions describing the amplifier are used to supply the necessary
port termination to the differential equations of the Twin-T. This
set of differential equations, made nonlinear and implicit by the addi-
tion of the amplifier functions, are then solved using an implicit,
numerical integration scheme to produce vy (t), the oscillation output,
as a function of time from which oscillator frequency and amplitude
can be measured. _

To compute the three functions (vg, 41, Zo), We proceed as follows:
Fig. 9 is a block schematic of the oscillator and its environment. A
fixed length is assumed for the loop (6 kft). The bypass capacitor, Cy,
is assumed to be an ac short circuit, and hence V, is taken as a con-
stant de potential.* The first step is a computation of V, for each
amplifier produced by the Bin Picker at each temperature. Since
distortion is very low in the amplifier, the assumption is made that
the de current supplied to the amplifier in steady state is equivalent
to the de currrent supplied when the Twin-T is replaced by its
series resistance.

The mesh equations of one amplifier with the de resistance of the
Twin-T in the feedback loop are written. V, is assumed an external
source. The buffer transistor is added by assuming it always operates
in the active region so that the collector current, I, is determined by
the base-emitter junction operation. The linear equations of this set
are solved leaving a set of nonlinear algebraic equations, one equa-
tion for each nonlinear junction. We will call this set of equations the
basic set for the amplifier. To account for the remainder of the configu-
ration of Fig. 9, we augment the basic set with equations that describe
the regulator, the equalizer, and an equation that accounts for the
second amplifier. This last equation is:

Vo=Es — @2ls + Ix)(Rr + R1) — (2Ic + In)R,.

This augmented set of nonlinear algebraic equations is then solved
by a norm-reducing, Newton—Raphson technique. The results of this
analysis are: Vo ; Vi , the voltage at the input of the amplifier; V. ,
the output voltage of the amplifier or the input voltage to the buffer
stage; and a quantity that turns out to be of special importance in
analyzing the results, I, , the current through the de resistance of the
Twin-T, i.e., the current into the input of the amplifier when the
Twin-T is replaced by its de resistance. Since output distortion of the
oscillator is expected to be low, V4, is the ‘“‘center line,” or average

* Consideration of the effects of variable loop length would require inclusion
of the capacitor, Cy, in the simulation model.
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Fig. 9—Block-schematic of oscillator and related circuitry.

voltage of the oscillator output. Hence, crossings of V,, are used to
measure frequency during the dynamic simulation. Further, we know
that in calculating three functions (3a—c), we can restrict the range of v,
to include and be slightly larger than the high gain region shown in
Fig. 4. The value, V4 , gives us a point in the high gain region, fixing
the position of that region in the range of »; . It should be noted that the
high gain region shifts considerably over », from amplifier to amplifier
and from temperature to temperature. It is therefore important to fix
the position of the region to minimize the necessary computation in
building (3a-¢).

Once Vo , Vi and V. are computed, we return to the basic set of
equations. The de resistance of the Twin-T is removed and a voltage
source, V, , is connected between the input to the amplifier and ground.
V. is then stepped in 1.5 mV increments and around V,, to cover a
range of 150 mV, and vy, and ¢, are calculated. The process is repeated
with the addition of a small current source at the output of the ampli-
fier to compute Z, .

Once the functions (3a-c) are computed, we could proceed to the
dynamic simulation of the oscillator as shown in Fig. 8, if it were not
for the frequency and amplitude adjustments that must be made.
These adjustments are accomplished in the following manner: Con-
sidering frequency tuning first, we realize that tuning is necessary
because of manufacturing tolerances on the components of both the
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tantalum and silicon circuits. Since our simulation has exact values
for tantalum components, one cause of frequency deviation is removed.
Further, because frequency deviations are expected to be small, we
make the assumption that frequency deviations due to temperature in
a given oscillator are independent of frequency tuning. In other words,
for a given oscillator the frequency difference measured between
+20°C (the tuning temperature) and any other temperature is inde-
pendent of the actual frequency at +20°C, at least for the expected
deviation between tuned and untuned +20°C frequencies. We further
assume that frequency tuning has a negligible effect on oscillator
amplitude. With these assumptions we eliminate the need for fre-
quency tuning and proceed as follows. Each oscillator is simulated
at +20°C. The frequency is measured; call it fao . The difference

Af = fo - fzo

is calculated, where f, is the nominal frequency. The oscillator is then
simulated at other temperatures and the frequency measured to be {7 .
The frequency predicted for the oscillator at temperature T (again ac-
counting only for effects in the amplifier) is then

fT= f:;—' Af.

Amplitude adjustment cannot be handled so simply. In our simula-
tion, the tantalum tuning resistor in the amplifier is actually adjusted at
+20°C and at one Touch-Tone frequency to produce an amplitude
within the tuning specs, £0.5 dB. This is accomplished by repetitively
simulating, measuring, adjusting, simulating, etc. By using a sub-loop
adjustment while (3a—c) are being calculated so that Epiy — Vi, (see
Fig. 4) is the desired peak amplitude, accurate adjustment can usually
be made with one iteration of the full simulation. It should be remarked
that if the amplifier and Twin-T were perfectly buffered from one
another, Eyim — Ve, would be an accurate prediction of amplitude.
Hence, those amplifiers for which the prediction is poor and which re-
quire more than one or two iterations of the full simulation loop are
precisely those amplifiers with poor performance.

Upon completion of amplitude adjustment, the resulting amplifier
functions are used in the simulation shown in Fig. 8. This dynamic
simulation is run for 30 cycles of the oscillator fundamental to obtain
accurate measures of steady-state amplitude and frequency.

The separation of the oscillator into an infinite-bandwidth, nonlinear
amplifier and a linear frequency selective network reduced the com-
putation time for a single oscillator by at least two orders of magni-
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tude from the time required by the most efficient nonlinear circuit
analysis programs.

V. RESULTS

Monte Carlo studies were made on several versions of oscillator A,
i.e., for several sets of suggested nominal parameter values. In every
case the results were discouraging, i.e., only a small number of Monte
Carlo samples passed the oscillator specification tests. On the other
hand, the results of Monte Carlo studies on oscillator B are en-
couraging. The differences in the results of the studies of the two
oscillators are so great that oscillator A has been abandoned as a
contender for the next generation of RC Touch-Tone dials.

Figure 10 displays the histograms of oscillator A frequency at
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60°C, 20°C, and —40°C. This histogram at +20°C is an impulse
since the oscillators are tuned at this temperature. The histograms at
the other two temperatures, however, show that the majority of
oscillators fall outside the 0.1 percent frequency limits; only four
sample oscillators, of 200 tested, were inside the frequency limits.
With frequency stability this poor, further tests of the oscillator were
not, performed.

Poor frequency stability is explained by loading of the Twin-T
by the amplifier,* loading that is largely eliminated in oscillator B.
Both input and output impedances of the amplifiers under study are
nonlinear, i.e., change during the oscillator cycle. Hence, no linear
analysis of Twin-T loading is possible. However, by examining the
extremes of these nonlinear impedances, we can make qualitative
statements about frequency stability.

A typical sample of amplifier A has an input impedance that
varies between 165 kQ and 1.5 MQ at +20°C and between 80 kQ and
785 kQ at —40°C. Even if these impedances were constant at their
maximum values, i.e., if the input impedance of the amplifier
were 1.5 MQ at +20°C and 785 kQ at —40°C, the change in the
—180° phase point of the Twin-T is almost 0.1 percent. Changes of
the —180° point at the low impedance level, i.e., between 80 and
165 kQ, are very large. Since the —180° phase point determines the
frequency of oscillation, we see that amplifier A has insufficient input
impedance to provide an acceptable oscillator.

Typical samples of amplifier. B, on the other hand, have input
impedances varying between 900 k@ and 19 MQ at 4-20°C and be-
tween 700 kQ and 14 M@ at —40°C. At these impedance levels, shift
in the Twin-T —180° phase point is negligible.

An additional factor is that amplifier A has output impedance as
high as 1.6 k@ while that of amplifier B is held below 250 Q.

The preceding discussion intimates that oscillator B will be fre-
quency stable. As we shall see below, this is correct, and although
amplitude stability causes some difficulties, the Monte Carlo study
predicts a lower bound of 55 percent yield for oscillator B.

5.1 What is Yield?

When dealing with integrated circuits, the word “yield” must be
interpreted with eaution. Tests are performed at many points in the

* This_effect has been observed both with computer‘ simulations and model
tests at Bell Telephone Laboratories at Indianapolis. It has been observed further
that increases in transistor 8» increase the frequency .stability of oscillator A.
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multistep fabrication process with some number of circuits rejected
at each test. The actual yield, i.e., the ratio of satisfactory circuits
to the total number of circuits for which fabrication was begun, may
be quite low. Economically, however, the cost of rejecting circuits at
an early fabrication step is much lower than rejecting a circuit that
fails a final manufacturing test. Therefore, no single yield figure is
a complete measure of the economics of a design.

The population from which yield is predicted in this paper is first
a population of amplifiers; it is assumed that tantalum circuits to
which the amplifiers are appliqued are perfect. Second, the amplifier
population already has deleted from it those amplifiers, perhaps en-
tire slices, that have been rejected in fabrication tests meant to insure
the integrity of the circuits. Circuits with shorts, opens, etc., have
been deleted, and components are within broad tolerance limits, i.e.,
resistivity measurements insure a =15 percent spread in resistance
values and a variety of tests, including junction breakdown, impose
limits on transistor parameters.

In short, the population from which we predict yield is a popula-
tion of amplifiers each of whose circuits are topologically equivalent
to the schematic of Fig. 6 and all of whose parameters are within
the limits defined in Ref. 4. It is the population with which one would
expect bonding to begin, and, most importantly, the population where
failure to meet specification is costly. The yield figure we predict is
the yield which is most indicative of the virtue of an electrical de-
gign, failures removed prior to construction of our population being
process dependent and independent of electrical design.

The outlook for oscillator B is actually brighter than even the
55 percent yield prediction indicates. Four major factors should be
conysidered, viz.,

() The statistics used to select amplifier parameters were, in general,
pessimistic. In this sense, the 55 percent yield figure represents a
lower bound. Further, processing improvements which might be
expected once the circuit is in full production, especially improve-
ments that increase transistor Betas, will increase yield.

(12) Self-heating of the chip has been ignored in the study. As we shall
see, low temperature operation is the limiting condition of the
design. Because of self-heating, it is possible that the chip may
never operate at —40°C, the lowest expected environmental
temperature.

(72) It should be noted that the temperature at which amplitude is
adjusted (4+20°C) is not centered in the temperature range over
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which the oscillator must operate (—40°C to 460°C). Further-
more, amplitude is not a symmetric function of the impairments,
e.g., the change in amplitude for negative temperature changes is
larger than with positive changes. Hence, a gain in yield may be
realized by adjusting amplitude off nominal.

(v) Perhaps most important is that the results of the study show
that a simple go/no-go test may be performed on the amplifiers
before they are bonded to the tantalum circuits to weed out the
45 percent that fail.

Now to take a detailed look at the results.

5.2 Frequency Stability

Figure 11 shows the frequency histograms for oscillator B at the
temperature extremes. Note that all the oscillators are well within the
+0.1 percent limit. In fact, the oscillators are within 4-0.05 percent
limits. Hence, as far as frequency is concerned, oscillator B has 100
percent yield. The tight stability has suggested that the notch depth
of the Twin-T circuit ean be relaxed from 37 dB to 36 dB to ease
tantalum fabrication. '

5.3 Amplitude Stability

Figure 12 shows the amplitude histograms at frequency f,,* at the
adjustment temperature and at the temperature extremes. Notice that
the only failures occur at —40°C. These failures represent 25 percent
of the sample amplifiers. Note that all the oscillators meet the adjust-
ment specification by a safe margin.

5.4 Amplitude Change with Tone Frequency

To examine the change of amplitude with tone change, examine
Fig. 13. This figure is a profile of one oscillator; it has 12 data points—
four tones, each at three temperatures. Considering the design of the
oscillator, one would possibly expect amplitude to increase monotoni-
cally with tone frequency. One might argue as follows: The amplifier
limits on only one side, and the point of limiting is unaffected by tone
change. On the other hand, the base line of oscillation is approxi-
mately given by the point on the gain curve where

Vz - RTIdc = Vl ’

*The oscillator is designed to generate tones of four different frequencies.
Henceforth we denote the nominal values of these four frequencies by fi
through f.. fi = 1209 Hz, f. = 1336 Hz, f; = 1447 Hz, and f. = 1633 Hz. Ampli-
tude 1s adjusted at f..
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where Ry is the dc resistance of the Twin-T network. V. and V; are
connected via the amplifier gain, i.e.,

V2 = VA - KV]
in the linear region, where V4 is some constant and K is the amplifier

gain. Then,

Vie = V
—LI{—_—A = RTIdc ’
V2dc ~ Va + RTIdc ]

where V. is the baseline voltage when I, = 0, the point on the
amplifier gain curve where Vo = V5.

V2dc +
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R, varies inversely with tone frequency, and hence we would expect
the center of oscillation to decrease with increasing tone frequency.
Since the amplitude is given by the difference between the limiting
voltage and the center line voltage, we would expect amplitude to
jncrease monotonically with tone frequency and, assuming constant
I, to be linear at a slope of —I4 with Ry . Figure 14 is a plot of
amplitude versus Ry with temperature as a parameter. Notice that
for f; to fs the curves are almost linear but with slopes eloser to —2I. .
However, when we come to fs, we notice that the curves change
direction and violate the monotonicity assumption. One possible ex-
planation for this “turndown” is that the notch of the Twin-T rises
monotonically for f; to fs and deepens at fy . While this phenomenon
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would have a small effect if limiting were perfect, the amplifier under -
study has exponential limiting. The fact that the notch is deeper at
fs+ implies that the oscillator does not have to go as far into the
exponential limiting region to achieve a loop gain of 0 dB. This effect
appears to more than compensate the amplitude growth due to I, .
In any case, the amplitude “turndown” has been corroborated by
breadboard experiments.

300

N
[}
(=]

260

TMS AMPLITUDE IN MILLIVOLTS
X
(=]

n

n

[e]
T

4 s 2 f
200 1 1 1 | | 1 1 1
95 105 115 125 135 145 155 165 175
TOTAL TWIN-T dC RESISTANCE IN KILOHMS

Fig. 14—Amplitude versus Twin-T dc resistance for one oscillator.



1284 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971

Two implications of the non-monotonic relation of amplitude with
frequency should be mentioned. First, a linearized, first-order guess,
indeed the design assumption, has been proven inaccurate by an
analysis which maintains the nonlinear properties of the circuit. Sec~
ond, since the design specifications place limits on the total amplitude
deviation due to tone change, the lack of monotonicity is helpful in
meeting specifications.

5.6 Calculation of Yield

Returning to Fig. 13, we see that the worst-case amplitude devia-
tions due to all causes—adjustment, temperature, tone change-—occur
at f1, —40°C for negative deviations and f3, +60°C for positive devia-
tions. If we ignore the causes of deviation and simply say that osecil-
lators with amplitudes within *£2.5 dB (see Section II) of the
nominal amplitude for all modes are acceptable, then Fig. 15 allows
us to quickly calculate yield. Figure 15 shows the amplitude histograms
for f;, —40°C and f;, +60°C, with the —2.5-dB limit drawn in.
The normalized area under the curves outside the 2.5-dB limit rep-
resents the fraction of the total amplifiers that fail. Notice that all
amplifiers that fail do so at f;, —40°C—another indication of the
asymmetry of the nominal design. The yield figure is 55 percent.
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Figc)15—Amplitude histograms at worst-case conditions. (fs, +4-60°C), (f,
—40°C).
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5.6 Production Screening Test

Breadboard experiments and first-order computations had sug-
gested that some level of de feedback current (I4.) could be used as
a threshold for production screening of amplifiers. Figure 16 confirms
that this is indeed the case and defines the threshold quantitatively.
The figure shows maximum amplitude deviation (uniformly this
deviation occurs at f;, —40°C) versus I at +20°C and fo. The
close correlation is obvious. If amplifiers with I = 0.4 pA are re-
jected, all remaining amplifiers produce oscillators within design
specifications. Note that no temperature tests need be made.

Figure 17 is a histogram of Is. The normalized area under the
curve in the interval [0.4, «] represents the fraction of amplifiers
rejected by the test (Ig = 0.4 pA) and also predicts the same 55
percent yield.

After noting that amplifiers with high I,. have large amplitude
deviations, we then ask what causes high I . Figures 18 and 19
show that low transistor Betas cause high I and failures. Figure 18
plots maximum amplitude deviation versus By1 — Bx of the first tran-
sistor. The correlation is barely detectable. The argument here is that
I 1is a function of the Bys of both transistors one and two as well
as other parameters and, although there is correlation between the
transistor Bys on the same chip, that correlation is not strong enough
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to permit prediction of performance based on measurement of a single
transistor 8y . Figure 19 plots amplitude deviation versus (Byi18x2)?.
Here we see the strong correlation that allows us to draw the con-
clusion about the dependency of I4 on transistor By and to predict
an improvement in yield if processing improvements result in increased
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Finally, Fig. 20 is a histogram of maximum amplitude deviation
with all amplifiers having Iy = 0.4 pA removed. It is clear that all
the oscillators in this reduced population are within the design speci-
fications.

5.7 Asymmetric Adjustment

As a final word, let us return to a discussion of the asymmetry of
the nominal design., For amplitude adjustment at 20°C and f,, a first
guess for the adjustment target was nominal amplitude. An adjustment,
temperature of 20°C is higher than the center of the operational
temperature range (—40°C to +60°C), and for this reason one might
consider adjusting amplitude at a higher value than nominal. However,
f2 is lower than the center of the frequency range, and if one accepted
the notion of amplitude varying proportionally with frequency, one
might consider adjusting to an amplitude below nominal. These two
factors then tend to cancel one another.

The results presented previously, however, indicate that amplitude
is not a monotonic function of frequency, and amplitude deviations
due to both temperature and frequency changes are asymmetric. We
have shown that larger variations in amplitude result from negative
changes in temperature and frequency than from positive changes.
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We have seen that the dominant failure condition is f,, —40°C, i.e.,
low tone frequency, low temperature. This suggests that amplitude can
be adjusted to take advantage of the asymmetry. If adjusting at f,
and +20°C, an adjustment objective of 285 mV rather than 270 mV
is likely to result in increased yield, i.e., it will be possible to accept
amplifiers with ;. greater than 0.4 pA. Although the exact adjustment
figure must still be studied, our results suggest that taking advantage
of the asymmetry of the design can result in not insignificant savings.

VI. CONCLUSIONS

In this paper we have described the application of Monte Carlo
tolerance analysis to the integrated, single-substrate, RC, Touch-Tone
oscillator. The conclusions to be drawn are pertinent not only to the
specific oscillator designs studied, but also to the state-of-the-art of
tolerance analysis itself.

We have examined two proposed oscillator des1gns Both designs
employ the same Twin-T as the frequency selective network, the dif-
ference appearing in the high-gain, limiting amplifier. The study,
therefore, concentrated on the statistical variation of parameter values
within the amplifier; the Twin-T was held fixed at design values.
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Variations in oscillator performance, then, were judged against degra-
dation limits allocated to the amplifier.

The first design was dismissed because of poor frequency stability
stemming from loading effects of the amplifier on the Twin-T. The
second design, on the other hand, seems promising; its production now
seems likely.* The Monte Carlo analysis of this design revealed two
significant properties:

First, the oscillator has excellent frequency stability. Frequency
deviations over the full temperature range were less than 0.05 percent
for all the sample oscillators in the Monte Carlo study.

Second, the amplitude stability is acceptable. Fifty-five percent of
the oscillators in the study were within amplitude limits over the
full temperature and tone frequency ranges. Forty-five percent of the
oscillators failing specifications is less alarming than might appear at
first glance for the following reasons:

(7) The results show that amplitude deviations are strongly corre-
lated with the de feedback current through the Twin-T, i.e., into
the amplifier, at room temperature. Hence a test is easily per-
formed on the amplifier chips before bonding takes place and
without the need of a temperature chamber to weed out amplifiers
that would result in unsatisfactory oscillators. This test reduces
the cost penalties associated with a relatively low amplifier yield.

(#7) The statistical characterization of the parameters of the oscillator
was purposely pessimistic. Hence, the yield figure should be taken
as a lower bound. Further, the results indicate that amplifier
failure is associated with low transistor current gain. Fabrication
improvements that increase these gains will therefore improve
yield.

(772) The deviation of oscillator amplitude in response to both tempera-
ture and tone change is asymmetrie, i.e., amplitude deviations due
to both low temperature and lower frequency is larger than corre-
sponding changes for high temperature and higher frequency.
By changing the amplitude adjustment target to some value offset
from the middle of the amplitude window (270 mV =+ 2.5 dB), a
significant increase in yield can be expected.

In summary, amplifier yield of 55 percent is lower than might be
* It should be noted that several potential problem areas have been ignored in

the computer analysis and remain to be examined. Primary among these are the
effects of variable loop length and the possibility of parasitic oscillation.



1290 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971

hoped for, but the cost penalties associated with this relatively low
yield are minimized by a simple go/no-go test performed on the ampli-
fiers before bonding. Furthermore, there are good prospects that yield
can be increased by changes in silicon processing and adjustment
strategy.

With regard to Monte Carlo tolerance analysis itself, two aspects
of the present study should be noted. First, since the oscillator is non-
linear and requires factory adjustment, no standard circuit analysis
program could reasonably be used as part of a Monte Carlo loop.
Hence, a special program in which efficiency could be achieved by
restricting its applicability to a small class of oscillators had to be
written. To write this program required one man-year of effort—a
not unsubstantial investment. The point is that while Monte Carlo
tolerance analysis of circuits like the Touch-Tone oscillator cannot,
at present, be performed using off-the-shelf computer programs, the
analysis can be done using special techniques if the circuit’s impor-
tance warrants the investment.

Secondly, since the oscillator’s amplifier is fabricated on a single
silicon chip, its parameters are not statistically independent. Unfortu-
nately, almost no data exists with which to make a statistical charac-
terization of silicon circuit parameters. On the other hand, it is obvious
that the results of the Monte Carlo study are exactly as accurate as
the assumed parameter statistics. It is clear, then, that if we are to
exploit the possibilities Monte Carlo tolerance analysis presents, an
effort must be made to structure the measurements of silicon circuits
as they go into production, to clarify the statistical interrelation of
silicon circuit parameters.
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Statistical Circuit Design:

The Application of Monte Carlo Techniques
to the Study of Impairments in the
Waveguide Transmission System

By R. G. OLSEN
(Manuscript received December 3, 1970)

Monte Carlo techniques have proven to be useful in examining the
effects of component variations in electronic circuits. These techniques
can also be applied to the study of parameter variation in systems. As
an example of this approach, this paper reports on the use of Monte
Carlo techniques in the study of impairments in the waveguide trans-
misston system, a high-capacity, long-haul communication facility
now under development at Bell Laboratories. Two examples of the
Monte Carlo analysis are discussed. These examples show how the
Monte Carlo analysis can give the system designer insight into the
effects of tmpairments on the system performance, and can aid the
designer i setting requirements on the system components. It 1s ex-
pected that these techniques will find further application in other Bell
System design efforts.

I. INTRODUCTION

1.1 Monte Carlo Analysts in Circuit and System Design

Monte Carlo tolerance analysis has proven to be a useful tool in the
circuit design process. ** Typically, the designer uses the statistical
distributions and correlations of the circuit components in conjunction
with random number generators to produce in the computer a large
number of sample circuits. These circuits are then analyzed on the
computer and empirical distributions of circuit performance are ob-
tained. From these distributions, the designer ecan predict yield and
can study the implications of altering component tolerances.

Monte Carlo techniques can also be used to analyze the effects of
parameter variations in systems; in particular, these methods can be
applied to the study of impairments in a transmission system. We shall

1293
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first discuss some of the steps involved in the system design and speci-
fication, and then show how Monte Carlo techniques can be applied.

1.2 System Specification and Impairment Allocation

An important part of the design of a transmission system is the
specification of the system transmission characteristics. This specifica-
tion is made in two steps:

(7) Specification of the nominal transmission characteristics of each
block of the system.

(77) Specification of the allowed deviations from the nominal trans-
mission charactéristics.

The first step involves the specification of the modulation type,
nominal filter shapes and bandwidths, and the nominal characteristics
of other blocks such as amplifiers and equalizers, so that the nominal
system meets the performance objectives. ‘

The second step involves the specification of the allowed range of
impairments (such as delay and amplitude distortions) in each block
of the system so that the performance will still be satisfactory with
impairments present. This step is known as the impairment allocation.

These specifications translate into performance requirements for the
individual circuits and components comprising each block of the sys-
tem. There are several difficulties: First, these requirements must be
consistent with the hardware capabilities; overly stringent require-
ments would result in a reduced manufacturing yield. Secondly, if
realistic requirements are placed on each component, a repeater assem-
bled at random from a number of separate components may not meet
the overall impairment requirements. In this situation, alternatives
such as tightening component requirements, component matching, or
tuning must be considered.

1.3 Using Monte Carlo Techm"ques in Impairment Analysts

The impairment allocation requires a knowledge of the effects on
the system performance of impairments in each block of the system.
Determining the effects of impairments onc at a time (by computer
simulation) is useful, but does not provide the entire answer. If there
are nonlinearities in the system, the effects of many simultaneous im-
pairments cannot be found by the superposition of their individual
effects. Similarly, the effects of a particular impairment (such as quad-
ratic amplitude distortion) may depend on the block in which the
impairment occurs.
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Monte Carlo analysis, on the other hand, can provide valuable in-
sight into the effects of multiple impairments. Each individual impair-
ment is described by a probability distribution representing its range
of possible values. The system is simulated for many sets of impair-
ments chosen from the assumed distributions, and the resulting meas-
ures of system performance are tabulated in histograms.

This procedure can be used in preliminary impairment studies and
impairment allocations, using hypothetical impairment distributions,
to get a feeling for the way in which impairments combine, and what
maximum and minimum degradations can be expected from impair-
ments which are constrained to lie in a certain range.

Monte Carlo analysis can also be used to get quantitative results on
repeater yield and component tolerance requirements if the actual im-
pairment distributions in each block of the system are known. Typi-
cally, this information becomes available as the hardware design pro-
gresses. For example, the designer can trade off repeater failures for
looser component requirements. The tolerances required to give 100
percent acceptable repeater performance may result in overly stringent
requirements on the individual hardware components. Relaxing the
component requirements to give, say, 99 percent acceptable repeater
performance would increase the component yield, at the expense of
having a one percent repeater rejection rate. Monte Carlo analysis can
thus give the designer valuable information on the various tradeoffs
involved in the system specification.

1.4 Outline of Paper ,

This paper reports on the use of Monte Carlo techniques in the study
of impairments in the waveguide transmission system, a high-capacity,
long-haul communication facility now under development at Bell Lab-
oratories.

The outline of this paper is as follows: Section II describes the wave-
guide transmission system and the sources of impairments. Section III
discusses the Monte Carlo analysis program; Section IV describes the
case studies which have been made; and Section V gives the results of
the Monte Carlo analysis. Section VI gives a summary and conclusions.

II. THE WAVEGUIDE TRANSMISSION SYSTEM

2.1 System Description

The waveguide transmission system will utilize the vast communica-
tion potential of millimeter waves to transmit voice, data, Picture-
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phone® service, and other signals over the telephone network. A decade
from now, it is expected to play a major role in meeting the increased
demand for telecommunication services.

A simplified block diagram of one link of the system for one direc-
tion of transmission is shown in Fig. 1. Present plans call for 120
broadband channels (60 in each direction) to occupy the frequency
band from 40 to 110 GHz, giving the system a capacity of about a
quarter million voice circuits. The bascband input signal in each chan-
nel is two-level PCM at a bit rate of 282 MHz. The modulation tech-
nique used is differentially-coherent phase-shift-keying (DCPSK), in
which information is transmitted in the relative phase of the carrier.

The oscillator frequencies for the carriers are spaced at 560-MHz
intervals across the 40- to 110-GHz band. Tre modulator outputs are
fed into a channel-combining network, and are then transmitted over
a twenty-mile* section of buried two-inch circular waveguide. The
channel-separation network separates the signals from the various
channels at the waveguide output.

The signal in each channel then enters a regenerative repeater. The
down converter shifts the signal to an IF frequency of about 1.4 GHz;
the equalizers correct for delay and amplitude distortions; and the IF
filter limits the noise power entering the detector. The regenerator
samples the detector output every time slot, decides if a one or a zero
was transmitted, and puts out a pulse of the appropriate polarity. The
regenerated pulse stream is then modulated back to the millimeter
band for transmission over the next link of the system.

2.2 Design Objective

The design objective in each channel is a 10~ error rate per repeater
with a twenty-mile repeater spacing. The probability of error can be
reduced by raising the received carrier power. Thus the performance
measure for each channel is based on the amount of carrier power re-

quired to obtain a 107° error rate. First we define the relative carrier
power (RCP) by

RCP = c

I‘fb
where C is the undeviated carrier power at the receiver input, u is the
thermal noise per unit bandwidth and f, is the bit frequency. The

RCP is thus the carrier power relative to the noise power in a band-

* The nominal repeater spacing is twenty miles.
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Fig. 1—Block diagram of the waveguide transmission system.

width equal to the bit frequency. The performance measure for a chan-
nel is the RCP required to obtain a 10-° error rate (called the required
RCP).

We now reformulate the design objective in terms of the required
RCP. Taking into account the power output of millimeter wave
sources, waveguide and network losses, thermal noise and amplifier
noise figures, the RCP available for the worst channel (at 40 GHz)
turns out to be 25 dB; other channels have a higher available RCP.
The error rate in any channel is satisfactory if

Required RCP = Available RCP.

The system is being designed to meet the worst channel requirement;
thus the design objective for each channel is

Required RCP = 25 dB.

2.3 Sources of Impairments

There are two main causes of 1mpalrments in the system: imperfect
equalization and variations in component characteristics, For example,
the waveguide delay characteristic is such that in any one 560-MHz
channel, the delay is almost linear with frequency. The IF delay
equalizer should therefore have a linear delay characteristic with a
slope which is the negative of that of the waveguide, so that their com-
bined delay characteristic is flat.* However, the combined waveguide
and equalizer delay characteristic typically contains some residual
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distortions, which are adequately modeled as having linear, quadratic,
cubic, and ripple terms.

Similarly, variations from the nominal waveguide delay characteris-
tic will produce distortion even if the nominal is perfectly equalized.
Another important source of impairments is the repeater, which con-
sists of about fifteen separate components (such as amplifiers, isola-
tors, filters), each with an inherent variability.

The above considerations also apply to amplitude distortions, which
must also be included in an impairment analysis of the system.

III. COMPUTER ANALYSIS OF THE WAVEGUIDE TRANSMISSION SYSTEM

3.1 Computer Simulation of the System

In order to carry out a Monte Carlo study of impairments, we need
a simulation program to evaluate the system performance (i.e., com-
pute required RCPs) given a particular set of transmission characteris-
tics. Such a program has been written by J. H. Mullins.? This program
has many features and options; only the ones relevant to this discus-
sion are described below. The program simulates the transmission of
two periodic streams of sixteen pulses through one channel of the sys-
tem, so that intersymbol interference from all combinations of five
adjacent pulses is obtained: A calculation is made of the required RCP
for each time slot in the transmitted pulse stream. The effects of tim-
ing jitter are included by computing the required RCP for various
regenerator timing errors, typically —%, 0, and +3 of a time slot. A
record is made of the worst (i.e., highest) required RCP for each tim-
ing error, taking all time slots into account.

The effects of an interfering signal in an adjacent channel can also
be included in the simulation, in which case the relative time position
of the adjacent channel signal is adjusted for each time slot to produce
the worst effect (highest required RCP). Thus there are several re-
quired RCPs computed for a given channel. Characterizing the per-
formance of the channel by a single number, we define the computed
performance measure to be the maximum of the required RCP at —1
or +% timing error, with adjacent channel interference included in the
simulation (called the required RCP with =3 timing error).

3.2 The Monte Carlo Analysis Program

The waveguide simulation program described in the previous sec-
tion has been embedded in a Monte Carlo analysis program which
selects parameter values from probability distributions, passes them
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to the simulation program, and forms histograms of the required RCPs
computed by the simulation. The program was written for a Control
Data 3500 computer. About 45 seconds of computation time is required
for each run through the simulation program when adjacent channel
interference is included in the simulation; and about 15 seconds when
the interference is omitted. Generating histograms of 1000 samples,
therefore, takes either four or 124 hours of computer time.

IV. EXAMPLES OF MONTE CARLO IMPAIRMENT ANALYSIS

4.1 The Monte Carlo Impairment Studies

The Monte Carlo analysis program described in the previous section
has been used to study the effects of delay and amplitude impairments
on the waveguide transmission system and has aided in the setting of
preliminary impairment allocations.

The nominal transmission characteristics of the system are shown in
Table I; the system is assumed to be perfectly delay-and-amplitude
equalized in the absence. of impairments. The impairments are de-
scribed in Section 4.2.

The worst-case required RCPs (with adjacent channel interference)
for the nominal system are as follows:

Zero timing error: 15.20 dB,
—1 timing error:  16.37 dB, and

+1 timing error: 16.34 dB.

The computed performance measure for the nominal system is thus
16.37 dB.

TaBLE I—NomiNAL TRANSMISSION CHARACTERISTICS FOR MONTE
CARLO IMPAIRMENT STUDY

Modulation: DCPSK, path length modulator.
Symbol rate, polar binary PCM = 282 MBd = f..
Time slot = 3.5 ns = 7.
RF Channel Spacing = 560 MHz = 1.98 f,.
RF Channel Filters:
Two-pole, maximally flat, lossless
3-dB bandwidth = 450 MHz = 1.6 f3;
In tandem with two-pole lossless rejection filter centered 560 MHz higher than
passband filter.
Receiver IF Noise Filter:
Four-pole, maximally flat
3-dB bandwidth = 370 MHz = 1.31 f;.
Detector: Ideal DCPSK.
Adjacent channel interference included in simulation.
System is delay and amplitude equalized.
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Two Monte Carlo studies have been carried out. In the first, the
distortions were assumed to originate in the waveguide section of the
system (i.e., at an RF frequency in the 40- to 110-GHz range). In
the second, the distortions were assumed to originate in the repeater
(i.e., at the IF frequency of 1.4 GHz). The only difference between the
two is that in the second case, the amplitude distortions affect the
amount of noise power entering the detector, whereas in the first case
the noise power is independent of the distortions. This difference is
significant, as will be seen in the discussion of the results.

Adjacent channel interference was included in the simulation, and
histograms of required RCPs were made for timing errors of —%, 0, and
+1 of a time slot. An additional histogram was made of the required
RCP with =%} timing error. One thousand samples were obtained in
each histogram, and a record was made of the impairment parameter
values causing the maximum and minimum entries in each histogram.

4.2 Impairment Parameters and Distributions

The impairments investigated in these studies are delay-and-ampli-
tude distortions consisting of linear, quadratie, cubic and ripple com-
ponents. The linear, quadratic and cubic terms are characterized by
their values at the frequency f = f. + f,/2, where f, is the carrier
frequency and f, = 1/r is the bit frequency (282 MHz). The ripple
terms are characterized by their peak-to-peak amplitude, period
and phase.

In these preliminary studies, the impairments are assumed to origi-
nate in a single block (transfer function) of the system. The overall
delay of this block is the sum of the four delay components, and is
given by: '

dlf) = di[2(f — f)/f] + dl2(f — 10/5:1° + ds2(f — 10/,

+ (1/2)dz sin 27(f — §.)/Pp + 6p].

The distributions of the delay distortion parameters, d; , ds, ds, dg,
Pp and 6, assumed in this study are given in Table IL.

The amplitude response of the impaired transfer function is unity
plus the four amplitude distortions:

A(f) = 1+ A2 — f)/f] + A[2(f — 10/1.) + Asl2(f — 1)/
+ (1/2)Ar sin [2x(f — fo)/Ps + 64].

The distributions assumed in this study for the amplitude impairment
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TaBLE IT—AssuMED DELAY IMPAIRMENT DISTRIBUTIONS*

Impairment Type Parameter Distribution Limits
Linear Delay dy = value at f. + /2 —0.27 t0 0.27
Quadratic Delay dy = value at f. + f,/2 —0.27 to 0.27
Cubic Delay d; = value at f. + f»/2 —0.2r t0 0.2r
Ripple Delay dr = peak-to-peak value —0.37 t0 0.37

Pp = period 0.125f, to 1.0 f,
6p = phase 0° to 90°

* All distributions are uniform and independent.

parameters A, , A2, As, Ar, P4, and 6, are given in Table III. All
delay and amplitude distributions are assumed to be independent.

The impairment parameters are assumed to be uniformly distributed,
since the actual distributions are not known. However, this is ade-
quate for our purposes, since a primary goal of these preliminary
studies is to determine the effects of multiple impairments which are
constrained to lie within certain limits.

A few words are in order concerning the distribution limits specified
in Tables IT and III. These limits were arrived at after a study had
been made of the effects of individual impairments on the system
performance. From this study, a preliminary set of impairment limits
was. obtained for which it was felt that the overall required RCP with
#1/8 timing error would not exceed 22 dB or so, leaving a margin of
about 3 dB for other types of impairments. It is these preliminary
impairment limits which are tabulated in Tables II and III. These
should not be construed as final requirements on the system, or as
anything other than first estimates of the impairment levels which the
system can tolerate. In fact, the Monte Carlo results in Section V
indicate that these limits are probably too tight, and satisfactory per-
formance can be achieved with somewhat larger impairment limits.

TABLE JII—AssuMED AMPLITUDE IMPAIRMENT DISTRIBUTIONS*

Impairment Type Parameter Distribution Limits
Linear Amplitude Ay = value at f, + f»/2 —0.15t00.15
Quadratic Amplitude As = value at f. + /2 —0.2t00.2
Cubic Amplitude A; = value at f. + f/2 —0.1t00.1
Ripple Amplitude Ap = peak-to-peak value —0.06 to 0.06

P, = period 0.125f,to 1.0 f,
04 = phase 0° to 90°

* All distributions are uniform and independent.
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V. RESULTS OF THE MONTE CARLO ANALYSIS

5.1 Case Study #1: Impairments at RF

The histograms of required RCP resulting from the Monte Carlo
analysis with the distortions occurring at RF are shown in Figs. 2
through 5. Also shown are the mean required RCP, the nominal (no
distortion) value, the value which was exceeded in only one percent
of the cases, and the percentage of cases in which the required RCP
was lower than nominal. ‘

Figure 2 shows the histogram of the required RCP for zero timing
error. The mean required RCP is 1.1 dB higher than the nominal
value. The highest value which occurred was 19.0 dB, but only one
percent of the cases exceeded 17.55 dB, or 1.45 dB lower. There were
three cases (0.3 percent) in which the required RCP was less than the
nominal value, indicating that there are some combinations of dis-
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Fig. 2—Histogram of required RCP for zero timing error with impairments at RF.
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FﬁgF 3—Histogram of required RCP for —1/8 timing error with impairments
at .

tortions which produce better results than no distortions at all. This
is not too surprising, since the nominal transmission characteristics
were not chosen to minimize the required RCP at zero timing -error,
but rather to minimize the required RCP with =1/8 timing error.

Figure 3 shows the histogram of the required RCP for —1/8 timing
error. The mean value is 0.75 dB higher than nominal. However, 17
percent of the distortion combinations reduced the required RCP
below its no distortion value. This is primarily due to the effects of
delay distortion. Large positive quadratic delay distortion shifts the
pulse stream sufficiently so that better results are obtained by sampling
with —1/8 timing error rather than with zero timing error. At the
lowest value in the histogram in Fig. 3, the quadratic delay distortion
is do = 0.16 . However this distortion is not desirable, since it seri-
ously degrades the required RCP at +1/8 timing error. The highest
value in the histogram in Fig. 4 (+1/8 timing error) was obtained
for dy = +0.19 = Similarly, large negative quadratic delay distortion
improves the required RCP at +1/8 timing error, but degrades it at
—1/8 timing error.

Figure 5 shows the histogram of the required RCP with =+1/8
timing error when the impairments occur at RF. The mean required
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RCP in the impaired system is about 1.1 dB higher than nominal.
The maximum value that occurred was 20.6 dB, or 4.2 dB higher
than nominal. The impairment parameter values which resulted in
this maximum degradation are given in Table IV. The linear and
cubic delays are both negative and have about the same value (and
hence are reinforcing) and the quadratic delay is almost at its maxi-
mum positive value. The delay ripple has a large period and a large
peak-to-peak amplitude. Looking at the amplitude impairments in
Table IV, we see that the quadratic amplitude has a large negative
value, as does the peak-to-peak amplitude ripple.

The most interesting feature of the histogram in Fig. 5 is that four
percent of the distortion combinations produce a lower required RCP
than nominal, the lowest being 15.8 dB, 0.55 dB below nominal. The
impairment values producing this minimum required RCP are also
given in Table IV, All the distortions are quite small, except for the
quadratic amplitude distortion which is almost at its maximum posi-
tive value. These results indicate that positive quadratic amplitude
distortion occurring at RF improves the performance of the system.
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tFﬁ% 4—Histogram of required RCP for 41/8 timing error with impairments
a .
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FlllgF 5—Histogram of required RCP with +1/8 timing error with impairments
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This indication is quite true, as is shown by the graph of the required
RCP with =1/8 timing error versus quadratic amplitude at RF in
Fig. 6. (All other impairments are set to zero.) A quadratic amplitude
shaping at RF with parameter 4. = 0.3 reduces the required RCP to
15.45 dB, 0.9 dB below the nominal. -

It would seem desirable to build this amplitude shaping into the
nominal system to take advantage of the improved performance.
Yet any intentional amplitude shaping would have to be done in the
IF strip, since it is extremely difficult to build filters and provide
gain at RF. Unfortunately, the beneficial effect of quadratic amplitude
shaping is lost when we apply it at the IF frequency. The shaping
filter would follow the primary noise source in the system (the IF
input amplifier), and would increase the amount of noise power enter-
ing the detector. The shaping filter would require gain,
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and hence increases the noise bandwidth of the system. The resulting
degradation in the system performance from the increased noise power
is greater than the improvement gained by amplitude shaping, as is
shown in Fig. 6. The system performance is degraded by any quadratic
amplitude distortion introduced at IF, but the effects of a negative
distortion are relatively small. If quadratic shaping were introduced
by a passive filter, there would be a decrease in signal power which
would similarly raise the required RCP. Amplitude shaping intro-
duced at IF degrades the system performance, and we are left in
the position of having some “impairments” at RF which improve
performance, but being unable to build the improvements into the
system.

5.2 Case Study #2: Impairments At IF

Another Monte Carlo analysis was made with the impairments in
the IF strip instead of at RF. This was the only difference between
the two studies; the same sets of impairments were generated in both.
The histogram of the required RCP with £=1/8 timing error for the
impairments at IF is shown in Fig. 7. There were no combinations
of distortions for which the system performance was better than
nominal.

The impairment parameter values producing the maximum and

TABLE IV—IMPAIRMENT VALUES—MAXIMUM AND MINIMUM OBTAINED
REQUIRED RCP witH £1/8 TiMiNnGg ERROR (IMPAIRMENTS AT RF)

Maximum Obtained Minimum Obtained
Required RCP Required RCP
= 20.6 dB = 15.8 dB
Impairment Parameter Value at Maximum Value at Minimum
Linear Delay d; —0.137 —0.067
Quadratic Delay d, 0.19+ 0.01~
Cubic Delay ds —0.127 0.03r
Ripple Delay
geak-to—peak value dg —0.297 —0.187
Period Pp 0.99 £, 0.44 f,
Phase 6p 29 .4° 23 .4°
Linear Amplitude A4, —0.06 0.004
Quadratic Amplitude 4, —0.18 0.19
Cubic Amplitude A4 —0.02 0.06
Ripple Amplitude
eak-to-peak value Ag —0.06 —0.01
Period Py 0.16 f 0.83 f
Phase 64 58.6° 63 .4°
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Fig. 6—Required RCP with +1/8 timing error as a function of quadratic
amplitude distortion.

minimum required RCP with =1/8 timing error are given in Table V.
The maximum required RCP obtained in the Monte Carlo analysis
was caused by large negative linear, quadratic, and cubic delay com-
ponents and a large slow delay ripple. The amplitude impairments,
however, were quite small.

The impairments producing the minimum obtained required RCP
of 16.4 dB are also tabulated in Table V. The quadratic and ripple
delays are quite small, and the linear and cubic delays practically
cancel each other out. The cubic and ripple amplitude distortions are
very small, but the linear amplitude distortion is quite large and the
quadratic amplitude is of moderate size.

Comparing the histograms in Figs. 5 and 7, we see that impair-
ments at IF have, in general, a slightly worse effect on the system
performance than those at RF: The mean of the distribution at IF is
0.1 dB higher than at RF, and the one percent point is 0.35 dB higher.
Also, there were no distortions at IF for which the system performance
was better than nominal, whereas four percent of the distortions at
RF did improve the system performance.

The range of the distribution at RF was greater than that at IF
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(15.8 dB—20.6 dB at RF, 16.4 dB—20.1 dB at IF). This is primarily
due to the effects of quadratic amplitude distortion (Fig. 6). At RF,
a quadratic distortion 4, in the range —0.2 to 0.2 produces a required
RCP ranging from about 15.6 dB to 17.7 dB; whereas at IF the range
is from 16.4 dB to 16.9 dB.

In summary, the histograms in Figs. 5 and 7 show that the maximum
required RCP observed in the two case studies was 20.6 dB, which is
1.4 dB below the 22-dB objective. Hence the eventual system impair-
ment requirements could conceivably be less stringent than the dis-
tribution limits assumed in these Monte Carlo studies (Tables II
and III).
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Fl};g‘ 7—Histogram of required RCP with =1/8 timing error with impairments
at IF.
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TaBLE V—IMPAIRMENT VALUES—MAXIMUM AND MINIMUM OBTAINED
ReEQUIRED RCP witH #+1/8 TimiNGg ERROR (IMPAIRMENTS AT IF)

Maximum Obtained Minimum Obtained
Required RCP Required RCP
= 20.6 dB = 16.4 dB

Impairment Parameter Value at Maximum Value at Minimum
Linear Delay d, —0.14r —0.087
Quadratic Delay d» —0.187 —0.0027
Cubic Delay d; —0.157 0.12+
Ripple Delay

Peak-to-peak value dp 0.287 0.003r

Period Pp 0.94 1, 0.40 f

Phase 6 82.8° 70.8°
Linear Amplitude 4, 0.008 —-0.13
Quadratic Amplitude A, —0.003 —0.09
Cubic Amplitude A3 0.07 0.006
Ripple Amplitude

Peak-to-peak value Az 0.03 —0.02

Period P, 0.41 f, 0.82f,

Phase 64 5.1° 84.0°

VI. SUMMARY AND CONCLUSIONS

Monte Carlo techniques can be used to study the effects of param-
eter variability in systems as well as circuits: Statistical distributions
are used to model variations in system characteristics rather than
tolerances on circuit components. In particular, this paper has shown
how Monte Carlo methods can be applied to the analysis of impair-
ments in the waveguide transmission system. Two examples of the
Monte Carlo analysis have been presented. These examples show
how the Monte Carlo technique provides insight into the effects of
impairments on the system performance, and can aid in determining
the system impairment allocations.

Monte Carlo analysis can be used in the solution of future wave-
guide system problems, such as the problems of component variability
and tolerance allocation. The effects of a particular choice of com-
ponent tolerance requirements and the percentage of randomly assem-
bled repeaters which meet the RCP objectives can be determined by
Monte Carlo analysis. The effects of tighter tolerances and the need
for component matching or tuning can also be determined. As more
information becomes available on component variability in manu-
facturing and aging, it can be incorporated into the Monte Carlo
analysis and its effects can be readily evaluated. This capability for
obtaining quick results from new information is expected to be of
significant value to the waveguide system design effort.
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Employing Monte Carlo methods at an early stage in the waveguide
system design and development is expected to shorten the design
interval and reduce the design effort. It is expected that Monte Carlo
techniques will find further application in the study of parameter
variability in other Bell System projects.
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1969=70 Connection Survey:

Analog Transmission Performance on the
Switched Telecommunications Network

By F. P. DUFFY and T. W. THATCHER, JR.
(Manuscript received December 16, 1970)

To characterize the transmission performance of the Bell System
switched telecommunications network, Bell Telephone Laboratories
conducted a survey of toll connections during 1969 and 1970. Con-
nections were established between Bell System end offices chosen
by statistical sampling techniques. Both analog and data transmission
tests were performed. A summary of analog transmission performance
is presented in this paper. It contains estimates for noise, loss, attenua-
tion distortion, envelope delay distortion, peak-to-average ratio, fre-
quency offset, level tracking, nonlinear distortion, and phase jitter
for toll calls within the Bell System. Accompanying papers discuss
data transmission error performance at various speeds between 150 and
4800 bits per second.

I. INTRODUCTION

Information related to transmission performance of toll connections
is essential to the evaluation of toll service quality, necessary for
assessing the adequacy of present administrative and maintenance
procedures, and important in establishing objectives for new transmis-
sion systems and equipment. Bell Telephone Laboratories has con-
ducted a number of system-wide transmission surveys since 1959.
Surveys made in 1959, 1962, and 1966 concentrated on the trans-
mission performance of toll connections. Other surveys have examined
the performance of specific equipments or portions of the telephone
network.*% This survey is based on a probability sample of telephone
traffic. The use of probability sampling permits estimation of trans-
mission performance parameters for the population of all toll calls
and permits quantitative measure of the possible error in these esti-
mates. The 1969-70 survey differs from previous surveys by including
more measures of the transmission performance of the connection.

1311
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Frequency offset, peak-to-average ratio (P/AR), level tracking, and
intermodulation and harmonic distortion for toll connections had not
been measured previously on a system-wide basis.

This paper presents a statistical summary of analog transmission
data. Measurements were made on toll connections from end office
(local switching office) to end office over the switched telecommunica-
tions network. Due to alternate routing and diversity routing within
trunk groups, connections between the same originating and terminat-
ing offices may differ. Information on the characteristics of loops,
which are fixed entities connecting a subscriber to his local office, has
been reported by P. A. Gresh.” Connection measurement results are
presented on the basis of airline distance between the end offices.
Results are separated into three mileage categories. The breakdown
is short (0-180 airline miles), medium (180-725 airline miles), and
long (725-2900 airline miles). Mileage categories are combined to
provide results for the population of all toll connections. The trans-
mission characteristics reported include noise, loss, attenuation dis-
tortion, envelope delay distortion, P/AR, frequency offset, level track-
ing, nonlinear distortion, and phase jitter. Accompanying papers®?®
provide results for data transmission error performance at various
speeds between 150 and 4800 bits per second (b/s).

II. SURVEY LOGISTICS

2.1 General

It was-apparent that to achieve a valid measure of the switched
telecommunications network performance, the survey would be a
large-scale operation encompassing the measurement of a large number
of transmission characteristics ort many toll connections between many
different pairs of offices. Standard test sets or equipment units used for
circuit maintenance or characterization were available for making
most of the measurements. The remaining test equipment was pur-
chased, or designed and built. Considering the bulk of the test equip-
ment required to perform both analog and data transmission measure-
ments, the shipping involved, and the manpower required to make
measurements at many different locations, several decisions were made
to control the magnitude of the physical effort:

(?) Several measurements were made from each location to limit
the amount of travel and provide opportunity for measuring
alternate routes.

(72) Measurements were made in one direction of transmission
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for most characteristics. The receiving locations for these tests
required a large quantity of equipment and were designated
primary test sites. The transmitting ends required a much
smaller amount of equipment and were designated secondary
test sites. Message circuit noise and 1000-Hz loss, however,
were measured for both directions of transmission.

(#7) Personnel and equipment remained at a primary site for.a
given time while a secondary team and equipment moved
from location to location.

(fv) With several tests to be made, and different equipment required
for each test, tests were run simultaneously on several connec-
tions and then rotated rather than being made sequentially
on only one connection at a time.

(v) Testing at each secondary site continued for at least a full day,
this being judged to be an appropriate compromise between
time required to travel to a site and set up the equipment, and
measurement time at the site.

(vi) Sufficient equipped secondary teams were provided so that
one could travel while another tested, thus keeping the primary
team busy every working day.

2.2 Test Equipment

Equipment used in making Data-Phone® transmission performance
tests is described in companion papers.®® Analog transmission measur-
ing equipment is listed in Table 1.

Packed for shipping, each set of secondary test gear (analog and
data), consisted of nine cases totaling about 27.5 cubic feet and weigh-
ing 550 pounds. The primary equipment was about five times larger.
Figure 1 shows a primary equipment arrangement.

2.3 Test Lines

Access to toll connections was the same as that of telephone sub-
scribers. Subseriber line appearances were connected directly from the
main frame to the test console; the distance to the main frame ranged
from 20 to 100 feet. At secondary locations five lines were used, three
for simultaneous tests, one for coordination of tests (order wire), and
one to provide a reference path for envelope delay measurements. At
primary locations five lines were used for connections to the secondary
locations and three additional lines were provided: one line for tele-
typewriter access to a time-shared computer for analog data manage-
ment; one line for Data-Phone service to transfer data transmission
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test results from a small computer at the primary location to a similar
computer at the Bell Laboratories Holmdel, N. J., location; and one
line for normal telephone service, used for coordination purposes.

III. SAMPLE DESIGN

3.1 Sampling Considerations

In the concluding remarks of I. Nésell’s report of the 1966 Connec-
tion Survey, he noted that the survey suffered from two limitations:

TaBLE I—CONNECTION SURVEY ANALOG TRANSMISSION
TestiNg EQUIPMENT

Equipment

Function

BTL* Console. (Pri, Sec)

WECo 3A Noise Measuring Set 10
(Pri, Sec)

WECo 6F Voiceband Noise
Measuring Set (Pri)

BTL Noise Measuring Set
Control Unit (Pri)

WECo 25B Voiceband Gain and Delay
Measuring Set (Pri, Sec)

WECo KS-19260L1 Oscillator (Sec)

WECo 27B P/AR Receiver!! (Pri)
WECo 27E P/AR Generator (Sec)

BTL Phase Jitter Meter (Pri)
X-Y Plotter (Pri)

Frequency Counter (Pri)

Amplifier and BTL Attenuator
(Pri)

WECo 71B Milliwatt Reference
Generator (Pri, Sec)

Accessories (Pri, Sec):
Power Supplies, Tools, Batteries,
Interconnecting Cords, Instructions,
Shipping Cases, ete.

Teletypewriter (Pri)

Terminate and connect up to 8 telephone
lines to 12 test sets

Measure circuit noise

Count impulse noise peaks (four thres-
hold levels)

Switch control of weighting networks,
notch filter, and narrow band filters for
intermodulation and harmonic distortion
product measurement

Measure loss, attenuation distortion, and
envelope delay distortion

Resettable accurate voice-frequency
source

Measure qomFression of peak-to-average
power ratio of test signal (P/AR)

Measure peak-to-peak phase jitter

Associated with 256B for swept plots of
gain and envelope delay distortion

Measure frequency offset

Shift receiving sensitivity of 25B to
desired range

Calibration of test set sending power and
receiving sensitivity

Transfer analog measurement results to
data management system in time-shared
computer

* BTL indicates equipment designed and built for the survey.
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with test personnel only at one end of a connection, many tests could
not be performed and calibration of far-end milliwatt supplies could
not be verified.® Test personnel were assigned to both ends of the con-
nections in the 1969-70 survey to overcome these limitations. This
approach substantially increased the travel and overall time required
to complete the survey. To bring these within manageable proportions,
a three-stage sampling plan was adopted with 12 primary and 98 sec-
ondary test offices. Execution of this survey required at least seven
persons in the field for a period of a year.

3.2 Selection of the Samples

A population for which information is desired must be defined
prior to selecting a sample from that population. Characterization of
analog transmission for toll connections was the criterion used to
define a population for sampling purposes. The population was defined
as all customer-dialed toll calls established between Bell System end
offices via the switched telecommunications network during a normal
business day. A call was classified as a toll call if the customer was
detail billed, i.e., the customer incurred a specific, identified surcharge
for placing the call. Calls originating or terminating in end offices
not owned by the Bell System were excluded from the population.
Calls originating in manual end offices also were excluded on the
basis that they may not be placed without operator assistance. On Jan-
uary 1, 1970, 12 of the approximately 15,000 Bell System end offices
were manual.

A three-stage sample with stratifications at the first and second
stages of sampling was selected from the population defined above
by established techniques.!?'3 First-stage sample units were selected
with probabilities proportional to a measure of size. Second- and
third-stage sample units were selected using stratified and simple ran-
dom sampling respectively.

Prior to selecting the first-stage or primary sample units, a geo-
graphic stratification was imposed upon the population to achieve wide
physical dispersion of the sample. Continental United States plus
Ontario and Quebec (Bell Canada) were partitioned into twelve
strata on the basis of annual outgoing toll messages (AOTM). Ideally,
each stratum should have equal total AOTMs. Individual states were
not subdivided in attempting to obtain equal size primary strata.
This facilitated assembling the first-stage sampling frames.

One Bell System end office building was selected from each pri-
mary stratum. Selection took place independently in each primary
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stratum and was based upon probabilities proportional to the number
of annual outgoing toll messages. The primary units selected were in
the 12 cities listed in Table II.

Units of the first-stage sample were designated as primary test sites
for the analog transmission characterization of the voice network, i.e.,
buildings from which test calls originated and which served as receiv-
ing sites for transmission tests. The suitability of each primary for
serving Data-Phone customers was verified. At two end office build-
ings it was noted that a Data-Phone customer normally would be
served from an alternate or remote building because the offices
within the sampled building were unacceptable with respect to impulse
noise. Accordingly, test calls were originated from the alternate build-
ings for these primary locations. Tests were made from the selected
building and from the alternate building in one of the instances. Tests
were underway at the selected building when it was discovered that a
Data-Phone customer indeed would not be served from that building.
Tests scheduled for this site were completed. Another series of tests
later was made at the alternate building. In the other case, tests were
conducted only at the alternate building. The improvement in precision
did not justify the effort required to visit the sampled building in addi-
tion to the alternate building. The sample for analog characterization
does not include data collected at alternate buildings.

When an end office building contained offices with different types
of switching, tests were performed on connections established through
each type of office. One building contained offices having panel and
crossbar switching. In this instance, the sample for analog characteri-
zation includes connections established through the panel and the
crossbar offices. The sample for Data-Phone characterization includes
connections established through the crossbar offices only.

In the second stage of sampling, from six to twelve calls were se-
lected from originating traffic printouts compiled at the primary test
sites composing the first-stage sample. These calls were used to deter-
mine secondary test offices, i.e., offices in which the test calls termi-

TasBLE II—PriMaARY TEsT LOCATIONS

Mobile, Ala. Omaha, Nebr.
Sacramento, Calif. Concord, N. H.
Miami, Fla. Rockaway, N. J.
Woodstock, Ill. New York, N. Y.
Quincy, Mass. Cleveland, Ohio

Trufant, Mich. Sharon, Pa.
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nated and which served as transmitting sites for most transmission
tests. A substratification was imposed before selection took place.
Three substrata were defined on the basis of airline distance. Connec-
tions from O to 180 airline miles in length were placed into one sub-
stratum. Those from 180 to 725 airline miles were placed into a second.
All remaining connections were placed into the third. At least two
secondary sites were selected in each of the three mileage strata for
each primary site. Additional secondary sites were selected in an effort
to approximate self-weighting in each substratum. With self-weighting
within substrata, each data point equally represents the population for
its substratum. A total of 32 secondary sites was selected in the short
mileage stratum. In both the medium and long mileage strata, 33
secondary sites were selected.

The third-stage sample elements were repeated calls originating
from a primary site and terminating in one of its associated secondary
sites. Approximately six connections were established between each
primary and each of its associated secondaries. Repetitions were de-
sired to account for the effects of alternate routing of toll connections
and to increase the amount of data gathered while at the test sites.
Analog transmission tests were conducted on 188 connections belonging
to the short mileage category, 227 medium length connections, and 209
long connections. The complete array of analog measurements was not
obtained on all connections since 60 were prematurely disconnected. It
is believed many of these disconnects were caused inadvertently by
survey test personnel.

IV. TESTING PROCEDURES

4.1 Scheduling

Personnel from Bell Laboratories performed the tests at both ends
of the connections. Separate field teams were scheduled for the tours
associated with each primary site—three persons at the primary and
two at each secondary. A total of 56 persons participated. Generally,
two secondary teams were associated with each primary; in one case,
three teams were required. All teams received training in the test pro-
cedures before going to the field. Figure 2 shows the primary and
secondary locations.” Schedules were planned to minimize travel dis-
tance. The testing schedule, as modified by experience at the first pri-
mary site, provided essentially two full days at the first site visited
by a secondary team for them to become accustomed to and perform
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the tests. Thereafter, only one day was scheduled for testing six con-
nections.

4.2 Placing Calls

A testing sequence was begun in the morning by the primary team
placing three test calls, one after another, from the primary to that
day’s secondary. As each call was answered, a few words of conversa-
tion were exchanged to assure two-way transmission to the correct
number, the connection was held at both ends (push buttons on the
consoles), and then the primary dialed the next test call. With three
test connections established, a call was placed to serve as an “order
wire” to coordinate the test activities and a call was placed to estab-
lish a data link to the Bell Laboratories Holmdel, N. J., location.

4.3 Testing Procedures

After the connections were established, testing was begun on all
three and continued until the block of tests was completed, requiring
about an hour. On one connection, a 2000-b/s data set was operated
for 30 minutes, followed by a 1200-b/s data set for the next 30 min-
utes.® On a second connection, a 150-b/s data set was operated for 40
minutes, then a 3600- or 4800-b/s data set for 20 minutes.>® If the
secondary team was not equipped with a 3600- or 4800-b/s data set,
the 150-b/s set was operated for an hour. On the third connection, the
sequence of analog tests was performed. At the end of the first sequence
of testing, the assignments of toll connections to the test equipments
were rotated and the tests were repeated. At the end of the second
hour of testing, the assignments were rotated again and testing con-
tinued until all tests had been made on each test connection. When all
tests were completed, including any necessary check or verification
tests, the calls were disconnected. In the afternoon, the entire sequence
was repeated. When a call was inadvertently disconnected during
testing, a new call was established. Testing usually continued from
that point in the test sequence. An attempt normally was made to
repeat the tests made on the original call but time did not always per-
mit. Analog measurement results were read from meters and dials
of the test sets. The values were recorded at the primary on a pre-
printed data form. At an appropriate time in the test sequence, the
information was transferred to a data management system.

4.4 Analog Data Management Procedures
As measurements were made, results were entered into a data man-
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agement system residing in a time-shared computer. Since test equip-
ment characteristics contribute to the transmission characteristic
values being measured, each data point was calibrated to subtract those
contributions. It was then compared with the results calculated on the
basis of previously collected data. If the data point greatly differed
from previous data, information to that effect was transmitted to the
test site. Field personnel verified if the measurement was correct by
redoing the test since the connection was still established. Under no
circumstances was a data point screened out simply because it differed
greatly from other values. If the retest indicated the value was cor-
rect, then it was accepted.

Past surveys did not have immediate data processing available.
Experience in this survey has clearly established the value of such a
data management system providing feedback information to the test
sites. Since data “laundering” was being carried out as the survey
progressed, only a moderate amount remained to be done after field
operations were completed. This produced two outstanding advan-
tages. For the most part, the validity of the data was verified by
people at the test site capable of investigating problems while con-
nections were still established; secondly, analysis of data could begin
immediately after field tests were completed.

4.5 Data Analysis

Analysis of the survey data was accomplished using computer
programs based upon statistical formulas for multistage sample sur-
veys.1213  Although an attempt was made to approximate self-
weighting within each mileage category, it was convenient to select
secondary test sites for individual primaries as the second-stage
sampling frames became available. This restricted the degree to which
self-weighting could be achieved. The absence of self-weighting means
that some data points in a mileage category have more weight asso-
ciated with them than others in translating sample measurements into
population estimates. Because of this, appropriate weights were cal-
culated and used in the analysis.

Recall that the sample design required selection of one primary
unit in each primary stratum. This does not allow calculation of the
variance due to the first stage of sampling when estimating a confi-
dence interval. To solve this problem, the concept of collapsed strata
was used.!* Thus the data were analyzed as though the sample design
called for six primary strata with two primary units in each. All
weights were adjusted appropriately to reflect this change.
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In addition to analog characterization of the voice network, an
analysis to characterize analog transmission on that part of the net-
work appropriate for data transmission was carried out. With the
exception of impulse noise, only minor differences were seen when
these results were compared to those for the entire voice network.
Based on these findings, results for impulse noise will be presented
as they relate to the entire voice network and as they relate to that
part of the network serving data customers.

V. ANALOG TRANSMISSION RESULTS

Estimates of the population mean with accompanying 90-percent
confidence interval and of the standard deviation are provided for most
transmission characteristics. Results are presented for the population
of all toll connections and for connections in three mileage categories
defined on the basis of airline distance. Sampling weights reflecting
the distribution of message telephone traffic were applied to the data
to calculate all estimates. Generally, results for all toll calls resemble
results for the short mileage category. Approximately 85 percent of
all toll calls placed in the telephone network belong to the short
category.?

When a cumulative distribution function (CDF') for a transmission
characteristic indicates that the distribution has an elongated tail for
large values of the characteristic, it is described as being positively
skewed. If the tail of the distribution is elongated for small values of
the characteristic, the distribution is described as being negatively
skewed. Complete CDFs are presented to illustrate the degree of
skewness for some characteristics, When a distribution of a charac-
teristic deviates substantially from normal, the 10-, 50-, and 90-percent
points are listed.

Generally, the variance of a transmission characteristic is largest
in the short mileage category. Differences among the types of trans-
mission facilities account for this large variance. A large variance
along with a relatively small sample size results in a large variance for
the estimator used to calculate the mean. Since the variance of that
estimator is used to calculate the accompanying confidence interval,
the resulting interval will be wide. As a result of this, the confidence
intervals accompanying estimates for short connections are generally
wider than those accompanying estimates for medium and long con-
nections.
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5.1 Noise

The subjective impairment due to noise in a transmission channel
used for voice transmission is most directly related to the power and
frequency spectrum of the noise. C-message weighted noise power is
a good measure of the impairment.!® Errors in data transmission may
result from high-amplitude noise peaks; therefore, a count of the
number of noise peaks exceeding a specified threshold is a better
measure of the noise impairment for data transmission. This char-
acteristic is called impulse noise.

5.1.1 Message Circuit Noise

Circuit noise was measured using a 3A Noise Measuring Set?® with
C-message and with 3-kHz flat weighting networks. The latter meas-
urement includes low-frequency noise components. In addition, both
measurements were recorded without and with a signal transmitted
over the connection. The former indicates noise present during
quiescent intervals on the telephone circuit. The latter measurements
were made while a 2750-Hz tone at —12 dBm was transmitted. Since
a connection may contain compandors, the tone was transmitted to
provide energy to hold the compandors at a nominal gain. A band-
reject filter was used to remove the tone at the receiving end of the
connection before measurements were made. These measurements are
an indication of the noise on a line as it would appear to a data
modem. The measurements are referred to as C-message notched
noise and 3-kHz flat notched noise. Results for these characteristics
are listed in Table III.

C-message and 3-kHz flat noise without a tone applied to the tele-
phone circuit were measured at both primary and secondary test
offices. A comparison of C-message noise measured at the primary test
offices with C-message noise measured at the secondary test offices
does not indicate substantial differences. A comparison of the results
for 3-kHz flat noise is not very meaningful because of the poor pre-
cision accompanying the results for measurements made at the pri-
mary offices. The precision is poor because the differences between
primary test offices with respect to 3-kHz flat noise was substantial.
Near-end noise contributions (60-cycle hum) accounted for these
differences. Precision accompanying the results for measurements
made at the secondary offices is better because there were eight times
as many secondary offices. This gave a better cross-section of the near-
end noise contributions.



" TaBrLE III—REsuLts oF MEssSAGE CirculT Noise Tests oN TorLL CoNNEcTIONS*

C-Message Weighting

3-kHz Flat Weighting

C-Message Notched

3-kHz Flat Notched

Connection Primary Primary Primary Primary
Length
(airline Mean S.D.t Mean S.D. Mean S.D. Mean S.D.
miles) (dBrnC) (dB) (dBrn) (dB) (dBrnC) (dB) (dBrn) (dB)
Allt 21.6 = 3.6 9.1 42.7 +2.8 8.3 30.7 £ 2.9 11.4 44 8 2.9 7.7
0-180 18.7 = 3.7 8.3 422 +24 8.2 29.5 + 3.6 12.6 445 2.4 7.6
180-725 29.3 £ 0.6 3.1 43.6 = 3.8 8.4 34.3x1.4 5.2 45.1 4.4 8.1
725-2900 32.7+0.6 3.5 45.4 = 5.7 8.7 34.9 0.8 4.0 46.3 £ 5.6 8.1
C-Message Weighting 3-kHz Flat Weighting 1966 Connection Survey Results
3-kHz Flat
Connection Secondary Secondary C-Message Weighting Weighting (DDD)
Length
(airline Mean S.D. Mean S.D. Mean S.D. Mean S.D.
miles) (dBrnC) (dB) (dBrn) (dB) (dBrnC) (dB) (dBrn) (dB)
All 22.9 £3.5 8.5 43.1 = 1.4 7.3 — — — —
0-180 20.0 = 3.7 7.6 43.1 +£1.7 7.7 21.6 4 0.8 6.4 425 £ 1.5 5.8
180-725 30.0 £ 0.5 3.7 43.3 £ 1.2 6.1 29.6 + 0.7 4.2 43.6 1.4 5.2
725-2900 33.8+1.3 3.8 42319 6.2 325%x1.0 4.1 439+£1.1 4.2

* Sample weights reflecting the distribution of message telephone traffic were applied to the data to calculate all estimates in this

paper.

T 8.D. indicates standard deviation
+ All indicates all connections (0-2900 airline miles)

744
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C-message and 3-kHz flat noise have been well documented in past
surveys, the most recent having been conducted in 1966.2 A compari-
son of current C-message results with those of 1966, also shown in
Table III, indicates substantially the same findings. In general, the
mean C-message noise increases with distance while the standard
deviation tends to decrease. Confidence intervals accompanying esti-
mated means for both surveys overlap. The estimated standard devi-
ation for short' connections is greater than in 1966. The estimated
standard deviations for medium and long connections are smaller than
in 1966. Distributions for C-message noise are all close to normal.

Results for the 1966 survey contain 3-kHz flat noise for operator
and DDD-handled calls. Since all calls in the 1969-70 survey were
placed via DDD, a comparison was made with the corresponding
results from 1966. The estimated means are similar for all mileage
categories. Estimated standard deviations in all mileage categories
are greater than in 1966. Short and long connections show approxi-
mately a 2.0-dB increase. Distributions for 3-kHz flat noise are posi-
tively skewed.

Since notched noise readings were measured only at the primary
test sites, they are compared with C-message and 3-kHz flat results
for the primaries. Both mean and standard deviation are larger for
C-message notched noise than for C-message noise in each mileage
category. The differences between the characteristics diminish with
increasing distance. C-message notched noise is dependent upon the
length of a connection; the means increase with distance. The standard
deviation monotonically decreases with increasing distance. Distribu-
tions for C-message notched noise are close to normal in the medium
and long categories. The distribution for short calls is negatively
skewed.

Notched noise with 3-kHz flat weighting does not differ greatly from
3-kHz flat noise measured at primary test sites. There is a tendency for
means to be slightly higher and for standard deviations to be slightly
lower when a tone is present. Distributions for 3-kHz flat notched
noise are positively skewed.

5.1.2 Impulse Noise

To measure impulse noise, a 2750-Hz signal at —12 dBm was
transmitted. At the receiving end of the connection, a 6F Impulse
Noise Counter was used to detect impulses of noise exceeding four
different voltage levels. The levels were separated by 4-dB intervals.
These levels were set so that the impulse noise counter thresholds were
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5 and 1 dB below and 3 and 7 dB above the expected rms level of a
received data signal. Connections were monitored for 15-minute inter-
vals and the C-message notched weighting network was used to block
the 2750-Hz tone.

Impulse noise count distributions are not normal. J. H. Fennick!®
has shown that the distribution of the logarithm of impulse noise
counts is approximately normal for intertoll trunks. The logarithm of
impulse noise counts is approximately normally distributed for con-
nections as well. The mean, median, and standard deviation are listed
in Table IV for the count distributions. The 10-, 50-, and 90-percent
points are listed in Table V. These results characterize impulse noise
on the entire voice network.

The number of counts decreases as the threshold of the impulse
noise counter is raised. This is expected since the amplitude of the
impulse must exceed the threshold of the counter to register. An
equivalent way of phrasing the first sentence is to say that the number
of impulse noise counts decreases as the signal-to-impulse-noise counter
threshold gets smaller. Results in Table IV are presented for the four
signal-to-impulse-noise counter thresholds used when monitoring a
connection.

Impulse noise counts are dependent upon the length of a connection.
The number of counts registered increases with airline distance. This
is clearly illustrated in the first section of Table V where 10-, 50-, and
90-percent points are listed.

Earlier it was mentioned that results for impulse noise differed
substantially when comparing the analog characterization of the voice
network and the analog characterization of that part of the network
providing Data-Phone service. The two sections of Table V permit this
comparison. As discussed in Ref. 8, the sample for evaluating Data-
Phone service excludes panel offices at either end of a connection.
It also excludes originating step-by-step offices where the impulse
noise level due to office equipment alone exceeded a specified limit.
Reference 8 discusses this sample in detail.

5.2 1000-Hz Loss

A 1000-Hz 0-dBm signal was applied to the connection and the
received signal power measured with a 25B Voiceband Gain and Delay
Measuring Set. Loss results for measurements made at primary and
secondary test sites are tabulated in Table VI. A comparison of the
two sets of results does not indicate substantial differences. However,
a comparison of the two measurements on a connection-by-connection



TasrLe IV—IMPULSE NoisE Counts oN ToLL CoNNEcTIONS (15-MINUTE INTERVAL)

Signal-to-
Impulse-
Noise All 0-180 Miles 180-725 Miles 725-2900 Miles

Counter

Threshold Mean Med.* | S.D. Mean Med. | S.D. Mean Med. | S.D. Mean Med. | S.D.
+5 39 4+ 21 4 128 32 £ 15 3 105 48 + 44 7 150 74 + 48 15 219
+1 18 + 11 2 68 13+ 6 1 40 27 4 30 2 90 44 + 32 7 148
-3 11+ 8 1 56 7+ 5 0 23 24 + 26 1 115 24 4 20 2 87
-7 74+ 6 0 34 54 4 0 19 15 4= 18 0 72 10 + 11 0 28

* Med. indicates median
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TasLe V—IMpPULSE NoI1sE CouNTs oN TorL CoNNECTIONS (15-MINUTE INTERVAL)
Percentage Points from Cumulative Distribution Curves

(Voice Network Characterization)

Signal-to-
Im%ulse-Noise All 0-180 Miles 180-725 Miles 725-2900 Miles
ounter
Threshold 10% 50%, 90% 109% 5_0% 90% 10% 50%, 90%, 10%, 50% 90%
+5 0 4 78 0 3 62 0 7 109 1 15 154
+1 0 2 36 0 1 29 0 2 76 0 7 95
-3 0 1 16 0 0 13 0 1 34 0 2 57
-7 0 0 7 0 0 5 0 0 19 0 0 22
(Data-Phone Serviee Characterization)
10% 509, 90% 10% 50%, 909, 109%, 50%, 90% 10% 50% 90%
+5 0 2 40 0 2 36 0 4 42 0 6 50
+1 0 1 14 0 1 12 0 1 14 0 2 28
-3 0 0 6 0 0 5 0 0 6 0 0 8
-7 0 0 3 0 0 3 0 0 3 0 0 5
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TaBLE VI—CompaRISON OF CoNNEcCTION LossEs AT 1000-Hz FroM
1966 AND 1969/70 SURVEYS

1969/70 Survey 1966 Survey
Connection Primary Secondary (DDD)
Length
(airline Mean S.D. Mean S.D. Mean S.D.
miles) (dB) (dB) (dB) (dB) (dB) (dB)
All 6.7+06| 2.1 | 6.60.3 | 2.1 — —
0-180 6.5+0.7| 20 | 6404|211 7.0x0.4 2.3
180-725 73+04| 23 | 71406 | 2.1 [85+£0.6 2.5
725-2900 7.7+£05| 25 | 73£03] 2.0 |89x0.6 3.0

basis shows that a difference of 5 dB between loss measurements for
the two directions of transmission is not uncommon. In one instance
the difference was 20 dB.

Results from the 1966 survey are also included in Table VI.* Both
surveys indicate that the means of the loss distributions increase with
distance. However, the amount of increase with length is less than
existed in 1966. Both mean loss 'and standard deviation are smaller in
all categories when compared with the 1966 survey. On the basis of
non-overlapping confidence intervals, the differences appear significant
for medium and long connections. Distributions for loss are positively
skewed.

5.3 Signal to C-Notched Noise

To obtain a measure of the effect of circuit noise upon data trans-
mission, the ratio of received signal power to C-notched noise was
caleulated. Loss at 1000 Hz was used to determine the received power
of a signal transmitted at —12 dBm. The distributional parameters
are tabulated in Table VII.

The results from this survey clearly indicate that the ratio of signal
to C-notched noise is dependent upon connection length. Both mean
and standard deviation decrease with increasing distance. Note that
larger ratios imply better transmission quality with respect to noise
interference.

Distributions of signal to C-notched noise are negatively skewed
for medium and long connections. The distribution for short connec-
tions is positively skewed. Since this characteristic is of particular
interest for data transmission, the cumulative distribution functions
are given in Fig. 3.
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TaBLE VII—REsuLTs oF S1iGNAL-TO-C-NoTcHED-NOISE RATIO
FoR ToLn CONNECTIONS

Connection
Length Mean S.D.
(airline miles) (dB) (dB)
All 40.6 £ 3.0 11.8
0-180 42.1 4= 3.8 13.0
180-725 36.5 1.3 5.3
725-2900 35.44+£0.9 3.8
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Fig. 3—Cumulative distribution curves: signal-to-notched noise with C-message
weighting.

5.4 Attenuation Distortion Relative to 1000 Hz

Attenuation distortion is a measure of the change in loss caused
by a corresponding change in the frequency of a transmitted signal.
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The test was initialized by sending a 1700-Hz signal at 0 dBm and,
at the receiving end of the connection, adjusting a preamplifier to
obtain a high reading on a 25B Voiceband Gain and Delay Measuring
Set. Once the preamplifier was set for a particular connection, the
setting was not changed throughout the remainder of the test. The
signal was then sent at each frequency listed in Table VIII and the
received signal measured. When the power of the received signal was
too low to be detected by the test equipment, the lowest detectable
value was assigned. This occurred at the lower and upper edge frequen-
cies of the voiceband (200, 3200, 3300, and 3400 Hz).

Loss is treated as a positive quantity for data analysis. Increasing
positive quantities represent greater loss conditions. To obtain the
attentuation distortion, the 1000-Hz loss of each connection was sub-
tracted from the losses at all frequencies for that connection. Results
for the lower and upper edge frequencies mentioned above are inter-
preted as indicating that the distortion is at least that great.

Attenuation distortion in all mileage categories is essentially the
same between 800 and 2300 Hz. Short connections experience less dis-
tortion at both the lower and upper edges of the voiceband when
compared to medium and long connections. Distortion on long connec-
tions is similar to that on short connections for the lower edge frequen-
cies of the voiceband (200-600 Hz) and it is similar to the distortion
on medium length connections at the upper edge frequencies of the
voiceband (2450-3400 Hz). Attenuation distortion distributions are
slightly to moderately skewed. In most cases the skewness is positive.

A graphical presentation of means listed in Table VIII is given in
Fig. 4. The means for all connections combined are not plotted, since
they are similar to the means for short connections. The figure provides
a first-order approximation for attenuation distortion bandwidth.
The 1959 survey noted an average 20-dB bandwidth of about 3000 Hz
for both short (0-400 miles) and long (400-2900 miles) connections.!
Calculating the differences in frequency between the low-end and high-
end 20-dB points in Fig. 4 gives approximately 3100 Hz. Attenuation
distortion curves generally are nearly linear from about 1000 Hz to
2800 Hz. The loss difference between 2750 Hz and 1000 Hz provides
a measure of this slope. Accordingly, the average slopes for the curves
are 3.5, 4.1, and 4.7 dB for short, medium, and long connections re-
spectively. These results indicate a decrease in slope since 1959. When
the data from the 1959 survey are adjusted to eliminate the contribu-
tions of loops, the amount of decrease is in the neighborhood of 2 to 3
dB.
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TaBLE VIII—ATTENUATION DistoRTION RELATIVE To 1000-Hz oN TorLr CONNECTIONS

200*
250
300
400
600
800
1200
1400
1700
2000
2300
2450
2750
2850
3000
3100
3200*
3300*
3400*
* Distortion values at these frequencies are at least as great as shown.

Frequency
(Hz)
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Fig. 4—Locus of means for attenuation distortion relative to 1000 Hz.

5.5 Envelope Delay Distortion Relative to 1700 Hz

In general, the change in phase of a signal introduced by a transmis-
sion channel depends upon the frequency of the signal. Envelope delay
is the derivative of the phase characteristic with respect to frequency.
Envelope delay distortion is the envelope delay minus the constant
delay term.'® Table IX presents results of envelope delay distortion
relative to the delay at 1700 Hz for 19 frequencies throughout the
voiceband.

Relative envelope delay distortion distributions are positively
skewed. The degree of skewness varies considerably. Means and stan-
dard deviations for medium and long toll connections are very similar;
generally the means are separated by less than 100 microseconds at
frequencies between 800 and 2450 Hz and by less than 250 micro-
seconds elsewhere in the voiceband. Furthermore, the means are
slightly lower for long connections between the frequencies 200 and
1400 Hz. Between the frequencies 2000 and 3400 Hz, the results dis-
play slightly higher means for long connections. The standard deviation



TaBLE IX—ENVELOPE DELAY DisTOoRTION RELATIVE To 1700-Hz oN TorL CONNECTIONS

All 0~-180 Miles 180-725 Miles 725+2900 Miles ..

Frequency Mean S.D. Mean S.D. Mean S.D. Mean S.D.
(Hz) (usec.) (usec.) (usec.) (usec.) (usec.) (usec.) (usec.) (usec.)
200* 5187 + 566 2672 4580 + 518 2461 7526 + 404 1851 7505 + 473 2422
250* 3934 + 410 2010 3384 + 326 1727 5866 + 417 1595 5880 + 314 1870
300 3290 £ 289 1660 2816 + 209 1407 4884 + 384 1375 4901 + 297 1510
400 2091 + 221 1220 1695 + 128 930 3413 + 341 1215 3163 + 218 1144
600 843 + 96 583 656 + 43 430 1467 + 183 628 1335 + 127 592
800 392 4+ 50 342 290 += 20 263 737 + 114 371 649 & 88 350
1000 190 &= 28 206 133 &= 15 165 380 == 73 227 335 + 53 209
1200 80 + 16 125 48 + 10 103 187 &= 45 139 156 = 32 128
1400 17+ 5 74 3+ 8 66 63 £ 16 83 56 £+ 15 76
2000 51 £ 20 67 50 = 18 62 36 &+ 26 66 80 4+ 51 95
2300 175 + 47 136 152 + 43 122 226 + 54 133 273 + 76 180
2450 284 4 65 179 248 4+ 64 159 363 &+ 48 153 442 4 89 230
2750 577 + 120 339 485 + 102 276 811 + 99 273 934 + 189 457
2850 729 + 144 420 616 & 120 338 1017 + 137 348 1166 + 263 573
3000 1041 + 183 570 889 4+ 164 456 1437 + 144 468 1614 + 303 816
3100 1335 &+ 241 728 1128 + 217 578 1903 =+ 153 585 2071 + 329 993
3200 1636 + 330 956 1319 + 279 697 2475 + 191 750 2734 4 414 1285
3300* 1919 + 461 1227 1526 + 363 917 3208 + 343 1095 3333 + 395 1356
3400* 2367 + 693 1645 1935 + 556 1277 4040 + 553 1634 4248 + 752 2018

* A significant percentage of connections were not measurable at these frequencies.
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of the distribution of relative envelope delay distortion at each fre-
quency for long connections is the same or moderately higher than for
medium length connections.

A comparison of the results with the 1959 survey indicates less delay
distortion on telephone circuits today. Results for both medium and
long categories compare favorably with the 1959 results for short toll
connections (0-400 miles).

Except for the three lower edge frequencies, the results for short toll
connections indicate that envelope delay distortion at a given frequency
is about half that experienced on medium and long connections. Stan-
dard deviations for short connections are either lower or essentially
the same with the exception of the three lower edge frequencies once
again. Figure 5 graphically displays the means listed in Table IX. The
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Fig. 5—Locus of means for envelope delay distortion relative to 1700 Hz.
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locus of means for the population of all toll connections falls between
the curves plotted for short and medium length connections. Figure 5
provides a first-order approximation for envelope delay distortion
bandwidth.

At the lower and higher edge frequencies of the voice band, envelope
delay distortion may not be measurable, This occurs when the circuit
has a high loss at a given frequency. Since the envelope delay distor-
tion cannot be predicted when this condition arises, the sample size
diminishes at the outer edge frequencies. This reduction in sample
size is as high as 27 percent at 250 and 3300 Hz. It is as high as 41
percent at 200 Hz and 54 percent at 3400 Hz.

5.6 Peak-to-Average Ratio (P/AR)

P/AR is a single parameter measure of the transmission quality of a
connection.* A 27E P/AR generator was used to introduce a contin-
uous pulse train into the telephone channel. The reading on a 27B
P/AR Receiver measures the dispersion introduced by that channel.
Since amplitude distortion, phase distortion, nonlinear distortion, and
noise influence the dispersion that will be introduced, P/AR measure-
ments are related to measures of each of these impairments. High
values of P/AR represent favorable transmission conditions.

Results for P/AR appear in Table X. Although the mean does not
show a monotonic trend with length of connection, it is dependent
upon mileage. The standard deviation increases with connection length.
All P/AR distributions are negatively skewed. To illustrate the low -
end tails of the distributions, the CDFs for short, medium, and long
toll connections are given in Fig. 6.

5.7 Absolute Frequency Offset

The frequency of a signal may shift when transmitted over a carrier
telephone channel. This will occur when modulating and demodulating

TaBLE X—RESULTS FOR PEAK-TO-AVERAGE RaTio (P/AR)
oN TorrL CONNECTIONS
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Fig. 6—Cumulative distribution curves: peak-to-average ratio (P/AR).

carrier supply frequencies are not identical. The change in frequency
is called frequency offset. The offset is positive if the frequency in-
creases and negative if it decreases. Absolute frequency offset is defined
as the absolute value of the change in frequency.

A precise 1200-Hz signal was transmitted at —12 dBm. At the
receiving end of the connection, a frequency counter with a 10-second
averaging period was used to measure the frequency of the received
signal. Results for absolute frequency offset are given in Table XI.

Distributions of absolute frequency offset are not normal. The value
is O for 87, 59, and 43 percent of all connections in the short, medium,
and long categories, respectively. Accordingly, 10-, 50-, and 90-percent
points are listed in Table XI. The table indicates very little frequency
offset was detected. However, an offset greater than 3 Hz was measured
on two connections in the long mileage category.
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TABLE XI—REsuLTS FOR ABSOLUTE FREQUENCY OFFSET
oN Torn CONNECTIONS
(Percentage Points from Cumulative Distribution Curves)

Connection Offset in Hz
Length
(airline miles) 109, 509, 909%
All 0 0 0.2
0-180 0 0 0.1
180-725 0 0 0.3
725-2900 0 0.1 1.1

5.8 Level Tracking

Level tracking is a measure of change in loss as a function of the
power of a signal at the input to a connection. It provides an indication
of the presence of compandored facilities, particularly any mismatch of
signal-power-controlled compressor gains and expandor losses. Results
are presented in Table XII in the form of deviations from the gain
measured with —10-dBm input power. The results show that over the
measured range there is a slight decrease in gain as the input test
signal power is increased.

Distributions for gain deviations with signal power are skewed
toward greater deviations. Thus, distributions for input powers greater
than —10 dBm are negatively skewed, while distributions for input
powers lower than —10 dBm are positively skewed. It is noted that the
greatest deviations are concentrated in the medium length category.
This reflects the fact that more compandors are likely to be en-
countered on medium length connections. This is indicated by the
facility composition of intertoll trunks presented in Ref. 5. Medium-
length connections often consist of a short intertoll trunk and a
medium-length intertoll trunk in tandem or two short intertoll trunks
in tandem. These arrangements increase the likelihood of encountering
compandors.

5.9 Nonlinear Distortion

Estimates of nonlinear distortion were obtained using intermodula-
tion and harmonic distortion measurements. For intermodulation dis-
tortion, two tones, 1250 Hz (tone A) and 700 Hz (tone B), were trans-
mitted at —13 dBm each (—10 dBm total) and the power of each
intermodulation product in Table XIII was measured. For harmonic
distortion, a 525-Hz tone was transmitted at —12 dBm and the received



TasBLE XII—DEgviaTioNs FROM GAIN MEASURED WITH —10-DBMm
TRANSMITTED SIGNAL ON ToLL CONNECTIONS

0 dBm Input —5 dBm Input —15 dBm Input —20 dBm Input

Connection
Length Mean S.D Mean S.D. Mean S.D. Mean S.D.
(airline miles) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB)
All —0.54+0.1 0.5 —-0.3+0.1 0.3 04+0.1 0.3 0.7+0.1 0.6
0-180 —-0.5+0.1 0.5 —0.3+0.1 0.3 03+0.1 0.3 0.7 0.2 0.6
180-725 —-0.7 0.2 0.5 —-0.4+0.1 0.3 0.5+0.1 0.4 0.9=+0.2 0.7
725-2900 ~0.5+£0.1 0.4 —-0.3+0.1 0.3 04+0.1 0.3 0.6 +0.1 0.4

HONVINHOIYHAd NOISSINSNVYL DOITVNV
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TaBLE XIII—REsvuLTS FOR THE RATIO OF THE ToTAL RECEIVED POWER OoF A Two-ToNE SigNAL TRANSMITTED
AT —10pBM 10 INDIVIDUAL INTERMODULATION PRoDUCT POWERS ON ToLr CONNECTIONS

Product
A = 1250 Hz
B = 700 Hz All 0-180 Miles 180-725 Miles 725-2900 Miles
Freq. Mean S.D. Mean S.D. Mean 8.D. Mean S.D.
Type (Hz) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB)
A-B 550 42 .8 + 2.3 10.6 43.2 £ 3.2 11 .4 40.8 1.8 7.7 42.9 £0.7 7.0
2B 1400 50.1 2.5 11.5 51.3 3.2 12.7 46.1 = 1.7 5.8 46.8 1.0 5.2
A4+ B 1950 43.9 £ 3.0 12.0 44 .9 + 3.8 13.1 39.9 2.4 7.3 427 £1.4 6.7
3B 2100 54.3 £1.2 7.4 54.7 £1.5 8.0 53.5 = 1.5 5.0 52.7 £1.6 5.0
2A 2500 48.6 = 2.2 11.2 493 +£2.9 12.3 45.7 £ 2.5 6.5 483.0 1.5 6.0
2B + A 2650 50.0 2.2 12.3 51.1 £ 2.8 13.6 46.0 == 2.2 6.6 46.8 1.1 4.8
2A — B 1800 43.6 = 2.4 10.9 45.0 = 3.1 11.9 39.3 2.4 6.3 40.1 1.3 4.9
Equivalent
A+B 421 +2.2 10.6 428 £ 3.0 11.6 39.0 2.1 5.9 41.3 +1.2 5.7

0%El
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powers of the signal, the second harmonic (1050 Hz), and the third
harmonic (1575 Hz) were measured. Results in Tables XIII and XIV
give the powers of the products in dB below received signal.

Current work on characterizing nonlinearities has shown that the
power average of the second-order products should be used to compute
second-order distortion and the 2A-B produect used directly to compute
third-order distortion.'” This measure of second-order distortion is
labeled “equivalent A = B” product in Table XIII and was computed
for each connection by taking the ratio of total received signal power
to the average power of the A + B product, the A — B product, and
the 2A and 2B products each adjusted by 6 dB to make them equivalent
to A = B products.*® Figures 7 and 8 give the CDFs for second- and
third-order ratios.

Nonlinear distortion is time-variable on some channels. When an
intermodulation or harmonie distortion product varied with time, the
maximum value was recorded. This causes estimates of nonlinear
distortion to indicate slightly poorer ratios for second-order products.
Laboratory simulations have shown that the maximum value is the
best indication of performance for third-order products and the average
of the maximum and minimum values should be used for second-order
products.

Distributions for intermodulation distortion ratios exhibit positive
skewness for short connections while the data for both medium and
long connections generally are close to normal. For all ratios the
standard deviation decreases in longer mileage categories. This trend
is not true for the means of the distributions. Generally the mean is
lowest for medium length connections.

The ratio of fundamental to second harmonic of the 525-Hz tone
has a distribution which is positively skewed for short connections.

TaBrLE XIV—REsuLTs FOR THE RaTIO OoF RECEIVED 525-Hz
FUNDAMENTAL TO THE SECOND AND THIRD HARMONICS
oN ToLL CONNECTIONS

Second Third

Connection
Length Mean S.D. Mean S.D.
(airline miles) (dB) (dB) (dB) (dB)
All 41.8 +2.5 11.6 45.7 £ 2.4 12.3
0-180 42,6 £+ 3.3 12 .4 473 + 2.6 13.3
180-725 38.2+1.9 7.8 39.7 2.4 6.3
725-2900 41.6 = 1.4 7.6 420 1.6 5.3
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The distributions are close to normal for medium and long connec-
tions. The ratio of fundamental to third harmonic has a distribution
positively skewed for both short and medium connections. The distri-
bution is close to normal for long connections. Both ratios are poorest
in the medium category. Standard deviations decrease in the longer
categories.

The skewness in the distributions of ratios noted above reflects the
fact that the harmonic or intermodulation product was very weak on
some connections. When either an intermodulation or harmonic prod-
uct was below the noise measured in a slot around the frequency of
the product, the noise value was recorded. This leads to slightly lower
ratios.
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Fig. 7—Cumulative distribution curves: signal-to-second-order distortion prod-
uct at —10 dBm transmit power.
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Fig. 8—Cumulative distribution curves: signal-to-third-order distortion prod-
uct at —10 dBm transmit power.

5.10 Peak-to-Peak Phase Jitter

Phase jitter is defined as incidental frequency modulation or phase
variations introduced into signals transmitted over telephone channels.
To measure the components of jitter in several frequency bands, a
1700-Hz signal was transmitted at 0 dBm. At the receiving end, phase
excursions of the 1700-Hz tone were detected. Peak-to-peak phase
jitter in degrees was measured in six octave bands between 12 and 768
Hz and for the entire band of 12 to 768 Hz.

Distributions of phase jitter are not normal. In most instances, the
distributions exhibit a high degree of truncation at 0 degrees. Accord-
ingly, Table XV contains 10-, 50-, and 90-percent points for short,
medium, and long connections in each frequency band measured.
Results published for the 1966 survey described jitter components
between 10 Hz and 120 Hz.3 They are reproduced in Table XV. A



TaBrLE XV—RESULTS FOR PEAK-TO-PEAK PHASE JITTER oN ToLL CONNECTIONS
(Percentage Points from Cumulative Distribution Curves)

vel

All 0-180 Miles 180-725 Miles 725-2900 Miles
Fr(}e??ueémcy degrees degrees degrees degrees
an
(Hz) 10% 50%, 90%, 10% 509, 909, 109 509, 90% 10% 50% 90%
12-768 0 3.0 7.0 0 2.0 6.0 2.0 4.0 8.0 2.0 5.0 9.0
12-24 0 0 2.0 0 0 1.0 0 1.0 3.0 0 1.0 3.0
2448 0 0 1.0 0 0 1.0 0 1.0 2.0 0 1.0 2.0
48-96 0 0 2.0 0 0 1.0 0 1.0 4.0 1.0 2.0 5.0
96-192 0.3 0.3 1.3 0 0 0.3 0.3 0.3 2.3 0.3 0.3 2.3
192-384 0 0.5 1.5 0 0.5 1.5 0.5 0.5 1.5 0.5 0.5 1.5
384-768 0 0.6 1.6 0 0.6 1.6 0 0.6 1.6 0.6 0.6 1.6

(1966 Connection Survey Results)

Phase Jitter (degrees)
Connection (DDD)
Length
(airline miles) 109, 509, 909,
0-180 1 2 9
180-725 2 6 18
725-2900 3 12 21
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comparison with the current results clearly indicates a dramatic im-
provement. There is much less jitter in the band 12 Hz to 768 Hz now,
than in the much narrower band in 1966.

5.11 Time to Receipt of Audible Ringing

Time to receipt of audible ringing is defined as the interval of time
which elapses between dialing the last digit of a telephone number
and receiving the audible ringing signal. This was recorded for each
test connection and the results are listed in Table XVI. Results for
time to connect on DDD-handled calls are reproduced from the 1966
survey in Table XVII.

In the 1966 survey, calls were made to standard milliwatt supply
terminations at the far-end offices.® Time to connect on DDD calls
was recorded as the time which elapsed between dialing the last digit
of the telephone number and receipt of the milliwatt signal. Since the
milliwatt signal is transimtted about 100 milliseconds after application
of the ringing signal, the measurement procedures of the surveys are
comparable.

A note of caution must be given. Calls generally were placed at
8 a.m. and 12 noon in this survey and were held for approximately
four hours. In 1966 they were placed at any time between the hours of
8 am. and 5 p.m.

The estimated mean and standard deviation for time to receipt of
audible ringing are largest for medium-length connections in this
survey. Distributions for time to receipt of audible ringing are close to
normal in all mileage categories. A comparison with the 1966 survey
shows that the confidence intervals overlap in all mileage categories.

VI. REMARKS

Comparisons have been made with past surveys. They indicate a

TaBLe XVI—REsuLTS FOR TIME To AUDIBLE RINGING
oN TorL CONNECTIONS

Connection
. Length Mean D.
(airline miles) (seconds) (seconds)
All 117+ 1.8 4.3
0-180 108+ 1.5 3.7
180-725 14.7 + 3.2 5.0
725-2900 13.9 2.6 4.5
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TasLE XVII—R=usunrs FoR TiME To CoNnNEcT ON DDD
ToLL CONNECTIONS IN 1966

Connection
Length Mean .D.
(airline miles) (seconds) (seconds)
0-180 11.1 £ 0.9 4.6
180-725 15.6 £ 1.0 5.0
725-2900 17.6 = 2.1 6.6

trend towards improved transmission performance. Substantial im-
provement has been observed for phase jitter. Relative envelope delay
distortion, attenuation distortion slope, and 1000-Hz loss results also
indicate improvements.

In addition to the impairments previously measured to evaluate
transmission performance, new measures have been made on a system-
wide basis for toll connections. They include P/AR, frequency offset,
level tracking, and nonlinear distortion. These should be of particular
interest to those involved in data transmission.

Time-shared computer processing of data and the use of trained
test teams at originating and terminating ends of connections are a
powerful combination. They provide the advantages of control and
flexibility. Since data “laundering” was concurrent with field opera-
tions, the data management system provided means for accurate and
current reporting of survey results.
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1969=70 Connection Survey:

High-Speed Voiceband Data Transmission
Performance on the Switched
Telecommunications Network

By M. D. BALKOVIC, H. W. KLANCER, S. W. KLARE,
and W. G. McGRUTHER

(Manuseript received December 4, 1970)

In this article we present estimates of data transmission error per-
formance at data rates of 1200, 2000, 3600 and 4800 b/s on the Bell
System Switched Telecommunications Network. The source data was
collected as part of the 1969-70 Connection Survey conducted by Bell
Laboratories. Results are based on measurements made on approxi-
mately 600 toll connections, dialed from 12 receiving to 92 trans-
mitting sites in the United States and Canada. Standard Bell System
Data-Phone® data sets were used to transmit and receie the digital
signals. o

Distributions of errors per call are given on a bit, burst and block
basis. Information is also presented on the distribution of intervals
between errors, the structure of error bursts, and the number of errors
in blocks of various sizes. Some discussion is given on error causes
observed for operation at 2000 b/s.

Results of error rate measurements indicate that for operation at
1200 and 2000 b/s approrimately 82 percent of the calls have error
rates of 1 error in 10° bits or better, asswuming an equal number of
short-, medium-, and long-haul calls. This represents a substantial
improvement of performance in comparison with results of previous
surveys. For each of the four data rates tested, 1000-bit block error
rates of less than one block error for every 10° data blocks transmitted
are achieved on 80 percent of the calls. For operation at 2000 b/s, a
major cause of errors ts shown to be impulse notse.

I. INTRODUCTION

Data-Phone service was introduced on the switched network in 1959.
Since that time, the number of data sets in service has grown by ap-
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proximately 50 percent per year, resulting in the connection of over
100,000 data terminals by 1970. A wide variety of data system appli-
cations has evolved with the trend being toward higher speeds, automa-
tic operation, improved performance, and lower costs.

Since 1959 the overall switched telecommunications network has
also experienced substantial growth and change. During this period
the annual growth rate of the number of miles of voiceband channels
in the network has been approximately 19 percent. More than half of
the facilities in service today have been placed in service since 1959.
Accompanying this growth has been the introduction of newly designed
transmission and switching equipment. In addition, the growth of data
services has resulted in data transmission considerations being reflected
to a greater extent in the overall design, operation, and maintenance of
the switched network.

Since the network has undergone considerable change there is a
need for current information on performance. Such information is of
value in the design of data systems including the design of modems and
error control procedures. It is also of use in establishing performance
objectives and in identifying areas where service improvements may
be realized.

A number of surveys conducted in the past by BTL have provided
information on the data transmission characteristics of the switched
network. The most widely known is the report by A. A. Alexander,
R. M. Gryb, and D. W. Nast! which together with followup reports by
E. O. Elliott? and R. Morris® discusses error performance at 600 and
1200 b/s. Results of other tests conducted at 2000 and 3600 b/s on the
switched network also have been reported.* This report is intended to
supplement and update that information.

The results presented in this paper report on data transmission error
performance for operation at 1200, 2000, 3600, and 4800 b/s. The source
data was collected as part of a large scale field measurement program
conducted by Bell Laboratories on the Bell System Switched Telecom-
munications Network. The purpose of the survey was to obtain current
information on the transmission characteristics of dialed toll connec-
tions. Emphasis was placed on a detailed characterization of each test
call. In addition to high-speed data transmission measurements re-
ported herein, measurements of analog channel parameters such as loss,
frequency response, envelope delay, P/AR (peak :to average ratio),
impulse and message circuit (background) noise, nonlinear distortion,
and phase jitter were included in the survey. Results of these measure-
ments are presented in a companion paper by F. P. Duffy and T. W.



DATA TRANSMISSION 1351

Thateher, Jr.® Also included were error performance measurements of
operation at 150 b/s. Results of these tests are presented by H. C. Flem-
ing and R. M. Hutchinson.?

The next two sections of this paper discuss the sampling plan by
which a set of connections was chosen, and the equipment implementa-
tion used to carry out the testing of those connections. This is followed
by a discussion of the results which is divided into three major sec-
tions: per call statistics, fine grain statistics, and causes of errors. Per
call statistics are presented in terms of cumulative distribution func-
tions and allow a determination of the percentage of calls exceeding a
particular performance level. Bit error rate, burst rate and block error
rate information is presented in this manner. Fine grain statistics give
information on how errors occur within a call. Examples are burst
length, error free gap length, and the probability of a specific number
of errors in a block of data. These statistics are generally combined
over the set of test calls and are presented as cumulative distributions
of the probability of an occurrence.

II. SAMPLING PLAN FOR HIGH-SPEED DATA MEASUREMENTS

A major objective of the 1969-70 Connection Survey was to obtain
estimates of data transmission performance achieved by Data-Phone
service. A straightforward implementation to meet this objective im-
plies sampling data traffic and testing connections between customer
locations. Because detailed Data-Phone traffic records are not main-
tained, geographical dispersion was instead achieved by a sampling
procedure based on overall toll traffic. This results in an additional
complication since some local switching equipment is not suitable for
high-speed data service. This equipment was not used, consistent with
the present practice of providing high-speed Data-Phone service. A
further consideratidn involves the fact that customer dialed connec-
tions have three basic parts: the loop between the station and the
local switching office, the connection between switching offices, and
the far-end loop. Performance is determined by the overall end-to-end’
characteristics. This implies the necessity of sampling loops as well as
the connections between offices. Loops were not included in the basic
test connection for several reasons. A loop is dedicated to a particular
station, therefore the variability observed between repeated ecalls
dialed from one particular location to another is primarily due to the
different connections obtained between the switching offices. Further-
more, loops used for high-speed data transmission are subject to spe-
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cific transmission requirements® which minimize their effect on error
performance. Thus, results presented in this paper include only the
toll connection between local switching offices. Some discussion is given
on results of tests conducted using simulated loops.

The basic elements on which measurements were made were dialed

toll connections between Bell System local switching offices. All tests
were made during the normal business day; no tests were made at
night or on weckends. Conneetion to the office was at the same point
that a customer loop would terminate.
A three-stage sampling plan, stratified into three mileage bands,
was used to select the test connections. The basic sampling plan has
been described by Duffy and Thatcher®; the procedures used are out-
lined below, with emphasis on the selection of sites for high-speed data
transmission tests.

The first stage of sampling resulted in the selection of 12 local -
switching offices (primary sites). This was done by subdividing the
United States and Canada into 12 areas of approximately equal total
originating toll traffic. Primary site selection within each subdivision
was random with probability of selecting an office proportional to its
annual originating toll traffic. Associated with each primary office,
far-end local offices (secondary sites) were selected at random based
on a record of specific toll traffic originating from the primary site.
Secondary sites were stratified into three mileage bands: 0-180, 180-
725, and 725-2900 miles distant from the primary. Stratification took
place before secondary selection to obtain approximately the same
number of test calls in each mileage band. A total of 32 secondary
sites was selected in the short mileage band and 33 sites were selected
in both the medium and long mileage bands.

Consistent with the sampling plan, all test calls were dialed from
the primary site to the secondary site. The test plan called for the char-
acterization of six test calls between each primary-secondary pair.

As discussed earlier, a sample obtained as described above could
contain local switching equipment that is not suitable for high-speed
data transmission. For example, offices with panel equipment and cer-
tain equipment associated with step-by-step (SXS) offices can cause
high levels of impulse noise. In providing Data-Phone service on the
switched network, it is necessary at times to bypass such equipment.
Thus, the following procedures were used to modify the sample.

When a primary office containing panel equipment was selected, the
measurements were made from an alternate, remote exchange office.
The office used was that from which a high-speed data customer would
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be served if the panel office in fact caused unsatisfactory data trans-
mission performance. One primary office with panel equipment was
selected but it also contained crossbar equipment. Thus high-speed
measurements were made on the crossbar machine. In the case of
panel secondaries, rather than testing at an alternate office, the re-
sults were omitted. This was done because the small amount of addi-
tional precision which would have been obtained by testing an alter-
nate did not warrant the effort required. Six secondary sites were so
affected.

When a primary office containing SXS equipment was encountered,
inclusion in the sample was based on satisfactorily meeting the fol-
lowing impulse noise pretest. The number of impulse noise counts in
15-minute periods was measured at a threshold of 69 dBrnC (1 dB
below the average received data signal level for a long-haul call®). This
was done for several test lines from the office throughout the business
day. If over 50 percent of the tests exhibited more than 15 noise counts
due to office equipment, the survey measurements were made from the
remote exchange office. Two such offices were encountered and the
alternate offices were used as test sites. It was determined that the im-
. pulse noise in the excluded offices was largely caused by switches used
to select outgoing trunks. Because all survey test calls were dialed
from primary site to secondary site, this source of noise was not a
problem at the secondary sites. No secondary offices with SX8 equip-
ment were excluded.

The resulting sample used to describe high-speed data performance
contained 12 primary offices: seven had crossbar equipment, three had
SXS equipment, and two had both crossbar and SXS. There were 92
secondary offices in the sample: 56 had crossbar equipment, 35 had
SXS equipment, and one was an ESS office.

III. TEST PROCEDURE AND DATA COLLECTION EQUIPMENT

The general test arrangement is shown in Fig. 1 with emphasis on
the data transmission tests. As shown in the figure, test word genera-
tors and data set transmitters were located at the secondary site. The
data signals were transmitted to the primary site where the data set
receivers and associated test equipment were located. Some of the data
sets were connected through simulated subscriber loops. Also, an
analog-to-digital converter was used to sample the received line signal
of one modem.

A digital computer at the primary site monitored the errors and
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carrier detector activity of the data sets on a bit-by-bit basis. This
information was compacted by the computer and transmitted over a
2000 b/s data link to Bell Laboratories at Holmdel, New Jersey, where
it was stored on magnetic tape for later analysis. To protect the
integrity of the test results, the data link employed error detection
with block retransmission for error correction.

To provide a cross reference with the data stored on the tapes and
to provide protection against breakdowns of the main data collection
system, a backup system was used to collect error rate information.
During periods when the main data collection system was inoperative,
no bit-by-bit information was collected. However, the backup system
continued to collect bit error rate information.

Table I lists the data sets and bit rates that will be discussed in this
paper. Included in the table is information on the length of test calls,
length of the test words used, and the number of test calls made at
each speed. In the implementation of the survey, the Data Set 203
was tested at 3600 b/s at all primary sites with approximately half

ANALOG TEST| | LINE | | ANALOG TEST
EQUIPMENT | i EQUIPMENT
| TEST I
WORD DATA SET LINE
GENERATOR [ . 201/ 202 I ! SIMULATED LOOP
TRANSMITTER i |
| | ' I l
DATA SET A/D DATA SET
| | | 201/202 CONVERTER 201/202
| | [ [ l
T | TEST I + *
DATA SE LINE
R o [ . 103/203 tm Cons503 ] COMPUTER
GENE TRANSMITTER | |
I { DATA SET
SECONDARY TEST SITE | | PRIMARY TEST SITE
2000 BPS
DIALED
DATA LINK

BELL LABORATORIES AT HOLMDEL

TAPE RECORDER COMPUTER DATA SET

Fig. 1—General equipment arrangement for data set tests.
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TaBLE I—DaTtA SET TEST INFORMATION
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Number of

Calls With Length of
Speed | Data Set | Number of Bit-by-Bit | Data Run Test Word
(b/s) Code Test Calls Data (min.) (Bits)
1200 202 568 528 30 511
2000 201 567 544 30 511
3600 203 277 270 20 28— 1
4800 203 130 129 20 28— 1

of the secondary sites. It was tested at 4800 b/s from the other half
of the secondary sites after the 4800  b/s option became available,
approximately half way through the survey. Since this represents ap-
proximately 25 percent of the test calls, no information is given by
mileage band or on fine grain statistics for operation at 4800 b/s.

3.1 Test Procedure

At the beginning of a test day, three test calls were dialed from the
primary site to the secondary site. While analog transmission meas-
urements were being made on one connection, voiceband data was
transmitted on the other two. Data transmission on one connection
was at 1200 and 2000 b/s, each for 30 minutes. On the other connec-
tion, tests were made at 150 b/s for 40 minutes and either 3600 or
4800 b/s for 20 minutes. After the completion of these tests, the roles
of the test connections were exchanged and the procedure repeated
until all tests had been made on all three connections. Upon comple-
tion of this sequence, all lines were disconnected and three new calls
were dialed. Thus, on an average day, six connections were completely
tested. There were occasions when some of the lines were disconnected
prematurely; these disconnects were usually attributable to testing
errors. Whenever possible, another call was dialed and as many tests
as possible were made on the replacement,

As discussed earlier, measurements were made between local switch-
ing offices and did not include subscriber loops. To determine the
effects on data set performance of the distortion introduced by the
amplitude and phase characteristics of loops, the 1200 and 2000 b/s
data sets were tested in two configurations. Two data set receivers of
the same type were used concurrently; one was connected directly
to the incoming line signal and the other was connected through an
artificial cable section representing a pair of subscriber loops. Both
receivers were simultaneously monitored by the data collection equip-
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ment. Artificial cable sections representing various combinations of
average and worst-case envelope delay and loss slope for pairs of sub-
seriber loops®® were interchanged from one test to the next. The
3600 and 4800 b/s modems were not tested in this configuration, since
they contain adaptive equalizers which compensate for the effect of
amplitude and phase distortion.

3.2 Data Set Tests

The data sets were operated according to standard Bell System
practices. The transmitted line signal was —12 dBm at the serving
central office. The 1200 and 2000 b/s receivers were operated using
compromise equalizers; the 3600 and 4800 b/s modem used adaptive
equalizers. The carrier detectors in all data sets caused the received
data to be clamped to steady marking in the event of a carrier off
indication. For the data sets with a reverse channel capability, the
Data Sets 202 and 203, echo suppressors were disabled prior to data
transmission.

A pseudorandom test word was used on the digital channel. After the
modems were synchronized, the test word generators were synchro-
nized and the data recording equipment was enabled. For all data
sets, the data collection equipment recorded the bit error pattern
and carrier fail indication on a bit-by-bit basis.

3.3 1200 b/s (Data Set 202)

The Data Set 202 employs frequency shift keying to transmit a
signal on the telephone line. For the survey, a 511-bit pseudorandom
word (CCITT Standard) was used as the data source at the second-
ary site. At the primary site, a locally generated version of the test
word was compared with the received data signal, and the resulting
error signal recorded.

This modem does not provide receiver timing. The timing signal
used to operate the data collection equipment was recovered from the
zero crossings of the received data bit stream. A stable clock recovery
system was used to minimize the occurrences of synchronization loss
between the received test word and its locally generated version. The
clock used proved sufficiently stable to maintain synchronism during
signal interruptions of up to ten seconds.

The Data Set 202 provides a low-speed reverse channel which was
enabled during about half of the data runs. At the beginning of each
202 test, a tone was transmitted from receive site to transmit site to
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disable echo suppressors in the connection and therefore allow simul-
taneous two-way transmission. On each call it was ascertained whether
the reverse channel was operating properly. Failure to receive reverse
channel energy was noted on only one test call.

3.4 2000 b/s (Data Set 201)

The Data Set 201 employs differentially encoded four-pliase modu-
lation. This modem was also tested with a 511-bit pseudorandom word
as the data source.

The Data Set 201 provides recovered clock which was used to in-
terpret the received data. Thus, all decisions on errors in the received
data were based on this clock signal. However, a stable clock regen-
erator was used with the data collection equipment. This clock was
capable of maintaining synchronism of the local word during clock
interruptions of up to ten seconds.

To obtain information on the type of transients affecting the per-
formance of the 2000 b/s modem, an analog to digital converter was
used to sample the line signal entering the receiver. When bit errors
occurred in the received data stream, the digital computer recorded
the corresponding segment of the line signal. In this way, a record
of error causing events was maintained. This analog to digital sampling
technique was used at six of the 12 primary sites.

3.5 3600 and 4800 b/s (Data Set 203)

The Data Set 203 is a multilevel vestigial sideband AM data set
which employs automatic adaptive equalization and coherent detec-
tion. For this modem, a specific startup procedure is necessary to
achieve synchronization. This routine was performed at the beginning
of each Data Set 203 test, and there were no test calls on which the
modem would not achieve synchronism.

The received timing signal provided by the data set was used to
interpret the received data. It can maintain synchronism for at least
one second in the absence of line signal.

The Data Set 203 contains a_ Scrambler to maintain the settings
of the adaptive equalizer, to pfovidé timing recovery information, and
to keep the signal energy on the telephone line constant. This
scrambler was used to produce the transmitted bit pattern. It consists
of a 23-stage shift register which produces a pseudorandom word
when the data input is steady spacing. At the receive end, a de-
scrambler reverses the process. Because of the structure of the scram-
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bler-descrambler, an event on the telephone line which causes a single
bit error in the serambled data results in the recording of three bit
errors. The error pattern produced is

100000000000000000100001

(the ones represent errors, the zeroes represent error-free bits and
the left-most bit is the first bit delivered). This same error pattern is
experienced - in customer data during error occurrences. The effect
of the scrambler will be noted several times in later sections of this
paper. ‘

The reverse channel of the Data Set 203 was used on all test calls
to send a 511 bit pseudorandom word at 150 b/s concurrent with high-
speed data transmission. No measure was made of reverse channel
error performance. However, presence or absence of the reverse chan-
nel signal was noted. Improper operation occurred in two instances.

IV. BIT ERROR RATE RESULTS

Average bit error rate is the parameter most often used to describe
the performance of a digital channel because it is easy to measure and
is independent of any particular data system parameters, such as
block size. Average bit error rate was determined for each call and is
presented in Figs. 2, 3, and 4. These figures show cumulative distribu-
tion functions (CDFs) of the bit error rate per call for operation at
1200, 2000, and 3600 b/s in the short, medium, and long mileage
strata. The CDFs include errors incurred during carrier off indications.
As discussed earlier, the outputs of the data sets are clamped during
carrier off indications; because of the randomness of the test words
used, a 50 percent error condition is encountered.

In order to relate the sample obtained to the base population, the
contribution of each test call to these CDFs is weighted by its prob-
ability of inclusion in the sample.® Figures 2, 3 and 4 therefore repre-
sent estimates of performance for the Data-Phone population. They
differ only slightly from the sample distributions where each test call
contributes equally. Table II presents estimates of the percent of error
free calls at the three speeds for the three mileage bands. From Figs.
2, 3 and 4 and Table II, a trend toward poorer performance with in-
creasing distance is evident. However, since for each data set the
extremes of the bit error rate distributions in the three mileage cate-
gories overlap, the variation within a mileage category is considerably
greater than the difference between the categories. The results also
show that error rate performance at 1200 and 2000 b/s are comparable
while error rates at 3600 b/s are somewhat larger.
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The means and 90 percent confidence intervals about. the means
for the error rate distributions are presented in Table III. Since the
error rate distributions are skewed, the mean error rates are largely
determined by the worst-case calls. For example, for all of the calls
measured at 2000 b/s, 72 percent of the errors counted during the
survey occurred on that 5 percent of the calls which had the poorest
error rate. Similar results were obtained for the other data sets. For
this reason the means fall above the 80th percentile and do not repre-
sent good measures of the locations of the distributions. The degrada-
tion of error rate performance with mileage seen in the relative posi-
tions of the CDFs is not shown by their means.

TaBLE II—PERCENT oF ERROR FREE CALLS

Mileage 1200 b/s 2000 b/s 3600 b/s
Ban (30 min.) (30 min.) (20 min.)
Short 46 53 41
Medium 32 35 22
Long 24 18 10
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TABLE III—ERROR RATE MEANS AND CONFIDENCE INTERVALS

Arithmetic Logarithmie
90% )
Data Confidence Antilog of 909,
Rate Mileage Mean Error | Interval About | Mean Log | Confidence
b/s Band Rate Mean Error Rate Factor
Short 5.8 X 10~ +5.6 X 1075 8.5 X 1077 1.5
1200 Medium 7.7 X 108 +8.0 X 1075 1.3 X107 2.0
Long 6.4 X 105 +5.2 X 10°* 2.8 X107 1.7
Short 2.4 X 10°° +2.0 X 1075 8.9 X 1077 1.6
2000 Medium 1.2 X 1073 +8.8 X 1078 1.4 X106 2.0
Long 2.1 X 1075 +8.4 X 108 3.0 X107 1.7
Short 5.4 X 1073 +6.1 X 10-5 2.3 X 10°¢ 3.0
3600 Medium 8.1 X 10-3 +6.5 X 1073 5.3 X 107 2.0
Long 7.3 X 108 +1.9 X 1073 1.3 X107 1.5

Because the error rate distributions are approximately log normal,
means and confidence intervals have also been calculated for the log
of the error rate. For the special case when the call was error free,
the minimum error rate was assigned, i.e., one error per call. The
antilogs of the result of this calculation are given in Table III. The
confidence interval is represented as a factor, which when used to
multiply and divide the logarithmic mean shown in Table ITI will
result in the upper and lower confidence limits respectively. These
means are closer to the median and are consistently larger with
distance.

V. BURST AND BLOCK ERROR RATE PERFORMANCE

Errors on telephone channels tend to occur in bursts. To character-
ize this property, measures of error performance other than error rate
are needed. In these results an error burst is defined to be a collection
of one or more bits beginning and ending with an error and separated
from neighboring bursts by 50 or more error free bits. The intent of
this definition is to associate errors caused by a single event and
dissociate errors caused by separate events and thus obtain a measure
of the frequency of error causing events on a particular test call.
Burst rate, then, is the number of bursts in a call divided by the
number of bits transmitted. Discussion is given later on the use of
the parameter of 50 bits for this purpose.

Block error rate is a parameter of interest because data messages
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are usually transmitted in a blocked format. Many data transmission
systems reject blocks which contain bit errors and retransmit the
entire block. Hence, the block error rate is often of greater practical
significance than the bit error rate. A block in error is defined as a
block containing one or more errors, or a carrier off indication, when
a call is subdivided into contiguous blocks of a given size beginning
with the first bit in a call. Block error rate is the probability of a
block being received in error. The relationship between the bit and
block error rates is accounted for by the burst nature of the channel.

Figures 5 through 8 present the CDF's of total burst and bit error
rate and block error rate for block sizes of 100, 500, 1000, 5000 and
10000 bits for data rates of 1200, 2000, 3600 and 4800 b/s. These
distributions were formed by averaging the distributions for short,
medium, and long mileage strata assuming equal weight in each mile-
age category.

Averaging over the mileage bands is done here and in the remaining
sections of this paper in order to obtain a more compact presentation.
It is done when the effects of distance can be ascertained by reference
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Tig. 5—Total burst, bit and block error rate distributions at 1200 b/s (Each
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Fig. 6—Total burst, bit and block error rate distributions at 2000 b/s (Each
mileage band weighted equally).

to an earlier result, or when the conclusions to be drawn are not
strongly dependent on distance. For operation at 4800 b/s the results
are presented in this fashion for a different reason. This data set was
tested over a relatively small number of connections. Therefore,
sufficient information was not available for an analysis by mileage
band.

One method of combining the mileage band information would be
according to the distribution of toll traffic on the Bell System Switched
Network. The approximate percentages of toll traffic are 85, 11 and
4 percent in the short, medium, and long mileage strata respectively.
If the distributions were combined in this way the characteristics of
the short-haul calls would dominate, with the long-haul calls having
little representation. In this paper, total performance is calculated by
giving each mileage category equal weight and averaging the results
for the three strata, making the result more meaningful for all mileages.

From Figs. 5 through 8, the burst nature of the channel can be seen
in the separation between the distribution of burst and bit error rate.
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It is noted that this separation generally increases with increasing
error rate, indicating that calls with higher error rates tend to have
more errors per burst. The effects of error bursts can also be observed
by comparing the bit and block error rates. A measure of burstiness
is the average number of errors per block in error. This may be esti-
mated by multiplying the bit error rate by a given block size, then
dividing by the block error rate. It has been calculated for 1000 bit
blocks at the 80th percentile for all four data rates. At 1200 and 2000
b/s, the results are 2.6 and 3.5 errors per block in error respectively.
For operation at 3600 and 4800 b/s, this number is approximately ten;
the increase is largely due to the effect of the scrambler. As block size
increases, the average number of errors per block in error increases
slightly.

Another interesting observation that can be made from Figs. 5
through 8 is the relationship between the burst rate and block error
rate distributions. It is noted that if the burst rate distribution is
shifted to the right by the block size, it gives a good approximation
to the block error rate distribution for that block size. This indicates
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that the choice of 50 bits in the definition of a burst reasonably satis-
fies the intent of the definition.

On a mileage band basis the burst, bit and block error rate distri-
butions maintain approximately the same relationships as for the
total results given in this section. Therefore, a reasonable estimate
may be obtained by mileage strata using Figs. 2, 3 and 4. To facilitate
comparisons of bit and 1000-bit block error rate at the four speeds,
Fig. 9 has been included.

VI. EFFECT OF CARRIER QFF INDICATIONS ON PERFORMANCE

Each of the data sets described in this paper is equipped with a
carrier detector which indicates an ON condition during normal recep-
tion of data signals. An OFF indication is given in the absence of
received signal energy. However, an OFF indication can also be
caused by other severe line disturbances such as high amplitude im-
pulse noise. Results for all three data sets indicate that the majority
of carrier off indications were caused by disturbances other than
loss of received line signal.
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During a carrier off indication, the output of the data set is clamped
to steady marking, thus forcing the error pattern to be an exact replica
of the locally generated test word. All of the results presented earlier
in the paper have included those errors. When they were removed and
the bit and block error rate distributions recomputed, the curves were
displaced upward by less than four percentage points.

Table IV gives the percentage of test calls which experienced car-
rier off indications. For the calls with one or more carrier off indica-
tions, the median call had three, two and one indications for the 1200,

TABLE IV—PERCENTAGE OF TEST CALLS WITH
ONE OR MORE CARRIER FAILURE INDICATIONS

Mileage

Band 1200 b/s 2000 b/s 3600 b/s
Short, 7.0 9.1 14.3
Medium 7.9 14.8 7.2
Long 10.3 21.7 14.6




DATA TRANSMISSION 1367

2000, and 3600 b/s data sets respectively. There were instances, how-
ever, where calls contained hundreds of carrier off indications.

The probability distributions of the duration of carrier off indica-
tions were computed for the three data sets. The results are contained
in Fig. 10. Substantial differences can be seen between these distribu-
tions. These differences, as well as those shown between data sets in
Table IV, are mainly due to differences in the design of the data sets.

VII. BURST PROPERTIES

This section discusses the characteristies of error bursts, based on the
definition given earlier. The definition required an error free interval
of 50 bits or more between bursts. Two measures of the size of error
bursts have been calculated for the survey data. Burst weight is defined
to be the number of errors in a burst and burst length is defined to be
the number of bits in a burst. The probability distributions of
these parameters are plotted in Figs. 11 and 12. The distributions have
been computed by combining all of the test calls because burst char-
acteristics did not appear to be closely related to mileage.
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Fig. 10—Distribution of durations of carrier off indications.



1368 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971

The properties of bursts which occurred when the carrier indication
was on are presented here. The characteristics of errors occurring
during carrier off indications were discussed in the preceding section.

The difference in bit rates and signaling formats for the three data
sets contribute to the differences which are evident in these curves.
From Figs. 11 and 12, it can be seen that small bursts for the 2000 b/s
data set tend to be slightly larger than small bursts for the 1200 b/s
set. This may be due to the use of differential encoding. The effect is
overcome when bursts of any appreciable size are encountered.

The scrambler used in the 3600 b/s data set causes burst structures
considerably different from the lower speed sets. To estimate what
the distribution of burst weight would be for the high-speed set with
no scrambler, the scale of the abscissa should be divided by three.
When this is done for the curve in Fig. 11, it is very similar to those
of the other data sets. To remove the effect of the scrambler on burst
length, a different procedure must be used. There is a residual effect
in any burst of 23 bits while the descrambling shift register clears,
thus an estimate of the unscrambled burst length distribution can
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Fig. 11—Burst weight distributions.
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be obtained by shifting the curve 23 bits to the left. Once again the
curve obtained is similar to those of the other data sets.

The burst weight distributions given in Fig. 11 may tend to obscure
bursts with many errors because of the frequency of small bursts.
Thus, for each test call, the number of errors in the largest burst has
been calculated. Figure 13 presents the CDF of the percent of calls
versus maximum burst weight per call for the three data rates. Note
from this figure that 80 percent of the calls for the 1200 and 2000 b/s
modems have maximum burst weights of less than three and six
errors respectively. For 3600 b/s operation, the maximum weight is
approximately 25 at this point. This increase is mainly attributable
to the error tripling effect of the scrambler.

VIII. PROBABILITY OF M ERRORS IN A BLOCK OF N BITS

The number of errors per block is a measure which is useful for
evaluation of error control procedures using block transmission. The
probability distributions for m or more errors in a block of n bits
[P(=m, n)]? are presented in Figs. 14, 15, and 16 for data rates of
1200, 2000, and 3600 b/s.
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Since the results are not strongly related to distance, these curves
were calculated by averaging over all of the calls. Blocks which con-
tained carrier off indications were not included in these calculations.

These curves indicate the overall similarity of the three sets as
measured by the block error probability [i.e., P(=1, n)]. The 2000
b/s data set has the lowest probability of a block error and the 3600
b/s set the highest; they differ by approximately a factor of two.

Because the 2000 b/s and 3600 b/s data sets tend to have relatively
more multiple errors, the probabilities, [P(=Zm, n)], for the 1200 b/s
set are smaller than for the other two sets, for m greater than one.

IX. GAP LENGTH DISTRIBUTIONS

The probability distributions of the number of good bits between
errors (gap length distribution) provide additional insight into the
error process. They are presented in Figs. 17, 18 and 19 for the 1200,
2000, and 3600 b/s data sets. All of the test calls have been used with-
out regard to mileage band. Bits which coincided with a carrier off
indication were removed. Since instances where carrier off indications
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are not preceded by errors are rare, this culling should have an effect
on the number of very short gaps but not on the number of long gaps.

Four curves are presented in each of these figures. The curves
labeled Pooled Bit Error Gap Distribution were computed by pooling
all of the test calls together and caleulating the gap length distribution
of the result. That is, for each data set, the pooled distribution contains
all gaps from all calls. A call with a poor error rate contributes many
more gaps ‘than one with a good error rate. The pooled gap length
distribution may be a reasonable estimate of the overall gap length
distribution if it can be assumed that the error sequences of the
individual test calls are segments of one call of long duration. If this
assumption about the error process is not valid, then the pooled esti-
mate may be unreasonable since in it, equal weight is assigned to each
gap, causing calls with a large number of errors to contribute the
major share of the information. In fact, for 2000 b/s operation one
call accounted for approximately 11 percent of the errors made in the
entire survey. One can be fairly certain that the pooled distribution
will not be very different from the gap length distribution of that call.

In order to assign equal weight to each call in the sample, the gap
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length distribution was computed for each call and the results aver-
aged to obtain an overall distribution. This is done by summing the
per call ordinates for each gap length and dividing by the number of
calls, Using this method, no one call can determine the shape of the
distribution. The curves labeled Average Bit Error Gap Distribution
in Figs. 17, 18 and 19 have been computed in this way.

The product limit'® method of estimation has been used to calculate
the gap length distributions. In this method the observed gaps are
used to compute the conditional probability

P{Gap = g}
P{Gap = g — 1] W

for a number of cell sizes ranging from 0 (consecutive errors) to the
test call length in bits (error free call). Since

P{Gapz g |Gap =z g — 1} =

P{Gap = 0} =1,
the gap length distribution is computed as follows

P{Gap = ¢g|Gap = g — 1}-P{Gap = g — 1} = P{Gap = g¢}.
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The advantage of using this method is that the gap which precedes the
first error and that which follows the final error in the test call are
used in equation (1) as long as they contain information, that is, up
to their length. At this point they disappear from both the numerator
and the denominator simultaneously.

The 90 percent worst-case distribution shown in Figs. 17, 18 and 19
is the locus of points such that for each gap length the ordinates of
90 percent of the calls lie above that point. Note that for all three
data sets, the pooled distribution falls roughly at this 90 percent worst
case locus. Since, for each data set, between 80 and 90 percent of the
calls have error rates better than the average error rate, the effect
of pooling on determining the gap length distribution estimate is
approximately the same as its effect on the calculation of average error
rate. For the 3600 b/s data set, the mean is approximately the 80
percent point and for this data set the pooled distribution is uni-
formly above the 90 percent worst-case locus.

A comparison of the gap length distribution of the different types
of data sets is complicated by the fact that the sets use different
transmission techniques and different speeds. The 2000 b/s modem
is a differentially encoded four-phase set which transmits dibits. The
1200 b/s set is an FM set which transmits a single bit per signaling
element. Hence, one might expect more short gaps for the higher speed
modem. As shown by the gap length distributions, this in fact oceurs.
For the 3600 b/s' data set, gaps of length 17 and 4 are ecommon since
those are the bit spacings on the descrambler shift register.

The relative flatness of all of the gap length distributions following
the initial decline indicates a relative insensitivity to the critical
length of 50 bits used in the burst definition. This flatness also gives
insight into the fact that the spacings between the block error rate
curves given in Figs. 5, 6 and 7 are approximately equal to the ratios
of the block sizes. The same point can be observed in the linearity
of the P(=m, n) curves given in Figs. 14, 15 and 16.

Since every gap of length 50 or longer separates bursts and only
gaps of length 50 or longer do so, the distribution of bits between
bursts for each call can be derived from the gap length distribution
by simply renormalizing the curve for gaps of size 50 and greater. This
has been done for the survey calls and the resulting curves averaged to
arrive at the average burst gap distributions also shown in Figs. 17,
18 and 19. The pooled burst gap distribution can be obtained by
renormalizing the pooled bit error gap distribution.

Figure 20 contains the average gap length distributions for the
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Fig. 20—Gap length distributions by mileage strata at 2000 b/s.

2000 b/s data set for the three mileage bands. As shown in this figure
the additional transmission impairments encountered on long-haul
calls manifest themselves throughout the range of the gap length dis-
tribution. The same relationship was observed for the other two sets,
but in different degrees. The 1200 b/s set showed less sensitivity to
distance- and the 3600 b/s set showed greater sensitivity. Since 1200
b/s operation uses the channel least efficiently in terms of bit speed, it
could be argued that it should have the greatest margin to error and
should therefore be less sensitive to the additional impairments intro-
duced when the transmission distance is increased.

For all three data sets, the gap length distribution of medium haul
calls is very close to the overall average distribution.

X. EFFECT OF SIMULATED LOOPS ON THE 1200 AND 2000 B/S DATA SETS

The 1200 and 2000 b/s data sets were also tested using simulated
loop pairs to obtain information on the effect of amplitude and phase
distortions introduced by the loop plant. The results indicate that the
additional impairment added with thé simulated loops had little influ-
ence on the performance of the daty sets. For the distributions of
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burst, bit and block error rates, performance with the loop was
slightly better than without. For the 1200 b/s data set, performance
with the loops resulted in a general upward shift of the distributions
of less than four percent. At 2000 b/s this shift was approximately
two percent. From this result it appears that the compromise equal-
izers of both data sets more nearly equalize the channel with loops.
The major change in the analog channel characteristic caused by the
addition of the loops is an increase in the loss frequency slope. The
result obtained above may indicate that the 1200 b/s data set is more
sensitive to this-impairment than the 2000 b/s data set.

XI. EFFECTS OF EXCLUDING SXS SWITCHING OFFICES FROM THE SAMPLE

As discussed earlier two SXS offices which were initially selected,
were not included in the sample used to estimate high-speed data
transmission performance. These offices exhibited excessive amounts
of high-level impulse noise which was mainly attributed to equipment
used to select outgoing trunks. Based on the impulse noise pretest,
three other offices having similar equipment were not excluded from the
sample. To determine the effect of these three offices on the overall
results, a subclass analysis was performed excluding calls which en-
countered this equipment. Figure 21 shows the bit error rate and
1000-bit block error rate at 2000 b/s for the total distributions of the
overall sample and the sample excluding calls through this equipment.
In performing this analysis, 21 percent of the test calls were excluded.
From Fig. 21 it can be observed that the error rate distribution with
this exclusion shows an improvement of approximately a factor of two.
The block error rates differ by a smaller factor. At 1200 and 3600
b/s, the relationship between the distributions is similar.

Another analysis was performed excluding all calls which encoun-
tered SXS equipment at the primary or secondary sites. This resulted
in an exclusion of 58 percent of the test calls. The resulting distribu-
tions show no additional improvement over those obtained above.

XII. ANALYSIS OF ERROR CAUSING TRANSIENTS AT 2000 B/S

The process which results in bit errors involves a combination of
static impairments and transient phenomena acting on the data set
line signal. In the absence of other factors, a data set can generally
withstand fairly large amounts of impairments such as loss slope or
delay distortion without producing errors. Thus, errors can be viewed as
caused by transients such as impulse noise and phase changes, where
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the static impairments determine the sensitivity to these transients.
Samples of the 2000 b/s line signal were recorded at six of the twelve
receive sites to obtain information on the types of transient disturb-
ances causing errors for this data set.

An analog to digital converter was used to obtain samples of the
line signal entering the Data Set 201 receiver. When the received bit
stream contained an error, a 50 ms sample of the line signal containing
the error causing disturbance was stored for later analysis. No further
samples were taken for approximately ten seconds. After this interval,
another segment of line signal was stored for comparison with the
first. The error causing transient had usually ended before the second
segment was recorded.

This information has been analyzed, and major error causing dis-
turbances have been separated into four categories: Short Transients,
Additive Signals, Amplitude Changes and Phase Changes.

Short transients are defined arbitrarily as any disturbances of the
line signal lasting for 4 ms or less. Transients observed affected both
the amplitude and phase of the signal. The most common type of
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short transient observed was additive impulse noise. However, tran-
sients which appeared to affect only the phase of the line signal were
also common, especially in the long mileage category. Examples of an
additive impulse and a phase transient are given in Figs. 22a and b.
In Fig. 22a, the top trace is the line signal segment which contains
the error causing transient; next is the reference version of the same
line signal segment. The third trace is the difference between the
upper two traces. The bottom trace is the bit pattern with the error
bits indicated. This pattern is displaced to the right by approximately
2 ms from the line signal disturbance due to propagation delay
through the data set receiver. Figure 22b has the same format, but
the top two traces are superimposed. This disturbance caused one
error which is not indicated on the figure, since it occurred beyond the
last bit shown.

A second category of observed disturbances, additive signals, in-
volved the addition of an extraneous waveform to the data signal.
By the definition employed here, these additives lasted for more than
4 ms. Some causes of these disturbances were speech signals or tones
crosstalking into the test line, or increases in noise level.

Data signal amplitude changes were observed where the resulting
level lasted for more than 4 ms. Included in this category were occur-
rences of loss of line signal, generally referred to as dropouts. An
example of an observed dropout is given in Fig. 22c.

Phase changes were also observed; the resulting phase differed from
the original phase for more than 4 ms. Typically the phase change
occurred in less than 1 ms. An example is shown in Fig. 22d. Other
phase changes took place more gradually as the phase appeared to
rotate slowly.

Categorizing the line signal samples allows some determination of
the relative frequency of occurrence of these disturbances and their
effects on error performance. Table V lists the percent of observed bit
errors which were caused by the various categories of transient phe-
nomena. It also lists the percent of observed line signal disturbances of
each type, and the average number of errors per disturbance for each
category. So that the results would not be dominated by a few calls
with relatively poor performance, this table only includes calls with
error rates better than 104 Causes of errors for calls with error rates
poorer than 10-* are discussed in the next section.

At this point, it should be emphasized that these results are based
on the observation of line signal disturbances resulting in errors
incurred using a Data Set 201. Although the categorization is done on
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TaBLE V—OBSERVED CAUSES OF ERRORS
FOR OPERATION AT 2000 b/s

Average

Percent of Number of

Type of Percent of Line Signal Errors Per

Disturbance Errors Disturbances Disturbance
Short Transients 63 79 3
Additive Signals 25 6 17
A