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Statistical Circuit Design: 

History and Introduction 

By A. C. DICKIESON and J. CHERNAK 
(Manuscript received January 8, 1971) 

The papers in this series describe the status of a continuing program 
at Bell Telephone Laboratories to apply computers to all phases of 
transmission circuit design. The process involves the same steps now 
that it has historically. Given a set of circuit objectives, the designer: 

(i) Synthesizes a circuit, using known or assumed characterizations 
of the devices and components involved. 

(ii) Analyzes circuit performance, either by measurements of labo­
ratory samples or by calculations based on simulation or 
mode1ing. 

(iii) Optimizes design performance and cost by changing topology or 
element values. 

(iv) Examines the design for compliance with objectives under all 
expected conditions of manufacturing tolerances and the 
environment of application. 

(v) Iterates some or all of these steps until a satisfactory, if not 
optimum, design is achieved. 

The first large-scale application of a· digital computer to the anal-

1099 
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ysis of linear filter and equalizer designs came in 1950. The computer 
was the BTL Mod VI, an early version using telephone relays. As com­
puters gained in speed and versatility and programmers developed new 
algorithms, strides were taken in synthesis and optimization. 

Paralleling this work was a continuous effort to improve the fre­
quency range, speed, precision, and accuracy of transmission meas­
urements. A major milestone was reached in 1953 with the announce­
ment by Thaddeus Slonczewski of the "micro-bel" technique. This 
achieved measurement accuracies of ±O.OOl decibel by a method that 
can be applied over very wide frequency ranges. 

In 1966, the important step was achieved of using a dedicated 
general-purpose computer to control the transmission measuring set, 
and also to process, collate, and output the data in various forms. The 
next step, of using this computer also to playa role in the iterative 
process used in design and production, is described in this series. 

The advantages of modeling and simulation were recognized early. 
Both digital and analog computers were put to this task. In 1962, a 
hybrid interconnection of the two produced great flexibility in dealing 
with both linear and nonlinear systems. 

An obvious requisite to useful modeling is an adequate characteriza­
tion of the elements to be modeled. The computer-operated test sets 
have been used extensively in measurements characterizing transistors 
and other devices, coupled with efforts to relate the measurements to 
the physics and geometry of the device. 

Most recently, algorithms and programs have been developed to use 
the computer in the process of analyzing the performance of networks 
under realistic conditions of manufacturing tolerances, variations of 
the environment, and manufacturing adjustments. The next step is 
to have the machine apply the results of this analysis in the iterative 
process to achieve something near an optimum design. 

This brief history of two decades in computer-aided design in trans­
mission development provides a useful perspective in viewing this 
series of papers dealing with statistical analysis. The notion of using 
statistical procedures was proposed1 many years ago and successful 
applications have been reported2 in the past in the analysis of, logic 
circuits. The catalyst which has led to the present effectiveness on a 
wide class of circuits and systems, however, has its roots in this twenty­
year-old effort in device characterization, development of algorithms 
for general-purpose programs, and the effort to improve the factory 
transmission measurement and adjustment capabilities. Consider what 
has occurred in the past several years of statistical analysis as de­
scribed in this series. 
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During 1968 several versions of a general-purpose, statistical anal­
ysis program (TAP)3' 4 were written and used effectively for a range 
of circuits from passive filter designs to highly nonlinear systems. In 
their original conception, the tolerance analysis procedures were 
visualized as a final step in the design process. They belonged to the 
class of computer aids that allows the computer to manipulate an anal­
ysis or simulation in a fashion similar to the general-purpose optimiza. 
tion programs. The computer-aided design process was viewed as con­
sisting of the following three steps: 

(i) Analysis-Components are modeled and the circuit is analyzed. 
Components and the network topology are changed until the 
circuit performance approaches the designer's expectations. 

( ii) Optimization-The designer identifies a desired measure of 
performance and the analysis is embedded in a general-purpose 
optimization program. These 9ptimization programs use various 
strategies to alter the circuit parameters to bring the performance 
within the desired bounds. 

(iii) Tolerance Analysis-Using a similar measure of performance, 
the optimized model parameters are varied within their antici­
pated distributions with the appropriate correlation between 
parameters. The circuit performance is repetitively analyzed 
with these different parameters until a histogram of the per­
formance measure can be interpreted with confidence. 

Our experience in the past several years has shown that the use of 
statistical analysis is not the simple final step in the design process. 
Our present view is that this technique forms new bridges among de­
sign, manufacture, and field failure problems. These bridges carry in­
formation in both directions with a substantial impact on both design 
and manufacturing technologies. 

Consider what occurs when the designer takes the first step into the 
use of tolerance analysis. If he is using the same performance measure 
as was used in the optimization procedure, he can build histograms as 
he accumulates the statistics of many designs. For this to be related to 
the manufacturing yield, however, he must include anticipated bench 
adjustments on selected components. These adjustments may be as 
simple as tuning inductors to resonance or as involved as anodizing 
resistors (a one-directional adjustment) while monitoring a compli­
cated performance measure of some subsystem. 

When he considers the manufacturability of the circuit in the factory 
environment, he faces the issue of relating factory testing procedures to 
his performance measures used for design. These are often only 
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casually related to each other in spite of the increasing reliance on 
computer-operated measurement equipment. This factory test equip­
ment can often be adapted to do "go/no-go" testing using the same 
performance criteria used in the tolerance analysis program. 

To simplify the problem, let us presume that the same performance 
criteria are used for both design and manufacture. The bridge for infor­
mation flow in both directions becomes critical. In his tolerance anal­
ysis, was the designer detecting failures discernible in manufacturing 
or in the field environment? Can he devise a set of conditions for fac­
tory testing (a particular temperature, bias supply voltage, etc.) that 
will detect most failures predicted for the field? Is there an alternate 
technique for component adjustment which will increase yield and de­
crease field failures? If so, should not this adjustment procedure be 
brought back into his optimization and tolerance analysis programs to 
see if he still has the optimum nominal values for his components? 

Obviously, the answers to these questions depend on the specific 
circuit or system being designed. These questions, however, are not 
peripheral to the design process but often introduce overriding con­
siderations which should be considered at every stage of the design 
process. 

The first three papers in this series deal with the current capabilities 
in tolerance analysis. The first paper by J. Logan5 introduces the char­
acterization and modeling of components. This characterization capa­
bility enables the designer to analyze manufacturing yield (correla­
tion between devices, adjustments, etc.) as separate from field failures 
(temperature effects, aging, etc.). The second paper by C. L,. Semmel­
man, E. D. Walsh, and G. T. Daryanani6 traces the development of a 
linear circuit analysis capability that allows the designer to specify 
the factory and field environments for a class of active circuits. The 
third paper by 1. A. Cermak and Mrs. D. B. Kirby7 describes the ex­
tension of these techniques to nonlinear circuits. 

The fourth paper by G. D. Haynie and S. Yang8 develops the rela­
tionships between the design process and the measurement and testing 
process. The next two papers by E. M. Butler9 and B. J. Karafin10 

examine the question of using tolerance analysis for optimum design. 
The first deals with techniques to optimize the component sensitivity 
and the second to optimize cost. 

The last three papers by L. A. O'Neill;l1 P. Balaban, et al.;t2 
and R. G. Olsen13 provide a, view of these techniques as applied to the 
design of a complex linear circuit, a nonlinear hybrid integrated circuit, 
and finally a waveguide system analysis. In each of these cases the 
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ability to extend the designer's capability past the traditional worst­
case design estimate was an important factor in the successful design. 

This series of papers documents the establishment of analytic bridges 
between design, manufacturing, and field environment problems. The 
effective use of these techniques pla,ces substantial demands on the de­
sign experience of the engineer. The designer must have insight into 
the factory capabilities and procedures and consider these effects at an 
early stage of design. This ability, however, to bring these manufactur­
ing and field environments into the design process results in substan­
tially more reliable and economical designs. Major advances still lie 
ahead, so that one cannot say the program has reached maturity: it is 
possible to see it as in sturdy adolescence. 
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Statistical Circuit Design: 

Characterization and Modeling for 
Statistical Design 

By JOHN LOGAN 

(Manuscript received November 30, 1970) 

Analysis of the variation in the electrical performance of integrated 
circuit structures requires a knowledge of ,the distributions and inter­
relationships of device parameter values. This article presents new 
techniques for more accurate transistor modeling and, describeS' the 
statistical characterization procedure developed to describe .the inte­
grated circuit manufacturing process as far as the measurable elec­
trical parameters are concerned. 

1. INTRODUCTION 

In statistical design work involving discrete passive elements, 
nominal parameter values and production distributions give an ade­
quate description. The situation is more complicated for active devices 
in which the equivalent circuit used to describe these devices requires 
parameters which are interrelated. 

With integrated circuits, conditions are further compounded by the 
fact that the parameters of different devices on an Ie chip are inter­
dependent. Experimentally, however, it has been found that the 
integrated circuit case can be conveniently decoupled to a manageable 
degree of complexity even when temperature effects are considered. 

In the following sections, the philosophy underlying both our 
modeling approach and the measurement techniques is outlined. This 
is followed by a description of the transistor model favored for sta­
tistical analysis work, highlighting some popular misconceptions 
arising from inadequate past measurements. The implications for 
device modeling in an integrated circuit environment are then con­
sidered, followed by a description of the practical methods which have 
been successfully used to predict the variability in circuit performance 
arising from variations in the manufacturing process. 

1105 
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II. PRACTICAL MODELING 

2.1 Modeling Philosophy 
The modeling approach found to be most effective is to carry 

device physics as far as possible, then verify or modify the results 
by practical experience. To be. truly useful, modeling has to be con­
sidered simultaneously from three fronts, in that the model must: 

(i) Give an adequate qualitative description of the electrical be­
havior of the device. 

(ii) Have efficient* parameters which are readily measurable (or 
calculable) and amenable to statistical description. 

(iii) Be compatible with numerical circuit analysis techniques. 

In the literature most attention has been given to items (i) 1,2 and 
(iii) 3,4; in fact, the greatest impediment to meaningful statistical de­
sign work is the lack of attention to item (ii). In consequence, this 
discussion will dwell on the hard facts of what has to be done in prac­
tice when real data is required to get meaningful results. 

There are at least two schools of thought on the subject of device 
modeling: modeling to get an up.derstanding of the device physics 
and modeling for the purpose of circuit analysis. Although it is desir­
able to have one model for both situations, it is frequently expedient 
to make simplifications in the case of circuit analysis. In a statistical 
design, particularly one involving integrated circuits, the general 
properties of the system have to be represented. With transistors, the 
important points are: 

(i) The matching of characteristics such as gain or junction voltages. 
(ii) The tracking of parameters within a device and from device 

to device on an integrated circuit chip. 
(iii) The temperature characteristics, vitally important in Bell 

System work, both from the standpoint of the variation of 
system performance with temperature and also for any aging 
effects which may be temperature dependent. 

A general description of the above properties is therefore required in 
statistical design rather than an elaborate precision model which may 
greatly exceed the accuracy of available data. 

Comparisons1 ,2 of generic model types, which appear to indicate 
a mathematical equivalence, neglect some very important facts 
applicable to transistor models in common use. These facts relate to 

* Efficient parameters are ones whose values are simply related to changes in 
device environmental conditions-preferably constants. 



CHARACTERIZATION AND MODELING 1107 

the choice of the independent variables in the model and the signif­
icance of this is discussed in Section III. 

2.2 Measurement Philosophy 

From the measurement standpoint the most important consideration 
is that of effectively decoupling the model parameters. This is done 
such that each measurement, or set of measurements, uniquely defines 
specific parameters. The ability to do this depends very much on the 
complexity of the model structure and may be difficult to achieve in 
more detailed physical models.5 

Statistical data is expensive; it is necessary, then, to depend on 
the minimum set of data points and to maximize their use. In addi­
tion, it is expedient to identify parameters which are consistently 
the same in a given family of devices. This is considered further in 
Section IIi which to some extent dictates the form of model desired. 
Further, to minimize measurement effort, it is essential to use the 
same statistical data for both nonlinear and small signal models. The 
development of a suitable small signal model for this purpose is con­
sidered in Section IV. 

Two approaches exist for determining the model parameters. 

(i) Obtain the physical properties of the device, such as geometry 
and doping profile, and calculate the theoretical parameter 
values for the model. 

(ii) Derive the parameters from electrical measurements at the 
device terminals. 

In statistical work, item (ii) is, more attractive as the process 
variability may not be well known. In addition, complex interactions 
may be compensated for in the direct measurement technique. For 
device design prior t{) fabrication, obviously a combination of (i) and 
(ii) has to be used, drawing on measured data from previous similar 
devices. 

III. NONLINEAR TRANSISTOR MODELS 

3.1 Models in Common Use 

At the present time, two forms6
,7 of nonlinear transistor models 

appear to be in vogue in general purpose network analysis programs. 
The major difference between the two approaches lies in the refereIice 
currents used in the representation of the dependent parameters. The 
two manifestations have been identified as: 

(i)6 The injection model, based on the diode currents injected at 
the junctions. 
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(iif The transport model, based on the currents traversing the base 
region. 

In the past it has been said1 that since the two models appear to be 
mathematically equivalent, there is a simple transformation between 
the parameters and it makes little difference which one is used. In 
fact, this ignores the approximations inherent in the model derivation. 
It turns out that the functional dependencies of ' the model parameters 
in case (ii) are more realistic from a physical viewpoint and at the 
same time simplify the measurement procedures required for param­
eter determination. 

3.2 Evaluation of the Popular Models 
To stress the significance of the claim for the transport model, the 

following argument is presented to show the simpler measurement 
requirements and the more accurate dynamic characterization of this 
model. 

3.2.1 DC Model 
Figure 1 shows the equivalent circuits of the intrinsic transistor for 

the two models under· consideration; the elements making up the two 
equivalent circuits are identical, consisting of two semiconductor 
diodes to provide for minority carrier injection and two current 
sources to account for minority carrier transport across the base 
region. The coefficients aF , CiR , B N , B I are current dependent and are 
represented by either functional or tabular dependence on the currents 
IF, IR , IN , and II respectively. The important differences between the 
two models are the reference currents used as mentioned in Section 3.1. 

The defining equations* are 

(a) Injection Model 
Emitter junction injection: 

IF = IEF[exp (qVbe/nekT) - 1]. 
Collector junction injection: 

(b) Transport Model 
Transport from emitter to 
collector: 

IN = IEs[exp (ONVbe ) - 1]. 
Transport from collector to 
emitter: 

(1) 

(2) 

The equations for the terminal currents representing the transistor 

* The choice of parameter names for the transport model are identical with 
the CIRCUS1 convention; the injection model parameter names are selected to 
prevent ambiguity. The parameters used are defined in Table I. 
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Fig. 1-Equivalent circuits for transistor models. (a) Injection model, (b) 
Transport model. 

nonlinearities are 

IE = -(1 + iN)IN + II , 

10 = IN - (1 + i )11 , 

IB = IN + II. 
BN BI 

(3) 

(4) 

(5) 

If the emitter junction is forward biased with V be 

IR = 0, and II = 0, then, 
o such that 

IF = -IE = 10 + IB , 
/' ~ 

(ideal 
component) 

(nonideal 
component) 

IN = 10 . 
/' 

(ideal 
component) 

(6) 

Equation (6) shows the fundamental difference between the two 
models by virtue of the make-up of the reference currents IF and IN. 
IN represents an ideal component of current in the sense that the col­
lector current and emitter-base voltage are related5 by the "ideal" 
diode law. IF, on the other hand, is made up of two components of 
currents of which IB , the base current, is nonidea1. 8 

This gives the first reason for preferring the transport model, in 
that it is intuitively more satisfying to work with the components 
approximating theoretical behavior. Other experimental reasons now 
follow: 

By measuring IE and leas functions of V be , it is possible to plot the 
voltage dependence of IF and IN as shown on the semilogarithmic 
plots in Fig. 2. 
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TABLE I-COEFFICIENTS USED IN COMPARING NONLINEAR MODELS 

OlF Common base current gain in normal mode. 
OlR Common base current gain in inverse mode. 
BN Common emitter current gain in normal mode. 
Br Common "emitter" current gain in inverse mode. 
leR Collector intercept current for the injection model. 
les Collector intercept current for the transport model. 
IEF Emitter intercept current for the injection model. 
IEs Emitter intercept current for the transport model. 
k Boltzman's constant. 
nc Collector injection factor. 
ne Emitter injection factor. 
q Charge on electron. 
T Absolute temperature. 
(IN Slope factor for normal mode. 
(Jr Slope factor for inverse mode. 

In the inverted mode of transistor operation, if the collector junction 
IS forward biased with Vbe = 0, then IF = 0 and IN = 0 giving 

(ideal 
component) 

(nonideal 
component) 

(ideal 
component) 

(7) 

In this situation II represents an ideal component of current and IR is 
made up of ideal and nonideal terms. Measurement of IE and 10 for 
the inverted transistor gives the voltage dependence of Ir and IR as 
shown in Fig. 2. 

The redundancy in the injection model is shown by the fact that 
the slopes and intercepts are different for IF and IR in the linear por­
tion of the curves where leakage and high-level effects are not signif­
icant. The transport model gives identical slopes and intercepts as a 
result of the common dependency on the base charge.9 Thus 

(8) 
and 

(9) 

This has been found to be the case experimentally within the accu­
racy of the measurements, and follows from the one-dimensional model 
derivation in elementary transistor theory. In the interests of general­
ity, however, four parameters rather than two are retained in the 
model used in nonlinear analysis10 to allow for possible deviationsll 

in very high-frequency transistors. It is important to. note that the 
redundancy in the injection model is absorbed in the current dependent 
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parameters BN(lN) and B1(h) used in the transport model to define 
the base current in equation (5). 

3.2.2 Dynamic Behavior 

In a transistor, charge storage can be divided into two types: 

(i) Fixed charge in the depletion regions (voltage dependent). 
(ii) Mobile charge in transit (current dependent). 

To account for the charging currents which flow under dynamic 
conditions, two capacitances are included across each junction as 
shown in Fig. 3. Cej and Cej are the voltage dependent capacitances 
representing the emitter and collector depletion regions. 

Capacitances C de and C de are current dependent and represent the 
minority carrier charge stored on account of the current flow. 

According to charge control theory12 the charges are directly pro­
portional to the reference currents such that the capacitances, which 
are the incremental changes of charge with junction voltage, then 
become 

(a) Injection Model (b) 

Cd. qTEF [I ] 
= n.kT F + I EF , Cd. 

Cdc qTCR [ ] 
= nckT I R + I CR. Cdc 

1O- 20L-__ .l-.-__ ...I...-__ ....l..-__ --I 

o 0.50 0.75 1.00 0 
VOLTAGE 

[
Vbe FOR IF] 
Vbc FOR IR 

Transport Model 

(}NTcN[IN + I ES], 

(lrTcI[11 + 1cs]. 

" '- ....... SLOPE=ON=OI 

0.25 0.50 0.75 
VOLTAGE 

[
Vbe FOR INl 
Vbc FOR IIJ 

(10) 

(11) 

1.00 

Fig. 2-Transistor nonlinear behavior. (a) Injection model, (b) Transport model. 
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IE~ ~Ic h~ ~Ic 
-

~e ct ~ ~ ~ ~ 
\ IF IR I (l+l/BN )IN (t+t/B I)II \ I \ I \ / \ - / , 

Vbe t V / Ci:RIR Ci:FIF be II 
',..... 16 // 

(a) 
..... -. b ~-- (b) + + 

Fig. 3-Dynamic transistor model. (a) Injection model, (b) Transport model. 

In practice the parameters* TEF(IF) , TCR(IR) , TON (IN) , TCI(II) have 
to account for a multitude of effects, for example high-level injection 
effects, and storage in the collector remote from the base. To represent 
these effects the parameters are made functions of current as shown. 

The parameters TEF (IF) and TOR (IR) depend on current terms which 
consist of ideal and nonideal components. More importantly these 
charaCteristic times describe both transit time and recombination time 
effects. This is both bad and unnecessary. 

It is bad since the recombination phenomena are not nearly as well 
understood (mainly because of surface effects) as transit times; hence, 
large variations from unit to unit can be expected and in fact are found 
in practice. 

It is unnecessary since the information relating the transit time and 
recombination time is already contained13 in the nonlinear current gain 
terms BN and BI (or aF and aR). Thus, the effect of basing the charac­
teristic times on the injection currents is to force the introduction of 
redundant nonidealities in the dynamic parameters. This is much more 
significant for TOR(IR) than for TEF(IF). 

3.2.3 Experimental Evidence 
Indication that the injection model was in trouble came about from 

actual storage time measurements on high-frequency devices. These 
showed that TOR (IR) was a strong function of IF which could not be 

* D. Koehler2 has defined a consistent set of characteristic time parameters which 
gave the rationale for the parameter terminology for the injection model. The 
parameters TCN and TCI for the transport model follow the familiar CIRCUS7 
format, but strictly speaking for consistency2 these should be TCN and TEl, 
where C and E refer to collector and emitter, respectively,. If Tc signifies "time 
constant," then perhaps a better unambiguous pair of time parameters would 
be TN and TI • 
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accounted for in the model and, in fact, it was impossible to assign 
meaningful values to TOR. 

The parameter TOI (II), in the transport model on the other hand, 
was found to be essentially independent of IN. More importantly, for 
the devices in question, T OJ was constant over a wide range of hand 
in fact showed little variation from device to device. In addition, it was 
found that devices of the same family which had different gold spiking 
treatment gave approximately the same value of T OI. Differing amounts 
of gold doping control the recombination lifetime which is already ac­
counted for by the dc parameter B I (h) . 

3.2.4 Important Properties for Tolerance Analysis 

Consistency of T C I for families of device types is vitally important 
in tolerance analysis work since it requires fewer measurements, and 
can be given a simple statistical description, yet still yields good answers. 
The explanation for this superior performance of the transport model 
parameters is that TCN and TCI are effective transit times which, 
as mentioned earlier, are much better behaved than recombination 
times. Thus for the dynamic response as well as the dc situation, the 
transport model description eliminates the redundancy of the injection 
model. 

3.2.5 Transistor Model Most Suited to Statistical Design 

The conclusion drawn from these experimental results is that the 
transport model as outlined above is to be preferred for the following 
reasons: 

(i) Nonideal components of current do not occur in the equations 
relating input voltage and output current. 

(ii) Intercept currents and slope factors are obtained from one set 
of measurements instead of two. 

(iii) Parameters are decoupled in that the dc nonlinearities are 
contained only in the parameters BN(IN) and BI(II). 

(iv) Characteristic time parameters describing dynamic behavior 
are constant over a wider range of currents and vary less from 
device to device, thereby simplifying the measurement pro­
cedure. 

(v) Dynamic behavior is more accurately modeled and the effect 
of process variation is decoupled from TCI and contained 
predominantly in BI(II). 

Thus from considerations of both accuracy and measurement con­
venience, the transport model is preferable and has, in fact, been 
used with considerable success in network analysis programs. to 
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3.3 Transistor Output Characteristics 

3.3.1 Defects of the Model 

To account for the effects of bulk material in the base, collector 
and emitter", resistances RB , Ro and RE are added to the intrinsic 
model of Fig. 3 (b) as shown in Fig. 4. 

Two effects not accounted for in this model as it stands are: 

(i) Collector output resistance. 
(ii) Avalanche multiplication. 

Collector avalanch:e multiplication is usually accounted for by mul­
tiplying the parameter los by a factor of the form 1/[1 - (Vcb/vB)n] 
where n and VB are constants. Since the avalanche mode is not of con­
cern in most circuit analysis encountered in this discussion, it will not 
be considered further. 

Item (i) is very significant, particularly for devices in high-resistance 
circuits, and some simple means had to be found to represent the out­
put resistance. The approach used is described in Section 3.3.2 and the 
equivalent output resistance is calculated in Appendix C. 

3.3.2 Thermal Consideration.s 

Measurements of BN as a function of V OB for constant base current 
are shown in Fig. 5 where two important effects should be noted. 

(i) Heating effects due to increased power dissipation greatly 
increase the change in B N • 

-t e ~ 
\ (Ht/BN )IN 
\ 
\ 
\ , 

\ 

Vb~ II IN 
"-
' ...... 

---~ 
+ 

B 

Fig. 4-Nonlinear transistor model. 
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(ii) When junction temperature is held constant the change in BN 
is considerably reduced but more importantly the curves are 
essentially parallel. 

This suggested representing the current gain term in the form 

(12) 

where (3N(IN , T) is a function of current and temperature and VN is a 
constant. 

Further investigation of a range of devices of different structural 
and manufacturing processes yielded three useful results. 

(i) At constant junction temperature* the curves for BN as a 
function of V CB with IB as a parameter were parallel [Fig. 6(a)]. 

(ii) At different constant temperatures the curves remained parallel 
[Fig. 6(b)]. 

(iii) Devices with the same geometry but different gold spiking 
gave parallel curves (Fig. 7). 

* Note that it is not adequate to hold a transistor can or substrate at constant 
temperature and assume that the junction remains at constant temperature even 
under pulsed conditions. V be at a low reference current was used as a temperature 
monitor and a "Themospot" probe (manufactured by EG&G Boston, Mass.) 
was used to adjust the environment temperature such that V be remained constant. 



1116 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971 

115.-----------.:...----------~ 

90 

85 

.-""' . 
• 

....,..".... . .-""' . .-""' . ,.............. . 
• 

~. 
,............... 25 p.A 

(a) 
75~ __ ~ ___ ~ ___ ~ ___ _L __ ~ 

100r------------------~ 

VeB 

Fig. 6a-BN as a function of V CB at temperature of 20 0 c. 
Fig. 6b-Variation of BN with V CB and temperature for base current I B = 25 p..A. 



CHARACTERIZATION AND MODELING 

90.-------------------------------~ ---. ............ 

85 

". 
80 

75 

70 

.... 
65 

60 

---. 
.....-. ,...-. . .....-. 

___ .--- TRANSISTOR NO.2 

............ 18 = SOIlA 

(GOLD DOPED) 
TRANSISTOR NO. I • 

18 = sop.A ,...-

• 
............ 

............ 
.....-. ............ 

. ...........--- TRANSISTOR NO.2 
............ Ie = 2Sp.A ---. 

55~----~--__ ~~----~----~~--~ o 10 
Vee 

1117 

Fig. 7-Variation of BN with VeB for two devices with the same geometry. 

Thus equation (12) has vital properties for statistical design in that 
the current and temperature dependence is contained in f3N (IN , T) and 
parameter V N can be regarded as a constant for a given device geome­
try. Since the lines in Fig. 6 are all parallel, it is only necessary to take 
measurements for one value of IB at room temperature to determine 
V N. This value of In can be small enough that no significant heating 
occurs on pulsed measurements obviating the need for a heat sink. 

Equation (12) was very easily added to the model in the computer 
program10 and Fig. 8 shows a comparison of measured curves and 
computer predictions. 

IV. SMALL SIGNAL TRANSISTOR MODELING 

4.1 Types of Models 

Small signal models used in linear steady-state analysis programs 
may be divided into two categories: 
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(i) Terminal models-measured two-port parameter data at the 
required operating point over the desired frequency range. 

(ii) Physical models-equivalent circuit representation of the device 
at the operating point' in question. 

Both approaches have advantages and disadvantages for variability 
analysis. 

4.1.1 Terminal Models 

The measured data can be obtained extremely precisely and used 
directly in linear analysis programs to investigate circuit performance. 
This gives no loss of accuracy in the representation of the specific 
transistors in question. 

The main problems with this technique are: 

(i) Data at different temperatures at several bias points over a 
range of frequencies imposes a prohibitive storage problem. 
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(ii) Devices have to be available on which measurements can be 
made and hence new devices cann9tpe handled this way. 

(iii) Statistical descriptions of device~cannot be generated, but 
have to depend on past measured data. 

4.1.2 Equivalent Circuit Model 

The equivalent circuit model eliminates a number of these difficulties 
and has the following advantages: 

(i) The number of parameters at a given bias point is dependent 
only on the complexity of the model for all frequencies in the 
range of applicability. In addition, the model can easily be made 
a function of bias, as shown below. 

(ii) Reasonable first-order estimates for the equivalent circuit model 
of new devices can be made from a knowledge of similar pre­
viously characterized devices. 

(iii) Variability and interdependence of the equivalent circuit 
elements of the model can be characterized to give a statistical 
description for Monte Carlo analysis. 

The main problem with the equivalent circuit is its range of ap­
plicability, usually requiring more complexity for adequate representa­
tion as the frequency is increased. 

4.2 The Hybrid-Pi Model 

Many forms of equivalent circuit representation for the transistor 
are possible.14 The hybrid-Pi model is particularly attractive and can 
be readily derived from the nonlinear model of Fig. 4 showing that the 
hybrid-Pi model is simply the incremental version of the nonlinear 
model. Thus, once we have a statistical characterization of the' non­
linear model, by appropriate choice of the parameters for the hybrid­
Pi model, we have complete statistical information for small signal 
analysis work.15 

In the active region of operation, the collector junction is reverse­
biased, and from equations (2) and (11) 

Figure 4 can then be simplified and redrawn as Fig. 9. At low fre­
quencies, the currents are: 
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IE = -(1 + IIBN)IN , 

Ie = IN, 

IB = INIBN . 
Thus, the current generators in Fig. 9 can be rearranged to give the 
configuration of Fig. 10 and satisfy the above equations. 

The incremental behavior of the two current sources in Fig. 10 has 
to be evaluated to give the small signal model. The linear equivalents 
of the current sources are derived from the following equations: 

alB 
oIB = oVbe aV

be 
' 

(13) 
oVbelRbe , 

ale ale 
ole = oIB alB + oV-ce aVce ' 

(14) 
= i(3 + oVcelRo , 

where .8 signifies an incremental change and i is the incremental change 
in the low frequency base current IB . 

The hybrid-Pi model incorporating the linear elements defined in 
equations (13) and (14) is shown in Fig. 11. Also included in the model 
are capacitances C1 , C2 and 0.3 to account for header capacitances in 
discrete devices and parasitic capacitances in integrated circuits. 

The relationship between the linear elements in Fig. 11 and the 
parameters previously used for the nonlinear model of Fig. 4 are: 

Cbe = Cej + Cde , (15) 

(3 = BNI[1 - BIBNJ) 

Rbe = (31[INONJ . 

Ro = BNVNIIN 

(16) 

B 

Fig. 9-Simplified model for active region. 
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B c 

Fig. lO-Equivalent 1r model. 

The derivation of the relationships constituting equation (16) are 
given in Appendices A, Band C. Thus at any bias condition, the value 
of C ej is determined by the voltage V be ; the value of C ej is determined 
by the voltage V be ; and the collector current IN determines the values 
of Cde , /3, Rbe and Ro . 

The model in Fig. 11 represents the transistor at any bias condition 
over the desired frequency range of applicability. No parameters other 
than those required for the nonlinear model are used in this representa­
tion. In consequence, all the relationships for temperature dependence, 
parameter variation and correlation which are developed in Section 6.3 
for the nonlinear model, can be applied directly for small signal toler­
ance analysis work. 

4.2.1 Excess Phase 
The frequency dependences of the junctions are represented by the 

single pole type of response in each case. Excess phase resulting from 

B c 

c, 

Fig. ll-Hybrid-Pi small signal model. 
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other nondominant poles is not aecounted for explicitly-in the model of 
Fig. 11. However, the additional capacitors C1 , C2 -and Ca have been 
found to give the additional degrees of freedom to account not only 
for the stray capacitances but also to satisfy the excess phase require­
ment. The model in Fig. 11 has in fact been very accura"te up to 1 GHz, 
the highest frequency at which reliable measurement d~ta is currently 
available. 

\-

V. INTEGRATED CIRCUIT DEVICE MODELING 

5.1 Monolithic Integrated Circuit Environment 
Passive components, such as resistors and capacitors, are used in 

three forms: discrete, thin-film and planar diffused, along with discrete 
and planar diffused transistors. Of thes~, the monolithic integrated cir­
cuit situation imposes the greatest requirement on both device model­
ing16 and statistical characterization. Modeling problems arise from 
the junction isolation which result in various parasitic elements in 
addition to the desired c~mponents. Characterization difficulties occur 
because of the parameter interdependence resulting from the simultane­
ous fabrication of complete circuits in which the components have a 
common dependency on the various processing steps. The effect of the 
integrated circuit environment is considered in the next sections. 

5.2 Resistor Models 
The integrated circuit resistor consisting of a base diffusion, as shown 

in Fig. 12 (a), is really a distributed diode which is reverse-biased. 
However, the pnp structure also gives rise to a possible parasitic tran­
sistor and distributed capacitance as shown in Fig. 12 (b). Under nor­
mal circumstances, C is taken to the most positive circuit voltage and 
S to the most negative which effectively eliminates the transistor and 
leaves only the distributed capacitance. This can be lumped at each 

A B C A B C 

(b) 

Fig. 12-(a) Diffused resistor, (b) Resistor equivalent circuit. 
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end. of the resistor. Long narrow resistors, however, would be poorly 
modeled by such an approximation and a distributed representation 
would be more appropriate. 

In manufacture, the variation in resistor values depends on a num­
ber of factors, of which the most important are 

(i) Error in the resistor shape calculation. 
(ii) Error in the photomask. 

(iii) Variation in the processing. 

Items (i) and (ii) relate to the resistor geometry and will result in 
different variations depending on the shape, dictated by the resistor 
magnitude. Item (iii) accounts for the tracking of resistors on an Ie 
c~IP and is discussed further in Sections 6.3.1 and 6.3.5. 

Thin-film resistors can be modeled by ideal resistors except at higher 
frequencies where stray capacitances become significant. These are 
obvi'ously layout dependent and have to be estimated in each particu~ 
lar situation. One advantage of the thin-film situatioll is that resistors 
can be trimmed to value when required. Such an adjustment has fre­
quently to be performed in simulations17 and greatly influences the 
analysis procedure. 

An important source of common variation in integrated circuits 
results from temperature changes on the chip which causes the resist­
ance to change according to the formula 

(17) 

where a is the temperature coefficient. 
It should be noted in passing that thermal modeling should be per-

-I 

formed in integr~ted circuit structures to account for possible thermal 
feedback. The electrical parameters of the various devices are tempera­
ture dependent and if the devices dissipate significant power, there is 
coupling between the thermal and electrical behaviorof the system. 
In practice, this can be a prohibitively expensive study and it is either 
assumed that thermal feedback poses no problem or a very crude static 
thermal analysis is performed. 

5.3 Capacitor Models 

Two forms of capacitors are III common use in integrated circuit 
work. 

(i) Reverse-biased junctions. 
(ii) Oxide film dielectric. 
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For item (i), any of the three junctions, emitter-base, base-collector or 
collector-substrate, can be used. The collector-base situation and its 
equivalent circuit are shown in Fig. 13. 

The main problems with the junction capacitance are the variation 
with voltage, the need to stay reverse-biased and the high series re­
sistance. 

The oxide film capacitor overcomes these disadvantages since it is 
constant and nonpolar. As shown in Fig. 14, it also has a simpler equiv­
alent circuit. 

5.4 Transistors 

As with passive elements, the main difference between the integrated 
circuit transistor model and its discrete counterpart described in Sec­
tions III and IV relates to the parasitic elements encountered in the 
junction isolation environment. As Fig. 15 shows, the IC transistor 
should really be considered as a four-layer device to fully account for 
the device behavior. This is particularly true for transistors which 
saturate and forward-bias the collector junction such that the sub­
strate behaves like the collector of a poor transistor. Figure 15 (b) 
shows the equivalent circuit for this situation. Steps are usually taken 
in the processing to minimize the effect of the parasitic pnp transistors. 
Characterizing this equivalent circuit is difficult since there is no way 
of identifying the currents in the two transistors to obtain the param­
eters for each device. Several authors have considered this problem18 

and some computer programs7 provide four-layer device capability for 
the IC structure. In many applications, as with the passive elements, 
only the capacitance effects of the collector-substrate isolation need 
be taken into consideration in computer analysis. Another characteris­
tic of the integrated circuit environment is the top collector contact 
which results in parasitic resistance between the collector terminal and 

c B c B 

s 

Fig. 13-Diffused junction capacitance. (a) Collector-base capacitor, (b) Equiv­
alent circuit. 
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(a) s (b) s 

Fig. I4-0xide capacitor. (a) Oxide film capacitor, (b) Equivalent circuit. 

the active region of the collector junction. This can be accounted for 
by Rc in Fig. 4. 

VI. STATISTICAL CHARACTERIZATION 

6.1 Monte Carlo Analysis 
In Monte Carlo analysis, the objective is to predict the electrical be­

havior of circuits in the light of device variability resulting from a 
manufacturing process. When the process is well understood, a statis­
tical description of the device behavior in terms of the process variables 
is desired. Some attempts along these lines have been made9

,20 in 
semiconductor device work but the transformation from process vari­
ables to electrical parameters is complex. The result of these studies . 
has generally been to guide device designers in the optimization of their 
fabrication process rather than to provide circuit designers with statis­
cal information on device parameters. 

Assuming that the process is under good control, a practical solution 
to the problem of describing the electrical parameters of the devices in 
terms of the process variability is to measure the actual electrical pa­
rameters of a statistically significant quantity of the product. This 

Fig. I5-Integrated circuit transistor. (a) Transistor structure, (b) Equivalent 
circuit. 
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eliminates the uncertainty in transformation and, more importantly, 
puts the statistical description as close as possible to the desired ob­
jective. The only requirement of this statistical description is that it 
must permit the generation of groups of devices with parameters which 
have the same statistical characteristics as the output from the process. 

The problem, then, is divided into two parts: 
(i) Measurement procedures to estimate the device parameters. 

(ii) Statistical analysis of the measured parameter values to find 
their distributions and interrelationships and synthesis procedures 
for computer generation of parameter values with the same 
distributions and interrelationships. 

Item (i) is reasonably well understood and will be described briefly. 
Item (ii) is more of an evolving art with much left to expediency at 
the present time. It will be described in some detail to show the current 
state of this art as applied to very significant Bell System Projects.10,11 

6.2 Transistor Parameter Measurement 

6.2.1 Model Parameters 
The most difficult integrated circuit device to characterize is un­

doubtedly the transistor. Earlier sections have described an adequate 
model for this device and the modifications required to account for the 
integrated circuit environment. 

For convenience, the essential parameters of the model ~~ of Fig. 4 
are listed in Table II along with the measurement techniques used to 
evaluate the parameters. The model parameters are related as closely 
as possible to the measurements, both to minimize the amount of data 
reduction and also to provide parameters, the significance of which is 
well understood by circuit designers. In addition, the measurements are 
highly decoupled such that parameters are uniquely defined by each 
set of measurements. This eliminates the need for optimization to sort 
out parameters on a best-fit basis which is not practical for a system 
geared to measuring statistically significant quantities of data. 

6.2.2 DC Measurements 
Figure 4 shows that terminal measurements will always result in at 

least two of the bulk resistances appearing in series. In principle, by 

* Note that the additional capacitance C C8 between collector and substrate is 
included to account for the integrated circuit environment. 
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TABLE II-PARAMETERS FOR THE NONLINEAR TRANSISTOR MODEL 

RB Base bulk resistance, 
Rc Collector bulk resistance, 
RE Emitter bulk resistance, 
I Es Intercept current, DC Measurements. 
()N Slope factor, 
V N Gain voltage factor in nominal mode, 
(3N Current gain factor in normal mode, 
(31 Current gain factor in inverse mode, 

C c i Collector depletion' capacitance, Capacitance Bridge. 
C e i Emitter depletion capacitance, } 

CCB Collector-substrate junction capacitance, 
T CN Characteristic time for normal mode, frequency domain. 
TCl Characteristic time for inverse mode, time domain. 

making two or more measurements, it shoul,d be possible to solve the 
simultaneous equations for the bulk resistano.es~: In practice, RE is very 
much less than RB or Ra such that conductivity modulation, emitter 
crowding and other second-order effects cause small changes in RB and 
Ra which may exceed R E • A consistent set of measurements does not 
exist and severe errors would result from estimating the parameters 
under such circumstances. For discrete devices, RE is frequently neg­
lected as a first approximation, but for statistical design involving 
integrated circuit transistors, the technique described in Section 6.3.4 
gives an effective way of estimating RE . 

The equation for the colleotor-emitter saturation voltage in terms of 
the variables in Fig. 4 is 

V IR 1 In{1+ IIBl+ l cIIBB1} 
CE(sst) = C C + ON 1 + I clIBBN . (18) 

If BN and B/ have small variation in the current range of interest, then 
measurements of VaE(sat) as a function of 10 with constant Ia/IB will 
give a straight line with slope Ra . Figure 16 shows typical results. 

There are many ways21 of estimating RB . For statistical design, it 
is essential to evaluate this parameter from readily available measured 
data. RB is estimated from the plot of log I a versus V BE similar to. Fig. 
2 (b). The initial deviation from the ideal exponential function at high 
currents is assumed to result from ohmic voltage drop such that at any 
current level 

t;:::jIBRB . 

Since IB and AV BE are known, RB can be calculated. 

(19) 

(20) 
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The parameters IEB and ON are also estimated from Fig. 2 (b) for the 
portion where equation (1) applies. The dc measurements* have to be 
made over a wide enough range and with sufficient accuracy particu­
larly to resolve equation (20). 

The current gain terms B Nand Bland the voltage factor V N are 
determined by dc measurements and evaluated as outlined in Section 
3.3.2. To minimize the data reduction, a tabular format is used for the 
current gain terms in analysis programs7 ,lO with interpolation for inter-

* An EAI 680 analog computer has been used to evaluate measurement tech­
niques, since voltage and current sources are very easily programmed on such a 
machine and its digital voltmeter gives four-digit readout. The logic capability 
and sample and hold configuration enables pulsed measurements to be made and 
temperature monitored, where heating effects are significant. 
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mediate values.10 As mentioned earlier, interpolation on a logarithmic 
current scale gives a very good estimation, minimizes the number of 
data points required and eliminates any curve fitting. 

6.2.3 Capacitance Measurements 

In reverse-bias, the capacitances Cej and Cej dominate and are meas­
ured on a capacitance bridge. In forward-bias; the shunt conductance 
of the junction makes bridge balance difficult and, in addition, the 
capacitances Cde and Cdc will become effective. A technique for esti­
mating Cej in forward-bias is given in Section 6.2.4. As with current 
gain terms, the measured capacitances Cej and Cej as functions of 
voltage are used in tabular format. With as few as three or four points 
and log-log interpolation, this gives an adequate representation and 
eliminates curve fitting difficulties. 

6.2.4 Frequency Domain Measurements 

Frequency domain measurements involve the small signal lineariza­
tion of device behavior about some bias point. The model of Fig. 11 is 
then appropriate and it can be shown that the transistor cutoff fre­
quency IT is related to the collector current lain the active region by: 

(21) 

If IT is measured at several values of Ie, then all the parameters in 
equation (21) are known except for TON and Cej • These may be esti­
mated from a plot of lj27rIT against 1/10 as shown in Fig. 17 from 
which TON + ROCej is obtained as the intercept and Cej in forward­
bias can be calculated from the slope. 

At high current levels, TON increases as shown by the curvature in 
Fig. 17. This is accounted for in the model by the tabulated function 
TON(lN). 

Figure 18 shows the behavior of current gain I hIe I with frequency, 
indicating the cutoff frequency IT at which the high-frequency asymp­
tote extrapolates to unity. It is generally not possible to measure IT 
directly since the actual curve deviates at high frequency as a result 
of capacitance effects. However, the characteristic of the asymptote is 
that the gain-frequency product is a constant from which 

(22) 

This measurement of I hIe I at a known frequency on the asymptote 
is sufficient to estimate IT and such measurement is very quickly and 



1130 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971 

accurately done on computer-operated transmission measurement sets22 

which allow measurements up to 1 GHz. 

6.2.5 Storage Time Measurements 
If the transistor were symmetrical, TOI could be estimated by the 

techniques of Section 6.2.4 for the inverted mode of operation. This 
approach does not work with planar diffused transistors on account of 
the charge storage mechanism, and a more satisfactory method is based 
on storage time measurements. 

If ts is the storage time for collector current 10 with base current 
drive 1m and turn-off base current IB2 , then the storage time23 in terms 
of the parameters of Fig. 4 is 

t = BN(Br + 1) [TeN + BrTerJ In { I IBI I + I IB2 I}. (23) 
a BN + Br + 1 Br + 1 I Ie/BN I + IIB2 I 

Thus by measuring13 storage time for a range of values of 10 and IBI 
and knowing the other parameters in equation (23), the value of T OI 

can be calculated. 
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Fig. 17-Graphical solution for TON. 
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6.2.6 Parameter Verification 

1131 

The model of Fig. 4 is a simple model in which the parameters have 
to account for many second-order effects which were not considered in 
the simple one-dimensional analysis of transistor physics used to derive 
the model. Functional dependencies of the parameters on bias current 
or voltage provide the necessary degrees of freedom to match actual 
device performance. The continuing success of the model also depends 
on the measurement procedures used to estimate the parameters. These 
take account of the way the model behaves-which may not be the 
precise way microscopic effects in the physical device occur. The model, 
however, gives the same terminal performance, which is the most im­
portant consideration in circuit design. 

For any specific device, it is essential to verify the adequacy of the 
measured parameter set and the most satisfactory approach is to simu­
late the test procedures. Just as these test procedures decoupled the 
parameters for measurement, so they give the maximum sensitivity to 
these same parameters in simulation. 

6.3 Statistical Analysis 

In this section, the problems encountered in "Monte Carlo" analysis 
of integrated circuits are considered. Nominal values, distribution 
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spreads and parameter interdependence have to be accounted for. The 
approach used to represent the production variability of parameters 
for transistor nonlinearities and resistor values is described and addi­
tional work to account for the statistical behavior of the dynamic 
parameters is outlined. 

6.3.1 Parameter Variation 
When many transistors of a given type are measured, one is usually 

asked for the parameters of a typical device. There is no simple answer 
to this request on account of possible interaction between parameters. 
For example, it would be meaningless to use some form of average for 
each of the transistor parameters as this could well result in a physi­
cally impossible combination of parameters. 

With discrete passive elements, such as resistors described by a 
single parameter, the problem is much simpler, as the median of the 
distribution would probably be a good value to use. In integrated cir­
cuit work, resistor ratios are held within closer limits than nominal 
values on account of the common fabrication steps so that there are 
two variations to consider. 

(i) Total variation in a component value for all the product, known 
as global variation. 

(ii) Variation of the value of a component on an integrated circuit, 
given the value of another component, known as local variation. 

Local variation results from the common dependence on processing 
steps and is the harder variation to characterize. In theory, parameter 
data for all components on many integrated circuit chips from a given 
process facility is desired. In practice, the statistical analysis required 
to pin down the exact form of interdependence would be prohibitive. 
Instead, the practical approach adopted was to develop a math~matical 
expression or statistical model for which the coefficients could be easily 
estimated. It will be shown that this expression yielded groups pf 
parameters having the spreads and interdependence matching the little 
measurement data readily available. 

The mathematical expression is: 

(24) 

where 

P mn is a parameter of the nth device on the mth integrated circuit 
chip. 
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P on (Y) is the nominal parameter (having functional dependence on 
variables Y) for the nth device. 

Xm is an independent random number whose selection amounts to 
picking a specific chip. 

Xn is an independent random number whose selection accounts for 
picking a specific device on that chip. 

A is a tracking coefficient (0 ~ A ~ 1) to account for the division 
between the free and dependent part of the permissible variation. 

Two comments about equation (24) are in order. First, in the absence 
of better information, the numbers Xm and Xn are selected from the 
global distribution, normalized so that the median is zero. The effect, 
then, is for the selection of Xm to move the median value of parameter 
P away from nominal for the mth chip and narrow the range by the 
factor A. The global distribution of P, normalized and narrowed by 
the factor (1 - A), is then placed about this new median and the 
selection of Xn determines the actual parameter value P mn . It should 
be noted that the resultant distribution of P may differ from the global 
distribution since the distribution of the sum of two random variables 
is not necessarily of the same form as the distribution from which 
these random variables were selected. However, the mean and the 
variance of the resulting distribution are easily controlled.1o 

The second comment relates to the form of the expression. To obtain 
the relationship between two parameters, a visual technique was used 
in that a two-dimensional scatter plot of the measured values was 
compared with the scatter plot indicated by equation (24). Typical 
results are shown in Fig. 19. The coefficient A was adjusted to get a 
good match and the summation form of equation (24) maintained the 
median value and range of the total distribution independent of A. 

An alternate method of estimating A is to evaluate the correlation 
coefficient1

'o for the parameter set [Pm1n ,Pm2n ] in terms of A and equate 
this to the measured correlation coefficient, solving for A. 

6.3.2 The Nominal Device Parameters 

Returning to the question of the typical transistor, one approach 
has been to measure the dc properties of a number of devices and take 
the transistor having median current gain B N • This device is then com­
pletely characterized and its parameter set used as nominal values 
for the transistor type. This is more meaningful than averaging and 
goes part way to solving the interdependence problem in that the 
parameter set is consistent. What it does not do is give any indication 



1134 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971 

2.00r---------------------------------------------~ 

1.75 

1.50 

1.25 

1.00 

0.75 

0.50 

0.25 

• 

• • 

•• •• • 
• • • • 
.y: .. 

/' 
• 

• • • 
• 

• • 

(a) 

O~ ____ ~ ____ ~ ______ ~ ____ ~ ____ ~ ____ ~~ ____ ~ ____ ~ 

2.00~------------------------------------------~ 

1.75 

1.50 

1.25 

PN2 
1.00 

0.75 

0.50 

0.25 

• 

• 

• • 
• 

• 
• • • 

• 

• 
•• •• •• • • •• 

• 
• 

. :. : ··A···:: · 
•• ••• • •• • • ••••• · . .. /. . • • •••• • •• · · /..... . · /... . .. . · ., .. ::.. . : .... . · ~.~. ... . ./... . ... . • • •• • • • /.. .. .. 

/. . . 

• 

(b) 

O~ ____ ~ ____ ~ ____ ~ ____ ~ ____ ~ ____ ~ ______ ~ __ ~ 
o 0.50 0.75 1.00 

PNt 

1.25 1.50 1.75 

Fig. 19a--Normalized Beta scatter plot measured data. 
Fig. 19b--Normalized Beta scatter plot computed data. 

2.00 



CHARACTERIZATION AND MODELING 1135 

of the range of parameter sets to be expected. The technique could 
be expanded by characterizing the devices having maximum and 
minimum BN values, but this would only give an indication of the 
range for situations where current gain is the controlling parameter. 
In addition, nonlinear combinations of device parameters may result in 
a "worst-case" circuit design for other than these types of limit values. 

The only realistic solution is to gain some understanding of the 
transistor parameter combinations and interdependencies and charac­
terize these in the format of equation (24). For a first attempt, 
it seemed reasonable to assume that the sheet resistance of the active 
base region would be a fairly basic entity affecting a number of the 
model parameters. It would certainly affect the current gain B Nand 
since this is a measurable parameter and one that is very significant 
in circuit design, BN was chosen as the base parameter upon which to 
look for correlation. 

6.3.3 The Behavior of Current Gain (3N 

By equation (12), BN depends on two coefficients, f3N(IN, T) and 
V N. It was shown in Section 3.3.2 that V N can be regarded as a· con­
stant and that variability is attributable to f3N (IN, T). 

Figure 20 shows the measured dependence of f3N on current and 
temperature for the Ie transistors used in the Touch-Tone® oscil­
lator17 which suggests a linear dependence on temperature. A good 

100~----------------------------------------------------~ 
90 
80 

70 

60 

50 

Fig. 20-{3N as a function of Ie .and temperature for Touch-Tone transistor. 
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fit for this particular device is shown in Fig. 21 to result from the 
expression 

(25) 

where /3N2'O is the value at 20 0 e and T is in °e. 
The coefficient 0.0039 may well differ for different transistor struc­

tures depending on the dominant physical mechanism controlling /3N . 
The distribution of values of /3N2'O (IN) to be expected in production 

results in percentiles shown in Fig. 22. Since the curves are essentially 
parallel, the same distribution function can be assumed for all current 
levels. The distribution function is obviously skewed toward the lower 
values and an important decision relates to the cutoff points for the 
tails. The lower tail is particularly significant since it is here that 
most marginal circuits may intuitively be expected to fail. Figure 22 
shows that the 10th percentile and 90th percentile occur at 0.667 and 
1.667 times the 50th percentile or median value. It seemed reasonable 
to use a lower limit of 0.2 times the median value and an upper limit 
of 2 times the median value. The form of the cumulative distribution 
is then as shown in Fig. 23. This completes the information necessary 
for the current gain form of equation (24) which is 
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Fig. 21-Temperature variation of {3N for Touch-Tone transistor. 
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Fig. 22-Percentiles for distribution of ~N. 

{3Nmn = {3Non(IN , T)[l + "AXm + (1 - "A)Xn] (26) 

where the terms are as defined for equation (24) and Xm and Xn are 
selected from the distribution corresponding to Fig. 23, normalized 
such that the median is zero. 

To determine the tracking coefficient A, the f3N values for pairs of 
transistors on integrated circuit chips were plotted as shown in Fig. 19a 
from which A = 0.3 was found to give a reasonable "match" as shown 
in Fig. 19b. This low value of A means that the current gains for near 
neighbor transistors have fairly weak interdependence. 

The current gain f3I for the inverted mode of operation is handled 
in the same way as f3N pending further measurements to evaluate 
the actual behavior of a statistically significant sample. 

6.3.4 The Behavior of Bulk Resistances 
Scatter plots were used to look for dependence of RB on BN and 

Fig. 24 shows an example for the Touch-Tone oscillator output tran­
sistor.17 There is obviously, a strong relationship between the two 
parameters:jn fact it almost appears to be a functional dependence. 
The resistance was measured by the technique outlined in Section 
6.2.2 according to equation (19) which gives the clue to one possible 
interpretation. Equation (19) can be expanded to 

.1 VBE = JBRB + (BN + l)JBRE , 

= JB[RB + (BN + l)RE]. 
(27) 
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So 

(28) 

A technique to separate Rn and RE can be developed from equation 
(28). Assume that integrated circuit transistors fabricated on a given 
slice may be expected to have values of Rn which are quite tightly 
distributed about some nominal value. Then on a scatter plot of R 
against BN ; the "best" straight line drawn through points for devices 
from one slice will have an intercept which estimates the nominal 
value of Rn and a slope equal to the value of R E • The plots in Fig. 24 
are for three devices from a "low B N slice" and two devices from a 
"high BN slice." The parallel straight lines indicate a value for RE of 
0.45 ohm in both cases. It is reasonable to regard RE as a constant 
since it is primarily a contact resistance and the value is consistent 
with the small emitter contact area in these devices. 

The intercepts indicating the values for the nominal Rn for the 
two slices show a tracking between Rn and BN in that devices with high 
BN have high Rn . This might be expected from the common dependence 
on base impurity concentration. Unfortunately, data of the type shown 
in Fig. 24 on several devices from a number of different slices are not 
readily available and at this time it is not possible to estimate the 
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value for the tracking coefficient. Until such information becomes avail­
able, it has been customary to treat RR in exactly the same way as the 
silicon resistors described in Section 6.3.5. 

This technique of resolving RB and RE from a scatter plot of R 
versus B N requires further comment. First, the interpretation is well 
suited to statistical work since, as far as RE is concerned, the regres­
sion lines in Fig. 24 perform the averaging required to specify the 
value to be used for RE in simulations. Secondly, the loose inter­
dependence of BN for devices from one slice has been used to advan­
tage since the spread in BN at a given current level for different devices 
spreads the points out widely in Fig. 24. As the measurements are 
made at the same injection level on these devices, conductivity modu­
lation and other second-order effects should not influence RB , result­
ing in a realistic estimate for the nominal value of this parameter. 

The collector resistance Ro is treated in the manner described in 
Section 6.3.5 with the appropriate temperature coefficient. 

6.3.5 Silicon Diffused Resistors 

It was expected that diffused resistors on the same chip as transistors 
would exhibit some correlation with BN of the transistors because of 
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the common dependence on the base resistivity under the emitter. It 
was thought that chips with high BN would have high resistance 
values, but in the limited measurement data available it was impos­
sible to. determine the nature of any such relationship and, pending 
further measurements, it was decided to assume independence. 

The silicon resistors (base diffusion) are given a gaussian distribu­
tion truncated at ±30". The maximum total deviation of the resistors 
is 30" = 15 percent. The maximum deviation of resistors on one chip is 
only 30" = ±5 percent. The formula used for computation of resistors is 

Rmn = Ron[1 + aCT - To)][1 + XXm + (I - X)Xn] (29) 

where Xm and Xn are selected from a gaussian distribution with 
30" = ±0.15, A = 0.667, and a = 0.002/oC for nominal 2000/0 base 
sheet resistance. 

6.3.6 The Intercept Current I Es and Slope Factor ON 

Equation (1) and Fig. 2b give the basis for estimating the param­
eters I Es and ON. Experience with integrated circuit devices has shown 
that if the junction temperature is known and controlled, then ON 
comes out very close to the theoretical value shown in equation (9'). 
It has therefore been decided to use the theoretical values for ON (and 
OJ) in simulations and attribute all the variability to IEs (and los). 

From Fig. 4 and equation (27) 

V BE = Vbe + I B[Rn + (1 + BN)RE]. 

At low currents, as shown in Fig. 2b, the measured V BE may be taken 
as V be. Measurements of this V BE on many devices shows a global 
distribution which is gaussian with 40" = 36 m V at 20°C. From equa­
tion (1), since exp (ON V be) » 1, for transistors at the same current 
1 it follows that 

1 = lEBo exp (ONVbeo) = IEB exp (ONVbe ) 

where lEso is the reference intercept current (nominal value). 
If V beo = Vbe + ~V, then 

lEB = lEBO exp (ON ~V) (30) 

where ~ V is normally distributed with 40" of 36 m V. 
If N has a gaussian distribution with 40" limits of ±I, then equation 

(30) can be transformed to 

(31) 

where K = e40XO.036 = 4.2. 
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The intercept currents are found to be highly correlated for tran­
sistors on an integrated circuit and the form of equation (24) for this 
situation is 

where 

A = 0.85, 
K = 4.2, 

(32) 

Xi = random number with a gaussian distribution truncated at 
±40" normalized to 40" = 1. 

Equation (32) results in transistors on a chip with VB E match normally 
distributed with 40" = 5.4 m V at 20°C. 

The temperature dependence of I Es(T) is evaluated from R. J. 
Widlar's24 expression for V be 

( T ) T kT To kT ( T ) 
V be = 1 - To V go + To V BEO + q In T + (n - 1) q 1 - To ' 

(33) 

where 

V go is the extrapolated energy gap (1.205 for silicon), 
n is a constant (~1.5 for double diffused silicon transistors). 

V kTo I IN 
BEO = q n I Es(To) 

(34) 

and IEs(To) is the intercept current at reference temperature To. 
When V be = 0, IN = IEs(T), the intercept current at temperature T. 
Substituting equation (34) in equation (33) for the above condition 
gives: 

This has been found to be in excellent agreement with experimental 
results. Equations (32) and (35) then give the statistical description 
for the intercept current including temperature effects. 

6.3.7 The Dynamic Parameters 
The preceding sections have described the techniques used to gen­

erate integrated circuit device parameters consistent with available 
measured data. These results can only be regarded as temporary. Not 
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only will processing techniques change but it is hoped that, as appro­
priate measured data become available, interdependencies will be 
observed which were expected but could not be detected with existing 
data. 

Similar comments apply to the capacitance and characteristic time 
parameters which are also expected to show some correlation with 
each other and with other device parameters. 

Referring to base resistivity as the controlling variable, it might 
be expected that base width variations would affect the current gains, 
the intercept current, the base resistance, and the transit times. 
Changes in base width arising from variations in emitter diffusion 
depths affect the profile slopes and hence the junction capacitances. 
It is not unreasonable, then, to expect some interrelationship at least 
between BN , IRs, RB , TON, TOI and Cej • The nature of this can only 
be determined from measurements. C cj on the other hand is determined 
by the base diffusion rather than the emitter diffusion and may be 
expected to show no dependence on the base width. Thus Ccj may be 
assumed to be independent of the above six interrelated parameters. 

Although the interdependence is not known, the variability of the 
capacitance parameters is reasonably well documented. The space 
charge capacitances Cej and Ccj are found to have global distributions 
which are gaussian with 3CT points of ±20 percent. This figure pre­
sumably applies also to the substrate capacitance. 

The temperature dependence of the junction capacitance results 
predominantly from the reduction in contact potential, which implies 
that temperature changes in capacitance are significant only in forward 
bias and for low reverse bias voltages. Even at zero applied voltage, 
the junction capacitance typically changes by ten percent or less over 
the temperature range--40°C to' 80°C. To a first order, such a change 
can be ignored in comparison with the production variability. 

The characteristic time parameters T ON and T 01 have not been 
determined for a large enough sample of anyone device type to be 
able to quote variational bounds at the present time. Likewise, the 
specific details of the temperature dependence have not been charac­
terized. It is known,23 however, that both parameters increase with 
temperature. 

VII. CONCLUSIONS 

The results of any Monte Carlo study are only as accurate as the 
characterization of the manufacturing and temperature variations of 
device model parameters. Thus, the objective in modeling for sta-
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tistical design is to give an adequate description of the electrical 
behavior of devices, consistent with the accuracy of the available 
parameter data. In general, the availability of parameter data is 
directly proportional to the ease of measurements and the device model 
to be favored is one with parameters obtained directly from routine 
production measurements. The model must be sufficiently simple that 
parameters can be determined uniquely, since the alternative of 
optimization to find a "best fit" is impractical for large quantities 
of data from a production environment. 

It was shown for transistors that one of the two forms of model 
in common use is to be preferred for both measurement simplicity and 
model accuracy. This model was expanded to account for output 
resistance by a simple yet efficient technique within the framework 
of existing computer analysis programs. At that point the important 
device effects were considered to have been taken into account. 

The method of representing the variability of the "dc"'model param­
eters for use in Monte Carlo analysis was outlined, with no pretense 
to mathematical rigor. Rather, forms were assumed and coefficients 
estimated such that the calculated parameters, spreads, and correla­
tions "matched" existing measurement data and were consistent with 
the expectations of device designers. The same approach is being ex­
tended to the "dynamic" device parameters such that Monte Carlo 
techniques can be applied in a meaningful way to computer simulation 
at higher frequencies. 

To determine statistical correlation, it is obviously essential to 
group measurement data for all parameters related to one device. 
This is not always possible in production where tests are performed 
on a go/no-go basis, or statistics on each individual test are recorded 
rather than data logging the information relating to identifiable 
devices. In planning for future statistical analysis support, every 
effort should be made to measure this type of consistent data. 

The usual question in sensitivity analysis is to determine those 
items on which a given design may be particularly dependent. The 
studies for which the characterization of this article is intended, are 
sufficiently complicated that the question has to be turned around; 
given certain parameter spreads and correlations in production, what 
will be the yield of a circuit design in terms of some performance 
criteria? This is a very real problem faced in practice and simulation 
should be able to predict the performance. At the same time, analysis 
of the results should indicate paths to take to improve any given 
situation. 
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It should be noted that all the comments made in this article regard­
ing modeling and characterization for statistical design apply to de­
vices made by the Bell System standard process. Behavior of other 
devices is expected to be qualitatively the same but obviously the 
specifics will have to be verified before the techniques are widely 
applied. 
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APPENDIX A 

A.l Estimation of Incremental Current Gain f3 from Tabular Data of 
BN vs IN 

For transistors, linear interpolation of B N as a function of In IN 
generally gives reasonable estimates of BN at intermediate values of IN. 

If BNi and BN(i+l) are the values of current gain at INi and 
IN(i+l) where INi < IN < IN(i+l) , then 

BN = R + S In IN 

where R is a constant, and 

S = [BN(i+l) - BNi]/In (IN(i+l)/INi ). 

The incremental current gain is 

So 

(36) 
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APPENDIX B 

B.1 Estimation of Rbe 

From Section 4.2, 

1 dIB d 
R- = dV = dV (IN/BN) , 

be be be 

i dIN IN dBN 
= BN dVbe - (BN)2 dVbe ' 

;{,:e = ONI ES exp (ON V be), 

(dBN/dVbe ) may be estimated from (.~~BN/AVbe) where, 

~BN ' 
.!l V

be 
= [BN(i+O - BNi]/[Vbe (i+l) - V be .] , 

ON[BN(i+l) - BNi]/ln (I ci +1)/I.), 
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ONS, where S is defined in equation (36). 

So 

Thus 

APPENDIX C 

C.1 Derivation 01 Output Resistance Ro 

At low frequencies 

R - dVee I o -
dIN IN/BN=IB. a constant 

So 
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and 

l!!... neglecting any small changes in Vbe 

V N' which may result from changes in Vee. 

So 
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Statistical Circuit Design: 

Linear Circuits and Statistical Design 

By C. L. SEMMELMAN, E. D. WALSH and G. T. DARYANANI 
(Manuscript received November 17, 1970) 

The design of linear circuits requires the designer to consider ele­
ment tolerances, distributions and correlations and how they interact 
with proposed manufacturing test limits and service condit,t'ons such 
as temperature and aging. Analytical methods can be used in a limited 
number of cases; s1,'mulation methods using large modern computers 
permit study of more complex design problems. The principal themes 
of this paper are the designer's needs for computational assistance and 
the ways 1:n which computer programs may be organized to meet 
these needs. Two computer programs for this purpose are described. 
One is a general-purpose analysis program for larg'e networks ha,ving 
any topolog'y. The other is a more specialized program suitable for 
"biquad" networks which may be used as building blocks to form a 
variety of filter and equalizer networks. 

1. INTRODUCTION 

In the Bell System, the origin of interest in the statistical design of 
linear circuits is lost in history. It could have been no later than the 
earliest planning for repeaters and filters for carrier systems, as no 
such system is possible without precise control of frequency and loss 
characteristics. As the total installed cost of a carrier system is always 
much greater than the cost of the design effort, use of the most ad­
vanced design procedures and techniques known, including statistical 
methods, has always been justified. 

The selection of tolerances for component parts is one of the many 
topics which is under the control of the designer. He must select 
values and specify manufacturing tests so as not to increase costs 
either by paying a premium for unnecessarily precise elements or by 
rejecting correctly assembled networks in production. In the past, the 
tools that have been available to the designer to assist in the determi­
nation of tolerance limits have ranged from primitive to highly sophis-
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ticated and mathematical. In the present era, which is dominated 
by electronic computers, simulation methods may prove the most 
valuable of all. The purpose of this paper is to review some of the 
basic methods of calculating and combining deviation characteristics, 
pointing out the powers and limitations of these me~hods, and to 
describe additional capabilities obtainable from two general purpose 
computer programs. These enable the designer to determine the result, 
in production and in service, of specifying a given set of tolerances, 
distributions, correlations, tuning and testing procedures and service 
conditions. All the material is confined to linear networks, such as 
filters, equalizers and feedback amplifiers, which are designed and 
built to frequency domain specifications. 

1.1 Analytical Methods 

Engineers engaged in designing electrical networks and selecting 
tolerances for their components have traditionally used the classical 
design technique which consists of making a first approximation, 
computing or measuring its performance and refining the approxima­
tion. That this procedure worked weIland converged rapidly when 
applied to network design can be seen from the following. The image 
parameter design process for filters and comparable methods for other 
networks gave the engineer an understanding of the sensitivity of the 
various components, i.e., which component has its greatest effect in 
what part of the frequency spectrum. This led intuitively to both the 
specification of the tests that would be sufficient to assure accurate 
manufacture and to the knowledge of which few components need 
careful scrutiny at any frequency, in order to select appropriate 
tolerances. A few calculations or laboratory measurements followed by 
some experimental arithmetic would then produce the necessary 
tolerance limits. As the element tolerances being used were small, the 
resulting network deviations were proportional and could be combined 
by simple addition. Adding the absolute values of the maximum per­
missible deviations would produce worst-case behavior and if system 
performance limits were met the job was done. 

Mathematicians came to the assistance of the design engineers and 
devised clever labor-saving methods of determining the deviation 
effects and of combining them linearly. For example, the rate of change 
of the driving point impedance of a reciprocal network with respect to 
a branch impedance is given by 

az ([[",)2 
az", -
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and the rate of change of a transfer impedance is 

aZ T = (1",)(1;) 
az", 12 Ii 

where the symbols all represent complex quantities and are defined 
in Fig. 1.* One or two solutions for all the branch currents then permit 
each individual driving point or transfer impedance deviation to be 
calculated and scaled to represent the assumed element tolerances. 
As stated above, these scaled deviations may be added to evaluate 
the behavior of a network with anyone set of element values. 

More insight, however, may be obtained by drawing a polygon in 
the complex plane within which the impedance must lie. This may be 
done in the following manner: Select a plus or minus sign for the 
departure of each element from its nominal, as required to make the 
real component of each scaled deviation positive. Adding the scaled 
deviations with these signs will give the rightmost point of the polygon. 
Successive corners are obtained by reversing the signs of the scaled 
deviations, one at a time, in the sequence of their increasing angles. 
When all signs have been reversed, the leftmost point is obtained 
and a second reversal in the same sequence generates the other half 
of the convex polygon and returns to the first point. 

Still more may be learned by superimposing a family of ellipses 
each of which contains a specified percent of the universe of networks 
which would be manufactured from elements having the assumed 
tolerances. This may be done if the distribution of each element 
value is gaussian and its standard deviation is known.1

,2 

Figure 2 illustrates both the impedance polygon and ellipses for a 

I 
-..r--------, 

0-

z -
0-

If 
I 

l 

Fig. I-Definition of symbols for driving point and transfer impedance deviations. 

* The origin of these equations cannot be determined. They were in use in 
1933 in the design of passive networks. They may. be derived in a number of 
ways, induding the use of network theorems and differentiating familiar expres­
sions and identifying terms. 
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simple filter where the standard deviation is taken as 40 percent of the 
tolerance limit assumed for the polygon. 

1.2 Limitations to These Methods 

The first limitations are the facts that large tolerances do not permit 
linear extrapolation to large deviation shapes and that these do not 
combine linearly. Other difficulties arise when sophisticated design 
techniques such as filter synthesis by insertion loss design techniques3 

are used. The designer develops no "feel" for his design and the net­
work performance becomes more sensitive to every element. Further, 
the elements may not have gaussian distributions. For example, 10 
percent components may have a bimodal distribution resulting from 
a supplier's sorting the product and selling the 5 percent elements 
elsewhere. It may be impossible to determine whether high or low 
values of the elements should be used to .evaluate worst-case behavior 
because a large change in one element's value may reverse the sign of 
the sensitivity for another element. Finally, the worst case may be so 
bad that system performance requirements are not met and tighter 
tolerances, factory adjustments, selective assembly, or reduced yield 
must be considered. Any of these increases the cost of manufacture, 
complicates the designer's task, and requires more powerful methods 
of determining the tolerances, adjustments and tests for production. 

From the above discussion, it is apparent that only in rare cases will 
the selection of tolerances be a straightforward process where linear 
extrapolation and simple addition of deviation shapes will suffice. 
Frequently, the mathematical and engineering complexities put the 
designer's task beyond the limits of analytic methods available today. 

II. MONTE CARLO TECHNIQUES 

"Monte Carlo" computer techniques permit simulating the statistical 
behavior of random variables and imitating the tuning and testing 
actions performed in the factory. Such computer programs can take 
the place of a pilot production run, and furnish comparable informa­
tion in a much shorter time and at a fraction of the cost. 

In these methods the computer is programmed to generate a se­
quence of numbers which appear to a casual observer to be random, 
although their distribution and periodicities are known and carefully 
controlled. By mathematical transformations, these numbers are 
modified to represent possible values for each network element and 
to display the appropriate nominal value, tolerance, distribution shape 
and correlation with other elements. Further explanation of the 
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Fig. 2-Simple filter driving point impedance polygon and ellipses. 

methods will be found in Appendix A. Many networks composed of 
such simulated elements are computed and the results compared with 
proposed test limits. A study of the computer output will enable the 
designer to determine the suitability of the nominal values, tolerances 
and tests. 

The remainder of this article describes two computer programs, 
BELTAP and BITAP, which perform this simulation. The programs are 
addressed to different needs, but within its own area of application 
each is- a general-purpose program. 

BELTAP is a program for simulating and analyzing networks such 
as filters, equalizers, feed-back amplifiers, etc., having many elements 
and arbitrary topology. It computes insertion loss and return losses 
at both ends of the network. With it, the designer can obtain informa-



1154 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971 

tion on test yields, the similarity between tests in this respect, element 
sensitivities, and selected scatter plots and histograms. This informa­
tion should help him understand the complex interrelationships among 
element values, tolerances, distributions and tests which are not 
obvious from the network topology. 

BITAP, on the other hand, can deal only with netwQrks of a fixed 
topology; whose transfer function is restricted to a biquadratic function 
of frequency [defined in equation (1)]. By varying the element values 
used and connecting a number of such sections in tandem lowpass, 
highpass, bandpass filters and various types of equalizers can be con­
structed. BITAP facilitates specifying correlation among element values, 
factory tuning procedures, service conditions such as high or low tem­
perature exposure and aging, and performance tests such as gain, phase 
and delay. If the service conditions are pmitted, the tests become fac­
tory production tests; if included, end-of-life system performance 
checks. 

III. DESCRIPTION OF BELTAP OPERATION 

BELTAP is capable of performing tolerance analysis computations on 
a vast majority of the transmission networks in production today. The 
networks may consist of both lumped elements, having specified nomi­
nal values, tolerances and distributions, and fixed subnet~orks, de­
scribed by admittance matrices which are obtained either by calcula­
tion or measurement. BELTAP builds perturbed circuits by deviating 
each lumped element by a random amount within the specified toler­
ance and having a uniform, gaussian or arbitrary distribution shape. 
If correlation of deviations or tuning is required, special subroutines 
may be inserted. The perturbed circuits are then analyzed and inser­
tion loss and input and output return losses are computed at each 
specified frequency. Special subroutines may be prepared to compute 
other quantities. For each perturbed network the complete set of ele­
ments and all measures of circuit performance are recorded on a disk 
file for later review by a postprocessor. The computed performance 
values are compared to the circuit requirements, to determine if the 
network passes or fails, and to calculate the production yields. The 
data on disk are then reviewed to collect other standard outputs and 
the listings, scatter plots and histograms requested by the designer. 
The output will be described more fully below. The variety of outputs 
available from BELTAP should be of great assistance to a designer who 
has little insight into the sensitivities of the elements, the interaction 
of their deviations and the relationship of both to the test limits. 
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3.1 Specification of the Network 
A variety of types of information can be used to specify the network 

to be analyzed. It can contain resistors, inductors, capacitors and con­
trolled current sources. Also, a quality factor, or Q, may be specified 
for the inductors and capacitors. Parallel and series resonant circuits 
may be specified by supplying only one of the reactive components and 
the resonant frequency. All the above items may be assigned tolerance 
limits and distribution shapes as required. Uniform and gaussian 
shapes are built-in; other special shapes may be read in at execution 
time. If correlations or factory tuning operations must be simulated, 
special subroutines can be written for this purpose. 

BELTAP can allow fixed subnetworks to be included in the overall net­
work. These subnetworks are specified by supplying their definite ad­
mittance matrices. The matrix data are generally obtained from an 
analysis of the subnetwork by a general-purpose linear network anal­
ysis program but may also be obtained from measurements. 

The subnetwork feature allows BELTAP to perform a tolerance anal­
ysis on the critical components of a large network in a feasible amount 
of time. Consider, for example, the wideband amplifier shown in Fig. 3. 
The complete amplifier contains 80 nodes and 111 components. By 
blocking the circuit into two four-port subnetworks, as shown, the net­
work to be computed is reduced to 24 nodes and 36 elements. The 36 
elements are the critical co·mponents in the feedback paths and in 
sensitive positions in the forward path. The complete circuit contains 

4-PORT 

15 RESISTORS 
14 CAPACITORS 
5 INDUCTORS 
4 TRANSISTORS 

2 TRANSFORMERS 

4-PORT 

15 RESISTORS 
12 CAPACITORS 
2 INDUCTORS 
4 TRANSISTORS 

Fig. 3-Network for analysis by BELTAP, reduced to subnetworks. 
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four-port transformers, two-port transformers, and high-frequency 
transistors. Accurate lumped element models for these devices, par­
ticularly the transformers, do not exist. However, they can be easily 
incorporated into a BELTAP analysis by supplying their measured Y­
matrix data (or, more likely, measured data reduced and transformed 
to give Y-matrix data). 

3.2 BELTAP Output 

A Monte Carlo analysis can produce such vast quantities of data 
that the designer, confronted with the complete results, might have 
difficulty identifying and extracting significant facts. It is the task of 
a postprocessor program to read the disk files and organize these data 
into brief comprehensible forms. 

The postprocessor has two general classes of output, default output 
which is always produced and optional output which is produced only 
as specified. The default output is of a general nature and not of great 
detail or length. The requested output can be as voluminous as the 
engineer desires. 

3.2.1 Default Output 

The default output consists of four sections. The first section gives 
a summary of the test statistics. This includes the percent yield, aver­
age value, standard deviation, maximum value and minimum value for 
each test. It also gives the overall percent yield, combining all tests. 

The second section of default output is a pseudo-correlation among 
pairs of tests. The pseudo-correlation is defined as the fraction of the 
networks for which the pass-fail result of the two tests agreed. For 
example, suppose ten networks were produced, the first seven passed 
test 1, the first nine passed test 2, and the remainder failed in both 
cases. The pseudo-correlation would then be 0.8 as networks 1 through 
7 and 10 gave identical pass-fail results on the two tests. This output 
can be useful in reducing the number of tests 'performed without sacri­
ficing reliability of performance. It may also be useful in determining 
an optimal sequence in which to perform the tests. 

The third section of default output tabulates each parameter's name, 
nominal value, average value and standard deviation. This informa­
tion is useful as a check on the random distributions and on the ade~ 

, quacy of the sample size. For example, the nominal value and the 
average value should be the same for all the parameters with a sym­
metrical density function. 

The final section of default output gives the correlation among test 
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values and parameters. An approximation to the sensitivity of each 
test value to each parameter is also printed. 

From these correlations and sensitivity estimates, the engineer is 
given insight into how individual circuit components affect his circuit's 
overall performance. More important, they give him a direction to 
follow in choosing those elements that may require tighter tolerances 
and those which may have broader tolerances. 

3.2.2 Optional Output 

The optional output has three sections: tabular output, scatter plots 
and histograms. Tabular output is merely a listing of the random ele­
ment values and test values for each circuit. Circuits which failed 
tests are flagged for easy identification. Test results and element values 
may be intermixed so that the results of a test may be listed in a col­
umn adjacent to the values of an element to which the test is very 
sensitive. 

There are three types of scatter plots available: test vs. test, ele­
ment vs. test, and element vs. element. Figure 4 shows a scatter plot 
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of a test result vs. an element value. The various symbols printed on 
a scatter plot indicate the number of points that fell into a particular 
rectangular cell, the more points the blacker the symbol. 

The scatter plots give an engineer more insight into how quantities 
in his circuit interact. They provide him with a type of pictorial in­
formation that is not available from correlation coefficients or sensi­
tivity numbers. In Fig. 4, for example, the nominal value of the ele­
ment occurs in the center of the plot, and at this point the slope of the 
test curve is near zero. Hence the partial derivative of the test result 
with respect to the element value and the correlation coefficient would 
be small. However, the test result is greatly influenced by the element 
value. 

BELTAP can produce histograms of any number of element values and 
test values. Histograms of element values can be used as a check on the 
random number distributions and the density function routine in 
BELTAP. Histograms of the test values give the approximate shape of 
the probability density for the test. 

3.3 Summary of BELTAP Characteristics 
BELTAP provides a user with considerable flexibility in several re­

spects. The network description language permits any configuration. 
The numbers of distribution types, branches, nodes and subnetworks 
are essentially unlimited as dynamic storage methods are used. As a 
result the size and number of networks computed will probably be 
restricted by computer running time, cost and numerical precision, 
rather than by array dimensions. Experience has indicated that when 
a very large network is encountered, the most sensitive elements can 
be selected by preliminary computer runs on portions of the entire 
structure. One or more additional runs can then be made with only 
these elements varying to obtain final data. 

In addition to insertion loss and return loss calculations, which are 
provided by the program, users may write subroutines to evaluate 
other measures of network performance. Subroutines for simUlating 
tuning adjustments, for introducing correlation effects, and for com­
puting other measures of the network performance may also be written. 
The standard and optional outputs are designed to cover a broad range 
of types of data and methods of presentation. This variety should be 
helpful in discovering unsuspected interrelationships among tests and 
between tests and parameter values. For this reason, it is probably 
desirable to investigate considerably more tests than will actually be 
used in production. 
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IV. BITAP 

The BITAP program has a very different purpose from that of BELNAP. 

BITAP can compute the behavior of only one kind of network, the "bi­
quad." This network derives its name from the fact that its transfer 
function is a biquadratic function of frequency. It is an active network 
and has a fixed topology. The values of the resistors and capacitors 
used determine whether the biquad will be a lowpass, highpass, band­
pass, loss equalizer or delay equalizer type 0.£ network. A number of 
biquad networks can be connected in tandem without interaction, so 
their gain and phase characteristics can be combined by simple addi­
tion and more complex structures realized. BITAP facilitates the in­
vestigation of realistic manufacturing conditions and environmental 
effects for biquad networks. 

4.1 Area of Application 

A common approach used in designing active filters is to build them 
with cascadable network sections. After the required transfer function 
has been determined, it is decomposed into a product of biquadratic 
functions of the form 

(1) 

where ml , Ci , di , ni , ai and bi are real coefficients and s = jw.This de­
composition may be done for any lumped, linear time-invariant net­
work. The synthesis procedure consists of realizing each biquadratic 
function with an active network, which may be connected in tandem 
with other sections and will not interact with them. Examples of bi­
quads are the state variable four amplifier biquad,4 lVloschytz's FENs5 

and the Sallen and Key networks. 6 

One of the aims in the realization of biquads is to make them iso­
topic, that is, to maintain the same network topology for all values of 
the coefficients m, c, d, n, a and b. If this can be done, the manufactur­
ing process can be standardized, with obvious economic advantages. 
The state variable four amplifier biquad is completely isotopic; the 
FEN and Sallen and Key networks need a small number of topologies 
to realize all forms of the general biquadratic function. A circuit dia­
gram of the four-amplifier biquad is shown in Fig. 5. By selecting the 
proper element values and making the right connections this network 
can be made to produce all the various filter functions-lowpass, high-
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pass, bandpass, band-reject, notches and equalizers and delay shapes. 
The advantages of the realization justify writing the BITAP program. 

We are concerned with the analysis of biquad networks under realis­
tic manufacturing conditions and with environmental changes such as 
temperature, humidity and aging with time. Manufacturing conditions 
must include correlations, which will be present in thin-film and inte­
grated circuit realizations and tuning adjustments needed to realize 
high-precision networks. Environmental factors must be taken into 
account as new manufacturing methods and materials are to be used 
and extensive experience with them is not available. 

4.2 Description of BITAP 

The basic approach is similar to that described above for BELTAP. For 
each element a nominal value, a tolerance and a distribution type are 
specified. The program generates random numbers which are trans­
formed to become deviated element values. These are combined to form 
the six biquad coefficients, which then permit evaluation of the gain, 
phase or delay of each biquad at each frequency. These quantities are 
summed, the total is compared to the network requirements, and per­
formance statistics are accumulated. 

A number of additional considerations arise immediately. Because 
of the variety of types of biquad sections, a section type number is 
required to designate which set of formulas is to be used to calculate 
the biquad coefficients. The need to introduce correlation effects re-

R, 
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Y,N R7 ~ 

1 
I 
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REQUIRED BY THE / 
NETWORK TYPE 

REALIZATION OF 
BIQUAD, 

VOUT _ ms2+cs+d 
Y,N - s2+as+b 

>-....... ~+ 
VOUT 

I 
Fig. 5--Four-amplifier biquad circuit. 
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quires that every element value have an identifying serial number to 
permit cross-referencing. These serial numbers will also be useful in 
specifying tuning operations and in introducing environmental effects. 
Because of the limited number of section types, it has been possible to 
develop and include quite general methods of producing correlation, 
tuning, environmental effects and tests. More information on the 
methods of accomplishing these objectives will be given below. Where 
the standard methods are inadequate, new subroutines can be written 
and included in the program. 

4.2.1 Simulation of Manufacturing Conditio'{ts 
Due to the production process, paramete~s such as resistors, capaci­

tors and amplifier gains have an actual value spread about the nominal 
value. This production tolerance on a parameter such as a resistor is 
represented by: 

(2) 

where Ro is the nominal value and nl is a random number whose range 
is the production tolerance on Ro. The distribution of nl could be gaus­
sian, uniform, or any of several special shapes. The algorithm used to 
generate random numbers on the computers is discussed in Appendix 
A. 

In integrated circuits, where all the elements are on the same chip, 
the values of the resistors track each other to some extent. Consider k 
resistors whose initial tolerances track. It has been found empirically 
that their values may be represented by: 

Rl = Ro1 (1 + pn + (1 - p)nl) , 

R2 = Ro2(1 + pn + (1 - p)n2) , 

Rk = Rok(l + pn + (1 - p)nk)' 

(3) 

The same random number n is used to perturb all k resistors. Each 
resistor Rl , R2 , ... Rk is also perturbed by a separate random number 
nl , n2 , ..• n'k, respectively. p is a correlation factor which determines 
how closely the resistors track. The range of p is from 0 to 1. Complete 
correlation can be simulated by p = 1, and no correlation by p = O. 
This correlation· factor is different from the correlation coefficient used 
in statistics but has proven useful in the present application. The cod­
ing has been arranged so that the serial numbers mentioned earlier 
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effectively refer to both Rand n values in equation (3), so that multi­
ple correlations may be specified. 

A practical problem in using the above sets of formulas, equations 
(2) and (3), is that of obtaining data on the distributions of the pa­
rameter values in production and on the correlation factor, p. The need 
for accurate statistical information may require that a major effort be 
made to obtain such data and keep it up-to-date. A companion paper, 
"Characterization and Modeling for Statistical Design," describes 
transistor characterization activities. 

4.2.2 Tuning 
The deviations from the nominal performance caused by the initial 

tolerances of components can be totally or partially corrected by tun­
ing some of the network elements. The elements are tuned during the 
manufacture of the filter, at room temperature. Two types of tuning 
steps have been simulated on BITAP. In the first type, an element is ad­
justed so that a transmission requirement such as loss or phase is met 
at a given frequency. This type of tuning is used in adjusting for the 
bandwidth of a biquad section. In the second type of tuning, an ele­
ment is adjusted for a peak (of gain or loss) at a given frequency. This 
is used in adjusting the resonant frequency of a pole or a zero. In both 
these tuning methods the variable element is changed continuously over 
a range. An additional subroutine could be written to simulate tuning 
in discrete steps, i.e., using a finite supply of element values close to 
the nominal, as this is an economical production method of adjusting 
the network performance. In production, the accuracy with which the 
element can be tuned depends on the sensitivity of the network to that 
element and on the precision of the measuring equipment. This is simu­
lated by specifying a given nominal value for the tuning with a toler­
ance and a distribution. 

4.2.3 Simulation of Field Conditions 
The factors that caused the filter response to deviate from the nomi­

nal during manufacture were the initial tolerances of the components 
and inaccuracy in the tuning step. The envirov.mental conditions that 
were assumed to exist during manufacture were room temperature and 
humidity. In the field, any change from these environmental conditions 
will cause the filter characteristics to change to some extent. The filter 
response will also change with time due to the chemical processes asso­
ciated with aging. The temperature, aging and humidity effects in the 
field are modeled in the following way: 
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The value of a resistor (R';2) at Toe above room temperature is given 
by 

R2 = R o2 (1 + aT) 

where R02 is the nominal value. The temperature coefficient (T.e.), a, 
IS 

a = aD + n2 

where ao is the nominal T.e. and n2 the randomly distributed part of 
the T.e. The distribution function describing n';2 is usually gaussian. 

The change in the value of a resistor or capacitor (R B) with time is 
represented by 

(4) 

where R03 is the nominal and n3 simulates the random part. 
The change due to humidity is represented by an equation similar 

to equation (4). 
The combined effects of initial tolerance, temperature, aging and 

humidity is given by 

R = Ro(l + n1)(1 + (aD + n2)T)(1 + n3)(1 + n4). (5) 

The random numbers associated with temperature coefficients (n2), 
for components on an integrated circuit, are correlated. The same is 
true for the aging coefficient (n3) and the humidity coefficients (n4)' 
These correlations are simulated just as in equation (3). 

4.2.4 Testing 

The values of the deviated parameters are used in the equations de­
scribing the biquad to evaluate the performance of the network. The 
biquad is analyzed several times using different sets of random num­
bers to simulate environmental and manufacturing conditions. The 
performance tests are spelled out in the form of filter function require­
ments (loss, phase or delay) at various frequencies. Three standard 
forms have been built into the program. These are: 

(i) loss (phase, delay) at a frequency /1 is between tvw limits, dB1 
and dB 2 , 

(ii) loss at a frequency /1 is bounded below (or above) by dB1 , and 
(iii) loss at a frequency /1 is greater (less) than the measured loss 

at a reference frequency /2 plus the amount dB1 . 

More than one performance requirement may be specified at a 
frequency. It is expected that special subroutines will be written for 
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more sophisticated tests such as a resonant frequency, Q, and in-band 
ripple. It should be noted that if environmental conditions are included, 
the tests become service condition or end-of-life tests. If they are 
omitted, the tests may be interpreted as factory production tests. 

4.2.5 Output 

If, for a particular set of deviated elements, the network fails the 
required specifications, the complete network performance is stored. 
The output consists of a table which details the failed networks. If a 
test was failed, the performance function for that test is printed; 
otherwise, a blank is printed for the test. 

The overall yield is computed as the ratio of the number of networks 
passing all tests to the total number of networks tested. Yields are also 
calculated for individual tests. The exact form of the output is illus­
trated by the example in the next section. 

4.3 Example 

The four amplifier biquad circuit of Fig. 5 will be used to illustrate 
the main features of BITAP. Its transfer function, in terms of the ele­
ments, is 

82 + _1_8 + 1 . 
RICI R2RaC1C2 

The complete network contains two such sections connected in tan­
dem as shown in Fig. 6, which also gives the element values. The re­
sistors have a one percent manufacturing tolerance with a gaussian 
distribution. The capacitors are one percent elements with a flat dis­
tribution. The correlation factors, p, are 50 percent for both resistors 
and capacitors. The pole frequency of the first section is at 5 kHz, and 
R3 is tuned to obtain this frequency within ±1 Hz. This ±1 Hz repre­
sents the accuracy of tuning and it is assumed to be distributed uni­
formly around the nominal 5 kHz. The bandwidth of the first section is 
tuned by Rl to 100 Hz ±1 Hz. Section 2 is not tuned. These initial 
tolerances and the tuning steps describe the manufacturing conditions. 
It is assumed that a BITAP run simulating the above conditions and 
manufacturing tests has already been made and 100 percent of the net­
work passed. The filter performance is now to be tested at +50°C and 
at a time 20 years from manufacture. The T.C. of resistors is 130 ±30 
parts per million (p = 80 percent) and that of capacitors -135±10 
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ppm (p = 50 percent). The random parts (±30 ppm and ±10 ppm) are 
distributed normally about the nominal. The aging coefficient for the 
resistors and the capacitors in 20 years is ±2 percent, uniformly dis­
tributed (p = 50 percent). 

The nominal performance and the test requirements to be met at 
end-of-life are shown in Fig. 7. Figure 8 shows the results of a BITAP 

analysis of 100 filters and indicates that 82 percent will meet these 
service condition requirements. Figure 8 indicates both the frequencies 
where improvements are needed and the magnitude of the changes re­
quired. With the biquad type of realization and such data, the designer 
usually has no difficulty deciding which elements or tuning adjustments 
are responsible. 

In order to improve the performance in the 1000- to 4000-Hz pass­
band, the designer might examine several alternatives. A new nominal 
design with a smaller ripple or a better centered nominal loss would 
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Fig. 8-BlTAP yield analysis. 
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entail no added cost. Use of closer tolerances for some components or 
more precise tuning might also provide sufficient improvement, but at 
some added expense. If none of these works, addition of a third section 
should be evaluated. 

4.4 Appraisal of BITAP 

BITAP is capable of analyzing up to 20 biquad sections. The number 
of performance tests is limited to 30. Ten types of biquad sections are 
currently included in BITAP. The addition of more biquad sections 
merely involves describing the biquad coefficients (m, c, d, n, a, b) in 
terms of the elements of the biquad and providing equations for the 
tuning steps. The rest of the program is identical for all biquads. 

BITAP is an exact analysis package and as such it can be used in 
other steps of the design process. For instance, it could be used to de­
termine whether or not a filter needs to be tuned, and to decide on the 
number of tuning steps needed. BITAP could also be used in determining 
the best (cheapest) components that could be used in a circuit while 
meeting all requirements.7 

It has been shown how BITAP can be used to evaluate the performance 
of networks of the biquad family at the time of manufacture and under 
(end-of-life) field conditions. The information obtained here can be 
used to decide on the tests to specify during manufacture. The analysis 
under end-of-life conditions gives a measure of the adequacy of the 
design under extreme conditions. 

V. CONCLUSIONS 

We have described some simple analytic methods of calculating and 
combining deviation shapes and have discussed the areas in which they 
are useful and the respects in which they are limited. We have also pre­
sented two simulation procedures, which rely on the speed and large 
storage capacity of modern digital computers. Each is a general-pur­
pose program in that it can be used to analyze statistically a large 
number of networks of an appropriate type. Although the BITAP net­
works form a subset of those analyzable by BELTAP, the two programs 
provide entirely different facilities for their users. BELTAP provides 
complete freedom in the network topology; BITAP uses a functional in­
put form, which reduces computing time. BELTAP facilitates exploration 
of concealed interactions among component values and test results; in 
BITAP it is assumed that the few simple network functions allowed are 
completely understood in this respect. BELTAP provides no built-in cor-
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relation, tuning, environmental exposure, or phase or delay evaluation 
but does include return losses; BITAP includes all of these except return 
losses which are of no interest. 

Under certain conditions, the least expensive manufacturing method 
may require discarding some of the product. The simulation programs 
should be capable of demonstrating this, if it is true. They may also 
provide information that is useful in correcting troubles in the manu­
factured product. Their usefulness will, of course, depend on the avail­
ability of accurate statistical information. 

Clearly, useful as they are, neither of these programs can be termed 
completely general purpose. Much work remains to be done in both 
areas of application. It is considered that the two programs make a 
very worthwhile contribution to a designer's repertoire and may point 
the way for still more comprehensive tools in the future. 
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APPENDIX A 

Both BELTAP and BITAP use a congruential random number generator 
in which the modulus is an integral power of a prime number and the 
multiplier is a primitive root. 8 This method permits generating a se­
quence of numbers which has a flat distribution and a period which is 
made just large enough to produce the number of random numbers re­
quired. The modulus, M, is obtained by raising three to a power, n, 
such that the period, 2· 3n-l, exceeds the required value. The multiplier 
used is 2 + 9· k, where k is an integer chosen to make the multiplier 
approximately equal to the square root of the modulus. It was found 
empirically that this function of k produces a primitive root, that is, 
a multiplier having the period given above, which is the longest that 
can be obtained for the assumed modulus. 

A simple example using small numbers will illustrate the process. 
Suppose five networks are to be calculated and each contains three 
elements with distributions. Fifteen random numbers will be required. 
A value of three for n will produce a sequence of 2.32 = 18 numbers 
before repetition begins. The modulus 1v[ is 33 = 27 and multipliers of 
2, 11 or 20 are possible. Suppose the sequence begins with 1 and a 
multiplier of 11 is used. The second number is 1·11 = 11. The third is 
obtained by multiplying the second by 11, dividing by 27 and using 
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the remainder, 13. The fourth is 13 times 11 modulo 27 = 8, etc. The 
complete sequence is: 1, 11, 13,8,7,23, 10,2,22,26, 16, 14, 19,20,4, 
17, 25, 5, 1. It should be noted that the nineteenth number, 1, is a 
repetition of the first and that all numbers less than 27 are present 
except multiples of three. The first three numbers will be used for the 
three random elements in the first network, the next three for the sec­
ond network, etc. 

The random numbers are shaped to become element values having 
the desired tolerance and distribution in the following manner. The 
first transformation is to put them into a range from -1 to + 1 by 
dividing by half the modulus and subtracting 1. 

(6) 

The smallest random number, 1, yields -0.925925 ... , while the 
largest gives +0.925925 .... With a larger modulus the numbers will 
approach -1 and +1 more closely. If an element has a fiat distribu­
tion, the random value may be produced as follows: 

(7) 

where R is the random value, Ro is the nominal value for that element, 
and t is its (symmetrical) tolerance in percent. If the distribution is 
not fiat, the values of nb are transformed as shown in Fig. 9. For 
each value of nb the proper line segment is identified and a value of nc 
is calculated by interpolation. nc is then used in place of nb in equation 
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Fig. 9-Cumulative gaussian probability distribution approximated by straight­
line segments. 
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(7) to calculate R. The coordinates for the gaussian distribution are 
permanently stored in the program. Other distributions can be used by 
reading in the appropriate sets of breakpoints. 

If correlation is required, values of nb and/or nc may be combined 
as follows: 

nd = pn", + (1 - p)ny • (8) 

Here p is a correlation factor and nd, nx and n ll all represent random 
numbers in the -1 to + 1 range, associated with selected elements, 
parameters, field conditions, and/or tuning tolerances. It is to be noted 
that nd may be used to evaluate an R, using equation (7), or it may 
be used as an nx or n ll in additional equations of the same form as (8). 
If the latter is done, the result will be partially correlated to three 
other parameters. 

When equation (8) is used to introduce partial correlation and nx 
and ny have average values of zero and are uncorrelated, it can be 
shown that the variance of nd is given by 

O"~ = p
2
0"; + (1 - p)20"~ • (9) 

It may also be shown that the tracking coefficient between nd and 11m 

is given by 

N 

r = 'L: ndn",/N O"dO"", = PO"",/O"d. (10) 

The tracking between two different distributions nd formed using the 
same nx and different ny is discussed in the following paper. 
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Despite recent advances in the speed of digital computers and in 
numerical algorithms for the solut't'on of d'rfferential equations, the 
evalu,ation of the dynamic response of nonlinear circuits is still too 
slow to permit Monte Carlo tolerance analysis. However, the per­
formance of many nonlinear circuits can be evaluated on a static 
basis. One example is a D / A converter built with devices much faster 
than the converter's cycle time. Algon'thms now exist that produce 
the static or equilibrium solution of such networks in seconds. This 
paper deals with these algorithms and the associated. techniques that 
have been embodl:ed in a program for the Monte Carlo .tolerance 
analysis of nonlinear, ((dc," circ'u,its. 

1. INTRODUCTION 

To date, most tolerance analysis of circuits has been in the fre­
quency domain, as this series of articles indicates. The need for non­
linear analysis arises not only for large signal circuits but also for 
small signal ac circuits where device model parameters vary with 
bias. Recent advances in the speed of digital computers and numerical 
algorithms have made possible the analysis of circuits with nonlinear 
behavior. Large signal, or time domain analysis of nonlinear circuits, 
however, is still such a comparatively slow process that Monte Carlo 
methods are out of the question. Enough algorithmic innovations have 
been achieved in the static analysis of nonlinear circuits that Monte 
Carlo methods can be applied to a wide class of nonlinear problems. 
DC in the sense used in this paper implies that the dynamic behavior 
of the nonlinear devices is fast in relation to the response of the rest 
of the circuit. There are, in general, three types of circuits that fall 
into this class. 

(i) Circuits that are essentially dc, such as operational amplifiers, 
power supplies, and those circuits used as examples in this paper. 

1173 
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(i1:) Circuits that can be subdivided into dc and ac blocks where 
the nonlinear behavior of the circuit is present essentially only 
in the dc part. An example of this type of circuit is the Touch­
Tone ® oscillator, the analysis of which is described in this 
series. 1 This class of circuits is very similar to the first. 

(iii) Circuits designed for small signal applications may be analyzed 
in the frequency domain. Realistic modeling of devices, however, 
introduces changes in the small signal model parameters for 
different bias points. If the bias circuits vary randomly, then 
nonlinear dc analysis is required in the ac tolerance analysis 
loop. 

This paper deals with some of the methods required for the ef­
ficient analysis of nonlinear circuits in a dc sense. The techniques 
and algorithms to be described have been embodied in a computer 
program which performs Monte Carlo tolerance analysis of nonlinear 
de circuits as well as dc and transient analysis. Some of the more 
critical implementation aspects are described. 

II. DESIGN OF A NONLINEAR TOLERANCE ANALYSIS PROGRAM 

2.1 Problems Involved 

Until recently tolerance analysis, even nonlinear tolerance analysis, 
has been simple in concept. Circuits were manufactured using discrete 
components which generally had independent statistical behavior; 
transistors and diodes were expensive items and were used sparingly. 
Hence, a large amount of analysis could be done without a complex 
software package. 

Integrated circuits have opened a whole host of new problems in 
this area. Circuits designed today typically employ large numbers 
of transistors (since transistors are as cheap as resistors), posing many 
problems in their modeling, simUlation, and solution. Probably the 
biggest dilemma in the design of a nonlinear tolerance analysis pro­
gram is the minuscule past experience to draw upon as to what anal­
ysis is required, what to do with the analysis results once they are 
obtained, and how to interpret them. 

Some of the special problems that arise in nonlinear tolerance anal­
ysis are: 

(i) Parameters tend to be statistically correlated. This implies 
that many new output features have to be present in the soft­
ware. 
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(ii) There is a very wide range of circuit problems that will have 
to be solved. This poses special difficulties and restrictions on 
the methods of analysis, as will be seen in the following sections. 

(iii) Statistical data for circuits manufactured today are not yet 
available or are available in limited quantities;2 manufacturing 
processes vary from day to day and parameter correlations, 
aging data, etc., are all important to the analysis. 

2.2 Criteria To Be Met 

One of the most important criteria to be met in the design of a 
nonlinear tolerance analysis program is that it be easy to use. Some 
of the characteristics implied by this, both for the users of the pro­
gram and for the writers of it, are: 

(i) The program must be humanly engineered to have a simple, 
clear, and easily learned input language. This applies not only 
to the network description but also to the description of sta­
tistical data and to the command structure. The trend has been 
for engineers to personally use available computer tools rather 
than work through intermediaries, and the program itself 
should present as few obstacles as possible. In addition, the 
output capabilities must include data reduction: schemes so 
that insight is gained at a glance. 

(ii) The program must be designed to be flexible enough so that it 
can be changed easily. Past experience has shown that a general­
purpose analysis program will undergo many changes and, 
in fact, will probably never reach a static condition. This means 
the program must be written in modular form, a characteristic 
that very often degrades efficiency. Modularity, however, 
implies ease of maintenance, upgrading, and debugging. 

(iii) The program must be portable because of wide demand. This 
implies that it be written in some high level language, such as 
FORTRAN, with possibly a very small number of critical routines 
written in Assembly language for efficiency. 

In addition to ease of use, an important criterion is, of course, 
economy and reliability. The program must be very efficient if it is 
to be useful. Solution times for each statistical design must be mea­
sured in seconds to make the analysis practical at all, and possibly 
in milliseconds if sophisticated features such as performance contours 
and large scale sensitivities are to be included.3 Until recently, one 
would have been happy to get one solution to a nonlinear circuit; today 
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we are faced with obtaining hundreds and perhaps thousands of these 
solutions in a reasonable time. 

Various algorithms for solution of the nonlinear equations that 
arise from circuit simulations have been described in the literature; 
however, they are all basically variations on the Newton-Raphson 
scheme and are in general not suitable as they stand. The majority 
of the schemes converge in the order of tens of iterations, if they con­
verge at all. Since solution times for each iteration are generally 
proportional to the cube of the number of variables, many iterations 
for each statistical solution preclude their use in a program such as 
this. Recent breakthroughs, however, in the Newton-Raphson solu­
tion of nonlinear circuits and careful implementation of these methods 
permit solution times short enough (of the order of one second) so 
that meaningful tolerance analysis is possible. 

III. NUMERICAL ALGORITHMS AND THEIR IMPLEMENTATION 

3.1 Problem Formulation 

Given a network topology, there are various ways to write equa­
tions describing the behavior of the network. Some examples are 
nodal equations, loop equations, Branin's4 mixed mesh/cut-set equa­
tions and the state-space formulation, which in the dc case has come 
to be known as the "normal form."5 We have adopted the normal 
equation formulation for the following reasons: 

(i) The reduced set of equations produces, in general, a small 
system that has to be solved iteratively, by effectively separating 
the linear and nonlinear aspects of the problem. 

(ii) Implementation of various analysis techniques for equations 
in their normal form is straightforward. 

(iii) The normal form of the equations can be generated extremely 
fast (see below) in a manner competitive with the most efficient 
sparse matrix techniques available today. 

Some other formulation (such as nodal equations), coupled with 
sparse matrix techniques may be more efficient for circuits containing 
a large number of junctions compared with the number of linear 
resistors. The formulation employed here, however, allows straight 
forward implementation of various convergence schemes such as the 
nonlinear transformation described in Section 3.3.3. In addition, it is 
felt that the normal formulation is the most practical for small-to­
medium size circuits with a significant number of linear resistors 
(including those in the device models). The operational amplifier 
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example in this paper probably represents the limiting practical size 
of circuit for this formulation. Most of the methods described here are 
also applicable to any other equation formulation. 

3.2 Generation of Equations in the Normal Form 

Consider any circuit consisting of current and voltage sources, 
diodes, transistors and resistors. From the network topology and net­
work parameters, the large signal behavior of the network is charac­
terized by a system of equations in the "normal form," viz., 

[A][V] + [B][U] + [N(V)] = 0 (1) 

where 

[V] is the vector of all device junction voltages and is the set of 
independent variables to be found; 

[U] is the vector of independent voltage and current sources in the 
network; 

[A] and [B] are coefficient matrices dependent on the network re­
sistances; and 

[N(V)] is a vector of functions dependent on the nonlinear properties 
of the network. 

For computer simulation, the network devices are characterized by 
the Ebers-Moll model6 where the functional form of N(V) is 

N(V) = ID = Is [exp (eV) - 1] 

where Is is intercept current, and () is dependent on temperature. 
Notice that the formulation (1) isolates the linear part of the network 
from the nonlinear part and that the nonlinear behavior can be char­
acterized by a vector quantity. 

The set of equations' given by (1) must be generated for each sta­
tistical design, since the [A] and [B] matrices are dependent on 
resistor values. The implication of this, of course, is that a very fast 
algorithm is needed for equation generation. 

To completely characterize network behavior, another set of equa­
tions is required which relates any requested net\vork currents or 
voltages to the junction voltages found from (1). If [Z] is the vector 
of user-requested outputs (element currents and voltages), then 

[Z] = [C][V] + [D][U] (2) 

where again [C] and [D] are coefficient matrices dependent on resistor 
values and must be recalculated for each statistical design. 

The basis for the formulation of the A, B, C and D matrices is 



1178 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971 

mainly topological in nature. From the network incidence matrix, [T], 
and the choice of a network tree as described below, the fundamental 
loop and cut-set matrices ([F] and [-FV, respectively) are derived.4 

The incidence matrix, T, has elements 0 and ±1 and dimensions 
n X b for a network with (n + 1) nodes and b elements. Let I be a 
vector of element currents which is partitioned into tree branch currents, 
It, and link currents, 11 . Then, 

[T][IJ = [-II, Ft:J = 0, 

It = FIt and VI = -FTVt • 

(3) 

(4) 

Equations (3) and (4) are expressions of Kirchoff's Current and Voltage 
Laws where 9 is the identity matrix and the vector of element voltages, 
V, is partitioned like I into Vt and V1 • [F] has dimensions n X (b - n), 
and its elements are 0 and ±1. 

It is desired to place all voltage sources and device junctions in the 
tree and all current sources in links. Assuming this is possible, the 
columns of [T] are arranged in the following preference order (given 
also is the notation to be used for tree and link current and voltage) : 

I V 

voltage sources IE E 
device junctions ID V D 
resistors-tree IR V R 

-link 10 Vo 
current sources J VJ 

The incidence matrix, [T], can be quickly reduced to the form 
[ -I, F] by gaussian elimination, from which the fundamental loop 
matrix is defined. The reduction process favors the above top elements 
for inclusion in the tree. 

Now partition [F] as follows: 

G J 
E Fl1 F12 

D F21 F22 

R F31 F32 

and from equation (4) write 

ID = F21IG + F22J, (5) 
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(6) 

Va = -FilE - FilvD - F'[lVR • (7) 

Let [R] and [G] be defined as diagonal matrices whose elements are 
tree resistor values and link conductance values, respectively. Then, 
from equations (6) and (7), 

or 

Define 

(9) 

Then 

rVR] = [H][ 0 T][VD] + [H][ 0T F32][E]. (10) 
L Ia -F2l -Fll 0 J 

Substituting Ia into equation (5) results in equation (1), namely 

ID = N(V D) = [A][V D] + [B][U] 

or 

AV + BU - N(V) = o. 
Also, from F and _FT, any network current or voltage can be extracted 
and the [Z] vector of equation (2) calculated. In general, 

[Zj = [C'][Vj + [D'][Uj + [Pt:J (11) 

where C', D' and P are matrices whose elements are 0, ±I obtained 
from selective rows and columns of F and _FT. Substituting equation 
(10) into equation (11) yields equation (2). 
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The time-consuming task in the calculation of the A, B, C, D matrices 

is in finding [i;] as expressed by equation (10). This calculation 

requires one matrix inversion and two matrix multiplications. 
The number of rows and columns of H-t, as seen by equation (9), 

is equal to the number of resistors in the network. For a completely 
characterized network, including parasitics, this number can easily 
approach 80 or 100. The number of multiplications required to invert 
an nth order matrix is n3

, or 106 for our example! Clearly, the imple­
mentation of generating the equations of (1) and (2) is critical. 

Fortunately, the matrices that evolve from this formulation have 
special properties which can be advantageous. These are: 

(i) The fundamental loop matrix, F, contains only 0, ±1 entries 
and is sparse. From experience with a wide range of problems, 
this matrix is 20 to 50 percent dense (ratio of nonzero entries 
to total number of entries). Because of these properties, any 
matrix mUltiplication involving F or its partitions can be 
performed by additions and subtractions rather than by mul­
tiplications. The operation of addition is at least 3 to 4 times 
faster than multiplication on most digital computers. Also, 
the number of additions and subtractions to be performed in 
multiplying F by A, where A is an nl X n2 matrix, is equal to 
the product of n2 and the number of nonzero entries of the F 
matrix involved. 

(ii) In addition to F being sparse, other matrices as in equation (10), 
are sparse with predictably placed submatrices being identi­
cally O. 

(iii) The special form of H- l of equation (9) allows profitable ap­
plication of block inversion methods. This warrants further 
discussion. Consider equation (9): 

Both R- l and a- l are diagonal matrices and the dimension of 
H is n X n = (nR + nG)2 where nR is the number of tree re­
sistors in the network and nG is the number of link resistances. 
A method of block inversion is chosen based on the min (nR ,nG)' 

Case 1: nR ~ nG Case 2: nG > n R 
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H21 = -H22F'{lR, 

H12 = R F31H22 , 
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In case 1, the inversion of an nR X nR matrix (H ll ) is required; for 
case 2 the matrix to be inverted is of order na (H 22). To invert H could 
take 17,3 multiplications. The worst case for this formulation is nR = 
na = 17,/2, requiring 17,3/8 multiplications. The calculation of the re­
maining submatrices of H involve additions, subtractions or, at worst, 
multiplication by diagonal matrices. 

3.3 Solution of the de Equations 

3.3.1 The N ewton-Raphson lYl ethod and Its Limitations 

The standard Newton-Raphson solution of equation (1) is obtained 
as follows: For an arbitrary estimate of V, say V\ equation (1) is not 
satisfied exactly, and there results: 

(12) 

where the vector [Rk] is termed the residual vector and is, in this case, 
a measure of the current imbalances in the circuit that result from 
insisting that [V] = [Vk

]. The superscript k refers to the iteration 
number. Successive estimates of [V] are formed as: 

[Vk+
1

] = [Vk] + [pk] 

where the step vector [pk] is obtained by solution of 

_ [J(Vk)][pk] = [Rk]. 

In equation (14), [J(Vk)] is the Jacobian of the system (1), viz., 

[J(Vk)] = [A] + [N'(Vk
)]. 

(13) 

(14) 

(15) 

The iterations are terminated whenever either the step vector [P] 
and/ or the residual vector [R] is sufficiently close to zero. 

Straightforward application of the above iterative· method to the· 
system (1) results in several difficulties: 

(i) If the starting guess [VOl is not close to the solution, then there 
typically results exponential overflow in the nonlinear terms 
I s(e8V 

- 1), since the full Newton-Raphson step may be too 
large in the positive direction. This may be overcome in several 
ways, the simplest probably being to reduce the step,7 viz., 
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(16) 

where S is a step size, 0 < S ~ 1 and is chosen so that 

L (R~+1)2 < L (R~)2. (17) 
i i 

(ii) The method does not necessarily converge. Reliability mtn be 
greatly increased by the use of parameter-stepping techniques,S 
as described in the next section. 

3.3.2 Increasing Reliability Through Source-Stepping 

N ewton-Raphson methods typically converge whenever the starting 
guess is close to the solution point. This fact was first utilized by D. F. 
Davidenko9 and subsequently by various authors. 10

-
12 Implementation 

of the method in nonlinear circuit analysis can be accomplished as 
follows7

: For any system (1), one accurate solution is always known, 
namely, [V] = 0 if [U] = O. Hence, if the sources [U] are brought to 
their full value in small increments, convergence to each intermediate 
point is more likely. 

The strategy for stepping can take on various forms (see, for 
example, Ref. 12); the approach taken here involves source-stepping 
only when necessary. If no convergence is obtained after a fixed 
number of iterations with the sources on full, the sources are reduced 
to one-half their value and solution is again attempted. If necessary, 
the sources are progressively reduced until convergence is obtained at 
some intermediate source value, whereupon solution is again attempted 
with the sources on full. If convergence is not obtained, the sources 
are again reduced to a value midway between full and the last point 
at which convergence was obtained. The process is repeated until 
convergence at the full source value is obtained. 

3.3.3 Nonlinear Scalar Transformation 

Reliability and speed of the Newton-Raphson method can also be 
greatly increased through the use of a nonlinear scalar transforma­
tion of variables. The transformation is an extension13 of the notion 
of "charge-state-variables"14,15 based on a suitable definition of the 
"capacitance" of a junction, viz., 

q = iV 

[1 + OKI s exp (OV)] dV (18) 

where (18) IS a scalar equation. The potentials are considered to be 
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a function of q, i.e., V = V (q), and the Newton-Raphson iteration is 
performed in the q-space rather than the V -space. 

This is accomplished by noting that 

[R(q)] = [R(V)] 

and 

[J(q)] = [J(V)][S(V)r 1 

where S(V) is a diagonal matrix with elements of the form, 

Sii = 1 + OKJs exp (OVi ). 

(19) 

(20) 

(21) 

The N ewton-Raphson step vector may be written in terms of q as 

[P(q)] = -[J(q)rl[R] (22) 

which results in 

(23) 

What is required, then, is to transform the usual Newton-Raphson 
step vector, where now 

(24) 

Since equation (23) represents a scalar transformation on the individual 
qi , equation (24) may be written in terms of the individual elements 
V i of the vector [V] as 

where 

V: + KJ s, exp (OV~) + Si(V~)Pi(V~) 
(25) 

Si(V~) == 1 + oKJ s; exp (OV~) 

and P i (V~) is the ith element of the usual N ewton-Raphson step 
in V. The transform parameter Ki remains to be determined. 

Solution of equation (25) for each V~+l gives the new estimate of 
the vector [V]' given the standard Newton-Raphson step vector [P(V)], 
which may be obtained in the usual manner. Note that (25) is a scalar 
equation which may be solved very simply by Newton's method, as 
discussed further below. 

Empirical studies have shown that the speed of the iterative process 
is dependent on the value of K, which has the effect of "straightening 
out" the exponential characteristics at the expense of "warping" the 
linear parts of the solution space. It was determined that a good 
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choice for K is 

10 
(26) 

O/S; exp (OV~) , 

which, it is believed, results in a near-optimum solution sequence.13 

The value of K varies from iteration to iteration and is different for 
every variable. 

Once the value of Ki is determined, solution of (25)' is accomplished 
as follows: 
Set 

Di = V~ + Kds; exp (OV~) + [1 + OKds; exp (OV~)]Pi(V~) (27) 

where Ki is picked according to equation (26). To obtain the new 
estimate, V~+l , set 

Y i == V~+l 
and establish an iterative procedure for solution of Y as 

y~+l = y~ _ Y; + Kdsi exp (Oyn) - Di 
• • 1 + OKd Si exp (OY;) 

(28) 

(29) 

where the superscript n indicates the iteration number in the scalar 
Newton-Raphson subloop. This is done for each element of [V]. 

A first estimate, yO, is formed as follows. 
Set 

1 -0 In [KdsJ; (30) 

then 

(31) 
and if Di > Zi + 0.08, 

The iterative procedure in Yi is terminated whenever 

I y;+l - y~1 
IY;I < e 

(32) 

where € is some suitably small constant, such as 10-6 • 

The procedure outlined above, combined with the source stepping 
described in Section 3.3.2, provides an extremely powerful and rapid 
algorithm for solution of circuits with exponential nonlinearities. Solu­
tion for most circuits is accomplished in very few iterations (fewer 
than 10), so that in combination with the efficient generation of the 
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equations, the overall method is competitive with analysis of linear 
systems. 

There is, however, one main limitation that must be dealt with as 
a special case. It arises from the formulation of the circuit equations 
and is discussed below. 

3.3.4 Treatment of Junction Cut-sets 
Whenever the circuit under consideration contains cut-sets of junc­

tions, the matrix [A] of the system (1) becomes singular. This causes 
severe instability problems in the solution whenever the junctions in 
the cut-set are not (or barely) conducting. The problem, and its solu­
tion, are best illustrated by an example. 

Consider the simple circuit in Fig. 1. The system of equations de­
scribing this circuit is: 

[-: -~ i[v Dl] + [-~][E] _ [1 sdexp (OV Dl) - 1]] = 0, (33) 

-Ii -IiJ V D2 -Ii 1 S2[exp (OV D2) - 1] 

for which the Jacobian is 

(34) 

which, by inspection, is seen to be extremely ill-conditioned whenever 
0182 exp (OV D2) « l/R. The conditioning of the system can be im­
proved by subtracting the second equation from the first in (33) to 
yield: 

+ [ Isdexp (OVDl ) - 1] ] = 0 (35) 

I s2 [exp (OVD2) - 1] - 1S1 [exp (OVDl ) - 1] , 

for which the Jacobian is 

J = [-~ - 01s1 exp(OVDl) 

01s1 exp (OVDl ) 

1 l -Ii . 

- 01 S2 exp (OV D2) 

(36) 
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Fig. 1-Junction cut-set example. 

The Jacobian shown in (36) can be scaled very simply to produce a 
well-behaved system. 

In the above example, the treatment of the cut-set problem was 
determined by inspection. Junction cut-sets can be found in any net­
work by forming the so-called "L-tree"lG of the network and forming 
the fundamental loop (or cut-set) matrix. The L-tree preference order 
dictates that junctions be made links with all other types of elements 
retaining their order. The treatment is simple, once junction! current 
source cut-sets are found. For each cut-set, one row of the [A] and 
[B] matrices corresponding to one of the offending junctions is set 
to zero. The appropriate additions and subtractions in the vector 
[N(V)] are performed, and the system scaled. A similar procedure is 
used by Shichman.14 

3.4 Parameter Perturbation and Monte Carlo Analysis 

In addition to methods of solution of the nonlinear circuit equations, 
a method of statistically perturbing circuit parameters is required. 
The two are then combined in an overall strategy. 

3.4.1 Parameter Perturbation 

It is desired to generate correlated random variables with a fixed 
range, corresponding to the tolerance set by the user. Since large ar­
rays of correlated numbers have to be generated, a parametric rep­
resentation is used that correlates random variables by the use of 
"pivots."l In addition, a linear additive statistical model is used which 
ensures that parameters stay within tolerance. Generation of fixed 
interval correlated random numbers can be illustrated by a simple 
example: 

Assume Xo , Xl and X2 independent, each from a distribution of mean m 
and variance CTx~ • Two correlated random variables, YI and Y2 can be 
generated as 

YI = (1 

Y2 = (1 

IAII)XI + AIXO, 

I A21)X2 + A2XO, 

(37) 
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where A1, .\2 are tracking coefficients and Xo is serving as a "pivot." 
Note that if the X'i are in the interval (-1, 1), then the Yi will be in 
this interval also. The correlation factor P12 is easily determined, 

(38) 

resulting in 

(39) 

with 

E(Yl) (1 IAll)ml + AlmO, 

E(Y2) (1 IA21)m2 + A2 mO, 

2 (1 - IAlI)20";. - A~ 0" xo' 0" v. 

2 (1 - IA21)
2
0";. + A~o";o' 0" v. 

For the special case of Al = A2 = A, O"x: = O"x~ = O"x! = 0"2 and m~ = O. 

A2 
Pl2 = 1 - 2 IA I + 2A2 ' 

(40) 

The model actually used allows correlation to two pivots (or other 
parameters) as 

(41) 

and normalized random factors for the various parameters generated as 

1 + tYi (42) 

where t is the tolerance. 
The independent variables, Xi, are generated as follows: A piece­

wise-linear probability density shape is supplied by the user in the 
form of a table in arbitrary units for distributions other than uni­
form, normal or log normal which are "built in." This table is scaled 
and extended to include the cumulative density function which is a 
piecewise-quadratic on the interval (-1, 1). A random variable from 
a uniform distribution is generated by a Tausworthe random number 
generator11 and transformed to the desired distribution by quadratic 
interpolation from the cumulative density function. Parameter per­
turbations are then calculated according to equations (41) and (42). 
Nominal (design) values of parameters are taken to be the median 
value of their corresponding distributions. 



1188 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971 

3.4.2 Monte Carlo Analysis 

Parameter perturbations and analysis are combined in a standard 
tolerance analysis loop. The nominal solution is taken as the starting 
guess for each random design and the solutions along with the pa­
rameter values stored on disk for later post-processing. Work is in 
progress to allow various other procedures (such as tuning or adjust­
ment) in the loop. 

IV. IMPLEMENTATION 

The techniques and methods described in the preceding section al­
low fairly efficient nonlinear statistical design. The details of their 
implementation can, however, spell the difference between success and 
failure in a general-purpose program, as well as the input/output 
features and structure of the program. Described below are some of 
the more critical aspects of the design and structure of a general­
purpose nonlinear tolerance analysis program for IBM series 360 
computers. 

4.1 Memory Allocation 

As in any large program, there exists a conflict between efficient 
use of memory and speed of execution. In addition to the program 
itself, memory is required for the various coefficient matrices, the 
variables and outputs, as well as the various circuit parameters such 
as element values, model parameters, statistical data and topological 
information. 

The program itself, written largely in FORTRAN-IV, is overlayed with 
major divisions separating (i) input and initial handling of data, 
(ii) generation of the various topological matrices, (iii) generation of 
the equations, (iv) analysis, and (v) output. Communication among 
the various overlays is via a labeled common structure. Data ,at input 
time is handled largely via fixed-dimension arra.ys which are then 
partly overwritten by run-time data during execution. Run-time data 
is stored in a dynamic linear array with pointers used for addressing. 
This data includes such arrays as the A, B, C and D matrices, the 
variables, the Jacobian, various tabled quantities, and so on. In this 
way, efficient use is made of fast-access memory in that only data tha,t 
is needed is stored. At the same time, this structure does not degrade 
the speed of execution. 

4.2 Algorithms 

The IBM 360 series is not well suited for applications such as described 
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here and special care is required in the implementation of the various 
algorithms in addition to standard good programming practices. All 
floating-point computation in the program is done in double precision 
(8 bytes). It was found that some of the matrix-handling subroutines 
had to be written in Assembly language in order to achieve any efficiency 
at all. For example, one routine that multiplies two matrices one of 
which has only 0, ± 1 entries could be speeded up by a factor of 5-10 
by direct coding in Assembly language. Assembly language coding 
is also required for the equation solution and matrix inversion routines. 

Matrix sparsity is used to advantage in the solution of simultaneous 
equations as in equation (14) by column reordering18 and stability 
is preserved by row-pivoting. Ill-conditioning is detected by moni­
toring the magnitude of the smallest pivot used in the gaussian elim­
ination process. 

Other small details in the programming are equally critical. It is 
of utmost importance in an application such as this to preserve as 
much numerical precision as possible since many mathematical steps 
are required before a solution is attained. For example, the analysis 
requires evaluation of quantities such as Is [exp (OV) - 1]. For values 
of V close to zero, a call to the exponential routine and subsequent 
subtraction of the constant 1 can yield an inaccurate result. For this 
situation, a series evaluation of the function is used. 

4.3 Data Reduction and Display 
Some care has to be taken in handling the voluminous data pro­

duced by the program. Experience has shown that it is almost im­
possible to determine beforehand how to analyze and display the 
output data, at least until a preliminary investigation of the results 
is available. In addition, any extensive Monte Carlo analysis of 
most circuits is likely to be expensive (despite the efficient algorithms) 
so that it becomes worthwhile developing a flexible post-processing 
scheme. For these reasons, the philosophy adopted here is the follow­
ing: 

(i) All output data, including parameter values of every "im­
portant" or expensive analysis, is stored in a permanent disk 
file for later access. This raw data may be later reduced or 
displayed in whatever way the user sees fit. 

(ii) Extensive post-processing capability is available immediately 
following the analysis, accessed via the input language to the 
program. This facility allows scatter plots and histograms of 
any outputs or parameters to be produced on-line, including 
the printing out of extremal cases and various statistics. The 
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facility also allows separation of the data by temperature or 
any other parameter. 

(iii) Hard-copy printout of all data is produced whether or not the 
user requires it. In this wayan expensive run is not lost even 
if the disk file is destroyed. Experience has also shown that 
sometimes it is desired to inspect the raw data weeks after 
initial analysis. The hard-copy output provides this facility. 

V. SAMPLE PROBLEMS 

Two sample problems are presented, both of which Monte Carlo 
analysis has verified to be good designs. The transistor model2 used in 
both examples is shown in Fig. 2. In both problems silicon resistors 
(including the base and collector resistances of the transistor model) 
were allowed to vary ± 15% within a normal distribution truncated 
at ±3u, with resistor values tracking to ±5%. This is illustrated in 
the scatter diagram shown in Fig. 3.' The intercept currents were picked 
from a log-normal distribution ranging from 1/41 So to 41 So and cor­
related by a factor of 0.85. The {3s of the devices were picked from a 
triangular distribution, typically ranging from 1/2{3o to 2{3o and cor­
related by a factor of 0.3. 

The first example, a constant current source, used in a D / A converter, 
is shown in Fig. 4. Resistors R1 through R4 are thin film tantalum 
resistors with a tolerance of ±2%, with the exception of R4 which was 
assigned a tolerance of ±0.5%. R5 represents the load and was allowed 
to vary ±25%. Analysis of this circuit verified that the output current 
is essentially insensitive to all parameters except the power supplies 
and R4. A scatter plot of the output current versus the value of R4 
is shown in Fig. 5 for the case where the power supplies are held fixed. 
Figure 6 shows a histogram of the values of output current with all 
parameters varying. For this case, the twelve-volt supply was assigned 

RC 
C.--- '1/ \ I\r----....------, 

B~--J\I\ \r---~----~ 

E 

Fig. 2-Transistor model. 
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Fig. 4-Constant current source. 
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to a tolerance of ±2%, with the six-volt supply tracking to ±1 %. 
Analysis time for this example was approximately one second CPU 
time per random design on an IBM 360/65 computer. The great majority 
of this time represents overhead in the form of subroutine calls, various 
bookkeeping operations and writing data on disk and the printer. 
Solutions were carried to approximately seven digits of accuracy with 
each random design requiring typically 3-5 iterations. 

The second example shown in Fig. 7 is a silicon integrated opera­
tional amplifier designed at Bell Laboratories. Of interest in this 
example is the output offset voltage with the inputs grounded. In 
addition, minimum and maximum (worst case) currents in the col­
lectors of T13, T14 and T16, as well as dc gain were sought. This 
circuit represents a rather large simulation with 48 junctions, 76 resis­
tors, 79 nodes and 127 branches. Figure 8 shows a histogram of the 
output voltage at room temperature with the power supplies held fixed. 
The range of offsets for this circuit was found to be slightly higher 
than predicted by approximate hand analysis. Analysis time for this 

Fig. 7-0perational amplifier. 
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Fig. 8-0perational amplifier output offset voltage. 

example was 8 seconds CPU time per statistical design, some of this 
time being bookkeeping overhead. It is expected that this time will 
be cut down considerably with some reprogramming. As in the pre­
vious example, typically 3-5 iterations were required per statistical 
design for a. seven-digit accuracy in junction voltages. 

VI. CONCLUSIONS 

Analysis techniques and programming considerations have been 
presented that allow reasonably economical tolerance analysis of 
nonlinear "dc" circuits of reasonable size. Many of the ideas presented 
have evolved from past experience with ac tolerance analysis and will 
most probably be modified as experience with nonlinear statistical 
design becomes more plentiful. It is already apparent, however, that 
the trend in the near future will be to larger scale integration of 
circuits for which some of the present analysis techniques will likely 
be inadequate. Research is in progress in analysis methods capable 
of coping with large and complex circuits, as well as methods to make 
the present techniques even more efficient. 
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Statistical Circuit Design: 

Confirmation of Design Using Computer­
Controlled Test Sets 

By G. D. HAYNIE and S. YANG 

(Manuscript received December 1, 1970) 

The ability to evaluate the performance of linear network elements 
used in cornrplex systems is m'tal to effective optimization and verifica­
tion of the system design. 

Measuring systems controlled by digital computers provide a, new 
capability for linking the steps of network design, breadboard devel,... 
opment and characteriza'tion, and factory test 111 such a way that the 
networks produced will more nearly meet the requirements of the 
systems in which they are used. This linkage is effected by incorporat­
ing in the measuring system the algorithms relating the measured 
quantities to the system performance parameters used during the 
design stage. 

Output of the system performance parameters in real time provides 
a powerfUl aid for debugging development models and a more valid 
basis for accepting or rejecting product in factory tests. Statistical 
analysis is used as an aid in setting test limitS' by evaluating the rela,­
tionships between component tolerances, measurement errors and the 
calculated system performance parameter. 

1. INTRODUCTION 

Communication systems, both analog and digital, often use linear 
networks to which system performance is highly sensitive. In cases 
where the relationship between network characteristics and system 
performance are complex, computers are being increasingly used for 
network and systems design. Examples of such designs are given in 
other papers in this issue. The design process is not completed until 
the design intent is verified, first by measurements of the breadboard 
models and finally by measurements of the manufactured networks, 

When a physical network is to be evaluated, direct measurement 
of its effect on system performance requires having a system available 
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as a test instrument. TO' be a satisfactary test, ane would alsO' require 
that the physical system represent all necessary warst cases. This 
approach has been used, but it has inherent difficulties such as the 
difficulty in abtaining a naminal ar warst-case system, the difficulty 
in maintaining the system, and the lack af infarmatian an a netwark 
that has failed a test. 

These difficulties are largely avercame with the test methad de­
scribed in this paper. Using this methad, the network is measured an 
a general purpose test set cantralled by a camputer. Fram these 
measurements af the netwark; parameters are calculated which predict 
the perfarmance of the netwark in a system and which pravide direct 
infarmatian abaut the netwark. The sectians which fallaw give ex­
amples af such tests and the steps necessary to' implement the tests 
and establish their validity. 

II. IMPLEMENTATION OF TESTS 

With the general purpase camputer aperated test set, we evaluate 
the linear netwark parameters fram insertian lass and phase data 
praduced by the netwark when measured in a suitable cannectian. 
In many cases, the linear parameter used far netwark synthesis can 
be directly measured. In ather cases, a transfarmation af the insertian 
lass and phase data is required.1 

As suggested in the intraductian, the relatianship between lass and 
phase measurements and system perfarmance with the netwark 
inserted can be quite camplex. In fact, examples exist where setting 
limits an insertian lass and phase (based an campanent talerances) 
rather than system perfarmance causes "gaad" netwarks to' be re­
jected and "bad" netwarks to be accepted. Output of the system per­
farmance in real time pravides a more valid basis far accepting ar 
rejecting netwarks in factary tests and pravides a pawerful aid far 
debugging breadboard madels during develapment. 

What is needed to' implement the system perfarmance test then is 
a camputatianal link between system perfarmance and netwark lass 
and phase. Fortunately, this link has essentially been established in 
thase cases where netwark synthesis, aptimizatian, or talerance analy­
sis were dane an a camputer using system perfarmance as the design 
goal. What rem'ains is to' extract the required camputatian sectian af 
the design pragram, put it an the test set camputer, and cauple it to' 
the measurement pragram thraugh a camman set af parameters. 

After the system perfarmance test is implemented, we must establish 
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its validity. A lack of exact correspondence between the on-line meas­
urements and actual system performance with the network inserted 
is caused by: 

(i) uncertainties in the linear measurement, and 
(ii) error multiplication in the system parameter calculation. 

Uncertainties in the linear measurement are a function of such quanti­
ties as test frequency, insertion loss, and measurement averaging time. 
These uncertainties can be reliably predicted. Errors in the system 
parameter calculation could in theory be determined by experiment 
(measurement) but this would be very time consuming and worst-case 
values would be difficult to obtain. The framework used in the 
Tolerance Analysis Program is a convenient tool for providing a 
statistical model of the relationship between measured system per­
formance and actual system performance. This is discussed in more 
detail in Section V. 

The next section will describe, in some detail, the implementation 
of a test for digital (D2) channel bank filter. 

III. n2 CHANNEL BANK FILTER TEST 

The D2 Channel Bank is used for time division multiplexing and 
demultiplexing in a pulse code modulation transmission system.2 The 
two filters being tested are linear networks operating in series with a 
periodically operated switch. In the design stage, filter component 
values were optimized to meet requirements imposed on the tandem 
combination of filter and switch, i.e., "switched transfer function." 
Historically, acceptance of the filter would be based on measure­
ments of insertion loss under continuous excitation. However, com­
puter studies by E. M. Butler3 point to the possibility of passing' bad 
product (i.e., failed STF test) and rejecting good product (i.e., passed 
STF test) when using the insertion loss test. Figure 1 shows the results 

SWITCHED SWITCHED 
TRANSFER FUNCTION TRANSFER FUNCTION 

INSERTION PASS FAIL INSERTION PASS FAIL 
LOSS: LOSS: 

PASS 88.5% 0 PASS 66.5% 1 % 

FAIL 9.5% 2.0% FAIL 19.5% 13% 

2% TOLERANCES 3% TOLERANCES 

Fig. 1-Comparisons between switched transfer function and insertion loss tests. 
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of Butler's studies for the demultiplex filter when all network elements 
are deviated from nominal with uniform distributions of ±2 percent 
and ±3 percent. Note that in the 2 percent case, 9.5 percent of the 
good product fails the insertion loss test. In the 3 percent case, 1 
percent of the bad product passes the insertion loss test. Even though, 
the correspondence between the two tests improves (or the tighter 
tolerances actually used in the system, the conclusion is reached that 
a proper filter acceptance test must be based directly on the switched 
transfer function (STF). 

3.1 General Approach 

Figure 2 shows the configuration of the switched filters used in the 
D2 system. Two different approaches are available for calculating the 
STF of the filters. The state variable method of F. R. Mastromonaco 
and M. L. Liou4 ,5 can give us exact solutions but require exact knowledge 
of the network topology and element values including all parasitic ele­
ments. The other approach, used by W. R. Bennett,6 C. A. Desoer,7 
T. H. Crowley,8 M. R. Aaron,!) and P. E. Fleischer,l° expresses the 
STF as a function of z parameters of the network. Z parameters can 
be easily derived from loss and phase measurements at the terminals 
of the network. The value of a capacitor in the network is also 
required, but this too is readily obtained. 

(a) 

o 

(b) 

SAMPLING 
SWITCH 

Fig. 2-Switched filters for pulse code modulation transmission system. (a) 
Demultiplex network. (b) Multiplex network. 
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The STF of the demultiplex filter, Hd,(j,w) , and the STF of the 
multiplex filter,H m (jw) , are expressed by Fleischer as: 

where: T = period of switching frequency, 
C = input capacitance, and 
R = source impedance of multiplexer. 

An approximation to the equation above is given by Fleischer as: 

H (.) Hm(jw) dJw=-T-

RC 

-
L + ~ (. +·k 27r)+ . 0.645T (wT)[1+0 127(wT)2] 
2C L...J Zl1 JW J T J C 2 . 2 

k=-l 7r 7r 7r 

(1) 

(2) 

Since the STF formulation used for the filter test [equation (2)] 
gives only approximate results, it was important to confirm the 
accuracy of the approximation. Results from equations (1) and (2) 
were compared with results of calculations using the state variable 
method of M. L. Liou. This comparison between the three methods­
showed a maximum discrepancy of 0.0049 dB in the passband and 
0.029 dB in the reject band. 

3.2 Measurement Method 

To perform the calculation indicated by equation (2), three values 
of Zll and one value of Z12 are required for each frequency at which 
STF is to be calculated. Referring to Fig. 3 and for the case where 
12 = 0, 

Hence: 
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also, 

and 

R VI/Eo 
Zll = 1 1 - VI/Eo 

The value of capacitance 0 1 (Fig. 2a) must also be: known. This is 
determined by measuring Zll as just described at a frequency where 
the series inductance L2 is in resonance with its distributed capacity 
so that the remainder of the circuit is virtually disconnected. At the 
resonant frequency, (})r , 

I" - (VI/Eo) 
jWrRI VdEo 

The measurements of 0 1 , Z12, and Zll are implemented by auto­
matically switching a high impedance probe to measure Vt/Eo and 
V 2/V 1 at the appropriate frequencies. 

3.3 Validation of STF Test 

The STF test is validated by reviewing the factors contributing to 
error in the STF measurement and performing tests to gain assurance 
that the net error is small. 

3.3.1 Determination of Capacitance 

The value of capacitance obtained by measuring Zll (w) is shown 
on Fig. 4 together with the values obtained from measurements on 
an admittance bridge. The discrepancy in the two values was less than 
0.2 percent and perturbs the STF by less than 0.008 dB in the pass­
band. The reproducibility of the measurement of C 1 is better than 
0.5 percent. 

TWO PORT 
NETWORK 

Fig. 3-Basic test configuration. 
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Fig. 4-Detennination of filter input capacitance. 

3.3.2 Probe Errors 

After optimizing levels for the best tradeoff between probe noise and 
linearity, the linearity errors in the probe were measured to be less 
than 0.01 dB and errors from probe noise were less than 0.1 dB in 
the STF reject band. Loading errors from the finite probe input 
impedance were considered and were estimated to introduce less than 
0.01 dB error in the STF passband. 

3.3.3 Accuracy of Zl1 and Z12 Measurements 

Admittance measurements were made on a demultiplex filter using 
an admittance bridge capable of ±O.l percent accuracy. From these 
measurements Zn and Z12 were evaluated and compared with values 
obtained from loss and phase measurements and agreement is within 
0.4 percent. When bridge measurements are made directly on the 
individual components of the filter and STF is calculated, the dis­
crepancy with the STF obtained from loss and phase measurements 
is as large as 0.05 dB in the passband. l\1uch of this difference is due 
to errors in the circuit model used in calculating Z parameters. 

3.4 Sensitivity of STF to Loss and Phase Measurement Errors 

The Tolerance Analysis Program (TAP) 11 was used to determine 
the "amplification" of measurement errors inherent in the computation 
of STF from loss and phase data. Figure 5 gives the results for a 
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demultiplex filter in which errors in each measurement (VI/Eo, 
V 2/V 1 in Fig. 3) were assumed to be 0.03 dB and 0.2° with the sign 
of the error randomly chosen. This run included 17,500 cases and vir­
tually 100 percent of the STF loss values lie within ·±0.1 dB of the 
correct value. We also note that a 0.3 percent error in 16ss and phase 
(0.03 dB, 0.2°) has been amplified to a 1 percent error in STF. In a 
second run, loss and phase errors 1/3 as great produced errors in STF 
1/3 as great. Similar results were obtained at other passband fre­
quencies where TAP runs were made. Slightly greater tlpreads were 
observed in the filter reject region, but the differences were not sig­
nificant. 

3.5 Summary of D2 Test 

The STF test on the computer operated test set provides a more 
valid acceptance test of the D2 multiplex' and demUltiplex filters than 
the insertion loss tests commonly used for filters of this type. The STF 

t2~---------------~\--------------------~ 

z 
o 
t= 
u 

10 

Z 8 
:> 
u. 

>­
I-
in z 
UJ 6 
o 
>-
I-
::::i 
iIi 
;:i 4 
o 
a: 
a. 

2 

__ - ACTUAL NETWORK 

o== ______ ~ ______ ~ ______ ~ ______ ~~ __ ~ 
6.10 6.15 6.20 6.25 6.30 6.35 

SWITCHED TRANSFER FUNCTION IN DECIBELS 

Fig. 5-Distribution of STF loss measurements for 0.3 percent errors in loss and 
phase. (17,500 samples; measurement error, ±0.03 dB and ±0.2°; frequency, 
22 kHz.) 
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is measured with a passband error of less than 0.05 dB and an error of 
less than 0.2 dB in the reject band. Using computer controlled relays 
for switching the measuring probe, the STF measurement at 1, 2, 3, 4, 
and 5 kHz is obtained in 14 seconds. 

IV. T2 DIGITAL SYSTEM EQUALIZER TEST 

The design evolution of the T2 equalizer is covered elsewhere in this 
issue.12 This digital system network provides a potent example of 
design criteria having a very complex relationship to' loss and phase 
measurements. In the T2 equalizer test used during development, 
insertion loss and phase measurements were transformed to pulse 
response, eye opening, and error rate for a system section having 
varying cable lengths and varying cable temperature. The program to 
effect this transformation was essentially the same program used for 
the equalizer design. In the T2 factory test, eye opening was chosen 
as the test parameter, and the original program was modified some­
what to reduce the program size and running time. 

The results of a TAP analysis on the eye opening measurement and 
some verification by analytical techniques show that, for a nominal 
network, errors of ±O.1 percent in loss and phase cause a variation 
O'f ±0.3 percent in the eye pattern. In the test program used, measure­
ment precision is controlled to ±0.1 percent or better and the eye 
pattern is evaluated for 3 cases of cable length and temperature in 
about 1.5 minutes. 

v. SETTING LIMITS ON FACTORY TESTS 

In the two TAP analyses previously described, the effects of meas­
urement errors on the calculated STF and eye opening were considered 
for the nominal network only. In the actual factory environment, we 
also have the statistical variation of the networks themselves resulting 
from component variations. To establish the limits of acceptance in 
the factory test, a two-stage TAP analysis is used. 

In the first step, network components are varied according to ex­
pected statistical distributions and the maximum and minimum of the 
system performance parameter is determined. The output from this 
step is the loss and phase values associated with the nominal network 
and with the networks producing the upper and lower limits of the 
system performance parameter. 

In the second step, 3 TAP runs are made using the appropriate 
statistical variations in measured loss and phase (these depend on net-
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work loss). The output here is three distributions of system perform­
ance parameter. Figure 6 gives the results for the D2 demultiplex 
filter. This analysis provides a model of the distribution of measure­
ments to be expected in the factory with the assumed design and 
shows the relationship between design limits and test limits. Note 
that a requirement of 100 percent yield on the network 'would mean 
that these limits must lie within the system requirementF'. 

There is one tradeoff that should be mentioned. If one is concerned 
with a minimum cost network, the cost of testing with higher or lower 
accuracy must be compared with the cost of decreasing or increasing 
the component tolerances. Two possible conditions are indicated in 
Fig. 7. 

VI. DISCUSSION AND SUMMARY 

In the past, test requirements on networks used in systems have 
not necessarily been optimum from the standpoint of system per-

~-------- TEST LIMITS --------;..j 

I ~------ - DESIGN liMITS ------~ I 
100 

I I I I 
>-

, 
I TEST FREQUENCY I 

, 
;-
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I I I ~ 75 
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I I >-
I-

~ 
I I a:J 

<t: 
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I I I I a: 
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I I I I 
25 I I LOW NOMINAL I I HIGH 

I I 
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I 
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I 
0 
5.88 5.92 5.96 6.00 6.04 6.08 6.12 

SWITCHED TRANSFER FUNCTION IN DECIBELS 

Fig. 6-Distribution of STF loss measurements for D2 filters with lowest loss, 
nominal loss, and highest loss. 
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SYSTEM PERFORMANCE MEASUREMENTS ~ 

Fig. 7-Relation between measurement accuracy and design limits. ( __ orig-
inal measurement accuracy; ____ lower measurement accuracy.) 

formance or network cost. The test requirements have depended on 
such things as the availability of test equipment and the confidence 
in the knowledge of relationships between network characteristics 
and system performance. Analysis tools to determine yield or tradeoffs 
between component and test costs were not available. If special test 
equipment was needed, delays for development of test equipment were 
incurred and development tests and factory tests were often different. 

The test method described in this paper provides a flexible and accu­
rate method of evaluating linear networks on general purpose test 
sets in terms of parameters that are meaningful to the system designer. 
The approach fits in conveniently with techniques used during the 
design phase and makes use of software developed in that phase. This 
makes possible, in cases where the de~igner and the manufacturer 
have compatible measuring sets, very rapid startup of factory tests 
and convenient intercomparison of data. The TAP analysis used to 
set test set limits provides an analytical tool for use in comparing 
costs related to components, testing, and yield. 
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Statistical Circuit Design: 

Large Change Sensitivities for 
Statistical Design 

By E. M. BUTLER 

(Manuscript received November 25, 1970) 

A AIonte Carlo study is an analysis in the. sense that for specified 
tolerances, correlations, etc., empiric distrl~butions of measures of 
performance are obtained. An approach is presented which addresses 
itself to the inverse problem, that of determining the toleranoes, cor­
relations, etc., necessary to realize acceptable performance distribu­
tions. The approach is based on the concept O'f large change sensitiv­
ities which are proposed as a measure of sensitivity for sta,tistical 
design. The approach specificaUy addresses design problems such as 
specifying tolerances, desensitizing a nominal design, recognizing the 
possibilities for and specifying tuning and/or matching procedures, 
and verifying that a design is consistent with expected statistical cor­
relation between parameters. We present an example illustrating sev­
eral of these applications. 

I. INTRODUCTION 

Realistic system and circuit design must account for the fact that 
exact realizations of paper designs are seldom achieved. The Bell 
System is particularly sensitive to this problem not only because of 
physical and economic constraints in manufacture, but also because 
of the varied field environments in which the system must operate. The 
effects of variations in design parameters, which are. usually modeled 
as random variables, can be investigated via a Monte Carlo study. 
However, a Monte Carlo study is an analysis in the sense that for 
specified probability density functions of design parameters (specified 
by "nominal" value, tolerance, correlation, etc.) an empirical distribu­
tion for various outputs or performance measures is found. The inverse 
problem, that of finding nominal values, tolerances, and correlation 
in order to obtain an acceptable performance distribution, has received 

1209 
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relatively little attention. This paper describes an approach addressed 
to this problem of "closing the loop around tolerance analysis." ~} 

There are three significant points about this approach. First, the 
approach does not rely on first- or second-order approximations.t Like 
Monte Carlo, no attempt is made to a.pproximate measures of per­
formance. Second, the approach can accommodate multiple-specifica­
tions. Third, the implementation of the approach is feasible with a 
computer and so the techniques may be thought of as computer aids 
to statistical design. 

The approach is based on four assumptions. 

(i) There exists a designer-specified scalar performance criterion, 
J, which adequately reflects the goodness of a design and which 
is a continuous function of the design parameters. A method 
for forming a single criterion from many criteria is illustrated in 
the examples. 

(ii) There is a designer-specified value of this criterion beyond 
which designs are not acceptable. 

(iii) There is a known nominal design which is acceptable in terms 
of the performance criterion. 

Definition: The region of acceptability, RA , is defined to be a con­
nected region in parameter space such that the nominal design is in 
R A and such that for all realizations in R ~ the corresponding performance 
is acceptable. 

Finally, we make a fourth assumption. 

(iv) All realizations inside RA are equally good; i.e., a pass/fail 
decision can be made for each realization. 

These ideas are illustrated in the one parameter, two criterion example 
in Fig. 1 where J i is the scalar value of the ith performance criterion, 
pO is the nominal design parameter value, J~ is the ith performance 
at nominal and Ei is the allowable degradation in J i from J~ .: Since 
there is more than one specification which must be met, the region of 
acceptability, RA , is the intersection of the individual regions of ac­
ceptability for each J i • In this example, RA is [p I a ~ p ~ b]. 

* Some of the information in this paper has appeared elsewhere.1 It is included 
here in the interest of completeness. 

t There have been suggestions in control theory to eschew first-order sensitivi­
ties, but the proposed concepts have been difficult to realize.2- 4 

:I: The superscript 0 denotes nominal value. A method for forming a single cri­
terion from many criteria is illustrated in the examples. 



LARGE CHANGE SENSITIVITIES 1211 

.__- J 1 (p) ,....--J2 (p) 
~ ;{' 

t 
~- ------------------7('---..'---

" /1 
---- ~-------~~--~--

I '- / I. 
----4 ---r---'" 

I I 
I I 

J~ -----1-----
I 

b 

Fig. I-A one-dimensional example. 

Under the abave assumptians, the regian af acceptability is clearly 
impartant in the cantext af statistical design, that is, in specifying 
naminal values, talerances, etc. In fact, it is the shape af this regian 
and the placement af the naminal in it rather than the value of the 
perfarmance at naminal that is impart ant. Far example, if the randam 
deviatians in the realizatian af p in the abave example were unifarmly 
distributed and symmetric aqaut the naminal, then a naminal design 
lacated half way between paints a and b wauld be better than pO in 
terms of yield and/ar allowable talerance. Furthermare, in this cantext 
af statistical design the cancept af sensitivity takes an a new meaning 
which is intraduced in Sectian II. Applicatians af this sensitivity in­
farmatian to. clasing the laap in talerance analysis are discussed in 
Sectian III and an example is given in Sectian IV. 

II. LARGE CHANGE SENSITIVITY 

2.1 Intercepts 

Suppose that we hald all parameters fixed at naminal except the kth. 
We define the upper (lawer) intercept af parameter k to. be the value 
in percent deviatian from naminal af parameter k far which the per­
farmance is unacceptable far the first time as parameter k is increased 
(decreased) fram naminal. Parameter values are expressed in percent 
deviation from naminal far reasanable scaling. Paints b and a are the 
upper and lawer intercepts far the ane parameter example af Fig. 1. 
We denate these intercepts by 
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It(J, pO, e) == It == upper intercept of parameter k with respect 
to performance criterion J, nominal design pO, 
and allowable performance degradation e. * 

Similar notation holds for I~ . 
The intercepts are simply a measure of how far a single parameter 

can deviate within the region of acceptability. If the kth intercepts are 
small, then being in RA is very "sensitive" to the kth parameter, and 
vice versa. Using this observation as motivation, the following measure 
of sensitivity is proposed. 

L t(J, pO, e) = L t = upper large change sensitivity of parameter k 
with respect to J, pO and e. 

Similarly, 

a 1 
= It' 

L- A -1. 
k - I~ 

A single large change sensitivity for parameter k can be defined as the 
maximum of [Lt, L~]. 

2.2 Performance Contours 

The intercepts provide information about how far a single parameter 
can vary while all others are fixed at nominal before the specifications 
are not met. This idea can be extended to two parameters. For a pair 
of design parameters, a line (or lines) of constant, just acceptable 
performance provides an indication about how the two parameters can 
vary simultaneously around nominal before specifications are not met. 
In fact, a performance contour for a pair of parameters is defined to 
be this line (or lines) which describes the edge of RA restricted to the two­
dimensional subspace defined by these parameters, while all other 
parameters are held fixed at nominal. Again, each parameter value is 
specified in terms of percent deviation from its nominal value. 

The concept of a performance contour can be illustrated with a simple 
example. Consider the two parameter voltage divider shown in Fig. 2 
where R~ = Rg =1. The transfer function, T, is given by 

T = 1/(R1/R 2 + 1), TO = 0.5; 

the input resistance, R, is given by R = Rl + R2 , RO = 2. 

* Bold face letters denote vector quantities. 
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Fig. 2-A voltage divider example. 

Suppose the des~gn specifications call for 0.49 ~ T ~ 0.51 and 
1.8 ~ R ~ 2.2. The region around nominal where the first specifica­
tion is met is the shaded area in Fig. 3 and the region where the second 
specification is met is the cross-hatched area. The region where both 
specifications are met is the intersection of th~se regions. The edge of 
this acceptable region is the performance contour. The points where 
the contour crosses the axes are the intercepts. 

Notice that the performance contour has sharp corners because of 
the multiple design specifications. The particular specification which 
determines an intercept or a section of a performance contour is said 
to be dominant at that point or points. For example, the upper left 
part of the contour in Fig. 3 is determined by the T ~ 0.51 specifica­
tion. 

A performance contour can be interpreted as providing "second-
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Fig. 3-Performance contour for the voltage divider example. 
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order" large change sensitivity information since it indicates how L+ 
and L - for one parameter will change for a change in the nominal value 
of the second parameter. 

2.3 Comparison with Classical Sensitivities 
One can argue that large change sensitivities are similar to first­

order sensitivities in the sense that only one parameter is varied while 
others are held fixed. There is, however, a fundamental difference in 
approach. The latter sensitivities are proportional to the change in 
performance due to similar changes in the individual parameters. The 
large change sensitivities, on the other hand, are based on the change 
necessary in each parameter to bring about a particular (but similar) 
change in performance. Finally, it should be noted that if J is a linear 
function of the parameters, the two sensitivities are similar. This 
lends credence to the definition of large change sensitivity as propor­
tional to the inverse of the intercepts. 

It is interesting to note that large change and classical sensitivities 
each provide a characterization. The intercepts and performance 
contours (first- and second-order large change sensitivities) provide 
a characterization of RA in one and two dimensions in parameter space, 
while the first two terms in a Taylor series of performance about 
nominal (first- and second-order classical sensitivities) provide a 
characterization of the performance near nominal. In statistical design, 
attention is (or should be) focused on RA rather than on the per­
formance at nominal. -The large change sensitivities provide a charac­
terization of R A , and hence, a measure of parameter sensitivity for 
statistical design. 

III. APPLICATIONS 

3.1 Preliminary Remarks 

Information provided by large change sensitivities can enhance a 
designer's insight into a problem. This can be especially important 
when complicated specifications exist and intuition becomes hard 
pressed. One might question the amount of useful information derivable 
from performance contours since they represent RA for only pairs of 
parameters. It should be pointed out, however, that electrical properties 
tend to depend on parameters in pairs such as RC products and resis­
tor ratios. 

In this section, several specific applications of large change sensi­
tivity information to design problems are discussed. The problems 
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which are addressed include desensitizing a nominal design, specifying 
tolerances, recognizing the need for and specifying tuning and/or 
matching, and verifying that a design is consistent with known statisti­
cal correlation or tracking. 

3.2 Desensitizing a Design 

3.2.1 The Problem 

We have seen in the example of Fig. 1 that the design could tolerate 
larger parameter variations from nominal if the nominal were centered 
in R A • That is, we could desensitize (in a large change sense) the 
design by placing the nominal half-way between the intercepts rather 
than at pO. We extend this notion to N dimensions and base our 
measure of being centered in RA on the intercepts, or equivalently, on 
the large change sensitivities. 

We have investigated an algorithm to automatically desensitize an 
initial design which satisfies the performance specifications but is not 
necessarily centered. Two pertinent observations which influenced the 
formulation of our algorithm are:' 

(i) If we change the nominal values of more than one parameter 
simultaneously in an attempt to center based only on intercept 
information, it is possible to move outside of RA inadvertently. 
Consider the hypothetical two-parameter example described by 
its performance contour in Fig. 4. If we center hoth PI and P2 

----------r---~------------~---Pl 

Fig. 4-Performance contour for a hypothetical two-parameter example. 
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simultaneously based on the intercepts at point (p~ , p~), we move 
to point X which is outside R A • 

(ii) The intercepts for a particular parameter are simple functions 
of that parameter's nominal value, but they can be complicated, 
even noncontinuous functions of the nominal values of other 
parameters. For example, in Fig. 4 the upper intercept of pa­
rameter 1 (for PI = p~) is not a continuous function of pz . 

3.2.2 An Algorithm for Desensitizing 

In view of the above comments, it was decided to iterate towards 
a desensitized design by changing only one nominal at a time using a 
simple algorithm. We have taken as our measure of being centered, 

E(P) == max II~(J, p, €) + I~(J, p, €)I == max ei , 
i i 

== I I~ + I~ 1.* 
Suppose we start at p and that the error, E (p) = E, is attributable 
to parameter k, i.e., M = k. Let us call Pk the "worst offender." First, 
we center parameter k and compute the new error E (p') = E'. Note 
that centering Pk insures ek = 0, but the intercepts for the other param­
eters can, and probably will, change. If E' is less than E, p' becomes 
our new starting point with error E', and we then center that parameter 
which is the current worst offender. (It cannot be Pk since Pk is cen­
tered.) If E' is not less than E, it means that centering Pk has altered 
the other intercepts enough to cause a larger error. We thus step Pk 
back half-way between its present value and its original value, and 
again compute the error. This process continues until a lower error has 
been found or until Pk has been stepped back seven times at which 
point the error is accepted and the algorithm starts over. Note that if 
this happens the worst offender will not be parameter k. 

This algorithm has been implemented in a computer program called 
XCENTRIC (Experimental Centering Program) and some results will be 
given in Section IV. No claims are made about convergence of the 
algorithm; rather, its strength lies in its simplicity. 

3.3 Specifying Tolerances 

Typical approaches to specifying tolerances in the past have been 
either to set tolerances roughly inversely proportional to first-order 

* We have assumed symmetry in the probability density function for Pi. This 
is not necessary since one can weight the intercepts accordingly. For example, if 
the density function for Pi were rectangular with twice as much probability above 
nominal as below, one could set ei proportional to ('11.+ + 2I i -). 



LARGE CHANGE SENSITIVITIES 1217 

sensitivities or to set them to the tightest available. The former ap­
proach requires linear approximations while the latter can be unneces­
sarily expensive. The intercepts and performance contours provide a 
designer with information about how far parameters can deviate and 
stay within R A • This is what a designer really needs to better specify 
tolerances. Furthermore, if 100 percent yield is desired, the intercepts 
and contours provide upper bounds and pairwise constraints respec­
tively on feasible parameter tolerances. This fact has been utilized to 
help solve a version of the minimum cost tolerance specification prob­
lem; the method and results are presented in another paper in this 
issue.5 

3.4 Parameter Correlation with Respect to the Performance Specifications 
Consider again the performance contour shown in Fig. 3 for the 

voltage divider example. The shape is an indication that the two 
resistors are "correlated" with respect to the design specifications. 
Two parameters are qualitatively defined to be correlated with respect 
to the performance specification if the region of acceptability for one 
parameter (specified by its intercepts) depends strongly on the value 
of the second parameter. If the contour were rectangular and parallel 
to the axes, the two parameters would be uncorrelated. This correlation 
information can be useful in two ways. 

First, a design may be evaluated by determining whether parameter 
correlation with respect to the performance specifications is consistent 
with statistical parameter correlations. A design should be insensitive 
to, and in fact, it should take advantage of known statistical correla­
tion. For example, it would be desirable if Rl and R2 in the voltage 
divider example tracked each other (or could be chosen to track) 
because of manufacture and/or environment. In addition, it is sug­
gested that if one is investigating a design with statistical correlation 
between many parameters, it might be advantageous to find intercepts 
and contours for the independent and correlation determining random 
variables since they are really the design parameters. 

Second, problems of specifying tuning or matching are inherently 
linked to the tolerance specification problem; parameter correlation 
with respect to performance specifications is an indication that tuning 
or matching might be desirable. In addition, the contour information 
can indicate how to match parameters and/or the specification to which 
to tune. In the case of tuning, the constraint which is dominant along 
the "long" side of the contour is the criterion to which to tune. In the 
voltage divider example this would be the transfer function specifica-
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tion. For the case of matching, correlation can indicate that the per~ 
formance specifications depend strongly on, or are most sensitive to, a 
particular combination of the two parameters such as their ratio. Prop­
erties of performance contours which relate certain correlated contour 
shapes to particular combinations of the two parameters are given 
elsewhere.1 However, two of the more important properties are stated 
in the Appendix. Design parameters presumably would be matched 
according to the particular combination. For example, the contour for 
the voltage divider lies along and contains the 45 0 line and so one 
should consider matching the ratio of the two resistors to their nominal 
ratio (see Section A.2). Finally, it should be pointed out that the con­
tour information can be used to suggest sequential tuning or matching 
procedures since contours for a tuned or matched design might suggest 
further tuning or matching. 

3.5 Computation of Performance Contours 

A program, CONTOUR, has been written to compute intercepts and 
performance contours for user supplied subroutines which compute 
design performance. The program has been written for an interactive 
CDC 3500 facility. On-line scope displays of the contours as well as 
Calcomp plots are options which complement printer output. A 
Monte Carlo program to estimate yield is also part of the entire pack­
age. Thus, a user can verify immediately whether any changes made 
based on contours or intercepts did, in fact, increase the yield. The 
choice of parameter pairs for which performance contours are to be 
computed is up to the user. 

The intercepts are found via a search and the contours are found via 
a performance contour following aJgorithm. Since many performance 
evaluations are necessary, the speed of computation depends strongly 
on the time required for a circuit analysis. For the example to be 
presented, a general purpose analysis routine for ladder networks was 
used to analyze the circuit and the computation of a performance con­
tour typically took on the order of a few seconds. No advantage was 
taken of the fact that during the search for intercepts or computation 
of a contour, only one or two circuit parameter values are changed 
between each analysis. 

IV. AN EXAMPLE 

4.1 Preliminary Remarks 

In the last section we indicated that large change sensitivity infor­
mation could be used to desensitize an initial design, to help specify 
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tolerances, and to indicate parameter correlation with respect to the 
specifications. In this section we present an example which illustrates 
the insight provided by intercepts and contours as well as their utility 
in suggesting matching and in desensitizing an initial design. CONTOUR 

was used to compute the intercepts and contours, and XCENTRIC was 
used to desensitize the initial design. The yields were estimated using 
TAp6 with components assumed to be independent, uniformly distrib­
uted random variables. This example is not contrived; it was a recent 
B.T.L. design. 

4.2 The Problem 
The circuit is a low frequency bandpass filter with insertion loss 

specifications shown in Fig. 5. This is an example of the multicriteria 
case. We obtain a single criterion by defining 
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Fig. 5-The circuit and specifications for the example. (Parameters 5 and 6 
correspond to the loss peak at 700 Hz. Parameters 9 and 10 correspond to the 
loss peak at 240 Hz. Parameters 2, 3, 12, and 13 correspond to the bandpass loss 
minimum at 420 Hz.) 
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where 1Li is t.he insertion loss at. the ith frequency (for this example 
there were 30 different. frequencies of interest) , and 

J ~ max {Jd. 
i = 1.30 

Thus, JO = 0 and E = 1. 

4.3 Results 

Two of the performance contours for this example are shown in 
Fig. 6. The numbers which are writt.en alongside the contours indicat.e 
t.he frequency at which the insertion loss specifications failed first, i.e., 
which criterion determined or was dominant along that edge of the 
region of acceptability. 

The insight gained from the contours agrees with one's int.uitive feel 
for the circuit. Consider the transmission zeroes which we know depend 
on LC products and in particular consider parameters 5 and 6, which 
determine the loss peak at 700 Hz. If both 5 and 6 increase (first 
quadrant in 5, 6 contour), the loss peak moves down in frequency and 
a specification is in trouble at 490 Hz, the upper edge of the passband. 
If both 5 and 6 decrease, the loss peak moves up in frequency and the 
35-dB insertion loss at 700-Hz criterion is the first to be violat.ed. 
Similar observations can be made by looking at the 9, 10 contour. 

Let us now consider possible component matching t.o increase yield 
or to permit loosening tolerances. It turns out t.hat the shape of t.he 
contour for parameters 5 and 6 is an indication that t.he specifications 
are sensitive to the product of these parameters. With tolerances of 
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Fig. 6-Two performance contours for the example. 
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30 percent on the Rs, 5 percent on parameters 2, 3, 12, and 13, 1 
percent on 9, 2 percent on 10, and 10 percent on 5 and 6, the yield 
went from 85 percent with no matching to 99 pe.rcent with matching 
5 and 6 to their nominal product. The contour for parameters 9 and 
10 also indicates that their product is important. With tolerances of 
30 percent on the Rs, 10 percent on parameters 5, 6, 9, and 10, and 5 
percent on parameters 2, 3, 12, and 13, the yield went from 67 percent 
(no matching) to 94 percent with matching 5, 6 and 9, 10 to their 
respective nominal products. It is true that in this sample example, the 
desirability of matching might be intuitively obvious to a designer. 
The purpose, however, was to illustrate how matching based on con­
tour information can dramatically affect the yield.'~ 

Finally, let us consider desensitizing this design since it is not 
centered as is obvious from the contour for parameters 9 and 10. The 
centering would hopefully effect an increase in yield for a particular 
set of tolerances or an increase in tolerances for a particular yield. 
XCENTRIC was run for two cases: centering only the inductors, and 
centering both inductors and capacitors. Yields for various tolerances 
were estimated for the original and both of the centered designs. The­
results are shown in Table 1. (30 percent tolerances were used for the 
Rs.) 

The following comments are pertinent: 

(i) The tolerances for the original design were 1 percent Ls and 
2 percent Cs which gave the desired 100 percent yield. 

(ii) The error function for XCENTRIC as defined in Section 3.2.2 
went from 21 to 0.6 for centering only the iriductors and from 
25 to 2.5 for centering all Ls and Cs. The changes from original 
nominal parameter values to centered values were typically 
on the order of a few percent. 

(iii) For any of the tolerance combinations shown, the yield increased 
significantly as a result of "centering." 

(iv) The original tolerances on the inductors could have been loosened 
to virtually 5 percent if the centered nominals had been used. 
This would have been physically feasible since the inductors 
were wound to desired values for this particular circuit. 

(v) Ignoring the problem of preferred capacitor values, the tolerances 
for both Ls and Cs could have been loosened to 5 percent as a 
result of applying XCENTRIC. 

* For other examples of this, see Ref. 1. 
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TABLE I-YIELDS FOR VARIOUS TOLERANCES FOR ORIGINAL 

AND CENTERED N OMINAL VALUES. 

Original Centered L Centered 
Nominal Original C Land C 

Tolerances Value~ Nominal Values Nominal Values 

l%L 100 - -
2%C 

5%L 95 99.9 -
2%C 

lO%L 75 89.0 -
2%C 

5%L 92 97.5 100 
5%C 

V. CONCLUSION 

In this paper we have discussed an approach to "closing the loop" 
in tolerance analysis. The approach specifically addresses design prob­
lems such as specifying tolerances, desensitizing a nominal design, 
specifying adjustment procedures, and verifying that a design is con­
sistent with manufacturing and environmental component tracking. 
The approach is particularly applicable to Bell System designs not only 
because in such designs deviations from nominal must be anticipated, 
but also because the designs many times have complicated, multiple 
specifications. The approach does not rely on first- or second-order 
approximations. In addition, since they are feasible via computer 
implementation, the techniques may be thought of as computer aids 
to (statistical) design. 

Under the reasonable and realistic assumptions stated in Section I 
and in the context of statistical design, it was seen that the shape of 
the region of acceptability and the placement of the nominal design 
in it are more important than the performance of the nominal design. 
Furthermore, in view of this the concept of sensitivity has a meaning 
different from the classical first-order one, and so large change sensitiv­
ity was introduced. Intercepts and performance contours were seen to 
provide "first- and second-order" large change sensitivity information. 
In fact, they provide a characterization of the region of acceptability 
in somewhat the same way that classical first~ and second-order sensi­
tivities provide a characterization of performance near nominal. Thus, 
because of the attention focused on the region of acceptability in 
statistical design, the large change sensitivities provide a measure of 

. sensitivity for statistical design. 
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Two computer programs, CONTOUR and XCENTRIC, have been written 
to compute and utilize large change sensitivity information. An 
example was presented to illustrate the utility of the approach in 
providing insight, in suggesting possible adjustment procedures, and 
in desensitizing a nominal-design. In the two latter applications the 
yield increased significantly when adjustments and changes were made 
based on large change sensitivity information. 

In short, for the realistic design problem,attention is (or should be) 
focused ·on the region of acceptability. Large change sensitivities pro­
vide a measure of parameter sensitivity for this region and design 
techniques based on them are addressed to the problem of "closing the 
loop" in tolerance analysis. 

VI. ACKNOWLEDGMENT 

The author would like to express his appreciation to B .. J. Karafin 
and L. A. O'Neill for many valuable discussions and suggestions,and 
to Mrs. L. H. Hott and Mrs. H. D. Rovegno for their programming 
efforts and suggestions. 

APPENDIX 

Properties of Performance Contours 
The notation used is Pi for the value of parameter i, p~ for nominal 

value, Vi for percent deviation from p~ , and r(Vi' v;) or r i ; for the 
contour of the i, j parameters. 

A.1 Product Property 

If J depends only on the product of two parameters pi, Pi , then 
(i) r(v" vJ contains the curve shown in Fig. 7 and is not bounded 

at either end; 

----~----~~------------+VL 

-100 

Fig.7-The constant parameter product curve in percent deviation space. 
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(ii) r(V i , Vk) = r(Vj , Vk), for all Vk • 
! 

One could qualitatively relax this exact property into the following 
corollary. 

A.2 Product Property Corollary 

If J as a function of p.; and Pi is most sensitive (in a large change 
sense) to the product of Pi and Pi , then r ii will roughly follow the curve 
in Fig. 7 and r ik ~ r ik , for all k. 

A.3 Ratio Property 

If J depends only on the ratio of two parameters Pi , Pi , then 
(i) r(Vi' Vi) contains the 45° line in the Vi , Vi plane and is unbounded; 

(ii) for Vi and Vi « 100, r(Vi' Vk) looks like r( -Vi, Vk), for all Vk • 

A.4 Ratio Property Corollary 

If J is most sensitive to the ratio of two parameters pi, Pi, then 
r ii will roughly follow the 45° line, and r(Vi , Vk) ~ r( -Vi, Vk) for all k, 
for Vi , Vi « 100. 

The motivation behind parts (i) of these two properties is simply 
that the hyperbola in Fig. 7 and the 45° line are loci in percent deviation 
space of constant parameter product and ratio, respectively. 
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The prediction of manufacturing yield of an electric circuit, given 
the tolerances and statistics of the components, is a straightforward 
procedure using Monte Carlo tolerance analysis. The inverse problem, 
namely, specifying the component tolerances that produce the cheap­
est network, is more difficult and has received little attention in the 
literature. In this paper an algorithm is presented that solves this 
problem for a significant class of networks. 

The algort:thm is limited to circuits for which one hundred percent 
yield is sought and whose components are statistically independent, 
i.e., discrete circuits. The one hundred percent yield assumption is used 
to reduce the number of possible tolerance choices. A variation of the 
branch and bound strategy that is shown to be particularly efficient 
is then used to make an optimum selection. Two-dimensional per­
formance contours, worst-case, and Monte Carlo computations are 
also used as part of the procedure. 

An example circuit is demonstrated for which the algorithm pro­
duced a tolerance assignment substantially cheaper than that pro­
jected by the designer. 

I. INTRODUCTION 

Monte Carlo tolerance analysis has proven to be a useful tool in 
evaluating the effects of component tolerances and environmental 
variations on electrical circuit performance. The method involves 
"constructing" samples of the circuit inside the computer using ele­
ment values that obey the manufacturing statistics, analyzing these 
samples, and forming empirical distributions of performance. One 
common outcome of the process is the prediction of yield. 

Monte Carlo tolerance analysis, henceforth referred to as TAP 

1225 



1226 THE BELL SYSTEM TECHNICAL JOURNAL, APRIL 1971 

(Tolerance Analysis Procedure), is an open-loop structure. If we ex­
amine the way in which it is used, we find that for discrete circuits 
the designer supplies the TAP program with a set of component toler­
ances he has chosen based on breadboard measurements, linear sensi­
tivity or worst-case analysis, or some other approximate technique. 
At the conclusion of the TAP run, he observes yield and is faced with 
one of two situations: 

(i) Yield is too low. With this result the designer knows he must 
change his tolerances. Unfortunately, TAP gives him little 
information as to which tolerance~ to change and by how much. 

(ii) Yield is adequate. Here the designer may be satisfied by the 
design but he obtains little help in determining whether a 
cheaper (looser) set of tolerances might not give equally satis­
factory yield. 

TAP, then, is open-loop in that it is a tool for predicting yield given 
a set of tolerances; both the initial set of tolerances or any changes to 
that set must be provided by the designer without assistance from 
TAP. (It is interesting to note that for integrated circuits the designer 
has little freedom in specifying tolerances or tracking. In this case 
TAP is used to check that designs themselves are adequate, given the 
component tracking that can be achieved in integrated production.) 

This paper discusses an algorithm for closing the TAP loop. The 
program embodying this algorithm will accept a circuit topology, nom­
inal element values, a figure of merit for circuit performance and data 
relating element cost to element tolerance, and specify the set of 
tolerances that will produce the cheapest manufactured network that 
has 100 percent a priori yield. (By a PT1'Ori yield we mean the per­
centage of those manufactured circuits all of whose components are 
within tolerance limits and which are wired correctly that meet specifi­
cations. 100 percent a priori yield implies that any manufactured 
circuit that fails to me'et specifications has either a component outside 
of tolerance or a wiring error.) The techniques described are appli­
cable at present only to discrete circuits, i.e., circuits where the 
parameters are statistically independent. Work is in progress to treat 
circuits with correlated parameters. 

The method described below is a combination of two-dimensional 
performance contours,! a method the author has since learned is a 
variation on the branch and bound technique,2 quasi-worst-case com­
putations and repetitive TAP computations. 
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II. THE CHEAPEST NETWORK 

In this paper the cheapest network is defined as the network with 
100 percent a priori yield such that the sum of the costs of the com­
ponents comprising that network is not greater than the sum of costs 
for every other network with 100 percent a priori yield. We are con­
cerned with a network of fixed topology and fixed nominal element 
values for which we ·want to choose a tolerance vector, T, each of whose 
elements, Ti , is the tolerance cho8en for circuit parameter, Pi . Associ­
ated with each parameter tolerance, Ti, is a cost, Ci (Ti) , where Ci ( .) is 
the cost function of the ith circuit parameter. 

For each parameter the designer has a limited number of discrete 
tolerances from which to choose. Therefore, we will consider a finite 
universe of possible realizations, each realization being characterized 
by a unique tolerance vector. We will number the realizations in the 
universe 1, 2, "', l, and refer to each realization by its associated 
tolerance vector Tk. We next define the set, 

a = {k I realization k has 100 percent a priori yield} 

and the associated set, 

aT = {Tk I k t a}. 

Then a cheapest network has tolerance vector T~~ satisfy~ng the condi­
tions: 

n n 

(ii) :E Ci(T~) ~ :E Ci(T~); for all k t a, 
i=l i=l 

where the circuit under study has n components. 
One could imagine other criteria by which the cheapest network 

might be defined. In particular, one might find a network cost function 
that traded off yield against cost of repairing, component salvaging, 
or discarding networks. However, consideration of such tradeoffs 
raises serious questions about manufacturing practices, not to mention 
the question of allowing sub-marginal circuits to be installed in the 
field. Because of these questions, the following discussion is limited to 
circuits for which 100 percent a priori yield is required. As we shall 
see, this assumption is central to the proposed tolerance specification 
method. 
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III. REGIONS OF ACCEPTABILITY AND POSSIBILITY 

It is assumed that the circuits with which we are dealing have a 
scalar performance, J, that is a computable function of the circuit 
parameter values; a nominal design with performance measure, Jo ; 
and an allowable degradation from nominal, €, such that (Jo + €) 
marks a boundary separating acceptable circuits from unacceptable 
ones.* 

We now examine the n-dimensional parameter deviation space, i.e., 
a space whose origin is defined as the I}ominal parameter vector and 
each of whose axes is the percent deviation of one parameter from 
its nominal value. We postulate the existence of a connected region, 
including the origin, such that all circuits built with parameter values 
represented by points inside the region are acceptable and those out­
side the region are unacceptable. We call this the Region of Accepta­
bility, R A .1 We now notice that in this same space, each tolerance 
vector, T\ is associated with an n-dimensional parallelepiped that we 
call the Region of Possibility.t In other words, all circuits built of 
components with tolerances specified by Tk have parameter deviation 
vectors inside the parallelepiped we are calling the Region of Possi­
bility, R p . 

To clarify these ideas we extend an example presented in Ref. 1. 
Figure la shows a simple voltage divider. Its transfer function is given 
by T = 1/(1 + R 1/R 2 ), and its input resistance is R = Rl + R 2 • With 
nominal one-ohm resistors, the nominal transfer function and input 
resistance are 0.5 and 2.0 respectively. Suppose the design specifications 
call for 0.46 ~ T ~ 0.53 and 1.85 ~ R ~ 2.15. Then the Region of 
Acceptability (R A ) shown in Fig. Ib is bounded by four lines, each of 
which is the locus of all points producing networks exactly satisfying 
one of the four specification limits. Figure 1 b also shows the Region 
of Possibility (Rp) when the voltage divider is built with 5 percent 
components. Notice that Rp intersects the parameter deviation axes 
at ±5 percent. Notice further that all possible networks are acceptable, 
i.e., Rp is totally contained within R A • In Fig. 1c, a new Rp that is the 
result of using a 10 percent resistor for Rl and a 3 percent resistor 

* See Ref. 1 for examples of transcribing classical loss, phase, frequency specifi­
cations into J, € representation. 

t Here we are assuming that aU components are 100 percent tested, i.e., a batch 
of 15 percent components has all components within ±15 percent of nominal 
value. We are further assuming that tolerances place symmetric limits on com­
ponent values. The asymmetric case can be handled but it makes the argument 
obtuse. Lastly, we are assuming all components are statistically independent. 



T= 
(b) 

NETWORK TOLERANCE ASSIGNMENT 1229 

ca) 

/~ REGION OF 
// ACCEPTABILITY 

R=2.15 

REGION OF 
POSSIBILITY WITH 
5% COMPONENTS 

-20% 
~ (C) 

/- REGION OF 
/' ACCEPTABILITY 

R=2.15 

REGION OF 
POSSIBILITY 

R1=10%, R2 =3% 

-20% 

"" 
Fig. la-Voltage divider example. 

Fig. lb-Regions of acceptability and possibility for voltage divider (5 percent 
components) . 

Fig. lc-Regions of acceptability and possibility for voltage divider (R I a 10 
percent resistor, R2 a 3 percent resistor). 

for R2 is superimposed over R A • Notice that some networks in the 
second quadrant fail, i.e., they are inside Rp but outside RA. Hence, 
the tolerance vector (10, 3) is not a member of a. T and cannot be used 
for the example network. 

The conclusion we may now reach is that in order for a network to 
have 100 percent a pn'ori yield we must have Rp ~ RA . Further, 
because we are restricting our attention to networks that have 100 per­
cent a priori yield, our task is to choose the cheapest tolerance vector 
that will satisfy the condition, Rp ~ RA . 

If we could characterize the Region of Acceptability, the task of 
choosing a tolerance vector that produces the cheapest network would 
be reduced to the problem of finding the "largest" parallelepiped (Rp) 
that is contained within RA . (Notice that our assumptions of 100 per­
cent a priori yield and 100 percent component testing obviate the need 
to consider component distributions. All we are concerned with are the 
limits of component deviation.) Unfortunately, characterization of RA is 
an impractical task; we are trapped by "the curse of dimensionality." 
Even if RA were as simple a region as a hypercube, it would, for a net-
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work of say 15 parameters, have over 32,000 vertices. The number of 
function evaluations required to locate these vertices would be exceed­
ingly large. When one considers that the (n - 1) dimensional surfaces 
bounding RA are likely to be quite complex, the magnitude of the 
problem becomes staggering. 

The algorithm that)s used to select the tolerance vector that will 
produce the cheapest network, T*, begins with a consideration of 
two-dimensional subspaces of RA .1 We will require that two-dimensional 
subspaces of Rp be inside the corresponding subspaces of RA . We will 
then use a series of techniques to insure that Rp ~ RA . 

IV. FINDING THE CHEAPEST NETWORK 

The algorithm for finding a cheapest network is broadly outlined 
in Fig. 2. Below we take up each of the major blocks in detail. 

4.1 Pairwise Constraints 

The first step in obtaining pairwise constraints on component tol­
erances is to compute the minimum intercept1 for each parameter. 
Call this Li for the ith parameter. Briefly, this is the minimum devia­
tion each parameter can undergo, keeping all other parameters fixed 
at nominal value, before the network specifications are violated. 

N ext we consider the (~) performance contours1 for the n parameter 
network. These contours are the boundaries of the two-dimensional 
subspaces of RA , holding (n - 2) parameters fixed at nominal. Each 
contour determines what tolerance pairs are allowable for the variable 
parameters .. In short, each tolerance pair defines a rectangle. The 
pair is allowable if that rectangle is within the performance contour. 

The designer is presumed to have specified a discrete set of obtainable 
tolerances for each component. Call this set Si for the ith component. 
We. will number the members of Si in descending order and refer to 
them as Til , Ti2, .,. , Tim, , where mi is the number of obtainable 
tolerances for the ith component. We will form a table for each pair 
of parameters, say (r, s), of the form: 

Pr Pa 

Tr.i Ta,a. 

For ease of subsequent computation, the parameter on the left will be 
the one with the smaller minimum intercept. Not all mr entries neces-
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Fig. 2-Tolerance specification algorithm. 
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sarily exist in the table. First we eliminate those tolerances that are 
larger than the minimum intercept, since they will clearly produce rec­
tangles not contained within the (r,s) contour (rr,s)' Then for the 
first Tr,j ~ ILrl, we find the largest element of Ss that produces a rec­
tangle inside rr,s , and this tolerance is entered into the table opposite 
Tr,j. If a line of the table reads 

Tr,i T"k 

and if parameter r has tolerance Tr,i , parameter s may have T"k or 
any smaller tolerance. We proceed through the elements of Sr finding 
the corresponding largest allowable tolerance within S, until we have 
entered Tr,mr and its companion in the table. 
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An example should clarify these ideas. RA for the voltage divider of 
Fig. la is reproduced in Fig. 3. Since the voltage divider has only two 
parameters, only one performance contour exists and this is identical 
to R A • Suppose that Rl and R2 have the same set of obtainable toler­
ances, 

SI = S2 = {l5, 10,5,3, I}. 

Figure 3 indicates L1 ~ -11 percent L2 ~ 13 percent. We will there­
fore consider PI to be the left side of the table. To begin to fill the table 
we notice Tll = 15 percent> IL11 and is therefore eliminated from con­
sideration. T12 = 10 percent is entered as the first entry in the left-hand 
column. Starting at the points in Fig. 3 (10 percent, 0) and (-10 per­
cent, 0), the vertical directions are explored to determine how far R2 
may be varied before specifications are exceeded. In the second quad­
rant, specifications are exceeded before ilR2 = 2 percent. Therefore, 
T2,5 = 1 percent is made the first right-hand entr:y in the table. Com­
putationally we alternate between ilRl = 10 percent and ilRl = -10 
percent and take small steps in ilR2 both pO'sitively and negatively un­
til the specifications are violated (shown as step 1 on Fig. 3). The 
horizontal lines of the (10, 1) rectangle are then explored until ilRl has 
been reduced to T1,3 = 5 percent. Since no specification failures are 
detected, the entry (10,1) is certified (step 2 in Fig. 3). (Notice we are 
assuming that performance contours are simply connected.) We then 
explore vertically from the four points on which step 2 ended and find 
that the next entry in the table is (5, 5). We continue .in this way until 

20% 6R2 (PERCENT DEVIATION) 

PI P2 

10% 1% 
t.RI (PERCENT 5% 5% 

DEVIATION) 
3% 5.% 
1% 10% 

-20% 

Fig. 3-Allowable tolerance rectangles for voltage divider. 
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the table shown in Fig. 3 is complete, and we have explored the com­
bined perimeter of all allowable tolerance rectangles. Notice that 
tightening ARI from 5 percent to 3 percent resulted in no increased 
allowable tolerance for R.2 • 

This process is repeated for each of the G) parameter pairs. The 
table for each parameter pair (r, s) is denoted T r •a • Each table gives 
us a pairwise constraint on tolerances. The next step in our effort to 
find 7'* is to find the cheapest network satisfying the pairwise con­
straints, i.e., to find a tolerance vector, 7'(;, whose elements satisfy 
the table constraints pairwise and is the cheapest of all such tolerance 
vectors. Having found 7'(;, we will then try to discover if 7'(; £ a r , 

i.e., if 7'(; = 7'*. If 7'(; ¢ a r , we will find the next cheapest tolerance 
vector satisfying the pairwise constraints, etc., until we find one that 
IS a member of ar • If we define a set, 

CB r = {7' I 7' satisfies pairwise constraints}, 

then it is clear that CB r 2 ar and by choosing elements of CB r in order 
of increasing cost, the first chosen element of CB r that is also an element 
of ar is in fact 7'*. 

4.2 Branch and Bound Technique for Finding the Cheapest Network 

In this section we describe a variation on the branch and bound 
technique that is used to find the cheapest element of CB r , 7'(;. Con­
sider the multi-root tree structure shown in Fig. 4. The nodes in the 
first column represent the elements of SI , the obtainable tolerances 
for PI . From each node in the first column we have branches leading 
to all the elements of 82 , the obtainable tolerances for P2 , etc. Finally, 
the last column has all the elements of 8 n repeated for every choice of 
the (n - 1) preceding element tolerances. There are II~=1 mi nodes 
in the last column and an identical number of paths from the left 
side of the tree to the right. Each path is associated with a choice of 
tolerance vector and hence has an associated cost, C = L~=1 Ci (7';). 
The task of finding 7'(; is then the task of finding a path through the 
tree from left to right such that: 

(i) The tolerance pair associated with every node pair of the path is 
consistent with the tabled constraints. 

(ii) C is minimized. 

With each node we can associate a partial cost. For a node selected in 
column k, we have a partial cost Ck = L~=1 Ci (7';) where 7'k is the 
tolerance selected in column k and 7'i , i < k, are the tolerances selected 
for the initial part of the path. 
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A flowchart for selecting the cheapest path whose associated T t ill,. 
is shown in Fig. 5. In words, we begin at the left and choose for Tl the 
largest (cheapest) tolerance not greater than Ll . We then move across 
the tree picking the kth element's tolerance using 

Tk = Min Ti,k(Ti), 
i<k 

where the function Ti,k (Ti) picks the right-hand entry opposite 'Ti in 
the table, Ti,k' After each such selection we compute a partial cost, 
Ck, for the portion of the path chosen so far. Two occurrences will allow 
us to eliminate that part of the tree with initial path 'T1 " • " 'Tk-1 , viz.: 

(i) At column k, one or more Ti,k(Ti) does not exist. This indicates 
that any T with the first (k - 1) components, Tl, ••• , Tk-l 

is not a member of ill,. . 
(ii) The partial cost Ck ~ CT, a target cost. The target cost, initially 

set at co, is replaced by the cost of the first complete path 
found, and is updated as cheaper tolerance vectors emerge from 
the process. 

Fig. 4-Tolerance choice tree, 
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NO SOLUTION 

In either case, we return to the (k - 1) st column and choose the next 
tighter allowable tolerance. If we are already at the tightest allowable 
tolerance in the (Ie - 1) st column, we return to the (k - 2) nd column, 
etc. If neither event occurs, a path reaches the right side of the tree. 
The associated cost of this path then becomes the target cost. We then 
back up to the (n - l)st column and choose the next tighter tolerance, 
etc. 

The efficiency of the algorithm derives from the fact that the vast 
maj ority of paths are never explored to completion, but rather are 
eliminated by one of the two terminating rules. 
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The algorithm terminates when all paths have either been explored 
or terminated. The final target cost is the cost associated with rfl. 

Having found rfl, we must now determine whether rfl t aT . 

4.3 Yield Checks Using Worst-Case and Tolerance Analysis 

A circuit built with the tolerance vector rfl determined by the branch 
and bound optimization has the property that if any two parameters 
are allowed to vary within their tolerance limits while all other param­
eters are held constant at their nominal values, design specifications 
will be satisfied. In other words, this circuit is the cheapest realization 
that meets all two-at-a-time constraints. Having determined that 
rfl t CB T , we must now verify that rfl t aT , or that the circuit with 
tolerance vector rfl has 100 percent a priori yield. 

If it happens that rfl ¢ aT , we will return to the branch and bound 
algorithm, delete rfl from the tree, and find the next cheapest network. 
We can thus view the branch and bound as a technique for ordering 
the elements of CB T by cost. At each call to the algorithm we obtain the 
next element in the nondecreasing cost sequence, rfl, rfl2, •.. , rflQ., ..•. 

The first element of this sequence that is an element of aT is r*. 
Tolerance vectors that satisfy the two-at-a-time constraints but that 

have less than 100 percent yield are easy to visualize. Figure 6 is a 

Fig. 6-RA and Rp for a circuit that meets pairwise constraints but has less 
than 100 percent a priori yield. 
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three-dimensional perspective of a circuit that meets the two-at-a-time 
constraints but has less than 100 percent yield. Considering only the 
positive octant, we see that each of the three performance contours is 
a triangle. After inscribing rectangles in each triangle, we have a cubic 
Rp in three dimensions. Now if RA is a tetrahedron, we see that the 
shaded plane of intersection of RA and Rp in Fig. 6 separates the pos­
sible circuits into acceptable and unacceptable classes, and despite the 
fact that the pairwise constraints are met in each of the planes that 
includes the origin, we have a tetrahedron of failing circuits extending 
out of the drawing. 

Since we have not characterized RA , we go through two approxi­
mate steps to determine if Til (: ctr • The first step is a quasi-worst-case 
computation. We use the signs of Li to extend each parameter to the 
limit defined by Ti • In other words, we compute the circuit's per­
formance with parameters 

Pi = Pio[l + T, sgn (L,)J 

where Pio is the nominal value of Pi . If this performance does not 
meet specifications, we know that the realization with tolerance vector 
Til cannot have 100 percent yield. If the worst-case circuit fails, we 
eliminate Til from the tree, go back to the branch and bound algorithm, 
and find the next cheapest circuit. 

Since even a linear circuit normally has a performance measure that 
is a nonlinear function of its parameters, the true worst-case per­
formance need not occur at an extreme point of Rp . Hence neither 
the preceding nor any other classical "worst-case" computation is 
sufficient to determine if Rp C RA . The technique that has been 
chosen is to run Monte Carlo samples of the circuit using the tolerances 
of Til until either a sample fails, in which case we again return to branch 
and bound for the next cheapest network, or until 300 sample networks 
have passed specification. The probability distributions used for the 
Monte Carlo analysis are the triangular shapes shown in FIg. 7. This 
shape is chosen to emphasize the regions near the parameter extremes; 
satisfaction of the specifications when the parameters are near nominal 
has been assured by compliance with the pairwise constraints. 

After successful completion of 300 Monte Carlo samples, we claim 
that TIII1 (: ctr • We then replace the distributions of Fig. 7 with the 
actual distributions to be expected in manufacture and continue to 
run Monte Carlo samples as a further check. The latter process is 
continued to whatever extent is desired. It has been found in practice 
that some failing samples show up if the Monte Carlo analysis is run 
long enough. In this event we content ourselves with the notion that 
99+ percent is an acceptable yield. 
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v. AN EXAMPLE 

The techniques described above were tested on the bandpass filter 
whose schematic and requirements appear as Figs. 8a and b respec­
tively. In our computation, 3D discrete frequencies were ·used to de­
fine the specification. The nehyork designer's first guess at a toler­
ance assignment used all 2 percent components. In fact, such a choice 
does insure 100 percent yield, but it is not the optimum choice. 

The set of obtainable tolerances were given as: 

S. = {20, 15, 10, 5, 3, 2, 1, !}; i = 1, ... , 8. 

Absolute costs, of course, are of no importance to the algorithm; all 
computations are performed on the basis of relative cost. Therefore, 
for this example we used 

C.(Ti) = liT.; i = 1, ... ,8. 

It is interesting to consider the dimensionality of this example. We 
have eight parameters, each with eight obtainable tolerances. Hence, 
we have 88 = 16,777,216 co~ceivable tolerance vectors. Many of these 
vectors can be eliminated by not considering tolerances greater than 
the minimum intercept of the associated parameters. For example, 
the inductor labeled P5 had L5 = -5.7 percent. If this is done, the 
number of conceivable tolerance vectors falls to just under 3 X lOS 
-still a rather formidable number. 

Two examples of the tolerance-pair tables are shown below: 

Ps Ps Pl P4 

5% !% 20% !% 
3% 3% 15% 5% 
2% 5% 10% 10% 
1% 5% 5% 15% 
!% 5% 3% 15% 

2% 15% 
1% 20% 
!% 20% 

The cheapest network that the branch and bound algorithm located, 
i.e., that satisfied the pairwise constraints, was 

T" = {10, 5, 5, 10,3,3, 10,5}, 
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Fig. 7-Probability density function used in Monte Carlo analysis. 

with a cost, C(TrI) = 1.57. The efficiency of branch and bound is demon­
strated by the fact that although there are almost 3 X 106 paths through 
the'tree, Tfl is found in 200 ms of computer time on a CDC 3500. To 
understand this efficiency we note that the number of tolerance vectors 
satisfying the pairwise constraints is under 700,000. This is 4 percent 
of the original sixteen million realizations and less than a quarter of 
those remaining after each Si is diminished by {Ti I Ti > I Li I}. Perhaps 
more important to note is that the optimum realization has cost 1.5 
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Fig. 8a-Example bandpass filter. 
Fig. 8b-Example circuit specifications. 
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while any path that reaches a node of tolerance! percent has a cost 
greater than 2. Clearly, a great number of paths are eliminated quickly 
because of the cost constraint. 

Examination of the algorithm's operation reveals that 7" with cost 
1.57 failed the "worst-case" test. The branch and bound routine was 
then re-entered 2167 times to produce tolerance vectors of 25 different 
costs each of which failed the "worst-case" test. At a cost level of 2.47, 
362 tolerance vectors were produced of which three passed worst-case. 
However, each of these three failed during the TAP analysis. Costs 
of 2.50, 2.53, and 2.57 were then obtained with a total of 1124 vectors 
of which 12 passed worst-case but again failed during TAP. Finally, 
the tenth vector with a cost of 2.60 passed both worst-case, the initial 
300 TAP samples and a subsequent 500 TAP samples. The solution 
vector was: 

7* = {3, 3, 5, 3, 2, 2, 5, 5}. 

The final cost of 2.60 compares favorably with the designer's first 
assignment, using 2 percent components, that has a cost of 4.0.' 

The total time to execute the entire algorithm was 20 minutes on a 
CDC 3500. There were 8124 circuit evaluations: 121 to compute the 
L i , 5659 to form the tables Tr•8 , and 2024 tptal TAP samples. 

VI. CONCLUSION 

In this paper we have described an algorithm that will assign net­
work element tolerances in a manner that minimizes network cost. The 
tolerance for each element is chosen from a list of obtainable values, 
which, together with associated costs, is supplied by the designer. The 
set of tolerances chosen by the algorithm satisfies two conditions, 
namely: 

(i) All sample networks built with components whose values are 
within the limits imposed by the tolerances meet circuit per­
formance specifications. 

(ii) The sum of element costs associated with the chosen tolerances 
is a minimum. 

The number of circuit evaluations required by the algorithm is rela­
tively large and can be expected to grow as the square of the number 
of elements. An example circuit with eight parameters required just 
over eight thousand circuit evaluations. The feasibility of the al­
gorithm is thus tied to the efficiency of our circuit analysis techniques. 
Linear networks, nonlinear static networks,s and a limited class of 
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nonlinear dynamic circuits are presently analyzed in a few seconds 
or less and hence are acceptable candidates for tolerance prediction. 
On the other hand, it is not unusual for the time-domain analysis of 
a nonlinear circuit to require several minutes of large scale computer 
time. The application of the tolerance prediction algorithm to such 
circuits must await algorithmic or hardware advances that bring the 
cost of circuit analysis down by at least an order of magnitude. 

The efficiency of the techniques is also influenced by the nature 
of the Region of Acceptability, RA , the shape of which is determined 
by the equations describing the network and by the performance 
objectives. More specifically, the algorithm depends on the adequacy 
of the characterization of RA by the performance contours. For the 
example circuit we noted that there were approximately 700,000 
tolerance vectors satisfying the pairwise constraints. However, only 
3663 of these vectors had to be tested before one was found that was a 
member of aT , i.e., before a vector guaranteeing 100 percent a priori 
yield was found. We deduce then that the performance contours were, 
for our purposes, a good characterization of R A • It is possible to 
imagine an RA for which this is not the case. In such a situation, where 
the number of vectors that are not members of aT but which still 
satisfy the pairwise constraints is very large, the number of circuit 
evaluations for both "worst-case" and TAP computations can become 
large enough to render the entire technique unfeasible. Fortunately, 
our experience indicates that in a large class of circuits, element pairs, 
e.g., LC and RC products and quotients, are dominant influences on 
circuit response, and that for this class of circuits the performance 
contours are an acceptable characterization of RA . 

All of this is to say that application of the tolerance specification 
algorithm is not cheap, and moreover may become quite expensive in 
some pathological situations. Hence, the algorithm should only be 
applied to networks whose anticipated production rate is large. In 
other words, one must balance out expected savings resulting from 
optimum tolerance assignment against the computational cost of 
achieving such an assignment. In any case, the variation of component 
cost with tolerance selection is seldom an issue for limited production 
networks. 

One final point should be mentioned, namely, the designer's ability 
to obtain accurate component cost data is essential to the success of 
the process. The generation of such data has often proved more dif­
ficult than it might seem. For example, choice of a component of given 
tolerance for a large production circuit may in itself cause a pricing 
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change for that component. Further, when one is dealing with adjust­
able elements for which an adjustment accuracy is sought from the 
algorithm, one is faced with obtaining costs on a process before it is 
implemented. The solution of this problem, of course, lies in the close 
cooperation between design and production engineering. 

It should be clear that the algorithm depends strongly on the as­
sumption that only tolerance choices that allow 100 percent yield are 
acceptable. This assumption eliminates consideration of component 
probability distributions and the necessity of performing multi-di­
mensional integration. It allowed us to use the performance contours, 
"worst-case," and TAP computations to eliminate large numbers of 
tolerance vectors and bring the problem within manageable propor­
tions. 

The assumption of statistical independence of the components is less 
vital. In the algorithm as presented above, it meant only that the Re­
gions of Possibility in two dimensions were assumed to be rectangular. 
Techniques that allow component correlation are subjects of future 
work. 
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Computer simulation makes it economically feasible to analyze 
competing circuit configurations and optimize the circuit parameters 
using complicated criteria related to system performance. Furthermore, 
the influence of manufactu.ring tolerances on opt-£mized performance 
can be statistically investigated to establish component specifications 
before production is started. Thu.s, the designer can predict more easily 
whether or not a circuit will perform adequately in the field. 

In addition, computer operated test sets can provide accurate meas­
urements of circuit performance during ·manufacture to insure that the 
product will be satisfactory. These test facil-£ties can be program1'(led 
to prom~de a factory evaluation of the ~·ndividual circuits based on 
worst-case system performance. 

To illustrate these concepts, it is shown how computer aids were 
utilized in the design oj the pulse equalizers for the T2 digital trans­
mission line. The discussion of the equalize1' design is intended to 
illustra.te why and in what manner .the van·ous functions were imple­
mented. The statistical tolerance analysis and manufacturing test 
phases receive the greatest emphasis as they are the most recent de­
velopments. 

I. INTRODUCTION 

Tolerance analysis is the most recent development in a continuing 
effort to design circuits and systems realistically. Realism requires 
that you model as closely as possible the complex environment in which 
the requisite functions must be accomplished. As computers evolved, 
it has become economically feasible to take more and more factors 
into account. The objective of this effort is to anticipate potential prob-

1243 
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lems so that they may be eliminated in the design phase rather than 
unexpectedly to discover them when the unit is put into service. Stan­
dard design practice is to progress through several test phases, first 
using breadboards and prototypes of individual circuits, then using 
complete systems in the field trials and limited service trials. If com­
puter simulation is also employed during the design process, it is fre­
quently possible to detect design deficiencies at an earlier stage, and 
the earlier the problem is detected the less expensive is the corrective 
action. 

The impact that the computer has had on this quest for realism is 
most readily illustrated with a specific example. The design of the 
pulse equalizers for the T2 digital transmission line evolved during the 
era. discussed in the introduction to this issue. Thus the improvements 
in computers and computer-aided design techniques made it possible 
to introduce more and more realism into the design process. Initially, 
the computer was used for analysis (by simulation) of the equalizer 
and the evaluation of complicated performance measures so that the 
engineer could make design decisions. Subsequently, when more power­
ful computers became available, the function of the computer was in­
creased to provide automatic optimization of the circuit parameters. 
Next, the influence of manufacturing tolerances on optimized perform­
ance was statistically investigated to establish component specifica­
tions. When the prototypes were constructed, detailed measurements 
made on a Computer Operated Transmission Measurement Set 
(COTMS) were used to insure that the equalizers performed as pre­
dicted. Finally, the equalizers were tested at WECo on COTMS using 
a criterion that was representative of the one used in the design phase. 
This insured that the manufactured units would also provide the pre­
dicted performance. 

The subsequent discussion is intended to illustrate why and how 
the various operations are implemented in order to obtain realistic pre­
dictions .of performance. Since this is not intended as a history of the 
project, only those developments directly related to computer simula­
tion are discussed. Although it is a specific example, the discussion can 
serve as a guide so that designers of other systems can profit from the 
experience gained with T2. 

II. ANALYSIS AND OPTIMIZATION 

2.1 Design Requirements 
A set of pulse equalizers was designed for the T2 digital transmis-
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sion line which operates at 6.3 million bits per second.1
•
2 The equalizer 

is a basic part of the repeater shown in Fig. 1. Its function is to reshape 
the pulses dispersed by the cable into a shape suitable for deciding 
what level was transmitted. These pulses are then sampled and regen­
erated for retransmission. The input and output of a typical equalizer 
are shown in Fig. 2. The upper trace is an individual pulse after disper­
sion by the cable as received at point A in Fig. 1 and the lower is the 
same pulse at the output of the equalizer, point B. 

An actual transmission consists of a sequence of these pulses spaced 
one signaling interval apart. Since this interval corresponds to one 
division in Fig. 2, it is evident that equalized as well as un­
equalized pulses would overlap. Even if the equalizer output pulse 
was sampled exactly at its peak, the typical pulse has nonzero values 
at adjacent sampling times separated by the signaling interval. These 
nonzero values interfere with the decision made at the neighboring 
sampling times; this is referred to as intersymbol interference. Thus, 
the equalizer design will be influenced both by variations in sampling 
time and intersymbol interference caused by adj acent pulses. 

The performance measure for equalizer design should reflect the 
influence of as many factors as it is feasible to include that might 
affect the correct regeneration of the transmitted information. 
Thus, the design criterion was error rate, the rate at which errors a:r;e 
made in regeneration. Since, for example, the design requirement for 
each regenerator may be less than one error in 107 transmitted pulses, 
excessive computer time is required for accurate estimation by accu­
mulating errors; instead, the probability of occurrence is calculated. 
This calculation includes most sources of interference, for example, 
intersymbol interference, sampling jitter, ther~al noise, and crosstalk 
due to neighboring transmission paths. The probability of errors 
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Fig. 1-A pulse repeater and its environment. 
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SIGNALING INTERVALS 

Fig. 2-Pulse interference caused by cable dispersion may not be entirely re­
moved by equalization. 

caused by noise can be kept low by maximizing the worst-case sepa­
ration between adj acent signal levels; this separation is referred to as 
the eye opening. 1 The error rate will be a minimum if the eye opening 
which is inversely proportional to intersymbol interference is sampled 
at its largest point. It is the need to include all these factors in the 
criterion that makes it necessary to use a computer to obtain a realistic 
prediction of performance. 

2.2 Characterization of Transm~~ssion Medium 

In T2, the transmission medium is a twisted pair of insulated wires 
within a mUlti-pair cable. The dispersion produced by a cable pair 
depends on physical properties such as wire gauge, conductivity of the 
wire, capacitance, dielectric material and length of cable between 
regenerators; some of which are affected by temperature. To design 
an equalizer that compensates for dispersion, it is necessary that 
the medium be correctly modeled. This characterization requires that 
many individual cable pairs be accurately measured so that an average 
representation can be chosen that will reflect the proper dispersion 
of the pulses as cable length and temperature are varied. The aver­
aging operation also smooths the data, thus minimizing the effect of 
measurement errors. Polynominals are then fitted to both the average 
loss and phase characterization. Thus, any required cable can be 
simulated by a proper choice of coefficients for the polynominals. 

2.3 Equalizer Configuration 

An adaptive configuration for the equalizer was selected to reduce 
the number of designs needed to cover the entire loss range, that is, 
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allowable cable lengths. The basic configuration contains up to three 
constant-R shaping networks and an automatic line build out (ALBO) 
network. A bridged-T, constant-R section, as shown in Fig. 3, pro­
duces a real zero and a pair of complex poles in the transmission path 
for reshaping the dispersed pulses. The ALBO is two simple RL 
sections whose singularities are adjusted to keep the output amplitude 
and shape constant. The variable elements in the ALBO are resistances 
whose values are determined by the forward resistance of diodes in a 
feedback control loop. This brief description is adequate for the pres­
ent; for additional details see Ref. 2. 

To summarize, the analysis objective was to simulate how the 
equalizers respond to various cable lengths, temperatures, and input 
pulse shapes so that the probability of error could be calculated. This 
analysis followed two paths, a digital simulation for calculating the 
error rate of a specific equalized transmission channel, and an analog 
simulation for investigating the influence of equalizer parameters 
on pulse shape. These two approaches were combined in a hybrid 
simulation that was used for iterative optimization. 

2.4 Pulse Transmission Program (PT P) 
This digital program can be used for calculating the pulse shape, 

eye opening, and error rate of a particular equalizer attached to a 
specified cable. The representation of the equalizer may consist of 
models, experimental measurements, or a combination of both. With 
this flexible program, it is possible to investigate the effect on equalizer 
performance produced by changing the cable characteristics and input 
pulse shape, as well as many arbitrary factors that influence the error 
rate calculation. 

Fig. 3-Bridged-T equalizer section. 
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This program was the principal tool used in the initial design phase 
and it is still used for all investigations other than iterative optmiza­
tion. The computational approach is to combine all the individual 
representations of the various sections into a single set of loss and 
phase data. An inverse Fourier transform is then evaluated to deter­
mine the equalizer pulse shape. From this pulse shape the eye open­
ing and error rate are calculated. The ability to easily change repre­
sentations is particularly valuable in allocating the design margins 
among the various sections of the system. 

2.5 Hybrid Simulation 

The equalizer was simulated initially on an analog computer be­
cause the time required for a digital calculation of the pulse response 
was too long for effective human interaction. The parallel operation 
of the analog components provides a rapid evaluation of the time 
response of continuous systems. Thus, the designer can modify equal­
izer parameters or circuit configurations while watching the effect on 
the pulse response. This ability t9 rapidly interact with the simulation 
enables the designer to develop intuition about the circuit operation 
and apply this knowledge to improve the design. This interactive 
capability was unique on the analog computer at the start of the 
design phase. Today, faster digital computers with graphic display 
devices can also provide some of this interactive capability. 

The digital computer was first connected to the analo'g in a hybrid 
simulation to generate realistic dispersed pulse shapes for equalization 
so that the designer could observe immediately the influence of param­
eter variations on equalized pulse shape. This simulation was limited 
in its application because a more representative criterion, such as 
error rate, was required to properly weight all factors influencing the 
design. When more powerful digital computers became available, 
they were used to process the data from the analog computer in order 
to compute the error rate. Finally, a more modern hybrid made it 
possible to implement an automatic optimization strategy. 

Since optimization was of prime importance, it was necessary to 
keep to a minimum the number of param~te~s to be adjusted. If this 
was not done, the time required for convergence to an optimum could 
become excessive, thus again making the human interaction ineffec­
tive. The bridged-T sections were represented by a single zero, two 
pole network rather than simulation of the actual configuration. This 
approximation assumes that the series and shunt arms are correctly 
matched. The use of a simplified representation, of course, requires 
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that the optimized parameters later be converted into the component 
values for the bridged-T networks. A digital program was written that 
selected from standard parts lists the. component values nearest the 
values computed from the optimized parameters. The sections of the 
equalizer that were not to be optimized were simulated by considering 
the actual network configuration. This was done so that the models 
used could be made to conform to the measured device parameters, 
particularly, the diodes in the ALBO. 

The program used for optimization was based on the general­
purpose Hybrid Optimization Program (HOPP that was modified 
specifically for T2. For each equalizer, an ALBO was designed man­
ually and then the fixed equalizer sections were optimized automat­
ically. The block diagram of the hybrid simulation of the equalizer is 
shown in Fig. 4. The optimization program allows for up to eight 
different cable lengths (that are representative of the range of appli­
cation of the equalizer) to be used in designing the fixed equalizer. 
The Pulse Transmission Program described in Section 2.4 is used to 
generate the unequalized pulses that would occur with each cable. Each 
input is used to drive the equalizer simulated on the analog computer 
with the adaptive section properly adjusted for that cable. To evalu­
ate the effect of thermal noise on each equalizer design, an impulse is 
used as an additional input. The equalized pulses are sampled and the 
thermal noise computed from the sampled impulse response; these are 
used to compute error rate on the digital computer. The worst of the 
eight individual error rates is used as the measure of performance 
for each equalizer. 

An initial equalizer design is determined manually because the engi­
neer must provide a reasonable starting point for the optimization 
strategy. The Simplex3 strat,egy is used to select the next parameter 
set specifying an equalizer, and the entire process is repeated until 
the relative improvement in performance is below a pre-selected 
limit. The strategy requires only a scalar performance measure for 
each design and does not require that derivatives be computed as in a 
gradient search procedure. Thus, it is much less sensitive to measure-

DIGITAL INPUTS ANALOG DIGITAL 
I. SIGNALS "--- EQUALIZER ~ ERROR RATE 
2. IMPULSE SIMULATION CALCULATION 

Fig. 4-Hybrid equalizer simulation used for optimization and tolerance analysis. 
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ment errors inherent in analog simulation. For an n parameter optimi­
zation, n + 1 designs must be evaluated initially. The procedure 
iteratively replaces the worst of the n + 1 designs by another design 
which is chosen along the line connecting the worst point with the 
center of gravity of the other designs in the n-dimensional parameter 
space. The best position along the line is determined by iteratively 
evaluating designs found by operations such as "reflection" about the 
center of gravity, "contraction" toward it, or "expansion" away from 
it. 

This design strategy resulted in a set of equalizers that satisfied all 
requirements for the field trials. A final design phase will be necessary 
after the information gained in the field trials is taken into account. 
For this final phase a digital optimization program has just been 
written that provides data that is accurate and precise. A flexible 
simulation was no longer required for human interaction as the con­
figuration has been chosen. Thus, it was possible to write a fast, 
digital analysis algorithm for this restricted application. 

III. VARIABILITY ANALYSIS 

Throughout the design phase, the engineer has been concerned with 
the realizability of the configuration and its sensitivity to parameter 
variations. Once the design has been optimized, it is necessary to 
verify that the performance will still be adequate when manufacturing 
limitations are considered and that the component tolerances are 
correct. 

Tolerance analysis4
,5 is required because the optimized parameter 

values cannot be exactly realized in manufacture. The parameter 
values are not exact because components are usually available only 
in discrete ranges with a statistical spread in each range that is de­
pendent upon the manufacturing process and the component's age. 

Even after extensive analysis, it is still necessary to measure the 
performance of the actual circuits. First, prototype circuits must be 
tested to be sure that the predicted performance has been obtained. 
Each manufactured circuit must then be tested to ensure that it has 
been properly assembled. The computer can aid in diagnosing if 
predictions are not realized and also in automating the factory test 
procedures. 

3.1 Tolerance Analysis 

The Monte Carlo approach to tolerance ahalysis consists of simu­
lating the system under investigation, randomly perturbing the param-
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eter values and displaying the distribution of a scalar performance 
measure. With this approach, the influence of component variations on 
the nonlinear, error rate performance measure could be investigated 
with fewer assumptions and approximations than required with more 
analytical approaches. The most severe shortcoming with this approach 
is the amount of computer time required to acquire statistically sig­
nificant information. Since analysis time is as critical as in optimiza­
tion, the same hybrid simulation was used. To reduce the number of 
anaJysis runs, the designer can interact with the computer while watch­
ing a graphic display of a histogram of the performance measure. Thus, 
he can quickly terminate unsatisfactory runs, and also recognize by the 
insensitivity of the display to new data when sufficient samples have 
been accumulated rather than always accumulating the amount of 
data required by a pre-selected confidence limit. 

The influence of parameter tolerances on the error rate to be ex­
pected from a pulse equalizer was investigated to aid in establishing 
the manufacturing specifications for both the bridged-T sections and 
the adaptive sections. The computer program repeats the following 
sequence of operations and accumulates the distributions under the 
user's control. A set of perturbed component values for each design 
is selected from the random distribution specified by the nominal 
values and tolerances with the relationship: 

Xperturbed = Xnominal (1 + Tolerance X Random Number) 

where the random number in the range ± 1 is selected from a scaled 
distribution. The component distributions used in the subsequent in­
vestigation are described in Section 3.1.1. Simulation parameter values 
are computed from the perturbed sets-on the hybrid computer these 
are potentiometer values. Both an unequalized pulse and an impulse 
are applied to the analog simulation to determine error rate, as during 
the optimization phase. It is possible to evaluate the error rate for one 
design every five seconds with this simulation. 

The discussion of the information obtained from tolerance analysis 
is divided into three parts. In Section 3.1.2 only the bridged-T sections 
are perturbed, with the adaptive loop open, to determine an acceptable 
set of nominal tolerances for the passive components. In Section 3.1.3 
the adaptive section operating closed loop is used to determine how 
closely the ALBO diodes must be matched. Finally, in Section 3.1.4 a 
closed loop simulation is used with all components perturbed to deter­
mine anticipated yield and establish limits for a factory acceptance 
test. 
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3.1.1 Component Distributions6 

One of the most difficult problems in tolerance analysis is to obtain 
meaningful component data. If only a relative comparison is required, 
it is sufficient to use crude approximations to the actual distributions; 
but when one attempts to accurately predict yields, exact data is 
required with temperature effects and aging taken into account. Since 
only relative comparisons between various sets of tolerances were re­
quired for the analysis described in Section 3.1.2, all passive com­
ponent values were assumed normally distributed with the nominal 
values as the mean. The standard deviation of the distribution was 
set equal to one-half the specified tolerance. 

For proper closed loop operation of the ALBO, it is important that 
both sections act together to provide the correct pulse shaping. Unless 
the dynamic resistance of the individual diodes, used to provide the 
variable resistance, is approximately the same function of the control 
current, this tracking cannot be maintained. To provide adequate 
tracking, it was decided to select a set of matched diodes. The cost 
of matching a set will, of course, depend on the allowable resistance 
range within a set. Tolerance analysis was used to determine whether 
unusually tight control had to be established or standard production 
line techniques would be adequate. 

The diodes are to be matched based on their measured resistance 
at two values near the upper and lower limits of control loop current. 
The matching operation was simulated in two steps. The first diode in 
each set was specified by choosing a pair of resistance values from 
measured distributions for that diode type. The two values could be 
selected independently because the resistance at the high current level 
depended primarily on the bulk resistance of the material while the 
bulk resistance is swamped by the normal diode resistance at the low 
level. The remainder of the set was obtained using two uniform distri­
butions, having the specified matching limits, centered on the first 
pair of resistances. 

The diode matching limits were chosen to reflect not only the original 
matching but also the changes that would occur with temperature 
and aging. For example, if the original match is assumed to be two 
ohms, the range may broaden to six ohms because of these effects. The 
tolerances on the passive components were the same as those used 
in Section 3.1.2. 

After all tolerances had been specified for the components, addi­
tional investigations were performed to determine anticipated yield 
and performance variations that could be expected with a typical set 
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of tolerances. The component types were chosen after discussions with 
the potential manufacturers, and then distributions were selected based 
on the data available for these types. Since the inductors are the most 
expensive component, it is desirable to use the widest tolerance pos­
sible. With wider tolerances, it is important to carefully model the 
limiting distributions. Since the worst-case limits for aging are large, 
the inductor tolerance model included separate nominal anq aging 
distri bu tions. 

3.1.2 Bridged-T Tolerance 

First, the component tolerance in the bridged-T sections were inves­
tigated to determine the relationship between various sets of passive 
tolerances and variations in error rate. It was assumed that these 
sections are correctly terminated and that all other circuit parameters 
are set to their nominal values and the control loop is not active. 
All the components in the basic bridged-T equalizer section shown 
in Fig. 3 may have tolerances applied to them except the resistors 
labeled R, which set the characteristic impedance. To simplify the 
analog simulation, these resistor values were equated to the termina­
tion resistances that were not to be perturbed. In a tolerance analysis 
simulation, it is important to avoid programming simplifications that, 
although correct when nominal values are used, may not be valid 
when components are perturbed. For example, the bridged-T section 
can be analyzed as a second-order system if it is assumed that the 
series and shunt arms are properly matched. Since this match would be 
destroyed by the perturbations, a fourth-order simulation is required. 

Let us consider the influence: of the parameters on the error rate 
for one bridged-T section. Several sets of passive tolerances were 
investigated and the resulting histograms are replotted on probability 
paper in Fig. 5. On this paper, a normal distribution appears as a 
straight line with the standard deviation (<T) inversely proportional 
to the slope. The histograms with finite tolerances are clearly not 
normally distributed; thus, the sets cannot be compared on the basis 
of their standard deviations. The relative influence of the tolerance 
sets can be compared based on the yield at a selected error rate. If 
the threshold of acceptability for this equalizer were, for example, 
an error rate less than 10-1 °, then with one percent tolerance on the 
Rs and Cs and three percent on the Ls, approximately 98 percent of 
the designs would be acceptable. With the low number of samples used 
to obtain this data, the absolute yields may not be accurate but a 
relative comparison is valid. In examining these data, it is observed 
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that a finite u exists with no perturbations applied to the components; 
this is caused by the limited reproducibility of the analog simulation. 
This measure of reproducibility is valuable in determining whether 
the observed variability is produced. by the programmed perturbations 
or machine errors. Since the equalizer was not optimized for this cable 
alone but. for eight different cables, some designs with perturbed com­
ponents produce error rates better than the nominal· desjgn. 

The nonlinear nature of the error rate makes it difficult to estimate 
the effect of several bridged-T sections from single section histograms. 
This is illustrated in Fig. 6 which compares the histograms for each 
of the three bridged-T sections perturbed separately and all three 
simultaneously perturbed. The simultaneous perturbation of all three 
did not produce performance appreciably different from the worst of 
the individual sections (each section had different nominal component 
values). If one attempts to combine the individual section data to 
obtain a worst-case estimate of the overall three-section performance, 
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Fig. 6--Comparison of error rate variations produced by applying component 
tolerances to each of three bridged-T sections separately and to all three simul­
taneously. 

a much more pessimistic estimate would result than the performance 
actually measured. If acceptable yields can be obtained with worst­
case estimates,· there is no need for measuring the distributions; but 
typically with "state of the art" designs, this is not the case and the 
use of actual distributions may allow the designer to relax some 
specifications and still obtain adequate performance. 

As a result of these investigations, a set of tolerances were specified 
for the passive components in the bridged-T sections. The decision 
was based on allocation of margin, relative yields, and cost of various 
tolerances. It was· verified that adequate performance could be ob­
tained with commercially available components. 

3.1.3 Adaptive Equalizer 

The.simulation was modified to include the effect of the adjustment 
loop before investigation of the parameter tolerances in the adaptive 
section. The adjustment of this loop will essentially compensate for 
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variations in the average value of diode resistance; thus, only diode 
mismatch would affect the error rate. For each perturbed design, a 
simple iterative procedure was used to determine a value of control 
current that would change the diode ac resistance and thus return 
the pulse peak to a reference level. The diode ac resistance is related 
to the control current by the model: 

R = K1 + K 2
• 

I 

The coefficients [(1 and [(2 were calculated from each pair of resistance 
values specifying a diode. Then the resistance in the ALBO could be 
calculated for any value of control current. 

The adjustment procedure consists of first determining a nominal 
current level for the unperturbed design that produces a reference 
pulse height. After the components are perturbed, the pulse amplitude 
is measured at the nominal current. The control current is then per­
turbed and the peak amplitude is measured again. The value of the 
control current'to readjust the peak to the reference level can then be 
calculated. Since the relationship between control current and diode 
resistance is approximately linear in the region of adjustment, this 
iterative procedure produced satisfactory results. The iterative 
procedure lengthens the time to evaluate each design because several 
analog runs are required but the time is still less than ten seconds per 
design. 

The results of a typical set of runs are summarized in Table 1. Nor­
mal distributions were used on the passive components in the adaptive 
section with the standard deviation equal to one half the specified 
tolerance. From this data it is evident that the effect of diode mis­
match is of secondary importance when compared to the effect of 
passive component tolerances. Additional runs verified that diodes 
matched to standard manufacturing limits would produce satisfactory 

TABLE I-INFLUENCE OF ADAPTIVE SECTION TOLERANCES 

ON ERROR RATE 

Diode Mismatch Passive Tolerances Range of Variation 
Ohms % in Log of Error Rate 

R(20 Jla) R(l rna) R L 

±100 ±3 0 0 0.36 
0 0 2 4 1.54 

±100 ±3 2 4 1.55 
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performance. Therefore, the cost of tightening the matching pro­
cedure was not justified. 

3.1.4 Entire Equalizer 
A complete simulation consisting of three bridged-T and two adap­

tive networks operating closed loop was used to estimate the error rate 
and eye opening to be expected with manufactured units. Component 
distributions that reflect the manufacturers' specifications were applied 
to a typical equalizer design and some of the results are shown in 
Figs. 7 and 8. The passive tolerances used were R-1.5 percent, 
C-2.0 percent and L-nominal 2.0 percent with 0.2 percent aging. 
The diodes were matched within six ohms at the high current level 
and within 200 ohms at the low level. Figure 7 reveals that for this 
equalizer connected to a specific length of reference cable, the error 
rate would never be worse than 10-27

• In Fig. 8, it is observed that the 
eye opening can be reduced from a nominal 77.5 percent to a 75.9 
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percent opening by component variations. Both these curves indicate 
satisfactory performance. 

3.2 Verification of Design 

Next we consider the computer aids available for verifying that the 
physical networks provide satisfactory performance. The approxima­
tions made in a simulation for computational efficiency are usually 
the reasons that disagreements between predicted and actual perform­
ance occur. For example, simplified device models and idealized net­
work topologies are used to reduce the dimensionality of the system of 
equations being solved and thus save time. However, the real world 
may not be adequately represented because all the variability in the 
device is not included and effects such as spurious coupling are either 
ignored or crudely approximated. 

When prototype equalizers were constructed, the performance was 
significantly worse than predicted and thus the cause and corrective 
action had to be determined. To determine the cause of poorer proto­
type performance, the circuits were measured and their performance 
compared to predictions. The computer can greatly alleviate the 
tedium of this task by automatically reducing the comparison data to 
a form suitable for evaluation by the engineer. The isolation of prob­
lem areas usually requires a degree of engineering judgment that is 
difficult, if not impossible, to implement in a general sense on the 
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computer. The engineer can often test the validity of his diagnosis, 
however, by modifying the computer models and determining if the 
predictions now correspond to the measurements. 

In addition to making detailed comparisons of time domain wave­
shapes measured with an oscilloscope in the laboratory and computer 
predictions, computer-aided procedures were also used. The Computer 
Operated Transmission Measuring Set (COTMS)7 was used to measure 
the insertion loss and phase of the entire equalizer and the individual 
bridged-T sections. These data were inserted in PTP, Section 2.4, 
to calculate the pulse shapes. For comparison the pole-zero configura­
tions used in the design were also inserted in PTP. For example, 
it was determined by a comparison of the pulse waveforms from PT'P 
that the data from an equalizer measured as a complete unit produced 
20 percent more undershoot at the first sample point following the 
peak than was produced by its pole-zero configuration. However, the 
measurements of the individual sections when combined produced 
an undershoot only four percent larger than that produced by the 
poles and zeros. It was evident that individual section measurements 
when combined did not produce the same pulse shape either as an 
equalizer measured as a complete unit or as actually obtained in the 
laboratory. This indicated that some of the discrepancy might be due 
to spurious coupling paths between the sections of the equalizer. 
Similar combinations of measurements, computations, and laboratory 
results uncovered other problem areas. Improvement in computer 
models, rearrangement of component layout, and the introduction 
of shields resulted in pulse waveforms that agreed very closely with 
computer predictions. 

3.3 Manufacturing TestS 
A fundamental difference normally exists between the techniques 

used to evaluate the performance of a circuit during the design phase 
and during manufacture. One strives for reality at all cost during 
design but wants an inexpensive test in the factory. For computer­
aided design, one selects a performance measure, such as error rate 
or eye opening, that reflects how the circuit will function when in­
stalled in a system. For economic reasons, however, normally only a 
few simple tests on individual circuits are performed during manu­
facture. Since it is usually difficult to devise a simple test that will 
be indicative of system performance, the factory test may not detect 
all units that would fail in service and/or may cause a rejection of 
units that would be acceptable in the field. 
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To insure that proper selection is made, it is desirable to use similar 
performance measures in the design phase and in manufacturing test. 
The cost of maintaining and using complete systems to test individual 
circuits and the difficulty in simulating worst-case field conditions has 
made this approach unacceptable in the past. Now in some cases it is 
feasible to use the design measure and test under worst-case conditions 
using computer-operated test facilities (COTMS). The computer that 
controls the measurements can also contain a program that converts 
the measurements into the system performance measure. This is 
accomplished by storing in the computer a representation of the re­
mainder of the system that corresponds to the worst case. This stored 
data is combined with data measured for a particular circuit and the 
performance measure calculated. The stored representation makes it 
possible not only to simulate worst-case field conditions at the manu­
facturing level, but also to take system modifications that occur into 
account by simple software changes. 

To efficiently run the test procedure on the small computer in 
COTMS, it was necessary to develop a fast algorithm that required 
limited storage. The PTP program served as a basis for the eventual 
algorithm. To improve the run time, the generality in the input struc­
ture was removed and all data except for the equalizer were precalcu­
lated. The computation of the complete pulse shape. was replaced 
with a search algorithm that located the pulse peak. Then only those 
samples of the pulses needed in the computation of the performance 
measure were calculated. It was possible to develop a fast search 
algorithm because the approximate peak height and location are 
known from the prototype measurements. If the waveshape deviated 
significantly from the prototype, the equalizer must produce unaccept­
able performance. Additional time was saved by basing the test on eye 
opening rather than error rate. 

This procedure has been used to measure manufactured equalizers. 
The acceptability limits on eye opening to satisfy system requirements 
were determined after considering the effect of the component toler­
ances, as displayed in Fig. 8, and performing a tolerance study of the 
influence of measurement precision.9 The running of the test procedure 
for each equalizer requires approximately It minutes. The program 
also provides an interpretive dialogue that tells the COTMS operator 
what to do and when; thus, the operator requires little specialized 
training. Furthermore, the measured data for each equalizer is recorded 
on tape so that subsequent field failures can be related to the per­
formance at manufacture. 
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IV. CONCLUSIONS 

A complete computer-aided design procedure has been used on the 
T2 equalizer. Initially the computer was used only for analyzing the 
circuit performance. As more powerful computers became available, 
they were used to optimize the parameters and measure the influence 
of component tolerances. Finally, a manufacturing test that evaluated 
the equalizers based on worst-case system performance was developed. 
The procedure appears to be applicable to other systems. 

When integrated circuits are used, it becomes increasingly important 
to accurately predict performance and perform optimization and 
tolerance analysis before construction. The cost of constructing experi­
mental circuits and the time required for the construction make it un­
realistic for the designer to use standard laboratory procedures. Rather 
than construct breadboards, the designer can use the computer to 
obtain similar information. Thus, the computer approach to design­
ing realizable circuits may prove to be the most economical way to 
build equalizers and other complex circuitry. 
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Monte Carlo tolerance analysis has proven to be an effective tool in' 
evaluating the sensitivity of a circuit design to manufacturing toler­
ances and enV1,~ronmental changes. Such an analysis involves repeti­
tively ((constructing" samples of the design in the computer, randomly' 
selecting parameters that obey the manufacturing statistics; "tuning" 
the samples; and analyzing their operation under ((field conditions." 
At the conclusion of this process one is able to form empirical distri­
butions of circuit performance, to predict yield, evaluate tuning 
procedures, etc. 

This paper describes a jJf onte Carlo study of two proposed designs 
for an integrated, single-substrate, RC, Touch-Tone® oscillator. Dif­
ficulties arise in perfoming this study because (iJ the statistics of 
integrated circuit components are closely correlated, and (iiJ the in­
herent nonlinearity of oscillators coupled with tight circuit perform­
ance specifications require tailored analysis techniques. 

The study shows one of the two designs to be superior. A lower 
bound of 55 percent yield is predicted for this design, and a simple 
test for eliminating oscillators that fail to meet requirements is pre­
sented. Low transistor current gain is shown to be a dominant cause 
of failure. Lastly, asymmetry in the effects of impairments on circuit 
performance suggest a modification in adjustment strategy. 

1. INTRODUCTION 

The effective design of a circuit that will be mass-produced and 
subj ected to a wide range of environmental conditions must go beyond 
the specification of a nominal circuit. It must include consideration 
of performance deviations due to parameter variations stemming 
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from manufacturing tolerances and environmental changes. Bounding 
these performance deviations is often the most difficult part of the 
design process.1 

Monte Carlo tolerance analysis has proven to be a useful tool in 
dealing with these broader design questions. The approach, which is 
depicted in Fig. 1, simulates on a computer the process of picking 
a random sample of manufactured circuits, following these circuits 
through factory adjustment, monitoring their operation under field 
conditions, and compiling statistics on circuit performance.2

•
3 Note 

that the Monte Carlo approach obviates the need for linearizing 
assumptions that characterize many other techniques for viewing 
product performance (worst-case, first-order sensitivities, etc.). It 
should be remembered that the response of even a linear circuit is a 
nonlinear function of its parameter~.2 

This paper contains the results of a computer tolerance analysis of 
two integrated, single-substrate, Touch-Tone oscillators. Section II 
describes the two d~signs and lists the performance specifications that 
must be met. The study produces distributions of oscillator frequency, 
amplitude and other measures for the various modes of circuit opera­
tion at several values of temperature. When these distributions are 
considered in the light of allowable degradations, several questions 
can be answered: 

(i) Yield can be predicted. By yield we mean the ratio of circuits 
that will meet all field requirements to the total number produced 
without catastrophic failure. Computer sin:mlation cannot in­
clude, for example, those cases where chips are damaged in hand­
ling or where silicon imperfections result in circuits being dis­
carded. 

(ii) Factory tests can be devised to insure that factory yield matches 
true yield. In other words, tests are devised such that the factory 
neither ships circuits that will fail in the field, nor discards those 
that would be acceptable., In the case where extremes of tem-

COMPONENT 
NOMINAL 
VALUES 

COMPONENT 
STATISTICS 

REPEAT 
r-------------~--------_____ , 
I I 
I I 

I 

YIELD, ETC. 

Fig. 1-Monte Carlo tolerance analysis. {P,}", set of parameters for kth sam­
ple circuit; {J r}", set of performance indices for kth sample circuit. 
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perature are encountered in the field, an effective but expensive 
factory test facility would involve a temperature chamber. The re­
sults of the study presented below indicate that a test on a secon­
dary criterion (dc feedback current) at room temperature is an 
acceptable test of circuit performance over the full temperature 
range. 

(iii) The parameter deviations that cause circuit failure can be identi­
fied. This information indicates where efforts to improve fabri­
cation techniques should be concentrated. 

Integrated circuits in general accentuate the need for automated 
tolerance analysis. The long turnaround time for masks and· models 
and the expense associated with design changes make the ability to 
study such changes on the computer attractive, especially when one is 
interested in the implications of a change on manufacturing yield and 
field performance. In the particular case of a Touch-Tone oscillator 
whose production rate might exceed a million per year, accurate pre­
diction of yield is vital in determining the economic feasibility of 
a design. 

Unfortunately, while integrated technology increases the need for 
automated tolerance analysis, it also makes that analysis more diffi­
cult to perform. At each iteration of the Monte Carlo loop shown in 
Fig. 1, the block labeled "Bin Picker" must produce a set of param­
eters from which one sample circuit can be "built." Implementation of 
the "Bin Picker" is straightforward for discrete circuits. In that case, 
parameters are independent and the box is implemented by using 
random number generators to select element values from their indi­
vidual distributions. By contrast, the parameters of a silicon integrated 
circuit are not independent. In fact, every element on the chip is 
correlated with at least every other element of the same kind, e.g., 
the f3s of all transistors on the same chip are correlated with one 
another. It is a familiar fact that while a given resistor on a chip may 
vary by ± 15 percent from nominal, the ratio of any two resistors 
will vary by only ±5 percent from nominal. It would not do, therefore, 
for the Bin Picker to select silicon resistors from distributions with 
limits of ±15 percent. The Bin Picker must be concerned with both 
global statistics (the distribution of parameter values across the popu­
lation of manufactured circuits) and chip statistics (the relationship 
of parameter values on any given chip) . 

A comprehensive treatment of the statistical characterization of 
integrated circuits appears in Ref. 4; comments particular to the 
Touch-Tone oscillator are contained in Section III below. 
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While the fact that the Touch-Tone oscillator is an integrated circuit 
complicates the Bin Picker, its nonlinear character presents difficulties 
in the implementation of the Analysis box of Fig. 1.* The analysis of 
linear circuits is accomplished by algebraic manipulations, a task at 
which the digital computer is fast. 2 Nonlinear circuits, on the other hand, 
require the integration of the differential equations describing the cir­
cuit. Unfortunately, the digital computer is slow at this task.3 The 
problem is complicated further by the fact that the system of differ­
ential equations describing the Touch-Tone oscillator is stiff, i.e., has 
eigenvalues differing by several orders of magnitude. This is not sur­
prising since we have a kHz oscillator built with MHz transistors. Al­
though efficient algorithms have recently been developed to handle stiff 
sys~ems of differential equations,5 analysis of a single oscillator at a 
single temperature that provides sufficient accuracy to determine 
whether or not the rather stringent design requirements (e.g., ±O.l 
percent frequency deviation due to amplifier variations) are met 
requires in excess of ten hours of computer time on a CDC 3300. Since 
several hundred oscillators will have to be analyzed at a number of 
temperatures, such an analysis time for a single oscillator is unaccept­
able. Special analysis techniques, therefore, had to be developed for 
the Touch-Tone oscillator study. These techniques, which are de­
scribed in Section IV, reduce the analysis time for a single oscillator 
to about 3 minutes. 

The results of the tolerance study are presented in Section V. 
Histograms of oscillator frequency and amplitude are presented at 
-40°C and +60°C, the temperature extremes expected in the field. 
Further, the change in amplitude with frequency selection is discussed. 
The oscillator is designed to generate four tones, corresponding to 
different user selection of dial digits. The change in amplitude with 
"button-selection" is significantly different from what one might 
expect by looking at the oscillator as a quasi-linear system. Finally, 
the implications of using a dc feedback current measurement at room 
temperature as an oscillator acceptance test is discussed. 

It should be kept in mind that while this paper is concerned pri­
marily with the computer study of the single-substrate, Touch-Tone 
dial, that study has been carried on in parallel with laboratory testing 
of breadboards and models. The extent to which these two approaches­
laboratory and computer-have complemented one another cannot 

* Oscillators are inherently nonlinear; some phenomenon must be present to 
limit the amplitude of oscillation. 



Touch-Tone® OSCILLATOR ANALYSIS 1267 

be overemphasized. In many instances the direction of the computer 
study was influenced by effects observed in the laboratory, and vice 
versa. Further, the assumptions and many of the qualitative results 
detailed below have been corroborated experimentally. 

II. THE OSCILLATORS AND THEIR REQUIREMENTS 

The dial incorporated in the Bell System Touch-Tone telephone con­
tains two multi frequency audio oscillators to perform the dialing 
function. These oscillators and the associated switching are used to 
generate appropriate frequencies (a unique pair for each button on 
the dial) for dial switching information. 

In this paper we study two RC, single-substrate, integrated oscil­
lators that have been proposed as replacements for oscillators cur­
rently in use. 

Each RC oscillator contains a nonlinear active device, a Twin-T 
feedback network and a buffer stage for connection to the telephone 
line (Fig. 2). The T'win-T' portion of the oscillator is a tantalum, thin­
film circuit whose schematic and voltage transfer ratio are shown in 
Figs. 3a and b, respectively. The notch depth of the voltage transfer 
characteristic is adjusted to -37 dB. The oscillator is designed to 
produce tones of four separate frequencies. The switches, S1 to S4, in 
Fig. 3a are used to select the different frequencies by changing the 
value of R2 • The Twin-T is so designed that the changes in R2 have 
only a small effect on notch depth. 

The nonlinear active device is an integrated silicon dc-coupled 
amplifier with a built-in limiter. Figure 4 shows the voltage transfer 
characteristic of such an amplifier. To sustain an oscillation, the 

TIP 

LOOP 

RING 

Fig. 2-Basic oscillator configuration. 
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slope of the amplifier transfer characteristic (gain) in the vicinity 
of the steady-state operating point must exceed 37 dB-the loss of the 
Twin-T network. The limiting voltage (EL1M ) of the amplifier must be 
controlled so that oscillator amplitude can be controlled. ELIM is con­
trolled by a tantalum resistor on the same substrate as the Twin-T 
network that is anodized during oscillator adjustment. 

After an amplifier chip is bonded to the thin-film circuit, each 
component of R2 in the T'win-T circuit is adjusted at room temperature 
so that each of the four tones is within ±0.2 percent of its nominal 
frequency. Once the frequencies have been adjusted, deviations in 
each of the four frequencies from their tuned values due to amplifier 
changes over a temperature range of -,40°C to +60°C must be within 
±0.1 percent. 

Amplitude of oscillation at one of the four tones is also adjusted at 
room temperature to within ±0.5 dB of its nominal value. The devia­
tion in the amplitude of the adjusted tone must be less than ± 1.0 dB 
due to temperature-induced changes in the amplifier. Further, the 
range of amplitudes of the four tones must be within ± 1.0 dB at 
any temperature. One way of viewing these requirements is to say that 
oscillator amplitude must be within ±2.5 dB from nominal over the 
full temperature and tone frequency ranges. 

0-----------1I--------------~r----~~c~1--~--O 

NORMALIZED FREQUENCY 

0~,0.~1~ __ ~------1.~0------~----~~ 
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w 
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v 
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Fig.3-(a) Twin-T schematic, (b) Twin-T no-load transfer ratio. 
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Requirements are quoted in terms of temperature effects on the 
amplifiers since the two designs under study differ only in the ampli­
fiers used. It is possible, therefore, using the computer, to hold the 
Twin-T at nominal temperature while subjecting the amplifier to the 
full temperature range and thus separate out deviations due to ampli­
fier sensitivity. 

To achieve the required amplitude and frequency stability (as well 
as low distortion), the amplifier should exhibit: (i) high ac input 
impedance, (ii) low ac output impedance, (iii) small dc input current, 
and (iv) constant gain in the linear region. 

Schematics of the two amplifiers (henceforth called A and B) are 
shown in Figs. 5 and 6. Both amplifiers achieve limiting via nonlinear 
feedback: In Amplifier A, transistor Q3 is cut off until the output 
voltage divided by the RIR.2 voltage divider is sufficient to turn it on. 
In other words, Q3 is cut off in the high gain region, but provides 
limiting when it goes active. R,2 is a tantalum resistor that can be ad­
justed to control the limiting point and hence the oscillator amplitude . 

. In Amplifier B, transistor Q6 is cut off in the high gain region and is 
turned on when the output voltage divided by the RsR91R92 voltage 
divider is high. R92 is tantalum and is used to adjust oscillator ampli­
tude. The basic differences in the amplifiers are that B has substan-
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tially higher input and lower output impedances than A. Furthermore, 
while the input impedance of A degenerates .in the limiting region, 
the input impedance of B is held at a high level by the feedback 
provided by R5 . The input impedance of B drops off only when Q'4 
goes into cutoff, a condition that is avoided by keeping the oscillator 
gain margin relatively low. 

It should be clear that the above discussion is qualitative. For 
example, it is difficult to make precise statements about the effects 
of low input impedance of Amplifier A in the limiting mode. Further­
more, both amplifiers are satisfactory when built with nominal device 
parameters. It is left to the computer tolerance analysis to supply data 
with which to compare the two designs when subj ected to manufactur­
ing tolerances and temperature extremes. 

III. THE VARIATION OF PARAMETERS 

In the simulation each iteration of the Monte Carlo loop shown in 
Fig. 1 represents the "building" of one sample oscillator. The cir­
cuit's nominal parameters ~t 20°C are altered by techniques described 
in Ref. 4 using appropriately shaped random number generators and 
the device fabrication statistics. The circuit "built" with these altered 
parameters is then put through a simulation of the adjustment pro­
cedure to arrive at values for the adjustable elements. At this point 
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Fig. 5-Amplifier A schematic. 
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Fig. 6-Amplifier B schematic. 
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we have a realistic sample circuit that is ready for "installation in the 
field." Its operation at 20°C is analyzed; frequency, amplitude, loop 
current, etc., are noted. The parameters are then again altered in 
accordance with their temperature behavior to simulate circuit opera­
tion at other temperatures of'interest. Further, at each temperature, 
the variable arm resistor of the Twin-Tis stepped through four values 
to allow simulation of the production of the oscillator's four tones. 

In the Touch-Tone oscillator study, the parameters of the tantalum 
Twin-T network are held fixed at their nominal values at 20°C, while 
the parameters of the amplifier are chosen in accordance with ex­
pected statistical manufacturing variations and subjected to tempera~ 
tures of -40°C, +20°C and +60°C. (The change in performance 
of a given realization of either of ~he oscillators is expected to be 
monotonic with temperature. Therefore, the oscillators are tested at 
nominal and at the extremes of the temperature range of interest.) 
This line of attack is taken so that oscillator degradations due to the 
amplifier imperfections can be isolated; performance and influence 
of the Twin-T components are relatively well understood. With the 
exception, then, of the tantalum adjustment resistor, the parameters 
that the Bin Picker is concerned with are those of the silicon, inte­
grated amplifier. 

Further, the silicon amplifiers are treated as infinite-bandwidth 
devices. The amplifier capacitors, both inside and outside the tran­
sistors, are ignored. Hence, the amplifiers are modeled as networks of 
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resistors and Ebers-Moll dc transistors.4 The par.ameters that are 
subjected to Monte Carlo perturbations and vary with temperature 
are: (i) transistor forward current gain, {3N; (ii) silicon resistors, Rs; 
(iii) base resistors, R B ; and (iv) collector and emitter intercept cur­
rents, los and lEs . In normal operation of either amplifier, no transistor 
is in saturation. Therefore, it is assumed that effects of variation in 
the reverse current gain, PI , are negligible, and so f3I is held constant 
for all transistors, f3I = 1. 

It is clear that the results of the Monte Carlo study are only as 
accurate as the characterization of the manufacturing and temperature 
variations of the above parameters. Unfortunately, statistical data 
for silicon, integrated circuits is very sketchy. The data used for this 
study is a combination of (i) data on "similar" transistors, (ii) meas­
urements of a limited number of Touch-Tone devices, and (iii) some 
educated guessing by the device designers and modelers. Because of 
the uncertainty in the data, no attempt has been made at rigorous 
statistical characterization of the silicon process. Instead, coefficients 
were estimated for the assumed mathematical model such that the 
silicon parameters, spreads, and correlations produced by the Bin 
Picker "match" what measurement data exist and are consistent with 
what is expected by the device designers. 

The precise distributions, correlations, temperature coefficients, etc., 
that were used in this present study may be found in the more 
thorough discussion presented in Ref. 4: 

IV. ANALYSIS 

Both amplifiers under study are very broadband. Since the intended 
frequencies of the oscillators are below 2 kHz, the amplifiers are 
assumed to be of infinite bandwidth. The amplifiers are thus treated 
as nonlinear, memoryless, two ports; all capacitances, both those 
intrinsic to the transistors and those added to suppress high-frequency 
oscipations, are ignored. The amplifiers are then analyzed as networks 
of resistors and Ebers-Moll dc transistors. 

The nonlinear two-port, Fig. 7, can be characterized by: 

(1) 
i 1 = f2(V l , i2)' 

Since the output current of both amplifiers is small, we can use a 
Taylor series expansion of (1) aroundi2 = O. Keeping the first two 
terms of the expansion of the first equation, we have 
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Fig. 7-Nonlinear two-port. 

(2) 

The first term is the open circuit voltage gain of the amplifier, while 
the second term coefficient is the incremental output impedance. 

The second equation of (1) is handled even more simply, since 

the incremental reverse current gain, is near zero for most multistage 
amplifiers. Hence, 

i l ~ f2(V l, 0). 

To characterize the amplifiers it is, therefore, only necessary to 
compute three nonlinear functions: 

V20 == fl(V l ,0) (the no-load gain function) , 

i l = f2(Vl ,0), 

Z = afl(Vl , 0) = f ( 0) 
o - • - 3 V l , , 

a~2 

each of theindependent variable, VI • 

(3a) 

(3b) 

(3 c) 

Having computed these functions for each amplifier produced by the 
Bin Picker at each temperature, the analysis of the oscillator is 
carried out in a manner illustrated by Fig. 8. In words, the nonlinear 

VI 

TWIN-T 
SIMULATION 

Fig. 8-0scillator simulation. 
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functions describing the amplifier are used to supply the necessary 
port termination to the differential equations of the Twin-T. This 
set of differential equations, made nonlinear and implicit by the addi­
tion of the amplifier functions, are then solved using an implicit, 
numerical integration scheme to produce V.2(t) , the oscillation output, 
as a function of time from which oscillator frequency and amplitude 
can be measured. 

To compute the three functions (V.20, i l , Zo) , we proceed as follows: 
Fig. 9 is a block schematic of the oscillator and its environment. A 
fixed length is assumed for the loop (6 kft). The bypass capacitor, 0 1 , 

is assumed to be an ac short circuit, and hence Vo is taken as a con­
stant dc potential.* The first step is a computation of Vo for each 
amplifier produced by the Bin Picker at each temperature. Since 
distortion is very low in the amplifier, the assumption is made that 
the dc current supplied to the amplifier in steady state is equivalent 
to the dc currrent supplied when the Twin-Tis replaced by its 
series resistance. 

The mesh equations of one amplifier with the dc resistance of the 
Twin-T in the feedback loop are written. Vo is assumed an external 
source. The buffer transistor is added by assuming it always operates 
in the active region so that the collector current, Ie, is determined by 
the base-emitter junction operation. The linear equations of this set 
are solved leaving a set of nonlinear algebraic equations, one equa­
tion for each nonlinear j unction. We will call this set of equations the 
basic set for the amplifier. To account for the remainder of the configu­
ration of Fig. 9, we augment the basic set with equations that describe 
the regulator, the equalizer, and an equation that accounts for the 
second amplifier. This last equation is: 

Vo = EB - (21 s + IR)(R F + R L ) - (21 c + IH)R L • 

This augmented set of nonlinear algebraic equations is then solved 
by a norm-reducing, Newton-Raphson technique. The results of this 
analysis are: Vo ; Vlde , the voltage at the input of the amplifier; V 2de , 

the output voltage of the amplifier or the input voltage to the buffer 
stage; and a quantity that turns out to be of special importance in 
analyzing the results, Ide, the current through the dc resistance of the 
Twin-T, i.e., the current into the input of the amplifier when the 
Twin-Tis replaced by its de resistance. Since output distortion of the 
oscillator is expected to be low, V 2de is the "center line," or average 

* Consideration of the effects of variable loop length would require inclusion 
of the capacitor, el, in the simulation model. 
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Fig. 9-Block-schematic of oscillator and related circuitry. 

voltage of the oscillator output. Hence, crossings of V 2de are used to 
measure frequency during the dynamic simulation. Further, we know 
that in calculating three functions (3a-c), we can restrict the range of VI 

to include and be slightly larger than the high gain region shown in 
Fig. 4. The value, V Ide , gives- us a point in the high gain region, fixing 
the position of that region in the range of VI • It should be noted that the 
high gain region shifts considerably over VI from amplifier to amplifier 
and from temperature to temperature. It is therefore important to fix 
the position of the region to minimize the necessary computation in 
building (3a-c). 

Once Vo , V Ide and V 2de are computed, we return to the basic set of 
equations. The de resistance of the Twin-Tis removed and a voltage 
source, V I , is connected between the input to the amplifier and ground. 
V I is then stepped in 1.5 m V increments and around V Ide to cover a 
range of 150 m V, and V20 and i l are calculated. The process is repeated 
with the addition of a small current source at the output of the ampli­
fier to compute Zo . 

Once the functions (3a-c) are computed, we could proceed to the 
dynamic simulation of the oscillator as shown in Fig. 8, if it were not 
for the frequency and amplitude adjustments that must be made. 
These adjustments are accomplished in the following manner: Con­
sidering frequency tuning first, we realize that tuning is necessary 
because of manufacturing tolerances on the components of both the 
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tantalum and silicon circuits. Since our simulation has exact values 
for tantalum components, one cause of frequency deviation is removed. 
Further, because frequency deviations are expected to be small, we 
make the assumption that frequency deviations due to temperature in 
a given oscillator are independent of frequency tuning. In other words, 
for a given oscillator the frequency difference measured between 
+20°C (the tuning temperature) and any other temperature is inde­
pendent of the actual frequency.at +20°0, at least for the expected 
deviation between tuned and untuned +20°C frequencies. We further 
assume that frequency tuning has a negligible effect on oscillator 
amplitude. With these assumptions we eliminate the need for fre­
quency tuning and proceed as follows. Each oscillator is simulated 
at +20°C. The frequency is measured; call it ho . The difference 

Af = fo - f20 

is calculated, where fo is the nominal frequency. The oscillator is then 
simulated at other temperatures and the frequency measured to be f; . 
The frequency predicted for the oscillator at temperature T (again ac­
counting only for effects in the amplifier) is then 

fT = t; - Af· 

Amplitude adjustment cannot be handled so simply. In our simula­
tion, the tantalum tuning resistor in the amplifier is actually adjusted at 
+20°C and at one Touch-Tone frequency to produce an amplitude 
within the tuning specs, ±0.5 dB. This is accomplished by repetitively 
simUlating, measuring, adjusting, simulating, etc. By using a sub-loop 
adjustment while (3a-c) are being calculated so that ELIM - V2dc (see 
Fig. 4) is the desired peak amplitude, accurate adjustment can usually 
be made with one iteration of the full simulation. It should be remarked 
that if the amplifier and Twin-T were perfectly buffered from· one 
another, ELIM - V2dc would be an accurate prediction of amplitude. 
Hence, those amplifiers for which the prediction is poor and which re­
quire more than one or two iterations of the full simulation loop are 
precisely those amplifiers with poor performance. 

Upon completion of amplitude adjustment, the resulting amplifier 
functions are used in the simulation shown in Fig. 8. This dynamic 
simulation is run for 30 cycles of the oscillator fundamental to obtain 
accurate measures of steady-state amplitude and frequency. 

The separation of the oscillator into an infinite-bandwidth, nonlinear 
amplifier and a linear frequency selective network reduced the com­
putation time for a single oscillator by at least two orders of magni-
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tude from the time required by the most efficient nonlinear circuit 
analysis programs. 

V. RESULTS 

Monte Carlo studies were made on several versions of oscipator A, 
i.e., for several sets of suggested nominal parameter values. In every 
case the results were discouraging, i.e., only a small number of Monte 
Carlo samples passed the oscillator specification tests. On the other 
hand, the results of Monte Carlo studies on oscillator B are en­
couraging. The differences in the results of the studies of the two 
oscillators are so great that oscillator A has been abandoned as a 
contender for the next generation of RC Touch-Tone dials. 

Figure 10 displays the histograms of oscillator A frequency at 
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Fig. 10-Amplifier A normalized frequency histograms, /0 '= 1336 Hz. 
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60°C, 20°C, and -40°C. This histogram at +20°C is an impulse 
since the oscillators are tuned at this temperature. The histograms at 
the other two temperatures, however, show that the majority of 
oscillators fall outside the 0.1 percent frequency limits; only four 
sample oscillators, of 200 tested, were inside the frequency limits. 
With frequency stability this poor, further tests of the oscillator were 
not performed. 

Poor frequency stability is explained by loading of the Twin-T 
by the amplifier,* loading that is largely eliminated in oscillator B. 
Both input and output impedances of the amplifiers under study are 
nonlinear, i.e., change during the oscillator cycle. Hence, no linear 
analysis of Twin-T loading is possible. However, by examining the 
extremes of these nonlinear impedances, we can make qualitative 
statements about frequency stability. 

A typical sample of amplifier A has an input impedance that 
varies between 165 ko and 1.5 Mo at +20°C and between 80 kn and 
785 ko at -40°C. Even if these impedances were constant at their 
maximum values, i.e., if the input impedance of the amplifier 
were 1.5 Mo at +20°C and 785 kn at -40°C, the change in the 
-180° phase point of the Twin-Tis almost 0.1 percent. Changes of 
the -180° point at the low impedance level, i.e., between 80 and 
165 ko, are very large. Since the -180° phase point determines the 
frequency of oscillation, we see that amplifier A has insufficient input 
impedance to provide an acceptable oscillator. 

Typical samples of amplifier. B, on the other hand, have input 
impedances varying between 900 ko and 19 Mo at +20°C and be­
tween 700 ko and 14 Mo at -40°C. At these impedance levels, shift 
in the Twin-T -180° phase point is negligible. 

An additional factor is that amplifier A has output impedance as 
high as 1.6 ko while that of amplifier B is held below 250 o. 

The preceding discussion intimates that oscillator B will be fre­
quency stable. As we shall see below, this is correct, and although 
amplitude stability causes some difficulties, the Monte Carlo study 
predicts a lower bound of 55 percent yield for oscillator B. 

5.1 What is Yield? 
When dealing with integrated circuits, the word "yield" must be 

inte.rpreted with caution. Tests are performed at many points in the 

* This effect has been observed both with compute~ simulations and model 
tests at Bell Telephone Laboratories at Indianapolis. It has been observed further 
that increases in transistor f3N increase the frequency stability of oscillator A. 
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multistep fabrication process with some number of circuits rejected 
at each test. The actual yield, i.e., the ratio of satisfactory circuits 
to the total number of circuits for which fabrication was begun, may 
be quite low. Economically, however, the cost of rejecting circuits at 
an early fabrication step is much lower than rejecting a circuit that 
fails a final manufacturing test. Therefore, no single yield figure is 
a complete measure of the economics of a design. 

The population from which yield is predicted in this paper is first 
a population of amplifiers; it is assumed that tantalum circuits to 
which the amplifiers are appliqued are perfect. Second, the amplifier 
population already has deleted from it those amplifiers, perhaps en­
tire slices, that have been rejected in fabrication tests meant to insure 
the integrity of the circuits. Circuits with shorts, opens, etc., have 
been deleted, and components are within broad tolerance limits, i.e., 
resistivity measurements insure a ± 15 percent spread in resistance 
values and a variety of tests, including junction breakdown, impose 
limits on transistor parameters. 

In short, the population from which we predict yield is a popula­
tion of amplifiers each of whose circuits are topologically equivalent 
to the schematic of Fig. 6 and all of whose parameters are within 
the limits defined in Ref. 4. It is the population with which one would 
expect bonding to begin, and, most importantly, the population where 
failure to meet specification is costly. The yield figure we predict is 
the yield which is most indicative of the virtue of an electrical de­
sign, failures removed prior to construction of our population being 
process dependent and independent of electrical design. 

The outlook for oscillator B is actually brighter than even the 
55 percent yield prediction indi,cates. Four major factors should be 
considered, viz., 

(i) The statistics used to select amplifier parameters were, in general, 
pessimistic. In this sense, the 55 percent yield figure represents a 
lower bound. Further, processing improvements which might be 
expected once the circuit is in full production, especially improve­
ments that increase transistor Betas, will increase yield. 

(ii) Self-heating of the chip has been ignored in the study. As we shall 
see, low temperature operation is the limiting condition of the 
design. Because of self-heating, it is possible that the chip may 
never operate at -40°C, the lowest expected environmental 
temperature. 

(iii) It should be noted that the temperature at which amplitude is 
adjusted (+20°C) is not centered in the temperature range over 
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which the oscillator must operate (-40°C to +60°C). Further­
more, amplitude is not a symmetric function of the impairments, 
e.g., the change in amplitude for negative temperature changes is 
larger than with positive changes. Hence, a gain in yield may be 
realized by adjusting amplitude off nominal. 

(iv) Perhaps most important is that the results of the study show 
that a simple go/no-go test may be performed on the amplifiers 
before they are bonded to the tantalum circuits to weed out the 
45 percent that fail. 

N ow to take a detailed look at the results. 

5.2 Frequency Stability 

Figure 11 shows the frequency histograms for oscillator B at the 
temperature extremes. Note that all the oscillators are well within the 
±0.1 percent limit. In fact, the oscillators are within ±0.05 percent 
limits. Hence, as far as frequency is concerned, oscillator B has 100 
percent yield. The tight stability has suggested that the notch depth 
of the Twin-T circuit can be relaxed from 37 dB to 36 dB to ease 
tantalum fabrication. 

5.3 Amplitude Stability 

Figure 12 shows the amplitude histograms at frequency f 2, * at the 
adjustment temperature and at the temperature extremes. Notice that 
the only failures occur at -40°C. These failures represent 25 percent 
of the sample amplifiers. Note that all the oscillators meet the adjust­
ment specification by a safe margin. 

5.4 Amplitude Change with Tone Frequency 

To examine the change of amplitude with tone change, examine 
Fig. 13. This figure is a profile of one oscillator; it has 12 data points­
four tones, each at three temperatures. Considering the design of the 
oscillator, OI~e would possibly expect amplitude to increase monotoni­
cally with tone frequency. One might argue as follows: The amplifier 
limits on only one side, and the point of limiting is unaffected by tone 
change. On the other hand, the base line of oscillation is approxi­
mately given by the point on the gain curve where 

V 2 - R TIde = VI, 

* The oscillator is designed to generate tones of four different frequencies. 
Henceforth we denote the nominal values of these four frequencies by J1 
through J4 . J1= 1209 Hz, J2 = 1336 Hz, J3 = 1447 Hz, and J4 = 1633 Hz. Ampli­
tude is adjusted at J2 • 
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where RT is the de resistance of the Twin-T network. V 2 and VI are 
connected via the amplifier gain, i.e., 

V2 = VA - KV1 

in the linear region, where V A is some constant and K is the amplifier 
gain. Then, 

V + V 2dc - VA R I 
2dc K = T de , 

V 2dc ~ Va + RTIdc , 

where Va is the baseline voltage when Ide 

amplifier gain curve where V 2 = VI. 
0, the point on the 
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RT varies inversely with tone frequency, and hence we would expect 
the center of oscillation to decrease with increasing tone frequency. 
Since the amplitude is given by the difference between the limiting 
voltage and the center line voltage, we would expect amplitude to 
increase monotonically with tone frequency and, assuming constant 
Ide, to be linear at a slope of -Ide with R T • Figure 14 is a plot of 
amplitude versus RT with temperature as a parameter. Notice that 
for 11 to is the curves are almost linear but with slopes closer to -2I de • 

However, when we come to 14, we notice that the curves change 
direction and violate the monotonicity assumption. One possible ex­
planation for this "turndown" is that the notch of the Twin-T rises 
monotonically for 11 to fs and deepens at 14. While this phenomenon 
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would have a small effect if limiting were perfect, the amplifier under 
study has exponential limiting. The fact that the notch is deeper at 
14 implies that the oscillator does not have to go as far into the 
exponential limiting region to achieve a loop gain of 0 dB. This effect 
appears to more than compensate the amplitude growth due to Ide' 

In any case, the amplitude "turndown" has been corroborated by 
breadboard experiments. 
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Two implications of the non-monotonic relation of amplitude with 
frequency should be mentioned. First, a linearized, first-order guess, 
indeed the design assumption, has been proven inaccurate by an 
analysis which maintains the nonlinear properties of the circuit. Sec­
ond, since the design specifications place limits on the total amplitude 
deviation due to tone change, the lack of monotonicity is helpful in 
meeting specifications. 

5.5 Calculation of Yield 

Returning to Fig. 13, we see that the worst-case amplitude devia­
tions due to all causes-adjustment, temperature, tone change-occur 
at 11 , -40°C for negative deviations and 1.3, +60°C for positive devia­
tions. If we ignore the causes of deviation and simply say that oscil­
lators with amplitudes within ±2.5 dB (see Section II) of the 
nominal amplitude for all modes are acceptable, then Fig. 15 allows 
us to quickly calculate yield. Figure 15 shows the amplitude histograms 
for 11, -40°C and 13, +60°C, with the -2.5-dB limit drawn in. 
The normalized area under the curves outside the 2.5-dB limit rep­
resents the fraction of the total amplifiers that fail. Notice that all 
amplifiers that fail do so at 11, -40°C-another indication of the 
asymmetry of the nominal design. The yield figure is 55 percent. 
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5.6 Production Screening Test 

Breadboard experiments and first-order computations had sug­
gested that some level of dc feedback current (Ide) could be used as 
a threshold for production screening of amplifiers. Figure 16 confirms 
that this is indeed the case and defines the threshold quantitatively. 
The figure shows maximum amplitude deviation (uniformly this 
deviation occurs at fl' -40°C) versus Ide at +20°C and f2. The 
close correlation is obvious. If amplifiers with Ide ~ 0.4 p.,A are re­
jected, all remaining amplifiers produce oscillators within design 
specifications. Note that no temperature tests need be made. 

Figure 17 is a histogram of Ide. The normalized area under the 
curve in the interval [0.4, 00] represents the fraction of amplifiers 
rejected by the test (Ide ~ 0.4 p.A) and also predicts the same 55 
percent yield. 

After noting that amplifiers with high Ide have large amplitude 
deviations, we then ask what causes high Ide. Figures 18 and 19 
show that low transistor Betas cause high Ide and failures. Figure 18 
plots maximum amplitude deviation versus f3Nl - (3N of the first tran­
sistor. The correlation is barely detectable. The argument here is that 
Ide is a function of the /3NS of both transistors one and two as well 
as other parameters and, although there is correlation between the 
transistor /3NS on the same chip, that correlation is not strong enough 
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to permit prediction of performance based on measurement of a single 
transistor !3N. Figure 19 plots amplitude deviation versus (!3N1!3N2) t. 
Here we see the strong correlation that allows us to draw the con­
clusion about the dependency of Ide on transistor !3N and to predict 
an improvement in yield if processing improvements result in increased 
!3N. 
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Finally, Fig. 20 is a histogram of maximum amplitude deviation 
with all amplifiers having I tIc ~ 0.4 p,A removed. It is clear that all 
the oscillators in this reduced population are within the design speci­
fications. 

5.7 Asymmetric Adjustment 

As a final word, let us return to a discussion of the asymmetry of 
the nominal design. For ~mplitude adjustment at 20°0 and 12 , a first 
guess for the adjustment target was nominal amplitude. An adjustment 
temperature of 20°0 is higher than the center of the operational 
temperature range (-40°0 to +60°0), and for this reasoh one might 
consider adjusting amplitude at a higher value than nominal. However, 
12 is lower than the center of the frequency range, and if one accepted 
the notion of amplitude varying proportionally with frequency, one 
might consider adjusting to an amplitude below nominal. These two 
factors then tend to cancel one another. 

The results presented previously, however, indicate that amplitude 
is not a monotonic function of frequency, and amplitude deviations 
due to both temperature and frequency changes are asymmetric. We 
have shown that larger variations in amplitude result from negative 
changes in temperature and frequency than from positive changes. 
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We have seen that the dominant failure condition is /1 , -40°C, i.e., 
low tone frequency, low temperature. This suggests that amplitude can 
be adjusted to take advantage of the asymmetry. If adjusting at /2 
and +20°C, an adjustment objective of 285 m V rather than 270 m V 
is likely to result in increased yield, i.e., it will be possible to accept 
amplifiers with Ide greater than 0.4 {tA. Although the exact adjustment 
figure must still be studied, our results suggest that taking advantage 
of the asymmetry of the design can result in not insignificant savings. 

VI. CONCLUSIONS 

In this paper we have described the application of Monte Carlo 
tolerance analysis to the integrated, single-substrate, RC, Touch-Tone 
oscillator. The conclusions to be drawn are pertinent not only to the 
specific oscillator designs studied, but also to the state-of-the-art of 
tolerance analysis itself. 

We have examined two proposed oscillator designs. Both designs 
employ the same Twin-T as the frequency selective network, the dif­
ference appearing in the high-gain, limiting amplifier. The study, 
therefore, concentrated on the statistical variation of parameter values 
within the amplifier; the Twin-T was held fixed at design values. 
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Variations in oscillator performance, then, were judged against degra­
dation limits allocated to the amplifier. 

The first design was dismissed because of poor frequency stability 
stemming from loading effects of the amplifier on the Twin-T. The 
second design, on the other hand, seems promising; its production now 
seems likely.* The IVlonte Carlo analysis of this design revealed two 
significant properties: 

First, the oscillator has excellent frequency stability. Frequency 
deviations over the full temperature range were less than 0.05 percent 
for all the sample oscillators in the Monte Carlo study. 

Second, the amplitude stability is acceptable. Fifty-five percent of 
the oscillators in the study were within amplitude limits over the 
full temperature and tone frequency ranges. Forty-five percent of the 
oscillators failing specifications is less alarming than might appear at 
first glance for the following reasons: 

(i) The results show that amplitude deviations are strongly corre­
lated with the dc feedback current through the Twin-T, i.e., into 
the amplifier, at room temperature. Hence a test is easily per­
formed on the amplifier chips before bonding takes place and 
without the need of a temperature chamber to weed out amplifiers 
that would result in unsatisfactory oscillators. This test reduces 
the cost penalties associated with a relatively low amplifier yield. 

(ii) The statistical characterization of the parameters of the oscillator 
was purposely pessimistic. Hence, the yield figure should be taken 
as a lower bound. Further, the results indicate that amplifier 
failure is associated with low transistor current gain. Fabrication 
improvements that increase these gains will therefore improve 
yield. 

(iii) The deviation of oscillator amplitude in response to both tempera­
ture and tone change is asymmetric, i.e., amplitude deviations due 
to both low temperature and lower frequency is larger than corre­
sponding changes for high temperature and higher frequency. 
By changing the amplitude adjustment target to some value offset 
from the middle of the amplitude window (270 mV ± 2.5 dB), a 
significant increase in yield can be expected. 

In summary, amplifier yield of 55 percent is lower than might be 

* It should be noted that several potential problem areas have been ignored in 
the computer analysis and remain to be examined. Primary among these are the 
effects of variable loop length and the possibility of parasitic oscillation. 
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hoped for, but the cost penalties associated with this relatively low 
yield are minimized by a simple go/no-go test performed on the ampli­
fiers before bonding. Furthermore, there are good prospects that yield 
can be increased by changes in silicon processing and adjustment 
strategy. 

With regard to Monte Carlo tolerance analysis itself, two aspects 
of the present study should be noted. First, since the oscillator is non­
linear and requires factory adjustment, no standard circuit analysis 
program could reasonably be used as part of a Monte Carlo loop. 
Hence, a special program in which efficiency could be achieved by 
restricting its applicability to a small class of oscillators had to be 
written. To write this program required one man-year of effort-a 
not unsubstantial investment. The point is that while Monte Carlo 
tolerance analysis of circuits like the Touch-Tone oscillator cannot, 
at present, be performed using off-the-shelf computer programs, the 
analysis can be done using special techniques if the circuit's impor­
tance warrants the investment. 

Secondly, since the oscillator's amplifier is fabricated on a single 
silicon chip, its parameters are not statistically independent. Unfortu­
nately, almost no data exists with which to make a statistical charac­
terization of silicon circuit parameters. On the other hand, it is obvious 
that the results of the Monte Carlo study are exactly as accurate as 
the assumed parameter statistics. It is clear, then, that if we are to 
exploit the possibilities Monte Carlo tolerance analysis presents, an 
effort must be made to structure the measurements of silicon circuits 
as they go into production, to clarify the statistical interrelation of 
silicon circuit parameters. 
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Statistical Circuit Design: 

The Application of Monte Carlo Techniques 
to the Study of Impairments in the 

Waveguide Transmission System 

By R. G. OLSEN 
(Manuscript received December 3, 1970) 

Monte Carlo techniques have proven to be useful in examining the 
effects of component variations in electronic circuits. These techniques 
can also be applied to the study of parameter variation in systems. As 
an example of .this approach, this paper reports on the use of Monte 
Carlo techniques in the study of impairments in the wa.veguide trans­
mission system, a high-capacity, long-haul communication facility 
now under development at Bell Laboratories. Two examples of the 
M ante Carlo analysis are discussed. These examples show how the 
Monte Carlo analysis can give the sys.tem designer insight into the 
effects of impairments on the system performance, and can aid the 
designer in setting requirements on the system components. It '£s ex­
pected that these techniques will find further application in other Bell 
System design efforts. 

I. INTRODUCTION 

1.1 Monte Carlo Analysis in Circuit and System Design 

Monte Carlo tolerance analysis has proven to be a useful tool in the 
circuit design process. 1-3 Typically, the designer uses the statistical 
distributions and correlations of the circuit components in conjunction 
with random number generators to produce in the computer a large 
number of sample circuits. These circuits are then analyzed on the 
computer and empirical distributions of circuit performance are ob­
tained. From these distributions, the designer can predict yield and 
can study the implications of altering component tolerances. 

Monte Carlo techniques can also be used to analyze the effects of 
parameter variations in systems; in particular, these methods can be 
applied to the study of impairments in a transmission system. We shall 
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first discuss some of the steps involved in the system design and speci­
fication, and then show how Monte Carlo techniques can be applied. 

1.2 System Specification and Impairment Allocation 
An iinportant part of the design of a transmission system is the 

specification of the system transmission characteristics. This specifica­
tion is made in two steps: 

(i) Specification of the nominal transmission characteristics of each 
block of the system. 

(ii) Specification of the allowed deviations from the nominal trans­
mission charact~ristics. 

The first step involves the specification of the modulation type, 
nominal filter shapes and bandwidths, and the nominal characteristics 
of other blocks such as amplifiers and equalizers, so that the nominal 
system meets the performance objectives. 

The second step involves the specification of the allowed range of 
impairments (such as delay and amplitude distortions) in each block 
of the system so that the performance will still be satisfactory with 
impairments present. This step is known as the impa,irment allocation. 

These specifications translate into performance requirements for the 
individual circuits and components comprising each block of the sys­
tem. There are several difficulties: First, these requirements must be 
consistent with the hardware capabilities; overly stringent require­
ments would result in a reduced manufacturing yield. Secondly, if 
realistic requirements are placed on each component, a repeater assem­
bled at random from a number of separate components may not meet 
the overall impairment requirements. In this situation, alternatives 
such as tightening component requirements, component matching, or 
tuning must be considered. 

1.3 Using Monte Carlo Techniques in Impairment Analysis 
The impairment allocation requires a knowledge of the effects on 

the system performance of impairments in each block of the system. 
Determining the effects of impairments one at a time (by computer 
simulation) is useful, but does not provide the entire answer. If there 
are nonlinearities in the system, the effects of many simultaneous im­
pairments cannot be found by the superposition of their individual 
effects. Similarly, the effects of a particular impairment (such as quad­
ratic amplitude distortion) may depend on the block in which the 
impairment occurs. 
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Monte Carlo analysis, on the other hand, can provide valuable in­
sight into the effects of multiple impairments. Each individual impair­
ment is described by a probability distribution representing its range 
of possible values. The system is simulated for many sets of impair­
ments chosen from the assumed distributions, and the resulting meas­
ures of system performance are tabulated in histograms. 

This procedure can be used in preliminary impairment studies and 
impairment allocations, using hypothetical impairment distributions, 
to get a feeling for the way in which impairments combine, and what 
maximum and minimum degradations can be expected from impair­
ments which are constrained to lie in a certain range. 

Monte Carlo analysis can also be used to get quantitative results on 
repeater yield and component tolerance requirements if the actual im­
pairment distributions in each block of the system are known. Typi­
cally, this information becomes available as the hardware design pro­
gresses. For example, the designer can trade off repeater failures for 
looser component requirements. The tolerances required to give 100 
percent acceptable repeater performance may result in overly stringent 
requirements on the individual hardware components. Relaxing the 
component requirements to give, say, 99 percent acceptable repeater 
performance would increase the component yield, at the expense of 
having a one percent repeater rejection rate. Monte Carlo analysis can 
thus give the designer valuable information on the various tradeoffs 
involved in the system specification. 

1.4 Outline of Paper 
This paper reports on the use of Monte Carlo techniques in the study 

of impairments in the waveguide transmission system, a high-capacity, 
long-haul communication facility now under development at Bell Lab­
oratories. 

The outline of this paper is as follows: Section II describes the wave­
guide transmission system and the sources of impairments. Section III 
discusses the Monte Carlo analysis program; Section IV describes the 
case studies which have been made; and Section V gives the results of 
the Monte Carlo analysis. Section VI gives a summary and conclusions. 

II. THE WAVEGUIDE TRANSMISSION SYSTEM 

2.1 System Description 
The waveguide transmission system will utilize the vast communica­

tion potential of millimeter waves to transmit voice, data, PiC'ture-
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phone® service, and other signals over the telephone network. A decade 
from now, it is expected to playa major role in meeting the increased 
demand for telecommunication services. 

A simplified block diagram of one link of the system for one direc­
tion of transmission is shown in Fig. 1. Present plans call for 120 
broadband channels (60 in each direction) to occupy the frequency 
band from 40 to 110 GHz, giving the system a capacity of about a 
quarter million voice circuits. The baseband input signal in each chan­
nel is two-level PCM at a bit rate of 282 MHz. The modulation tech­
nique used is differentially-coherent phase-shift-keying (DCPSK), in 
which information is transmitted in the relative phase of the carrier. 

The oscillator frequencies for the carriers are spaced at 560-MHz 
intervals across the 40- to 110-GHz band. Tre modulator outputs are 
fed into a channel-combining network, and are then transmitted over 
a twenty-mile* section of buried two-inch circular waveguide. The 
channel-separation network separates the signals from the various 
channels at the waveguide output. 

The signal in each channel then enters a regenerative repeater. The 
down converter shifts the signal to an IF frequency of about 1.4 GHz; 
the equalizers correct for delay and amplitude distortions; and the IF 
filter limits the noise power entering the detector. The regenerator 
samples the detector output every time slot, decides if a one or a zero 
was transmitted, and puts out a pulse of the appropriate polarity. The 
regenerated pulse stream is then modulated back to the millimeter 
band for transmission over the next link of the system. 

2.2 Design Objective 
The design objective in each channel is a 10-9 error rate per repeater 

with a twenty-mile repeater spacing. The probability of error can be 
reduced by raising the received carrier power. Thus the performance 
measure for each channel is based on the amount of carrier power re­
quired to obtain a 10-9 error rate. First we define the relative carrier 
power (RCP) by 

RCP =!L 
J.tfb 

where C is the un deviated carrier power at the receiver input, f.L is the 
thermal noise per unit bandwidth and fb is the bit frequency. The 
RCP is thus the carrier power relative to the noise power in a band-

* The nominal repeater spacing is twenty miles. 
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Fig. 1-Block diagram of the waveguide transmission system. 
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width equal to the bit frequency. The performance measure for a chan­
nel is the Rep required to obtain a 10-9 error rate (called the required 
Rep). 

We now reformulate the design objective in terms of the required 
Rep. Taking into account the power output of millimeter wave 
sources, waveguide and network losses, thermal noise and amplifier 
noise figures, the Rep ava.ilable for the worst channel (at 40 GHz) 
turns out to be 25 dB; other channels have a higher available Rep. 
The error rate in any channel is satisfactory if 

Required Rep ~ Available Rep. 

The system is being designed to meet the worst channel requirement; 
thus the design obj ective for each channel is 

Required Rep ~ 25 dB. 

2.3 Sources of Impairments 

There are two main causes of impairments in the system: imperfect 
equalization and variations in component characteristics. For example, 
the waveguide delay characteristic is such that in anyone 560-MHz 
channel, the delay is almost linear with frequency. The IF delay 
equalizer should therefore have a linear delay characteristic with a 
slope which is the negative of that of the waveguide, so that their com­
bined delay characteristic is fiat.4 However, the combined waveguide 
and equalizer delay characteristic typically contains some residual 
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distortions, which are adequately modeled as having linear, quadratic, 
cubic, and ripple terms. 

Similarly, variations from the nominal waveguide delay characteris­
tic will produce distortion even if the nominal is perfectly equalized. 
Another important source of impairments is the repeater, which con­
sists of about fifteen separate components (such as amplifiers, isola­
tors, filters), each with an inherent variability. 

The above considerations also apply to amplitude distortions, which 
must also be included in an impairment analysis of the system. 

III. COMPUTER ANALYSIS OF THE WAVEGUIDE TRANSMISSION SYSTEM 

3.1 Computer Simulation of the System 

In order to carry out a Monte Carlo study of impairments, we need 
a simulation program to evaluat~ the system performance (i.e., com­
pute required RCPs) given a particular set of transmission characteris­
tics. Such a program has been written by J. H. Mullins.5 This program 
has many features and options; only the ones relevant to this discus­
sion are described below. The program simulates the transmission of 
two periodic streams of sixteen pulses through one channel of the sys­
tem, so that intersymbol interference from all combinations of five 
adjacent pulses is obtained: A calculation is made of the required RCP 
for each time slot in the transmitted pulse stream. The effects of tim­
ing jitter are included by computing the required Rep for various 
regenerator timing errors, typically -~, 0, and +i of a time slot. A 
record is made of the worst (i.e., highest) required RCP for each tim­
ing error, taking all time slots into account. 

The effects of an interfering signal in an adj acent channel can also 
be included in the simulation, in which case the relative time position 
of the adjacent channel signal is adjusted for each time slot to produce 
the worst effect (highest required RCP). Thus there are several re­
quired RCPs computed for a given channel. Characterizing the per­
formance of the channel by a single number, we define the computed 
performance measure to be the maximum of the required RCP at -i 
or +i timing error, with adjacent channel interference included in the 
simulation (called the required RCP with ±~ timing error) . 

3.2 The Monte Carlo Analysis Program 

The waveguide simulation program described in the previous sec­
tion has been embedded in a Monte Carlo analysis program which 
selects parameter values from probability distributions, passes them 
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to the simulation program, and forms histograms of the required RCPs 
computed by the simulation. The program was written for a Control 
Data 3500 computer. About 45 seconds of computation time is required 
for each run through the simulation program when adjacent channel 
interference is included in the simulation; and about 15 seconds when 
the interference is omitted. Generating histograms of 1000 samples, 
therefore, takes either four or 12! hours of computer time. 

IV. EXAMPLES OF MONTE CARLO IMPAIRMENT ANALYSIS 

4.1 The Monte Carlo Impairment Studies 
The Monte Carlo analysis program described in the previous section 

has been used to study the effects of delay and amplitude impairments 
on the waveguide transmission system and has aided in the setting of 
preliminary impairment allocations. 

The nominal transmission characteristics of the system are shown in 
Table I; the system is assumed to be perfectly delay-and-amplitude 
equalized in the absence, of impairments. The impairments are de­
scribed in Section 4.2. 

The worst-case required RCPs (with adjacent channel interference) 
for the nominal system are as follows: 

Zero timing error: 15.20 dB, 

-1 timing error: 16.37 dB, and 

+1 timing error: 16.34 dB. 

The computed performance measure for the nominal system is thus 
16.37 dB. 

TABLE I - NOMINAL TRANSMISSION CHARACTERISTICS FOR MONTE 

CARLO IMPAIRMENT STUDY 

Modulation: DCPSK, path length modulator. 
Symbol rate, polar binary PCM = 282 MBd = h. 
Time slot = 3.5 ns = T. 

RF Channel Spacing = 560 MHz = 1.98 fb. 
RF Channel Filters: 

Two-pole, maximally flat, loss less 
3-dB bandwidth = 450 MHz = 1.6 fbi 

In tandem with two-pole lossless rejection filter centered 560 MHz higher than 
passband filter. 

Receiver IF Noise Filter: 
Four-pole, maximally flat 

3-dB bandwidth = 370 MHz = 1.31 fb. 
Detector: Ideal DCPSK. 
Adjacent channel interference included in simulation. 
System is delay and amplitude equalized. 
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Two Monte Carlo studies have been carried out. In the first, the 
distortions were assumed to originate in the waveguide section of the 
system (i.e., at an RF frequency in the 40- to 110-GHz range). In 
the second, the distortions were assumed to originate in the repeater 
(i.e., at the IF frequency of 1.4 GHz). The only difference between the 
two is that in the second case, the amplitude distortions affect the 
amount of noise power entering the detector, whereas in the first case 
the noise power is independent of the distortions. Thi\ difference is 
significant, as will be seen in the discussion of the results. 

Adjacent channel interference was included in the simulation, and 
histograms of required RCPs were made for timing errors of -i, 0, and 
+i of a time slot. An additional histogram was made of the required 
RCP with ±i timing error. One thousand samples were obtained in 
each histogram, and a record was made of the impairment parameter 
values causing the maximum and minimum entries in each histogram. 

4.2 Impairment Parameters and Distributions 
The impairments investigated in these studies are delay-and-ampli­

tude distortions consisting of linear, quadratic, cubic and ripple com­
ponents. The linear, quadratic and cubic terms are characterized by 
their values at the frequency I = Ie + Ib/2, where Ie is the carrier 
frequency and h = 1/1' is the bit frequency (282 MHz). The ripple 
terms are character:ized by their peak-to-peak amplitude, period 
and phase. 

In these preliminary studies, the impairments are assumed to origi­
nate in a single block (transfer function) of the system. The overall 
delay of this block is the sum of the four delay components, and is 
given by: . 

d(f) = d1[2(f - fc)/fb] + d2[~(f - fc)/fb]2 + d3[2(f -fc)/fb]3 

+ (1/2)dR sin [27l'(f - fc)/PD + On]. 

The distributions of the delay distortion parameters, d1 , d2 , d3 , dR , 

PD andOD assumed in this study are given in Table II. 
The amplitude response of the impaired transfer function is unity 

plus the four amplitude distortions: 

A (f) = 1 + A 1[2(f - fc)/fb] + A2[2(f - !c)/fb]2 + A3[2(! - fc)/fbt 

+ (1/2)A R sin [27l'(! - fc)/P A + OA]' 

The distributions assumed in this study for the amplitude impairment 
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TABLE II-AsSUMED DELAY IMPAIRMENT DISTRIBUTIONS* 

Impairment Type 

Linear Delay 
Quadratic Delay 
Cubic Delay 
Ripple Delay 

Parameter 

d1 = value at!e + !b/2 
d2 = value at!e + !b/2 
d3 = value at!e + h/2 
dR = peak-to-peak value 
Pn = period 
(In = phase 

* All distributions are uniform and independent. 

Distribution Limits 

-0 .2T to 0.2T 
-0 .2T to 0.2T 
-0 .2T to 0.2T 
-0 .3T to 0.3T 

0.125h to 1.0!b 
00 to 90 0 

parameters Ai , A2 , A3 , All,. P A , and ()A are given. in Table III. All 
delay and amplitude distributions are assumed to be independent. 

The impairment parameters are assumed to be uniformly distributed, 
since the actual distributions are not known. However, this is ade­
quate for our purposes, since a primary goal of these preliminary 
studies is to determine the effects of multiple impairments which are 
constrained to lie within certain limits. 

A few words are in order concerning the distribution limits specified 
in Tables II and III. These limits were arrived at after a study had 
been made of the effects of individual impairments on the system 
performance. From this study, a preliminary set of impairment limits 
was obtained for which it was felt that the overall required RCP with 
±1/8 timing error would not exceed 22 dB or so, leaving a margin of 
about 3 dB for other types of impairments. It is these preliminary 
impairment limits which are tabulated in Tables II and III. These 
should not be construed as final requirements on the system, or as 
anything other than first estimates of the impairment levels. which the 
system can tolerate. In fact, the Monte Carlo results in Section V 
indicate that these limits are probably too tight, and satisfactory per­
formance can be achieved with somewhat larger impairment limits. 

TABLE III-AsSUMED AMPLITUDE IMPAIRMENT DISTRIBUTIONS* 

Impairment Type Parameter Distribution Limits 
. -·-------1------------------------1--------------------
Linear Amplitude 
Quadratic Amplitude 
Cubic Amplitude 
Ripple Amplitude 

Al = value at!e + h/2 
A2 = value at!e + !b/2 
A3 = value at!e + !b/2 
AR = peak-to-peak value 
PA = period 
(JA = phase 

* All distributions are uniform and independent. 

-0.15 to 0.15 
-0.2 to 0.2 
-0.1 to 0.1 
-0.06 to 0.06 

o .125!b to 1. 0 h 
0 0 to 90 0 
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v. RESULTS OF THE MONTE CARLO ANALYSIS 

5.1 Case Study #1: Impairments at RF 
The histograms of required RCP resulting frbm the Monte Carlo 

analysis with the distortions occurring at RF are shown ih Figs. 2 
through 5. Also shown are the mean required RCP, the llOminal (no 
distortion) value, the value which was exceeded in only one percent 
of the cases, and the percentage of cases in which the required RCP 
was lower tha:n nominal. 

Figure 2 shows the histogram of the required RCP for zero timing 
error. The mean required RCP is 1.1 dB higher than the nominal 
value. The highest value which occurred was 19.0 dB, but only one 
percent of the cases exceeded 17.55 dB, or 1.45 dB lower. There were 
three cases (0.3 percent) in which the required Rep was less than the 
nominal value, indicating that there are some combinations of dis-
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Fig. 2-Histogram of required Rep for zero timing error with impairments at RF. 
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Fig. 3-Histogram of required Rep for -1/8 timing error with impairments 
at RF. 

tortions which produce better results than no distortions at all. This 
is not too surprising, since the nominal transmission characteristics 
were not chosen to minimize the required Rep at zero timing error, 
but rather to minimize the required RQP with ±1/8 timing error. 

Figure 3 shows the histogram of the required Rep for -1/8 timing 
error. The mean value is 0.75 dB higher than nominal. However, 17 
percent of the distortion combinations reduced the required Rep 
below its no distortion value. This is primarily due to the effects of 
delay distortion. Large positive quadratic delay distortion shifts the 
pulse stream sufficiently so that better results are obtained py sampling 
with -1/8 timing error rather than with zero timirig error. At the 
lowest value in the histogram in Fig. 3, the quadratic delay distortion 
is d2 = 0.16 T. However this distortion is not desirable, since it seri­
ously degrades the required Rep at + 1/8 timing error. The highest 
value in the histogram in Fig. 4 (+ 1/8 timing error) was obtained 
for d2 = +0.19 'T. Similarly, large negative quadratic delay distortion 
improves the required Rep at + 1/8 timing error, but degrades it at 
-1/8 timing error. 

Figure 5 shows the histogram of the required Rep with ± 1/8 
timing error when the impairments occur at RF. The mean required 
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Rep in the impaired system is about 1.1 dB higher than nominal. 
The maximum value that occurred was 20.6 dB, or 4.2 dB higher 
than nominal. The impairment parameter values which resulted in 
this maximum degradation are given in Table IV. The linear and 
cubic delays are both negative and have about the same value (and 
hence are reinforcing) and the quadratic delay is almost at its maxi­
mum positive value. The delay ripple has a large period and a large 
peak-to-peak amplitude. Looking at the amplitude impairments in 
Table IV, we see that the quadratic amplitude has a large negative 
value, as does the peak-to-peak amplitude ripple. 

The most interesting feature of the histogram in Fig. 5 is that four 
percent of the distortion combinations produce a lower required Rep 
than nominal, the lowest being 15.8 dB, 0.55 dB below nominal. The 
impairment values producing this minimum required Rep are also 
given in Table IV. All the distortions are quite small, except for the 
quadratic amplitude distortion which is almost at its maximum posi­
tive value. These results indicate that positive quadratic amplitude 
distortion occurring at RF improves the performance of the system. 
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Fig. 4-Histogram of required Rep for +1/8 timing error with impairments 
at RF. 
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This indication is quite true, as is shown by the graph of the required 
RCP with ± 1/8 timing error versus quadratic amplitude at RF in 
Fig. 6. (All other impairments are set to zero.) A quadratic amplitude 
shaping at RF with parameter A~ = 0.3 reduces the required RCP to 
15.45 dB, 0.9 dB below the nominal. 

It would seem desirable to build this amplitude shaping into the 
nominal system to take advantage of the improved performance. 
Yet any intentional amplitude shaping would have to be done in the 
IF strip, since it is extremely difficult to build filters and provide 
gain at RF. Unfortunately, the beneficial effect of quadratic amplitude 
shaping is lost when we apply it at the IF frequency. The shaping 
filter would follow the primary noise source in the system (the IF 
input amplifier), and would increase the amount of noise power enter­
ing the detector. The shaping filter would require gain, 
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and hence increases the noise bandwidth of the system. The resulting 
degradation in the system performance from the increased noise power 
is greater than the improvement gained by amplitude shaping, as is 
shown in Fig. 6. The system performance is degraded by any quadratic 
amplitude distortion introduced at IF, but the effects of a negative 
distortion are relatively small. If quadratic shaping were introduced 
by a passive filter, there would be a decrease in signal power which 
would similarly raise the required RCP. Amplitude shaping intro­
duced at IF degrades the system performance, and we are left in 
the position of having some "impairments" at RF which improve 
performance, but being unable to build the improvements into the 
system. 

5.2 Case Study #2: Impairments At IF 

Another Monte Carlo analysis was made with the impairments in 
the IF strip instead of at RF. This was the only difference between 
the two studies; the same sets of impairments were generated in both. 
The histogram of the required RCP with ± 1/8 timing error for the 
impairments at IF is shown in Fig. 7. There were no combinations 
of distortions for which the system performance was better than 
nominal. 

The impairment parameter values producing the maximum and 

TABLE IV-IMPAIRMENT VALUES-MAXIMUM AND MINIMUM OBTAINED 

REQUIRED RCP WITH ±1/8 TIMING ERROR (IMPAIRMENTS AT RF) 

Maximum Obtained Minimum Obtained 
Required RCP Required RCP 

= 20.6 dB = 15.8 dB 

Impairment Parameter Value at Maximum Value at Minimum 

Linear Delay dl -0.13T -0.06T 
Quadratic Delay d2 o .19T O.OIT 
Cubic Delay d3 -0.12T 0.03T 
Ripple Delay 

Peak-to-peak value dR -0.29T -0.18T 
Period PD 0.99 jb o .44/b 
Phase eD 29.4° 23,4° 

Linear Amplitude Al -0.06 0.004 
Quadratic Amplitude A2 -0.18 0.19 
Cubic Amplitude A3 -0.02 0.06 
Ripple Amplitude 

Peak-to-peak value AR -0.06 -0.01 
Period PA 0.16 jb 0.83/b 
Phase eA 58.6° 63,4° 
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Fig. 6-Required Rep with ±1/8 timing error as a function of quadratic 
amplitude distortion. 

minimum required RCP with ±1/8 timing error are given in Table V. 
The maximum required RCP obtained in the Monte Carlo analysis 
was caused by large negative linear, quadratic, and cubic delay com­
ponents and a large slow delay ripple. The amplitude impairments, 
however, were quite small. 

The impairments producing the minimum obtained required RCP 
of 16.4 dB are also tabulated in Table V. The quadratic and ripple 
delays are quite small, and the linear and cubic delays practically 
cancel each other out. The cubic and ripple amplitude distortions are 
very small, but the linear amplitude distortion is quite large and the 
quadratic amplitude is of moderate size. 

Comparing the histograms in Figs. 5 and 7, we see that impair­
ments at IF have, in general, a slightly worse effect on the system 
performance than those at RF: The mean of the distribution at IF is 
0.1 dB higher than at RF, and the one percent point is 0.35 dB higher. 
Also, there were no distortions at IF for which the system performance 
was better than nominal, whereas four percent of the distortions at 
RF did improve the system performance. 

The range of the distribution at RF was greater than that at IF 
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(15.8 dB-20.6 dB at RF, 16.4 dB-20.1 dB at IF). This is primarily 
due to the effects of quadratic amplitude distortion (Fig. 6). At RF~ 
a quadratic distortion A2 in the range -0.2 to 0.2 produces a required 
Rep ranging from about 15.6 dB to 17.7 dB; whereas at IF the range 
is from 16.4 dB to 16.9 dB. 

In summary, the histograms in Figs. 5 and 7 show that the maximum 
required RCP observed in the two case studies was 20.6 dB, which is 
1.4 dB below the 22-dB objective. Hence the eventual system impair­
ment requirements could conceivably be less stringent than the dis­
tribution limits assumed in these Monte Carlo studies (Tables II 
and III). 
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Fig. 7-Histogram of required Rep with ±1/8 timing error with impairments 
at IF. 
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TABLE V-IMPAIRMENT VALUES-MAXIMUM AND MINIMUM OBTAINED 

REQUIRED RCP WITH ±1/8 TIMING ERROR (IMPAIRMENTS AT IF) 

Impairment Parameter 

Linear Delay di 
Quadratic Delay d2 

Cubic Delay d 3 

Ripple Delay 
Peak-to-peak value dR 
Period PD 
Phase fJD 

Linear Amplitude Ai 
Quadratic Amplitude A2 
Cubic Amplitude A 3 

Ripple Amplitude 
Peak-to-peak value AR 
Period PA 
Phase fJA 

Maximum Obtained 
Required RCP 

= 20.6 dB 

Value at Maximum 

-0.14r 
-0.1Sr 
-0.15r 

0.2Sr 
o .94/b 

82.8° 
0.008 

-0.003 
0.07 

0.03 
0.41 jb 
5.1° 

VI. SUMMARY AND CONCLUSIONS 

Minimum Obtained 
Required RCP 

= 16.4 dB 

Value at Minimum 

-0.08r 
-0.002r 

o .12r 

0.003r 
0.40 jb 

70.8° 
-0.13 
-0.09 

0.006 

-0.02 
0.82 jb 

S4.00 

Monte Carlo techniques can be used to study the effects of param­
eter variability in systems as well as circuits: Statistical distributions 
are used to model variations in system characteristics rather than 
tolerances on circuit components. In particular, this paper has shown 
how Monte Carlo methods can be applied to the analysis of impair­
ments in the waveguide transmission system. Two examples of the 
Monte Carlo analysis have been presented. These examples show 
how the Monte Carlo technique provides insight into the effects of 
impairments on the system performance, and can aid in determining 
the system impairment allocations. 

Monte Carlo analysis can be used in the solution of future wave­
guide system problems, such as the problems of component variability 
and tolerance allocation. The effects of a particular choice of com­
ponent tolerance requirements and the percentage of randomly assem­
bled repeaters which meet the RCP objectives can be determined by 
Monte Carlo analysis. The effects of tighter tolerances and the need 
for component matching or tuning can also be determined. As more 
information becomes available on component variability in manu­
facturing and aging, it can be incorporated into the Monte Carlo 
analysis and its effects can be readily evaluated. This capability for 
obtaining quick results from new information is expected to be of 
significant value to the waveguide system design effort. 
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Employing Monte Carlo methods at an early stage in the waveguide 
system design and development is expected to shorten the design 
interval and reduce the design effort. It is expected that Monte Carlo 
techniques will find further application in the study of parameter 
variability in other Bell System projects. 
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Analog Transmission Performance on the 
Switched Telecommunications Network~ 
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To characterize the transmission performance of the Bell System 
switched telecommunications network, Bell Telephone Laboratories 
conducted a survey of toll connections during 1969 and 1970. Con­
nections were established between Bell System end offices chosen 
by statistical sampling techniques. Both analog and data transmission 
tests were performed. A summary of analog transmission performance 
is presented in this paper. It contains estimates for noise, loss, attenua­
tion distortion, envelope delay distortion, peak-to-average ratio, fre­
quency offset, level tracking, nonlinear distortion, and phase jitter 
for toll calls within the Bell System. Accompanying papers discuss 
data transmission error performance at various speeds between 150 and 
4800 bits per second. 

I. INTRODUCTION 

Information related to transmission performance of toll connections 
is essential to the evaluation of toll service quality, necessary for 
assessing the adequacy of present administrative and maintenance 
procedures, and important in establishing objectives for new transmis­
sion systems and equipment. Bell Telephone Laboratories has con­
ducted a number of system-wide transmission surveys since 1959. 
Surveys made in 1959, 1962, and 19661- 3 concentrated on the trans­
mission performance of toll connections. Other surveys have examined 
the performance of specific equipments or portions of the telephone 
network.4~6 This survey is based on a probability sample of telephone 
traffic. The use of probability sampling permits estimation of trans­
mission performance parameters for the population of all toll calls 
and permits quantitative measure of the possible error in these esti­
mates. The 1969-70 survey differs from previous surveys by including 
more measures of the transmission performance of the connection. 

1311 
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Frequency offset, peak-to-average ratio (P I AR), level tracking, and 
intermodulation and harmonic distortion for toll connections had not 
been measured previously on a system-wide basis. 

This paper presents a statistical summary of analog transmission 
data. Measurements were made on toll connections from end office 
(local switching office) to end office over the switchedtelecommunica­
tions network. Due to alternate routing and diversity routing within 
trunk groups, connections between the same originating and terminat­
ing offices may differ. Information on the characteristics of loops, 
which are fixed entities connecting a subscriber to his local office, has 
been reported by P. A. Gresh.7 Connection measurement results are 
presented on the basis of airline distance between the end offices. 
Results are separated into three mileage categories. The breakdown 
is short (0-180 airline miles), medium (180-725 airline miles), and 
long (725-2900 airline miles). Mileage categories are combined to 
provide results for the population' of all toll connections. The trans­
mission characteristics reported include noise, loss, attenuation dis­
tortion, envelope delay distortion, PI AR, frequency offset, level track­
ing, nonlinear distortion, and phase jitter. Accompanying papers8 ,9 

provide results for data transmission error performance at various 
speeds between 150 and 4800 bits per second (b/s). 

II. SURVEY LOGISTICS 

2.1 General 
It was apparent that to achieve a valid measure of the switched 

telecommunications network performance, the survey would be a 
large-scale operation encompassing the measurement of a large number 
of transmission characteristics on many toll connections between many 
different pairs of offices. Standard test sets or equipment units used for 
circuit maintenance or characterization were available for making 
most of the measurements. The remaining test equipment was pur­
chased, or designed and built. Considering the bulk of the test equip­
ment required to perform both analog and data transmission measure­
ments, the shipping involved, and the manpower required to make 
measurements at many different locations, several decisions were made 
to control the magnitude of the physical effort: 

(i) Several measurements were made from each location to limit 
the amount of travel and provide opportunity for measuring 
alternate routes. ' 

(ii) Measurements were made in one direction of transmission 
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for most characteristics. The receiving locations for these tests 
required a large quantity of equipment and were designated 
primary test sites. The transmitting ends required a much 
smaller amount of equipment and were designated secondary 
test sites. Message circuit noise and 1000-Hz loss, however, 
were measured for both directions of transmission. 

(iii) Personnel and equipment remained at a primary site for, a 
given time while a secondary team and equipment moved 
from location to location. 

(iv) With several tests to be made, and different equipment required 
for each test, tests were run simultaneously on several connec­
tions and then rotated rather than being made sequentially 
on only one connection at a time. 

(v) Testing at each secondary site continued for at least a full day, 
this being judged to be an appropriate compromise between 
time required to travel to a site and set up the equipment, and 
measurement time at the site. 

(vi) Sufficient equipped secondary teams were provided so that 
one could travel while another tested, thus keeping the primary 
team busy every working day. 

2.2 Test Equipment 

Equipment used in making Data-Phone® transmission performance 
tests is described in companion papers.8 ,o Analog transmission measur­
ing equipment is listed in Table 1. 

Packed for shipping, each set of secondary test gear (analog and 
data), consisted of nine cases totaling about 27.5 cubic feet and weigh­
ing 550 pounds. The primary equipment was about five times larger. 
Figure 1 shows a primary equipment arrangement. 

2.3 Test Lines 

Access to toll connections was the same as that of telephone sub­
scribers. Subscriber line appearances were connected directly from the 
main frame to the test console; the distance to the main frame ranged 
from 20 to 100 feet. At secondary locations five lines were used, three 
for simultaneous tests, one for coordination of tests (order wire), and 
one to provide a reference path for envelope delay measurements. At 
primary locations five lines were used for connections to the secondary 
locations and three additional lines were provided: one line for tele­
typewriter access to a time-shared computer for analog data manage­
ment; one line for Data-Phone service to transfer data transmission 
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test results from a small computer at the primary location to a similar 
computer at the Bell Laboratories Holmdel, N. J., location; and one 
line for normal telephone service, used for coordination purposes. 

III. SAMPLE DESIGN 

3.1 Sampling Considerations 
In the concluding remarks of 1. Nasell's report of the 1966 Connec­

tion Survey, he noted that the survey suffered from two limitations: 

TABLE I-CONNECTION SURVEY ANALOG TRANSMISSION 

TESTING EQUIPMENT 

Equipment 

BTL* Console. (Pri, Sec) 

WECo 3A Noise Measuring Set 10 

(Pri, Sec) 

WECo 6F Voiceband Noise 
Measuring Set (Pri) 

BTL Noise Measuring Set 
Control Unit (Pri) 

WECo 25B Voiceband Gain and Delay 
Measuring Set (Pri, Sec) 

WECo KS-19260L1 Oscillator (Sec) 

WECo 27B P / AR Receiverll (Pri) 
WECo 27E P / AR Generator (Sec) 

BTL Phase Jitter Meter (Pri) 

X-Y Plotter (Pri) 

Frequency Counter (Pri) 

Amplifier and BTL Attenuator 
(Pri) 

WECo 71B Milliwatt Reference 
Generator (Pri, Sec) 

Accessories (Pri, Sec): 
Power Supplies, Tools, Batteries, 
Interconnecting Cords, Instructions, 
Shipping Cases, etc. 

Teletypewriter (Pri) 

Function 

Terminate and connect up to 8 telephone 
lines to 12 test sets 

Measure circuit noise 

Count impulse noise peaks (four thres­
hold levels) 

Switch control of weighting networks, 
notch filter, and narrow band filters for 
intermodulation and harmonic distortion 
product measurement 

Measure loss, attenuation distortion, and 
envelope delay distortion 

Resettable accurate voice-frequency 
source 

Measure compressIon of peak-to-average 
power ratio of test signal (P / AR) 

Measure peak-to-peak phase jitter 

Associated with 25B for swept plots of 
gain and envelope delay distortion 

Measure frequency offset 

Shift receiving sensitivity of 25B to 
desired range 

Calibration of test set sending power and 
receiving sensitivity 

Transfer analog measurement results to 
data management system in time-shared 
computer' 

* BTL indicates equipment designed and built for the survey. 
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with test personnel only at one end of a connection, many tests could 
not be performed and calibration of far-end milliwatt supplies could 
not be verified.3 Test personnel were assigned to both ends of the con­
nections in the 1969-70 survey to overcome these limitations. This 
approach substantially increased the travel and overall time required 
to complete the survey. To bring these within manageable proportions, 
a three-stage sampling plan was adopted with 12 primary and 98 sec­
ondary test offices. Execution of this survey required at least seven 
persons in the field for a period of a year. 

3.2 Selection of the Samples 
A population for which information is desired must be defined 

prior to selecting a sample from that population. Characterization of 
analog transmission for toll connections was the criterion used to 
define a population for sampling purposes. The population was defined 
as all customer-dialed toll calls established between Bell System end 
offices via the switched telecommunications network during a normal 
business day. A call was classified as a toll call if the customer was 
detail billed, i.e., the customer incurred a specific, identified surcharge 
for placing the call. Calls originating or terminating in end offices 
not owned by the Bell System were excluded from the population. 
Calls originating in manual end offices also were excluded on the 
basis that they may not be placed without operator assistance. On J an­
uary 1, 1970, 12 of the approximately 15,000 Bell System end offices 
were manual. 

A three-stage sample with stratifications at the first and second 
stages of sampling was selected from the population defined above 
by established techniques.12 ,13 Fir:;;t-stage sample units were selected 
with probabilities proportional to a measure of size. Second- and 
third-stage sample units were selected using stratified and simple ran­
dom sampling respectively. 

Prior to selecting the first-stage or primary sample units, a geo­
graphic stratification was imposed upon the population to achieve wide 
physical dispersion of the sample. Continental United States plus 
Ontario and Quebec (Bell Canada) were partitioned into twelve 
strata on the basis of annual outgoing toll messages (AOTM). Ideally, 
each stratum should have equal total AOTMs. Individual states were 
not subdivided in attempting to obtain equal size primary strata. 
This facilitated assembling the first-stage sampling frames. 

One Bell System end office building was ~elected from each pri­
mary stratum. Selection took place independently in each primary 



ANALOG TRANSMISSION PERFORMANCE 1317 

stratum and was based upon probabilities proportional to the number 
of annual outgoing toll messages. The primary units selected were in 
the 12 cities listed in Table II. 

Units of the first-stage sample were designated as primary test sites 
for the analog transmission characterization of the voice network, i.e., 
buildings from which test calls originated and which served as receiv­
ing sites for transmission tests. The suitability of each primary for 
serving Data-Phone customers was verified. At two end office build­
ings it was noted that a Data-Phone customer normally would be 
served from an alternate or remote building because the offices 
within the sampled building were unacceptable with respect to impulse 
noise. Accordingly, test calls were originated from the alternate build­
ings for these primary locations. Tests were made from the selected 
building and from the alternate building in one of the instances. Tests 
were underway at the selected building when it was discovered that a 
Data-Phone customer indeed would not be served from that building. 
Tests scheduled for this site were completed. Another series of tests 
later was made at the alternate building. In the other case, tests were 
conducted only at the alternate building. The improvement in precision 
did not justify the effort required to visit the sampled building in addi­
tion to the alternate building. The sample for analog characterization 
does not include data collected at alternate buildings. 

When an end office building contained offices with different types 
of switching, tests were performed on connections established through 
each type of office. One building contained offices having panel and 
crossbar switching. In this instance, the sample for analog characteri­
zation includes connections established through the panel and the 
crossbar offices. The sample for Data-Phone characterization includes 
connections established through the crossbar offices only. 

In the s.econd stage of sampling, from six to twelve calls were se­
lected from originating traffic printouts compiled at the primary test 
sites composing the first-stage sample. These calls were used to deter­
mme secondary test offices, i.e., offices in which the test calls termi-

TABLE II-PRIMARY TEST LOCATIONS 

Mobile, Ala. 
Sacramento, Calif. 
Miami, Fla. 
Woodstock, Ill. 
Quincy, Mass. 
Trufant, Mich. 

Omaha, Nebr. 
Concord, N. H. 
Rockaway, N. J. 
New York, N. Y. 
Cleveland, Ohio 
Sharon, Pa. 
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nated and which served as transmitting sites for most transmission 
tests. A sub stratification was imposed before selection took place. 
Three substrata were defined on the basis of airline distance. Connec­
tions from 0 to 180 airline miles in length were placed into one sub­
stratum. Those from 180 to 725 airline miles were placed into a second. 
All remaining connections were placed into the third. At least two 
secondary sites were selected in each of the three mileage strata for 
each primary site. Additional secondary sites were selected in an effort 
to approximate self-weighting in each substratum. With self-weighting 
within substrata, each data point equally represents the population for 
its substratum. A total of 32 secondary sites was selected in the short 
mileage stratum. In both the medium and long mileage strata, 33 
secondary sites were selected. 

The third-stage sample elements were repeated calls originating 
from a primary site and terminating in one of its associated secondary 
sites. Approximately six connections were established between each 
primary and each of its associated secondaries. Repetitions were de­
sired to account for the effects of alternate routing of toll connections 
and to increase the amount of data gathered while at the test sites. 
Analog transmission tests were conducted on 188 connections belonging 
to the short mileage category, 227 medium length connections, and 209 
long connections. The complete array of analog measurements was not 
obtained on all connections since 60 were prematurely disconnected. It 
is believed many of these disconnects were qauseq inadvertently by 
survey test personnel. 

IV. TESTING PROCEDURES 

4.1 Scheduling 

Personnel from Bell Laboratories performed the tests at both ends 
of the connections. Separate field teams were scheduled for the tours 
associated with each primary site-three .persons at the primary and 
two at each secondary. A total of 56 persons participated. Generally, 
two secondary teams were associated with each primary; in one case, 
three teams were required. All teams received training in the test pro­
cedures before going to the field. Figure 2 shows the primary and 
secondary locations. Schedules were planned to minimize' travel dis­
tance. The testing schedule, as modified by experience at the first pri­
mary site, provided essentially two full days at the first site visited 
by a secondary team for them to become accustomed to and perform 
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the tests. Thereafter, only one day was scheduled for testing six con­
nections. 

4.2 Placing Calls 

A testing sequence was begun in the morning by the primary team 
placing three test calls, one after another, from the primary to that 
day's secondary. As each call was answered, a few words of conversa­
tion were exchanged to assure two-way transmission to the correct 
number, the connection' was held at both ends (push buttons on the 
consoles), and then the primary dialed the next test call. With three 
test connections established, a call was placed to serve as an "order 
wire" to coordinate the test activities and a call was placed to estab­
lish a data link to the Bell Laboratories Holmdel, N. J., location. 

4.3 Testing Procedures 

After the connections were established, testing was begun on all 
three and continued until the block of tests was completed, requiring 
about an hour. On one connection, a 2000-b/s data. set was operated 
for 30 minutes, followed by a l200-bJs data set for the next 30 min­
utes.8 On a second connection, a l50-b/s data set was operated for 40 
minutes, then a 3600- or 4800-bJs data set for 20 minutes.v,8 If the 
secondary team was not equipped with a 3600- or 4800-b/s data set, 
the l50-b/s set was operated for an hour. On the third connection, the 
sequence of analog tests was performed. At the end of the first sequence 
of testing, the assignments of toll connections to the test equipments 
were rotated and the tests were repeated. At the end of the second 
hour of testing, the assignments were rotated again and testing con­
tinued until all tests had been made on each test connection. When all 
tests were completed, including any necessary check or verification 
tests, the calls were disconnected. In the afternoon, the entire sequence 
was repeated. When a call was inadvertently disconnected during 
testing, a new call was established. Testing usually continued from 
that point in the test sequence. An attempt normally was made to 
repeat the tests made on the original call but time did not always per­
mit. Analog measurement results were read from meters and dials 
of the test sets. The values were recorded at the primary on a pre­
printed data form. At an appropriate time in the test sequence, the 
information was transferred to a data. management system. 

4.4 A nalog Data Management Procedures 

As measurements were made, results were entered into a data man-
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agement system residing in a time-shared computer. Since test equip­
ment characteristics contribute to the transmission characteristic 
values being measured, each data point was calibrated to subtract those 
contributions. It was then compared with the results calculated on the 
basis of previously collected data. If the data point greatly differed 
from previous data) information to that effect was transmitted to the 
test site. Field personnel verified if the measurement was correct by 
redoing the test since the connection was still established. Under no 
circumstances was a data point screened out simply because it differed 
greatly from other values. If the retest indicated the value was cor­
rect, then it was accepted. 

Past surveys did not have immediate data processing available. 
Experience in this survey has clearly established the value of such a 
data management system providing feedback information to the test 
sites. Since data "laundering" was being carried out as the survey 
progressed, only a moderate amount remained to be done after field 
operations were completed. This produced two outstanding advan­
tages. For the most part, the validity of the data was verified by 
people at the test site capable of investigating problems while con­
nections were still established; secondly, analysis of data could begin 
immediately after field tests were completed. 

4.5 Data Analysis 

Analysis of the survey data was accomplished using computer 
programs based upon statistical formulas for multistage sample sur­
veys.12,13 Although an attempt was made to approximate self­
weighting within each mileage category, it was convenient to select 
secondary test sites for individual primaries as the second-stage 
sampling frames became available. This restricted the degree to which 
self-weighting could be achieved. The absence of self-weighting means 
that some data points in a mileage category have more weight asso­
ciated with them than others in translating sample measurements into 
population estimates. Because of this, appropriate weights were cal­
culated and used in the analysis. 

Recall that the sample design required selection of one primary 
unit in each primary stratum. This does not allow calculation of the 
variance due to the first stage of sampling when estimating a confi­
dence interval. To solve this problem, the concept of collapsed strata 
was used.14 Thus the data were analyzed as though the sample design 
called for six primary strata with two primary units in each. All 
weights were adjusted appropriately to reflect this change. 
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In addition to analog characterization of the voice network, an 
analysis to characterize analog transmission on that part of the net­
work appropriate for data transmission was carried out. With the 
exception of impulse noise, only minor differences were seen when 
these results were compared to those for the entire voice network. 
Based on these findings, results for impulse noise will be presented 
as they relate to the entire voice network and as they relate to that 
part of the network serving data customers. 

V. ANALOG TRANSMISSION RESULTS 

Estimates of the population mean with accompanying gO-percent 
confidence interval and of the standard deviation are provided for most 
transmission characteristics. Results are presented for the population 
of all toll connections and for connections in three mileage categories 
defined on the basis of airline distance. Sampling weights reflecting 
the distribution of message telephone traffic were applied to the data 
to calculate all estimates. Generally, results for all toll calls resemble 
results for the short mileage category. Approximately 85 percent of 
all toll calls placed in the telephone network belong to the short 
category.3 

When a cumulative distribution function (CDF) for a transmission 
characteristic indicates that the distribution has an elongated tail for 
large values of the characteristic, it is described as being positively 
skewed. If the tail of the distribution is elongated for small values of 
the characteristic, the distribution is described as being negatively 
Bkewed. Complete CDFs are presented to illustrate the degree of 
skewness for some characteristics. When a distribution of a charac­
teristic deviates substantially from normal, the 10-,50-, and gO-percent 
points are listed. 

Generally, the variance of a transmission characteristic is largest 
in the short mileage category. Differences among the types of trans­
mission facilities account for this large variance. A large variance 
along with a relatively small sample size results in a large variance for 
the estimator used to calculate the mean. Since the variance of that 
estimator is used to calculate the accompanying confidence interval, 
the resulting interval will be wide. As a result of this, the confidence 
intervals accompanying estimates for short connections are generally 
wider than those accompanying estimates for medium and long con­
nections. 
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5.1 Noise 
The subjective impairment due to noise in a transmission channel 

used for voice transmission is most directly related to the power and 
frequency spectrum of the noise. C-message weighted noise power is 
a good measure of the impairment.lO Errors in data transmission may 
result from high-amplitude noise peaks; therefore, a count of the 
number of noise peaks exceeding a specified threshold is a better 
measure of the noise impairment for data transmission. This char­
acteristic is called impulse noise. 

5.1.1 Message Circuit Noise 
Circuit noise was measured using a 3A Noise Measuring SeVo with 

C-message and with 3-kHz fiat weighting networks. The latter meas­
urement includes low-frequency noise components. In addition, both 
measurements were recorded without and with a signal transmitted 
over the connection. The former indicates noise present during 
quiescent intervals on the telephone circuit. The latter measurements 
were made while a 2750-Hz tone at -12 dBm was transmitted. Since 
a connection may contain compandors, the tone was transmitted to 
provide energy to hold the compandors at a nominal g,ain. A band­
reject filter was used to remove the tone at the receiving end of the 
connection before measurements were made. These measurements are 
an indication of the noise on a line as it would appear to a data 
modem. The measurements are referred to as C-message notched 
noise and 3-kHz fiat notched noise. Results for these characteristics 
are listed in Table III. 

C-message and 3-kHz fiat noise without a tone applied to the tele­
phone circuit were measured at both primary and secondary test 
offices. A comparison of C-message noise measured at the primary test 
offices with C-message noise measured at the secondary test offices 
does not indicate substantial differences. A comparison of the results 
for 3-kHz fiat noise is not very meaningful because of the poor pre­
cision accompanying the results for measurements made at the pri­
mary offices. The precision is poor because the differences between 
primary test offices with respect to 3-kHz fiat noise was substantial. 
Near-end noise contributions (60-cycle hum) accounted for these 
differences. Precision accompanying the results for measurements 
made at the secondary offices is better because there were eight times 
as many secondary offices. This gave a better cross-section of the near­
end noise contributions. 



Connection 
Length 
(airline 
miles) 

All ~ 
0-180 

180-725 
725-2900 

Connection 
Length 
(airline 
miles) 

All 
0-180 

180-725 
725-2900 

TABLE III-RESULTS OF MESSAGE CIRCUIT NOISE TESTS ON TOLL CONNECTIONS* 

C-Message Weighting 3-kHz Flat Weighting C-Message Notched 3-kHz Flat Notched 

Primary Primary Primary Primary 

Mean S.D.t Mean S.D. Mean S.D. Mean S.D. 
(dBmC) (dB) (dBm) (dB) (dBmC) (dB) (dBm) (dB) 

21.6 ± 3.6 9.1 42.7 ± 2.8 8.3 30.7 ± 2.9 11.4 44.8 ± 2.9 7.7 
18.7 ± 3.7 8.3 42.2 ± 2.4 8.2 29.5 ± 3.6 12.6 44.5 :t: 2.4 7.6 
29.3 ± 0.6 3.1 43.6 ± 3.8 8.4 34.3 ± 1.4 5.2 45.1 ± 4.4 8.1 
32.7 ± 0.6 3.5 45.4 ± 5.7 8.7 34.9 ± 0.8 4.0 46.3 ± 5.6 8.1 

- - - - -- -

C-Message Weighting 3-kHz Flat Weighting 1966 Connection Survey Results 

3-kHz Flat 
Secondary Secondary C-Message Weighting Weighting (DDD) 

Mean S.D. Mean S.D. Mean S.D. Mean S.D. 
(dBmC) (dB) (dBm) (dB) (dBmC) (dB) (dBm) (dB) 

22.9 ± 3.5 8.5 43.1 ± 1.4 7.3 - - - -
20.0 ± 3.7 7.6 43.1 ± 1.7 7.7 21.6 ± 0.8 6.4 42.5 ± 1.5 5.8 
30.0 ± 0.5 3.7 43.3 ± 1.2 6.1 29.6 ± 0.7 4.2 43.6 ± 1.4 5.2 
33.8 ± 1.3 3.8 42.3 ± 1.9 6.2 32.5 ± 1.0 4.1 43.9 ± 1.1 4.2 
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* Sample weights reflecting the distribution of message telephone traffic were applied to the data to calculate all estimates in this ;::! 
paper. 

t S.D. indicates standard deviation 
~ All indicates all connections (0-2900 airline miles) 
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C-message and 3-kHz flat noise have been well documented in past 
surveys, the most recent having been conducted in 1966.3 A compari­
son of current C-message results with those of 1966, also shown in 
Table III, indicates substantially the same findings. In general, the 
mean C-message noise increases with distance while the standard 
deviation tends to decrease. Confidence intervals accompanying esti­
mated means for both surveys overlap. The estimated standard devi­
ation for short- connections is greater than in 1966. The estimated 
standard deviations for medium and long connections are smaller than 
in 1966. Distributions for C-message noise are all close to normal. 

Results for the 1966 survey contain 3-kHz flat noise for operator 
and DDD-handled calls. Since all calls in the 1969-70 survey were 
placed via DDD, a comparison was made" with the corresponding 
results from 1966. The estimated means are similar for all mileage 
categories. Estimated standard deviations in all mileage categories 
are greater than in 1966. Short and long connections show approxi­
mately a 2.0-dB increase. Distributions for 3-kHz flat noise are posi­
tively skewed. 

Since notched noise readings were measured only at the primary 
test sites, they are compared with C-message and 3-kHz flat results 
for the primaries. Both mean and standard deviation are larger for 
C-message notched noise than for C-message noise in each mileage 
category. The differences between the characteristics diminish with 
increasing distance. C-message notched noise is dependent upon the 
length of a connection; the means increase with distance. The standard 
deviation monotonically decreases with increasing distance. Distribu­
tions for C-message notched noise are close to normal in the medium 
and long categories. The distribution for short calls is negatively 
skewed. 

Notched noise with 3-kHz flat weighting does not differ greatly from 
3-kHz flat noise measured at primary test sites. There is a tendency for 
means to be slightly higher and for standard deviations to be slightly 
lower when a tone is present. Distributions for 3-kHz flat notched 
noise are positively skewed. 

5.1.2 Impulse Noise 

To measure impulse noise, a 2750-Hz signal at -12 dBm was 
transmitted. At the receiving end of the connection, a 6F Impulse 
Noise Counter was used to detect impulses of noise exceeding four 
different voltage levels. The levels were separated by 4-dB intervals. 
These levels were set so that the impulse noise counter thresholds were 
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5 and 1 dB below and 3 and 7 dB above the expected rms level of a 
received data signal. Connections were monitored for 15-minute inter­
vals and the C-message notched weighting network was used to block 
the 2750-Hz tone. 

Impulse noise count distributions are not normal. J. H. Fennick15 

has shown that the distribution of the logarithm of impulse noise 
counts is approximate'ly normal for intertoll trunks. The logarithm of 
impulse noise counts is approximately normally distributed for con­
nections as well. The mean, median, and standard deviation are listed 
in Table IV for the count distributions. The 10-, 50-, and gO-percent 
points are listed in Table V. These results characterize impulse noise 
on the entire voice network. 

The number of counts decreases as the threshold of the impulse 
noise counter is raised. This is expected since the amplitude of the 
impulse must exceed the threshold of the counter to register. An 
equivalent way of phrasing the first sentence is to say that the number 
of impulse noise counts decreases as the signal-to-impulse-noise counter 
threshold gets smaller. Results in Table IV are presented for the four 
signal-to-impulse-noise counter thresholds used when monitoring a 
connection. 

Impulse noise counts are dependent upon the length of a connection. 
The number of counts registered increases with airline distance. This 
is clearly illustrated in the first section of Table V where 10-, 50-, and 
gO-percent points are listed. 

Earlier it was mentioned that results for impulse noise differed 
sUbstantially when comparing the analog characterization of the voice 
network and the analog characterization of that part of the network 
providing Data,-Phone service. The two sections of Table V permit this 
comparison. As discussed in Ref. 8, the sample for evaluating Data­
Phone service excludes panel offices at either end of a connection. 
It also excludes originating step-by-step offices where the impulse 
noise level due to office equipment alone exceeded a specified limit. 
Reference 8 discusses this sample in detail. 

5.2 1 OOO-H z Loss 
A 1000-Hz O-dBm signal was applied to the connection and the 

received signal power measured with a 25B Voiceband Gain and Delay 
Measuring Set. Loss results for measurements made at primary and 
secondary test sites are tabulated in Table VI. A comparison of the 
two sets of results does not indicate substantial differences. However, 
a comparison of the two measurements on a connection-by-connection 



TABLE IV-IMPULSE NOISE COUNTS ON TOLL CONNECTIONS (1S-MINUTE INTERVAL) 

Signal-to-
Impulse-

Noise All 0-180 Miles 180-725 Miles 725-2900 Miles 
Counter ---

Threshold Mean Med.* S.D. Mean Med. S.D. Mean Med. S.D. Mean Med. S.D. 
---

+5 39 ± 21 4 128 32 ± 15 3 105 48 ± 44 7 150 74 ± 48 15 219 
+1 18 ± 11 2 68 13 ± 6 1 40 27 ± 30 2 90 44 ± 32 7 148 
-3 11 ± 8 1 56 7± 5 0 23 24 ± 26 1 115 24 ± 20 2 87 
-7 7± 6 0 34 5 ± 4 0 19 15 ± 18 0 72 1O±11 0 28 

-- - --- ----

* Med. indicates median 
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TABLE V-IMPULSE NOISE COUNTS ON TOLL CONNECTIONS (15-MINUTE INTERVAL) 

Percentage Points from Cumulative Distribution Curves 

(Voice Network Characterization) 

Impulse-Noise All 0-180 Miles 180-725 Miles 725-2900 Miles 
Counter 

Threshold 10% 50% 90% 10% 50% 90% 10% 50% 90% 10% 50% 90% 

+5 0 4 78 0 3 62 0 7 109 1 15 154 
+1 0 2 36 0 1 29 0 2 76 0 7 95 
-3 0 1 16 0 0 13 0 1 34 0 2 57 
-7 0 0 7 0 0 5 0 0 19 0 0 22 

(Data-Phone Service Characterization) 

10% 50% 90% 10% 50% 90% 10% 50% 90% 10% 50% 90% 

+5 0 2 40 0 2 36 0 4 42 0 6 50 
+1 0 1 14 0 1 12 0 1 14 0 2 28 
-3 0 0 6 0 0 5 0 0 6 0 0 8 
-7 0 0 3 0 0 3 0 0 3 0 0 5 
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TABLE VI-COMPARISON OF CONNECTION LOSSES AT 1000-Hz FROM 
1966 AND 1969/70 SURVEYS 

1969/70 Survey 1966 Survey 

Connection Primary Secondary (DDD) 
Length 
(airline Mean S.D. Mean S.D. Mean S.D. 
miles) (dB) (dB) (dB) (dB) (dB) (dB) 

All 6.7±0.6 2.1 6.6±0.3 2.1 - -
0-180 6.5±0.7 2.0 6.4±0.4 2.1 7.0±0.4 2.3 

180-725 7.3±0.4 2.3 7.1±0.6 2.1 8.5±0.6 2.5 
725-2900 7.7±0.5 2.5 7.3±0.3 2.0 8.9±0.6 3.0 

basis shows that a difference of 5 dB between loss measurements for 
the two directions of transmission is not uncommon. In one instance 
the difference was 20 dB. 

Results from the 1966 survey are also included in Table VI.3 Both 
surveys indicate that the means of the loss distributions increase with 
distance. However, the amount of increase with length is less than 
existed in 1966. Both mean loss' and standard deviation are smaller in 
all categories when compared with the 1966 survey. On the basis of 
non-overlapping confidence intervals, the differences appear significant 
for medium and long connections. Distributions for loss are positively 
skewed. 

5.3 Signal to C-N otched Noise 

To obtain a measure of the effect of circuit noise upon data trans­
mission, the ratio of received signal power to C-notched noise was 
calculated. Loss at 1000 Hz was used to determine the received power 
of a signal transmitted at -12 dBm. The distributional parameters 
are tabulated in Table VII. 

The results from this survey clearly indicate that the ratio of signal 
to C-notched noise is dependent upon connection length. Both mean 
and standard deviation decrease with increasing distance. Note that 
larger ratios imply better transmission quality with respect to noise 
interference. 

Distributions of signal to' C-notched noise are negatively skewed 
for medium and long connections. The distribution for short connec­
tions is positively skewed. Since this characteristic is of particular 
interest for data transmission, the cumulative distribution functions 
are given in Fig. 3. 
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TABLE VII-RESULTS OF SIGNAL-TO-C-NoTCHED-NoISE RATIO 

FOR TOLL CONNECTIONS 
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Fig. 3-Cumulative distribution curves: signal-to-notched noise with C-message 
weighting. 

5.4 Attenuation Distortion Relative to 1000 Hz 
Attenuation distortion is a measure of the change in loss caused 

by a corresponding change in the frequency of a transmitted signal. 
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The test was initialized by sending a 1700-Hz signal at 0 dBm and, 
at the receiving end of the connection, adjusting a preamplifier to 
obtain a high reading on a 25B Voiceband Gain and Delay Measuring 
Set. Once the preamplifier was set for a particular connection, the 
setting was not changed throughout the remainder of the test. The 
signal was then sent at each frequency listed in Table VIII and the 
received signal measured. When the power of the received signal was 
too low to be detected by the test equipment, the lowest detectable 
value was assigned. This occurred at the lower and upper edge frequen­
cies of the voiceband (200,3200, 3300, and 3400 Hz). 

Loss is treated as a positive quantity for data analysis. Increasing 
positive quantities represent greater loss conditions. To obtain the 
attentuation distortion, the 1000-Hz loss of each connection was sub­
tracted from the losses at all frequencies for that connection. Results 
for the lower and upper edge frequencies mentioned above are inter­
preted as indicating that the distortion is at least that great. 

Attenuation distortion in all mileage categories is essentially the 
same between 800 and 2300 Hz. Short connections experience less dis­
tortion at both the lower and upper edges of the voiceband when 
compared to medium and long connections. Distortion on long connec­
tions is similar to that on short connections for the lower edge frequen­
cies of the voiceband (200-600 Hz) and it is similar to the distortion 
on medium length connections at the upper edge frequencies of the 
voiceband (2450-3400 Hz). Attenuation distortion distributions are 
slightly to moderately skewed. In most cases the skewness is positive. 

A graphical presentation of means listed in Table VIII is given in 
Fig. 4. The means for all connections combined are not plotted, since 
they are sImilar to the means for short connections. The figure provides 
a first-order approximation for attenuation distortion bandwidth. 
The 1959 survey noted an average 20-dB bandwidth of about 3000 Hz 
for both short (0-400 miles) and long (400-2900 miles) connections.1 

Calculating the differences in frequency between the low-end and high­
end 20-dB points in Fig. 4 gives approximately 3100 Hz. Attenuation 
distortion curves generally are nearly linear from about 1000 Hz to 
2800 Hz. The loss difference between 2750 Hz and 1000 Hz provides 
a measure of this slope. Accordingly, the average slopes for the curves 
are 3.5, 4.1, and 4.7 dB for short, medium, and long connections re­
spectively. These results indicate a decrease in slope since 1959. When 
the data from the 1959 survey are adjusted to eliminate the contribu­
tions of loops, the amount of decrease is in the neighborhood of 2 to 3 
dB. 



TABLE VIII-ATTENUATION DISTORTION RELATIVE TO IOOO-Hz ON TOLL CONNECTIONS 

All 0-180 Miles 180-725 Miles 725-2900 Miles 

Frequency Mean S.D. Mean S.D. Mean S.D. Mean 
(Hz) (dB) (dB) (dB) (dB) (dB) (dB) (dB) 

200* 1l.8±1.9 5.1 11.4 ± 2.4 5.1 13.7 ± 1.5 4.5 12.4 ± 2.4 
250 6.6±0.9 3.0 6.4 ± 1.1 2.7 8.0 ± 1.3 3.7 6.8 ± 1.6 
300 4.1±0.6 2.1 4.0 ± 0.7 1.9 4.8 ± 0.9 2.8 4.0 ± 0.9 
400 2.3±0.3 1.6 2.2±0.4 1.4 2.8 ± 0.6 2.2 2.0 ± 0.3 
600 1.1 ± 0.1 1.1 0.9±0.1 0.9 1.6±0.4 1.9 1.2±0.2 
800 0.5±0.1 0.5 0.4±0.0 0.5 0.7 ± 0.2 0.5 0.5 ± 0.1 

1200 -0.1 ± 0.1 0.3 -0.1 ± 0.1 0.3 -0.3±0.1 0.4 -0.3 ± 0.0 
1400 -0.1 ± 0.1 0.6 0.0±0.1 0.6 -0.3 ± 0.1 0.6 -0.3±0.1 
1700 0.3±0.1 0.9 0.3±0.1 0.9 0.1±0.2 0.8 0.2 ± 0.2 
2000 0.8±0.1 1.1 0.8±0.1 1.1 0.8 ± 0.2 1.1 0.7±0.3 
2300 1.4 ± 0.2 1.4 1.4 ± 0.3 1.3 1.4 ± 0.3 1.4 1.7±0.5 
2450 1.9±0.4 1.6 1.8 ± 0.4 1.5 2.0 ± 0.4 1.6 2.4±0.6 
2750 3.7 ± 0.8 2.5 3.5 ± 1.0 2.5 4.1±0.5 2.2 4.7 ± 1.0 
2850 4.7 ± 1.1 3.0 4.4 ± 1.2 3.0 5.4±0.6 2.6 6.1 ± 1.1 
3000 6.9 ± 1.5 4.1 6.4±1.6 4.1 8.1±1.0 3.6 9.2±1.9 
3100 9.5±1.7 5.7 9.0 ± 1.9 5.9 10.6±1.5 4.7 1l.6±2.7 
3200* 13.4 ± 2.1 7.8 12.9 ± 2.5 8.0 14.7 ± 2.1 6.8 15.2 ± 3.4 
3300* 18.2 ± 2.7 9.5 17.6±3.2 10.0 20.0 ± 3.1 8.0 19.8 ± 3.7 
3400* 22.1 ± 3.0 9.2 21.2 ± 3.6 9.8 24.4 ± 2.8 6.4 25.1 ± 1.7 

* Distortion values at these frequencies are at least as great as shown. 
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LONG CATEGORY CURVE ESSENTIALLY COINCIDES 
WITH THE CURVE FOR SHORT CONNECTIONS FOR 
THE LOW SIDE OF THE VOICEBAND AND WITH THE 
CURVE FOR MEDIUM CONNECTIONS FOR THE HIGH 

25 SIDE OF THE VOICEBAND. 
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Fig. 4-Locus of means for attenuation distortion relative to 1000 Hz. 

5.5 Envelope Delay Distortion Relative to 1700 Hz 

1333 

In general, the change in phase of a signal introduced by a transmis­
sion channel depends upon the frequency of the signal. Envelope delay 
is the derivative of the phase characteristic with respect to frequency. 
Envelope delay distortion is the envelope delay m'inus the constant 
delay term.16 Table IX presents results of envelope delay distortion 
relative to the delay at 1700 Hz for 19 frequencies throughout the 
voiceband. 

Relative envelope delay distortion distributions are positively 
skewed. The degree of skewness varies considerably. Means and stan­
dard deviations for medium and long toll connections are very similar; 
generally the means are separated by less than 100 microseconds at 
frequencies between 800 and 2450 Hz and by less than 250 micro­
seconds elsewhere in the voiceband. Furthermore, the means are 
slightly lower for long connections between the frequencies 200 and 
1400 Hz. Between the frequencies 2000 and 3400 Hz, the results dis­
play slightly higher means for long connections. The standard deviation 



TABLE IX-ENVELOPE DELAY DISTORTION RELATIVE TO 1700-Hz ON TOLL CONNECTIONS 

All 0-180 Miles 180-725 Miles 7252.2900 Miles. 

Frequency Mean S.D. Mean S.D. Mean S.D. Mean S.D. 
(Hz) (JLsec.) (J.LSec.) (J.LSec.) (J.LSec.) (JLsec.) (J.LSec.) (JLsec. ) (J.LSec.) 

200* 5187 ± 566 2672 4580 ± 518 2461 7526 ± 404 1851 7505 ± 473 2422 
250* 3934 ± 410 2010 3384 ± 326 1727 5866 ± 417 1595 5880 ± 314 1870 
300 3290 ± 289 : 1660 2816 ± 209 1407 4884 ± 384 1375 4901 ± 297 1510 
400 2091 ± 221 1220 1695 ± 128 930 3413 ± 341 1215 3163 ± 218 1144 
600 843 ± 96 583 656 ± 43 430 1467 ± 183 628 1335 ± 127 592 
800 392 ± 50 342 290 ± 20 263 737 ± 114 371 649 ± 88 350 

1000 190 ± 28 206 133 ± 15 165 380 ± 73 227 335 ± 53 209 
1200 80 ± 16 125 48 ± 10 103 187 ± 45 139 156 ± 32 128 
1400 17 ± 5 74 3± 8 66 63 ± 16 83 56 ± 15 76 
2000 51 ± 20 67 50 ± 18 62 36 ± 26 66 80 ± 51 95 
2300 175 ± 47 136 152 ± 43 122 226 ± 54 133 273 ± 76 180 
2450 284 ± 65 179 248 ± 64 159 363 ± 48 153 442 ± 89 230 
2750 577 ± 120 339 485 ± 102 276 811 ± 99 273 934 ± 189 457 
2850 729 ± 144 420 616 ± 120 338 1017 ± 137 348 1166 ± 263 573 
3000 1041 ± 183 570 889 ± 164 456 1437 ± 144 468 1614 ± 303 816 
3100 1335 ± 241 728 1128 ± 217 578 1903 ± 153 585 2071 ± 329 993 
3200 1636 ± 330 956 1319 ± 279 697 2475 ± 191 750 2734 ± 414 1285 
3300* 1919 ± 461 1227 1526 ± 363 917 3208 ± 343 1095 3333 ± 395 1356 
3400* 2367 ± 693 1645 1935 ± 556 1277 4040 ± 553 1634 4248 ± 752 2018 

- ------ - - ---

* A significant percentage of connections were not measurable at these frequencies. 
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of the distribution of relative envelope delay distortion at each fre­
quency for long connections is the same or moderately higher than for 
medium length connections. 

A comparison of the results with the 1959 survey indicates less delay 
distortion on telephone circuits today.1 Results for both medium and 
long categories compare favorably with the 1959 results for short toll 
connections (0-400 miles) . 

Except for the three lower edge frequencies, the results for short toll 
connections indicate that envelope delay distortion at a given frequency 
is about half that experienced on medium and long connections. Stan­
dard deviations for short connections are either lower or essentially 
the same with the exception of the three lower edge frequencies once 
again. Figure 5 graphically displays the means listed in Table IX. The 
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Fig. 5-Locus of means for envelope delay distortion relative to 1700 Hz. 
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locus of means for the population of all toll connections falls between 
the curves plotted for short and medium length connections. Figure 5 
provides a first-order approximation for envelope delay distortion 
bandwidth. 

At the lower and higher edge frequencies of the voice band, envelope 
delay distortion may not be measurable. This occurs when the circuit 
has a high loss at a given frequency. Since the envelope delay distor­
tion cannot be predicted when this condition arises, the sample size 
diminishes at-the outer edge frequencies. This reduction in sample 
size is as high as 27 percent at 250 and 3300 Hz. It is as high as 41 
percent at 200 Hz and 54 percent at 3400 Hz. 

5.6 Peak-to-Average Ratio (PI AR) 
PI AR is a single parameter measure of the transmission quality of a 

connectionY A 27E P JAR generator was used to introduce a contin­
uous pulse train into the telephone channel. The reading on a 27B 
P/ AR Receiver measures the dispersion introduced by that channel. 
Since amplitude distqrtion, phase distortion, nonlinear distortion, and 
noise influence the dispersion that will be introduced, PI AR measure­
ments are related to measures of each of these impairments. High 
values of PI AR represent favorable transmission conditions. 

Results for PI AR appear in Table X. Although the mean does not 
show a monotonic trend with length of connection, it is dependent 
upon mileage. The standard deviation increases with connection length. 
All P / AR distributions are negatively skewed. To illustrate the low ' 
end tails of the distributions, the CDFs for short, medium, and long 
toll connections are given in Fig. 6. 

5.7 Absolute Frequency Offset 
The frequency of a signal may shift when transmitted over a carrier 

telephone channel. This will occur when modulating and demodulating 

TABLE X-RESULTS FOR PEAK-TO-AvERAGE RATIO (P/AR) 
ON TOLL CONNECTIONS 

Connection 
Length' 

(airline miles) 

All 
0-180 

180-725 
725-2900 

Mean 

79.5 ± 3.0 
81.7 ± 3.3 
72.5 ± 3.3 
74.2±2.0 

S.D. 

9.9 
8.6 

10.5 
11.0 
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Fig. 6-Cumulative distribution curves: peak-to-average ratio (P / AR). 

carrier supply frequencies are not identical. The change in frequency 
is called frequency offset. The offset is positive if the frequency in­
creases and negative if it decreases. Absolute frequency offset is defined 
as the absolute value of the change in frequency. 

A precise 1200-Hz signal was transmitted at -12 dBm. At the 
receiving end of the connection, a frequency counter with a 10-second 
averaging period was used to measure the frequency of the received 
signal. Results for absolute frequency offset are given in Table XI. 

Distributions of absolute frequency offset are not normal. The value 
is 0 for 87, 59, and 43 percent of all connections in the short, medium, 
and long categories, respectively. Accordingly, 10-, 50-, and 90-percent 
points are listed in Table XI. The table indicates very little frequency 
offset was detected. However, an offset greater than 3 Hz was measured 
on two connections in the long mileage category. 
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TABLE XI-RESULTS FOR ABSOLUTE FREQUENCY OFFSET 
ON TOLL CONNECTIONS 

(Percentage Points from Cumulative Distribution Curves) 

Connection Offset in Hz 
Length 

(airline miles) 10% 50% 90% 

All 0 0 0.2 
0-180 0 0 0.1 

180-725 0 0 0.3 
725-2900 0 0.1 1.1 

5.8 Level Tracking 

Level tracking is a measure of change in loss as a function of the 
power of a signal at the input to a connection. It provides an indication 
of the presence of compandored facilities, particularly any mismatch of 
signal-power-controlled compressor gains and expandor losses. Results 
are presented in Table XII in the form of deviations from the gain 
measured with -10-dBm input power. The results show that over the 
measured range there is a slight decrease in gain as the input test 
signal power is increased. 

Distributions for gain deviations with signal power are skewed 
toward greater deviations. Thus, distributions for input powers greater 
than -10 dBm are negatively skewed, while distributions for input 
powers lower than -10 dBm are positively skewed. It is noted that the 
greatest deviations are concentrated in the medium length category. 
This reflects the fact that more compandors are likely to be en­
countered on medium length connections. This is indicated by the 
facility composition of intertoll trunks presented in Ref. 5. Medium­
length connections often consist of a short intertoll trunk and a 
medium-length intertoll trunk in tandem or two short intertoll trunks 
in tandem. These arrangements increase the likelihood of encountering 
compandors. 

5. 9 Nonlinear Distortion 

Estimates of nonlinear distortion were obtained using intermodula­
tion and harmonic distortion measurements. For intermodulation dis­
tortion, two tones, 1250 Hz (tone A) and 700 Hz (tone B), were trans­
mitted at -13 dBm each (-10 dBm total) and the power of each 
intermodulation product in Table XIII was measured. For harmonic 
distortion, a 525-Hz tone was transmitted at -12 dBm and the received 



Connection 
Length 

(airline miles) 

TABLE XII-DEVIATIONS FROM GAIN MEASURED WITH -IO-DBM 

TRANSMITTED SIGNAL ON TOLL CONNECTIONS 

o dBm Input -5 dBm Input -15 dBm Input 

Mean S.D. Mean S.D. Mean S.D. 
(dB) (dB) (dB) (dB) (dB) (dB) 

- 20 dBm Input 

Mean S.D. 
(dB) (dB) 

All -0.5 ± 0.1 0.5 -0.3±0.1 0.3 0.4±0.1 0.3 0.7 ± 0.1 0.6 
0-180 -0.5±0.1 0.5 -0.3 ± 0.1 0.3 0.3±0.1 0.3 0.7±0.2 0.6 

180-725 -0.7±0.2 0.5 -0.4 ± 0.1 0.3 0.5±0.1 0.4 0.9 ± 0.2 0.7 
725-2900 -0.5 ± 0.1 0.4 -0.3±0.1 0.3 0.4±0.1 0.3 0.6 ± 0.1 0.4 
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TABLE XIII-RESULTS FOR THE RATIO OF THE TOTAL RECEIVED POWER OF A Two-ToNE SIGNAL TRANSMITTED 

AT -lODBM TO INDIVIDUAL INTERMODULATION PRODUCT POWERS ON TOLL CONNECTIONS 

Product 
A = 1250 Hz 
B = 700 Hz All 0-180 Miles 180-725 Miles 725-2900 Miles 

Freq. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 
Type (Hz) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB) 

A-B 550 42.8 ± 2.3 10.6 43.2 ± 3.2 11.4 40.8 ± 1.8 7.7 42.9 ± 0.7 7.0 
2B 1400 50.1 ± 2.5 11.5 51.3 ± 3.2 12.7 46.1 ± 1.7 5.8 46.8 ± 1.0 5.2 
A+B 1950 43.9 ± 3.0 12.0 44.9 ± 3.8 13.1 39.9 ± 2.4 7.3 42.7 ± 1.4 6.7 
3B 2100 54.3 ± 1.2 7.4 54.7 ± 1.5 8.0 53.5 ± 1.5 5.0 52.7 ± 1.6 5.0 
2A 2500 48.6 ± 2.2 11.2 49.3 ± 2.9 12.3 45.7 ± 2.5 6.5 48.0 ± 1.5 6.0 
2B + A 2650 50.0 ± 2.2 12.3 51.1 ± 2.8 13.6 46.0 ± 2.2 6.6 46.8 ± 1.1 4.8 
2A - B 1800 43.6 ± 2.4 10.9 45.0 ± 3.1 11.9 39.3±2.4 6.3 40.1 ± 1.3 4.9 

Equivalent 
A±B 42.1±2.2 10.6 42.8 ± 3.0 11.6 39.0 ± 2.1 5.9 41.3 ± 1.2 5.7 
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powers of the signal, the second harmonic (1050 Hz), and the third 
harmonic (1575 Hz) were measured. Results in Tables XIII and XIV 
give the powers of the products in dB below received signal. 

Current work on characterizing nonlinearities has shown that the 
power average of the second-order products should be used ,to compute 
second-order distortion and the 2A-B product used directly to compute 
third-order distortionY This measure of second-order distortion is 
labeled "equivalent A ± B" product in Table XIII and was computed 
for each connection by takirig the ratio of total received signal power 
to the average power of the A + B product, the A - B product, and 
the 2A and 2B products each adjusted by 6 dB to make them equivalent 
to A ± B products.16 Figures 7 and 8 give the CDFs for second- and 
third-order ratios. 

Nonlinear distortion is time-variable on some channels. When an 
intermodulation or harmonic distortion product varied with time, the 
maximum value was recorded. This causes estimates of nonlinear 
distortion to indicate slightly poorer ratios for second-order products. 
Laboratory simulations have shown that the maximum value is the 
best indication of performance for third-order products and the average 
of the maximum and minimum values should be used for second-order 
products. 

Distributions for intermodulation distortion ratios exhibit positive 
skewness for short connections while the data for both medium and 
long connections generally are close to normal. For all ratios the 
standard deviation decreases in longer mileage categories. This trend 
is not true for the means of the distributions. Generally the mean is 
lowest for medium length connections. 

The ratio of fundamental to second harmonic of the 525-Hz tone 
has a distribution which is positively skewed for short connections. 

TABLE XIV-RESULTS FOR THE RATIO OF RECEIVED 525-Hz 
FUNDAMENTAL TO THE SECOND AND THIRD HARMONICS 

ON TOLL CONNECTIONS 

Second Third 
Connection 

Length Mean S.D. Mean S.D. 
(airline miles) (dB) (dB) (dB) (dB) 

All 41.8 ± 2.5 11.6 45.7 ± 2.4 12.3 
0-180 42.6 ± 3.3 12.4 47.3± 2.6 13.3 

180-725 38.2 ± 1.9 7.8 39.7 ± 2.4 6.3 
725-2900 41.6 ± 1.4 7.6 42.0 ± 1.6 5.3 
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The distributions are close to normal for medium and long connec­
tions. The ratio of fundamental to third harmonic has a distribution 
positively skewed for both short and medium connections. The distri­
bution is close to normal for long connections. Both ratios are poorest 
in the medium category. Standard deviations decrease in the longer 
categories. 

The skewness in the distributions of ratios noted above reflects the 
fact that the harmonic or intermodulation product was very weak on 
some connections. When either an intermodulation or harmonic prod­
uct was below the noise measured in a. slot around the frequency of 
the product, the noise value was recorded. This leads to slightly lower 
ratios. 
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Fig. 7-Cumulative distribution curves: signal-to-second-order distortion prod­
uct at -10 dBm transmit power. 
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Fig. 8-Cumulative distribution curves: signal-to-third-order distortion prod­
uct at -10 dBm transmit power. 

5.10 P eak-to-P eak Phase Jitter 
Phase jitter is defined as incidental frequency modulation or phase 

variations introduced into signals transmitted over telephone channels. 
To measure the components of jitter in several frequency bands, a 
1700-Hz signal was transmitted at 0 dBm. At the receiving end, phase 
excursions of the 1700-Hz tone were detected. Peak-to-peak phase 
jitter in degrees was measured in six octave bands between 12 and 768 
Hz and for the entire band of 12 to 768 Hz. 

Distributions of phase jitter are not normal. In most instances, the 
distributions exhibit a high degree of truncation at 0 degrees. Accord­
ingly, Table XV contains 10-, 50-, and 9O-percent points for short, 
medium, and long connections in each frequency band measured. 
Results published for the 1966 survey described jitter components 
between 10 Hz and 120 Hz.3 They are reproduced in Table XV. A 



Frequency 
Band 
(Hz) 

12-768 
12-24 
24-48 
48-96 
96-192 

192-384 
384-768 

TABLE XV-RESULTS FOR PEAK-TO-PEAK PHASE JITTER ON TOLL CONNECTIONS 

(Percentage Points from Cumulative Distribution Curves) 

All 0-180 Miles 180-725 Miles 72~2900 Miles 

degrees degrees degrees degrees 

10% 50% 90% 10% 50% 90% 10% 50% 90% 10% 50% 90% 

0 3.0 7.0 0 2.0 6.0 2.0 4.0 8.0 2.0 5.0 9.0 
0 0 2.0 0 0 1.0 0 1.0 3.0 0 1.0 3.0 
0 0 1.0 0 0 1.0 0 1.0 2.0 0 1.0 2.0 
0 0 2.0 0 0 1.0 0 1.0 4.0 1.0 2.0 5.0 

0.3 0.3 1.3 0 0 0.3 0.3 0.3 2.3 

I 

0.3 0.3 2.3 
0 0.5 1.5 0 0.5 1.5 0.5 0.5 1.5 0.5 0.5 1.5 
0 0.6 1.6 0 0.6 1.6 0 0.6 1.6 0.6 0.6 1.6 

(1966 Connection Survey Results) 

Phase Jitter (degrees) 
Connection (DDD) 

Length 
(airline miles) 10% 50% 90% 

0-180 1 2 9 
180-725 2 6 18 
725-2900 3 12 21 
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comparison with the current results clearly indicates a dramatic im­
provement. There is much less jitter in the band 12 Hz to 768 Hz now, 
than in the much narrower band in 1966. 

5.11 Time to Receipt of Audible Ringing 
Time to receipt of audible ringing is defined as the interval of time 

which elapses between dialing the last digit of a telephone number 
and receiving the audible ringing signal. This was recorded for each 
test connection and the results are listed in Table XVI. Results for 
time to connect -on DDD-handled calls are reproduced from the 1966 
survey in Table XVII. 

In the 1966 survey, calls were made to standard milliwatt supply 
terminations at the far-end offices.3 Time to connect on DDD calls 
was recorded as the time which elapsed between dialing the last digit 
of the telephone number and receipt of the milliwatt signal. Since the 
milliwatt signal is transimtted about 100 milliseconds after application 
of the ringing signal, the measurement procedures of the surveys are 
comparable. 

A note of caution must be given. Calls generally were placed at 
8 a.m. and 12 noon in this survey and were held for approximately 
four hours. In 1966 they were placed at any time between the hours of 
8 a.m. and 5 p.m. 

The estimated mean and standard deviation for time to receipt of 
audible ringing are largest for medium-length connections in this 
survey. Distributions for time to receipt of audible ringing are close to 
normal in all mileage categories. A comparison with the 1966 survey 
shows that the confidence intervals overlap in all mileage categories. 

VI. REMARKS 

Comparisons have been made with past surveys. They indicate a 

TABLE XVI-RESULTS FOR TIME TO AUDIBLE RINGING 
ON TOLL CONNECTIONS 

Connection 
Length Mean S.D. 

(air line miles) (seconds) (seconds) 

All 11.7 ± 1.8 4.3 
0-180 10.8 ± 1.5 3.7 

180-725 14.7 ± 3.2 5.0 
725-2900 13.9 ± 2.6 4.5 
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TABLE XVII-RESULTS FOR TIME TO CONNECT ON DDD 
TOLL CONNECTIONS IN 1966 

Connection 
Length 

(airline miles) 

0-180 
180-725 
725-2900 

Mean 
(seconds) 

11.1±0.9 
15.6 ± 1.0 
17.6±2.1 

S.D. 
(seconds) 

4.6 
5.0 
6.6 

trend towards improved transmission performance. Substantial im­
provement has been observed for phase jitter. Relative envelope delay 
distortion, attenuation distortion slope, and lOOO-Hz loss results also 
indicate improvements. 

In addition to the impairments previously measured to evaluate 
transmission performance, new measures have been made on a system­
wide basis for toll connections. They include PI AR, frequency offset, 
level tracking, and nonlinear distortion. These should be of particular 
interest to those involved in data transmission. 

Time-shared computer processing of data and the use of trained 
test teams at originating and terminating ends of connections are a 
powerful combination. They provide the advantages of control and 
flexibility. Since data "laundering" was concurrent with field opera­
tions, the data management system provided means· for accurate and 
current reporting of survey results. 
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In this article we present estimates of data transmission error per­
formance at data rates of 1200, 2000, 3600 and 4800 bls on the Bell 
System Switched Telecommunications Network. The source data was 
collected as part of the 1969-70 Connection Survey conducted by Bell 
Laboratories. Results are based on measurements made on approxi­
mately 600 toll connections, dialed from 12 receiving to 92 trans­
mitting sites 'in the United States and Canada. Standard Bell Syste1m 
Data-Phone® data sets were used to transmit and receive the digital 
signals. 

Distributions of errors per call are giverl; on a bit, burst and block 
basis. Information is also presented on the d'£stribution of intervals 
between errors, the structure of error bursts, and the nu.mber of errors 
in blocks of various sizes. Some discussion is given on error causes 
observed for operation a,t 2000 b I s. 

Results of error rate measurements indicate that for operation at 
1200 and 2000 b I s approximately 82 percent of the calls have error 
rates of 1 error in 105 bits or better, assuming an equal number of 
short-, medium-, and long-haul calls. This represents a substantial 
improvement of performance in comparison with results of previous 
surveys. For each of the four data raltes tested, 1000-bit block error 
rates of less than one block error for every 102 data blocks transmitted 
are achieved on 80 percent of the calls. For operation at 2000 bls, a 
major cause of errors is shown to be impulse noise. 

I. INTRODUCTION 

Data-Phone service was introduced on the switched network in 1959. 
Since that time, the number of data sets in service has grown by ap-

1349 
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proximately 50 percent per year, resulting in the connection of over 
100,000 data terminals by 1970. A wide variety of data system appli­
cations has evolved with the trend being toward higher speeds, automa­
tic operation, improved performance, and lower costs. 

Since 1959 the ove~all switched telecommunications network has 
also experienced substantial growth and change. During this period 
the annual growth rate of the number of miles of voiceband channels 
in the network has been approximately 19 percent. More than half of 
the facilities in service today have been placed in service since 1959. 
Accompanying this growth has been the introduction of newly designed 
transmission and switching equipment. In addition, the growth of data 
services has resulted in data transmission considerations being reflected 
to a greater extent in the overall design, operation, and maintenance of 
the switched network. 

Since the network has undergone considerable change there is a 
need for current information on performance. Such information is of 
value in the design of data systems including the design of modems and 
error control procedures. It is also of use in establishing performance 
objectives and in identifying areas where service improvements may 
be realized. 

A number of surveys conducted in the past by BTL have provided 
information on the data transmission characteristics of the switched 
network. The most widely known is the report by A. A. Alexander, 
R. M. Gryb, and D. W. NasV which together with followup reports by 
E. O. Elliott2 and R. Morris3 discusses error performance at 600' and 
1200 b/s. Results of other tests conducted at 2000 and 3600 bls on the 
switched network also have been reported.4

,5 This report is intended to 
supplement and update that information. 

The results presented in this paper report on data transmission error 
performance for operation at 1200, 2000, 3600, and 4800 b/s. The source 
data was collected as part of a large scale field measurement program 
conducted by Bell Laboratories on the Bell System Switched Telecom­
munications Network. The purpose of the survey was to obtain current 
information on the transmission characteristics of dialed toll connec­
tions. Emphasis was placed on a detailed characterization of each test 
call. In addition to high-speed data transmission measurements re­
ported herein, measurements of analog chann~l p'ar~meters such as loss, 
frequency response, envelope delay, P / AR (p~a~ :to average ratio), 
impulse and message circuit (background) noise, nonlinear distortion, 
and phase jitter were included in the survey. Results of these measure­
ments are presented in a companion paper py F. P. Duffy and T. W. 
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Thatcher, Jr.6 Also included were error performance measurements of 
operation at 150 b/s. Results of these tests are presented by H. C. Flem­
ing and R. M. Hutchinson. 7 

The next two sections of this paper discuss the sampling plan by 
which a set of connections was chosen, and the equipment implementa­
tion used to carry out the testing of those connections. This is followed 
by a discussion of the results which is divided into three major sec­
tions: per call statistics, fine grain statistics, and causes of errors. Per 
call statistics are presented in terms of cumulative distribution func­
tions and allow a determination of the percentage of calls exceeding a 
particular performance level. Bit error rate, burst rate and block error 
rate information is presented in this manner. Fine grain statistics give 
information on how errors occur within a call. Examples are burst 
length, error free gap length, and the probability of a specific number 
of errors in a block of data. These statistics are generally combined 
over the set of test calls and are presented as cumulative distributions 
of the probability of an occurrence. 

II. SAMPLING PLAN FOR HIGH-SPEED DATA MEASUREMENTS 

A major objective of the 1969-70 Connection Survey was to obtain 
estimates of data transmission performance achieved by Data-Phone 
service. A straightforward implementation to meet this objective im­
plies sampling data traffic and testing connections between customer 
locations. Because detailed Data-Phone traffic records are not main­
tained, geographical dispersion was instead achieved by a sampling 
procedure based on overall toll traffic. This results in an additional 
complication since some local switching equipment is not suitable for 
high-speed data service. This equipment was not used, consistent with 
the present practice of providing high-speed Data-Phone service. A 
further consideratidn involves the fact that customer dialed connec­
tions have three basic parts: the loop between the station and the 
local switching office, the connection between switching offices, and 
the far-end loop. Performance is determined by the overall end-to-end 
characteristics. This implies the necessity of sampling loops as well as 
the connections between offices. Loops were not included in the basic 
test connection for several reasons. A loop is dedicated to a particular 
station, therefore the variability observed between repeated calls 
dialed from one particular location to another is primarily due to the 
different connections obtained between the switching offices. Further­
more, loops used for high-speed data transmission are subject to spe-
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cific transmission requirements8 which minimize their effect on error 
performance. Thus, results presented in this paper include only the 
toll connection between local switching offices. Some discussion is given 
on results of tests conducted using simulated loops. 

The basic elements on which measurements were made were dialed 
toll connections between Bell System local switching offices. All tests 
were made during the normal business day; no tests were made at 
night or on weekends. Connection to the office was at the same point 
that a customer loop would terminate. 

A three-stage sampling plan, stratified into three mileage bands, 
was used to select the test connections. The basic sampling plan has 
been described by Duffy and Thatcher6

; the procedures used are out­
lined below, with emphasis on the selection of sites for high-speed data 
transmission tests. 

The first stage of sampling resulted in the selection of 12 local 
switching offices (primary sites). This was done by subdividing the 
United States and Canada into 12 areas of approximately equal total 
originating toll traffic. Primary site selection within each subdivision 
was random with probability of selecting an office proportional to its 
annual originating toll traffic. Associated with each primary office, 
far-end local offices (secondary sites) were selected at random based 
on a record of specific toll traffic originating from the primary site. 
Secondary sites were stratified into three mileage bands: Dc-180, 180-
725, and 725-2900 miles distant from the primary. Stratification took 
place before secondary selection to obtain approximately the same 
number of test calls in each mileage band. A total of 32 secondary 
sites was selected in the short mileage band and 33 sites were selected 
in both the medium and long mileage bands. 

Consistent with the sampling plan, all test calls were dialed from 
the primary site to the secondary site. The test plan called for the char­
acterization of six test calls between each primary-secondary pair. 

As ~iscussed earlier, a sample obtained as described above could 
contain local switching equipment that is not suitable for high-speed 
data transmission. For example, offices with panel equipment and cer­
tain equipment associated with step-by-step (SXS) offices can cause 
high levels of impulse noise. In providing Data-Phone service on the 
switched network, it is necessary at times to bypass such equipment. 
Thus, the following procedures were used to modify the sample. 

When a primary office containing panel equipment was selected, the 
measurements were made from an alternate, remote exchange office. 
The office used was that from which a high-speed data customer would 
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be served if the panel office in fact caused unsatisfactory data. trans­
mission performance. One primary office with panel equipment was 
selected but it also contained crossbar equipment. Thus high-speed 
measurements were made on the crossbar machine. In the case of 
panel secondaries, rather than testing at an alternate office, the re­
sults were omitted. This was done because the small amount of addi­
tional precision which would have been obtained by testing an alter­
nate did not warrant the effort required. Six secondary sites were so 
affected. 

When a primary office containing SXS equipment was encountered, 
inclusion in the sample was based on satisfactorily meeting the fol­
lowing impulse noise pretest. The number of impulse noise counts in 
15-minute periods was measured at a threshold of 69 dBrnC (1 dB 
below the average received data signal level for a long-haul call6

) • This 
was done for several test lines from the office throughout the business 
day. If over 50 percent of the tests exhibited more than 15 noise counts 
due to office equipment, the survey measurements were made from the 
remote exchange office. Two such offices were encountered and the 
alternate offices were used as test sites. It was determined that the im­
pulse noise in the excluded offices was largely caused by switches used 
to select outgoing trunks. Because all survey test calls were dialed 
from primary site to secondary site, this source of noise was not a 
problem at the secondary sites. No secondary offices with SXS equip­
ment were excluded. 

The resulting sample used to describe high-speed data performance 
contained 12 primary offices: seven had crossbar equipment, three had 
SXS equipment, and two had both crossbar and SXS. There were 92 
secondary offices in the sample: 56 had crossbar equipment, 35 had 
SXS equipment, and one was an ESS office. 

III. TEST PROCEDURE AND DATA COLLECTION EQUIPMENT 

The general test arrangement is shown in Fig. 1 with emphasis on 
the data transmission tests. As shown in the figure, test word genera­
tors and data set transmitters were located at the secondary site. The 
data signals were transmitted to the primary site where the data set 
receivers and associated test equipment were located. Some of the data 
sets were connected through simulated subscriber loops. Also, an 
analog-to-digital converter was used to sample the received line signal 
of one modem. 

A digital computer at the primary site monitored the errors and 
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carrier detector activity of the data sets on a bit-by-bit basis. This 
information was compacted' by the computer and transmitted over a 
2000 bls data link to Bell Laboratories at Holmdel, New Jersey, where 
it was stored on magnetic tape for later analysis. To protect the 
integrity of the test results, the data link employed error detection 
with block retransmission for error correction. 

To provide a cross reference with the data stored on the tapes and 
to provide protection against breakdowns of the main data, collection 
system, a backup system was used to collect error rate information. 
During periods when the main data collection system was inoperative, 
no bit-by-bit information was collected. However, the backup system 
continued to collect bit error rate information. 

Table I lists the data sets and bit rates that will be discussed in this 
paper. Included in the table is information on the length of test calls, 
length of the test words used, and the number of test calls made at 
each speed. In the implementation of the survey, the Data Set 203 
was tested at 3600 bls at all primary sites with approximately half 

L PRIMARY TEST SITE 
---------

BELL LABORATORIES AT HOLMDEL 

TAPE RECORDER 

2000 BPS 
DIALED 

DATA LINK 

Fig. I-General equipment arrangement for data set tests. 
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TABLE I-DATA SET TEST INFORMATION 

Number of 
Calls With Length of 

Speed Data Set Number of Bit-by-Bit Data Run Test Word 
(b/s) Code Test Calls Data (min.) (Bits) 

1200 202 568 528 30 511 
2000 201 567 544 30 511 
3600 203 277 270 20 223 - 1 
4800 203 130 129 20 223 - 1 

of the secondary sites. It was tested at 4800 bls from the other half 
of the secondary sites after the 4800' bls option became available, 
approximately half way through the survey. Since this represents ap­
proximately 25 percent of the test calls, no information is given by 
mileage band or on fine grain statistics for operation at 4800 b/s. 

3.1 Test Procedure 
At the beginning of a test day, three test calls were dialed from the 

primary site to the secondary site. While analog transrpission meas­
urements were being made on one connection, voiceband data was 
transmitted on the other two. Data transmission on one connection 
was at 1200 and 2000 bls, each for 30 minutes. On the other connec­
tion, tests were made at 150 bls for 40 minutes and either 3600' or 
4800 bls for 20 minutes. After the completion of these tests, the roles 
of the test connections were exchanged and the procedure repeated 
until all tests had been made on all three connections. Upon comple­
tion of this sequence, all lines were disconnected and three new calls 
were dialed. Thus, on an average day, six connections were completely 
tested. There were occasions when some of the lines were disconnected 
prematurely; these disconnects were usually attributable to testing 
errors. Whenever possible, another call was dialed and as many tests 
as possible were made on the replacement. 

As discussed earlier, measurements were made between local switch­
ing offices and did not include subscriber loops. To determine the 
effects on data set performance of the distortion introduced by the 
amplitude and phase characteristics of loops, the 1200 and 2000 bls 
data sets were tested in two configurations. Two data set receivers of 
the same type were used concurrently; one was connected directly 
to the incoming line signal and the other was connected through an 
artificial cable section representing a pair of subscriber loops. Both 
receivers were simultaneously monitored by the data collection equip-
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ment. Artificial cable sections representing various combinations of 
average and worst-case envelope delay and loss slope for pairs of sub­
scriber 100ps8,9 were interchanged from one test to the next. The 
3600 and 4800 bls modems were not tested in this configuration, since 
they contain adaptive equalizers which compensate for the effect of 
amplitude and phase distortion. 

3.2 Data Set Tests 
The data sets were operated according to standard Bell System 

practices. The transmitted line signal was -12 dBm at the serving 
central office. The 1200 and 2000 bls receivers were operated using 
compromise equalizers; the 3600 and 4800 bls modem used adaptive 
equalizers. The carrier detectors in all data sets caused the received 
data to be clamped to steady marking in the event of a carrier off 
indication. For the data sets with a reverse channel capability, the 
Data, Sets 202 and 203, echo suppressors were disabled prior to data 
transmission. 

A pseudorandom test word was used on the digital channel. After the 
modems were synchronized, the test word generators were synchro­
nized and the data recording equipment was enabled. For all data 
sets, the data collection equipment recorded the bit error 'pattern 
and carrier fail indication on a bit-by-bit basis. 

3.3 1200 bls (Data Set 202) 

The Data Set 202 employs frequency shift keying to transmit a 
signal on the telephone line. For the survey, a 511-bit pseudorandom 
word (CCITT Standard) was used as the data source at the second­
ary site. At the primary site, a locally generated version of the test 
word was compared with the received data signal, and the resulting 
error signal recorded. 

This modem does not provide receiver timing. The timing signal 
used to operate the data collection equipment was recovered from the 
zero crossings of the received data bit stream. A stable clock recovery 
system was used to minimize the occurrences of synchronization loss 
between the received test word and its locally generated version. The 
clock used proved sufficiently stable to maintain synchronism during 
signal interruptions of up to ten seconds. 

The Data Set 202 provides a low-speed reverse channel which was 
enabled during about half of the data runs. At the beginning of each 
202 test, a tone was transmitted from receive site to transmit site to 
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disable echo suppressors in the connection and therefore allow simul­
taneous two-way transmission. On each call it was ascertained whether 
the reverse channel was operating properly. Failure to receive reverse 
channel energy was noted on only one test call. 

3.4 2000 bls (Data Set 201) 

The Data Set 201 employs differentially encoded four-phase modu­
lation. This modem was also tested with a 511-bit pseudorandom word 
as the data source. 

The Data Set 201 provides recovered clock which was used to in­
terpret the received data. Thus, all decLsions on errors in the received 
data were based on this clock signal. However, a stable clock regen­
erator was used with the data collection equipment. This clock was 
capable of maintaining synchronism of the local word during clock 
interruptions of up to ten seconds. 

To obtain information on the type of transients affecting the per­
formance of the 2000 bls modem, an analog to digital converter was 
used to sample the line signal entering the receiver. When bit errors 
occurred in the received data stream, the digital computer recorded 
the corresponding segment of the line signal. In this way, a record 
of error causing events was maintained. This analog to digital sampling 
technique was used at six of the 12 primary sites. 

3.5 3600 and 4.800 b Is (Data Set 203) 

The Data Set 203 is a multilevel vestigial sideband AM data set 
which employs automatic adaptive equalization and coherent detec­
tion. For this modem, a specific startup procedure is necessary to 
achieve synchronization. This routine was performed at the beginning 
of each Data Set 203 test, and there were no test calls on which the 
modem would not achieve synchronism. 

The received timing signal provided by the data set was used to 
interpret the received data. It can maintain synchronism for at least 
one second in the absence of line sigilal. 

The Data Set 203 contains a ~9ra.inbler to maintain the settings 
of the adaptive equalizer, to provi~e timing recovery information, and 
to keep the signal energy on the telephone line constant. This 
scrambler was used to produce the transmitted bit pattern. It consists 
of a 23-stage shift register which produces a pseudorandom word 
when the data input is steady spacing. At the receive end, a de­
scrambler reverses the process. Because of the structure of the scram-
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bler-descrambler, an event on the telephone line which causes a single 
bit error in the scrambled data results in the recording of three bit 
errors. The error pattern produced is 

1 0 0 0 0 0 000 0 0 0 0 0 0 0 0 0 1 000 0 1 
(the ones represent errors, the zeroes represent error-free bits and 
the left-most bit is the/ first bit delivered). This same error pattern is 
experienced in customer data during error occurrences. The effect 
of the scrambler will be noted several times in later sections of this 
paper. 

The reverse channel of the Data Set 203 was used on all test calls 
to send a 511 bit pseudorandom word at 150 bls concurrent with high­
speed data transmission. No measure was made of reverse channel 
error performance. However, presence or absence of the reverse chan­
nel signal was noted. Improper operation occurred in two instances. 

IV. BIT ERROR RATE RESULTS 

Average bit error rate is the parameter most often used to describe 
the performance of a digital channel because it is easy to measure and 
is independent of any particular data system parameters, such as 
block size. Average bit error rate was determined for each call and is 
presented in Figs. 2, 3, and 4. These figures show cumulative distribu­
tion functions (CDFs) of the bit error rate per call for operation at 
1200, 2000, and 3600 bls in the short, medium, and long mileage 
strata. The CDFs include errors incurred during carrier off indications. 
As discussed earlier, the outputs of the data sets are clamped during 
carrier off indications; because of the randomness of the test words 
used, a 50 percent error condition is encountered. 

In order to relate the sample obtained to the base population, the 
contribution of each test call to these CDFs is weighted by its prob­
ability of inclusion in the sample.6 Figures 2, 3 and 4 therefore repre­
sent estimates of performance for the Data-Phone pcipulation. They 
differ only slightly from the sample distributions where each test call 
contributes equally. Table II presents estimates of the percent of error 
free calls at the three speeds for the three mileage bands. From Figs. 
2, 3 and 4 and Table II, a trend toward poorer performance with in­
creasing distance is evident. However, since for each data set the 
extremes of the bit error rate distributions in the three mileage cate­
gories overlap, the variation within a mileage category is considerably 
greater than the difference between the categories. The results also 
show that error rate performance at 1200 and 2000 bls are comparable 
while error rates at 3600 bls are somewhat larger. 
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Fig. 4-Bit error rate distributions by mileage strata at 3600 b/s. 

The means and 90 percent confidence intervals about. the means 
for the error rate distributions are presented in Table III. Since the 
error rate distributions are skewed, the mean error rates are largely 
determined by the worst-case calls. For example, for all of the calls 
measured at 2000 bls, 72 percent of the errors counted during the 
survey occurred on that 5 percent of the calls which had the poorest 
error rate. Similar results were obtained for the other data sets. For 
this reason the means fall above the 80th percentile and do not repre­
sent good measures of the locations of the distributions. The degrada­
tion of error rate performance with mileage seen in the relative posi­
tions of the CDFs is not shown by their means. 

TABLE II-PERCENT OF ERROR FREE CALLS 

Mileage 1200 bls 2000 bls 3600 bls 
Band (30 min.) (30 min.) (20 min.) 

Short 46 53 41 
Medium 32 35 22 
Long 24 18 10 



DATA TRANSMISSION 1361 

TABLE III-ERROR RATE MEANS AND CONFIDENCE INTERVALS 

Arithmetic Logarithmic 

90% 
Data Confidence Antilog of 90% 
Rate Mileage Mean Error Interval About Mean Log Confidence 
bls Band Rate Mean Error Rate Factor 

Short 5.8 X 10-5 ±S.6 X 10-5 8.5 X 10-7 1.5 
1200 Medium 7.7 X 10-5 ±8.0 X 10-5 1.3 X 10-6 2.0 

Long 6.4 X 10-5 ±S.2 X 10-5 2.8 X 10-6 1.7 

Short 2.4 X 10-5 ±2.0 X 10-5 8.9 X 10-7 1.6 
2000 Medium 1.2 X 10-5 ±8.8 X 10-6 1.4 X 10-6 2.0 

Long 2.1 X 10-5 ±8.4 X 10-6 3.0 X 10-6 1.7 

Short 5.4 X 10-5 ±6.1 X 10-5 2.3 X 10-6 3.0 
3600 Medium 8.1 X 10-5 ±6.5 X 10-5 5.3 X 10-6 2.0 

Long 7.3 X 10-5 ±1.9 X 10-5 1.3 X 10-5 1.5 

Because the error rate distributions are approximately log normal, 
means and confidence intervals have also been calculated for the log 
of the error rate. For the special case when the call was error free, 
the minimum error rate was assigned, i.e., one error per call. The 
antilogs of the result of this calculation are given in Table III. The 
confidence interval is represented as a. factor, which when used to 
multiply and divide the logarithmic mean shown in Table III will 
result in the upper and lower confidence limits respectively. These 
means are closer to the median and are consistently larger with 
distance. 

V. BURST AND BLOCK ERROR RATE PERFORMANCE 

Errors on telephone channels tend to occur in bursts. To character­
ize this property, measures of error performance other than error rate 
are needed. In these results an error burst is defined to be a collection 
of one or more bits beginning and ending with an error and separated 
from neighboring bursts by 50 or more error free bits. The intent of 
this definition is to associate errors caused by a single event and 
dissociate errors caused by separate events and thus obtain a measure 
of the frequency of error causing events on a particular test call. 
Burst rate, then, is the number of bursts in a call divided by the 
number of bits transmitted. Discussion is given later on the use of 
the parameter of 50 bits for this purpose. 

Block error rate is a parameter of interest because data messages 
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are usually transmitted in a blocked format. Many data transmission 
systems rej ect blocks which contain bit errors and retransmit the 
entire block. Hence, the block error rate is often of greater practical 
significance than the bit error rate. A block in error is defined as a 
block containing one or more errors, or a carrier off indication, when 
a call is subdivided into contiguous blocks of a given size beginning 
with the first bit in a call. Block error rate is the probability of a 
block being received in error. The relationship between the bit and 
block error rates is accounted for by the burst nature of the channel. 

Figures 5 through 8 present the CDFs of total burst and bit error 
rate and block error rate for block sizes of 100, 500, 1000, 5000 and 
10000 bits for data rates of 1200, 2000, 3600 and 4800 b/s. These 
distributions were formed by averaging the distributions for short, 
medium, and long mileage strata assuming equal weight in each mile­
age category. 

Averaging over the mileage bands is done here and in the remaining 
sections of this paper in order to obtain a more compact presentation. 
It is done when the effects of distance can be ascertained by reference 
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Fig. 6-Total burst, bit and block error rate distributions at 2000 bls (Each 
mileage band weighted equally). 

to an earlier result, or when the conclusions to be drawn are not 
strongly dependent on distance. For operation at 4800 bls the results 
are presented in this fashion for a different reason. This data set was 
tested over a relatively small number of connections. Therefore, 
sufficient information was not available for an analysis by mileage 
band. 

One method of combining the mileage band information would be 
according to the distribution of toll traffic on the Bell System Switched 
Network. The approximate percentages of toll traffic are 85, 11 and 
4 percent in the short, medium, and long mileage strata respectively. 
If the distributions were combined in this way the characteristics of 
the short-haul calls would dominate, with the long-haul calls having 
little representation. In this paper, total performance is calculated by 
giving each mileage category equal weight and averaging the results 
for the three strata, making the result more meaningful for all mileages. 

From Figs. 5 through 8, the burst nature of the channel can be seen 
in the separation between the distribution of burst and bit error rate. 
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It is noted that this separation generally increases with increasing 
error rate, indicating that calls with higher error rates tend to have 
more errors per burst. The effects of error bursts can also be observed 
by comparing the bit and block error rates. A measure of burstiness 
is the average number of errors per block in error. This may be esti­
mated by multiplying the bit error rate by a given block size, then 
dividing by the block error rate. It has been calculated for 1000 bit 
blocks at the 80th percentile for all four data rates. At 1200 and 2000 
bls, the results are 2.6 and 3.5 errors per block in error respectively. 
For operation at 3600 and 4800b/s, this number is approximately ten; 
the increase is largely due to the effect of the scrambler. As block size 
increases, the average number of errors per block in error increases 
slightly. 

Another interesting observation that can be made from Figs. 5 
through 8 is the relationship between the burst rate and block error 
rate distributions. It is noted that if the burst rate distribution is 
shifted to the right by the block size, it gives a good approximation 
to the block error rate distribution for that block size. This indicates 
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Fig. 8-Total burst, bit and block error rate distributions at 4800 bls (Each 
mileage band weighted equally). 

that the choice of 50 bits in the definition of a burst reasonably satis­
fies the intent of the definition. 

On a mileage band basis the burst, bit and block error rate distri­
butions maintain approximately the same relationships as for the 
total results given in this section. Therefore, a reasonable estimate 
may be obtained by mileage strata using Figs. 2, 3 and 4. To facilitate 
comparisons of bit and lOOO-bit block error rate at the four speeds, 
Fig. 9 has been included. 

VI. EFFECT OF CARRIER OFF INDICATIONS ON PERFORMANCE 

Each of the data sets described in this paper is equipped with a 
carrier detector which indicates an ON condition during normal recep­
tion of data signals. An OFF indication is given in the absence of 
received signal energy. However, an OFF indication can also be 
caused by other severe line disturbances such as high amplitude im­
pulse noise. Results for all three data sets indicate that the majority 
of carrier off indications were caused by disturbances other than 
loss of received line signal. 
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During a carrier off indication, the output of the data set is clamped 
to steady marking, thus forcing the error pattern to be an exact replica 
of the locally generated test word. All of the results presented earlier 
in the paper have included those errors. When they were removed and 
the bit and block error rate distributions recomputed, the curves were 
displaced upward by less than four percentage points. 

Table IV gives the percentage of test calls which experienced car­
rier off indications. For the calls with one or more carrier off indica­
tions, the median call had three, two and one indications for the 1200, 

TABLE IV-PERCENTAGE OF TEST CALLS WITH 

ONE OR MORE CARRIER FAILURE INDICATIONS 

Mileage 
Band 1200 bls 2000 bls 3600 bls 

Short 7.0 9.1 14.3 
Medium 7.9 14.8 7.2 
Long 10.3 21.7 14.6 



DATA TRANSMISSION 1367 

2000, and 3600 bls data sets respectively. There were instances, how­
ever, where calls contained hundreds of carrier off indications. 

The probability distributions of the duration of carrier off indica­
tions were computed for the three data sets. The results are contained 
in Fig. 10. Substantial differences can be seen between these distribu­
tions. These differences, as well as those shown between data sets in 
Table IV,are mainly due to differences in the design of the data sets. 

VII. BURST PROPERTIES 

This section discusses the characteristics of error bursts, based on the 
definition given earlier. The definition required an error free interval 
of 50 bits or more between bursts. Two measures of the size of error 
bursts have been calculated for the survey data. Burst weight is defined 
to be the number of errors in a burst and burst length is defined to be 
the number of bits in a burst. The probability distributions of 
these parameters are plotted in Figs. 11 and 12. The distributions have 
been computed by combining all of the test calls because burst char­
acteristics did not appear to be closely related to mileage. 
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The properties of bursts which occurred when the carrier indication 
was on are presented here. The characteristics of errors occurring 
during carrier off indications were discussed in the preceding section. 

The difference in bit rates and signaling formats for the three data 
sets contribute to the differences which are evident in these curves. 
From Figs. 11 and 12, it can be seen that small bursts for the 2000 bls 
data set tend to be slightly larger than small bursts for the 1200 bls 
set. This may be due to the use of differential encoding. The effect is 
overcome when bursts of any appreciable size are encountered. 

The scrambler used in the 3600 bls data set causes burst structures 
considerably different from the lower speed sets. To estimate what 
the distribution of burst weight would be for the high-speed set with 
no scrambler, the scale of the abscissa should be divided by three. 
When this is done for the curve in Fig. 11, it is very similar to those 
of the other data sets. To remove the effect of the scrambler on burst 
length, a different procedure must be used. There is a residual effect 
in any burst of 23 bits while the descrambling shift register clears, 
thus an estimate of the unscrambled burst length distribution can 
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Fig. 12-Burst length distributions. 

be obtained by shifting the curve 23 bits to the left. Once again the 
curve obtained is similar to those of the other data sets. 

The burst weight distributions given in Fig. 11 may tend to obscure 
bursts with many errors because of the frequency of small bursts. 
Thus, for each test call, the number of errors in the largest burst has 
been calculated. Figure 13 presents the CDF of the percent of calls 
versus maximum burst weight per call for the three data rates. Note 
from this figure that 80 percent of the calls for the 1200 and 2000 bls 
modems have maximum burst weights of less than three and six 
errors respectively. For 3600 bls operation, the maximum weight is 
approximately 25 at this point. This increase is mainly attributable 
to the error tripling effect of the scrambler. 

VIII. PROBABILITY OF M ERRORS IN A BLOCK OF N BITS 

The number of errors per block is a measure which is useful for 
evaluation of error control procedures using block transmission. The 
probability distributions for m or more errors in a block of n bits 
[P(~m, n) p are presented in Figs. 14, 15, and 16 for data rates of 
1200, 2000, and 3600 b/s. 
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Since the results are not strongly related to distance, these curves 
were calculated by averaging over all of the calls. Blocks which con­
tained carrier off indications were not included in these calculations. 

These curves indicate the overall similarity of the three sets as 
measured by the block error probability [i.e., P(~l, n)]. The 2000 
bls data set has the lowest probability of a block error and the 3600 
bls set the highest; they differ by approximately a factor of two. 

Because the -2000 bls and 3600 bls data sets tend to have relatively 
more multiple errors, the probabilities,. [P (~m, n)], for the 1200 bls 
set are smaller than for the other two sets, for m greater than one. 

IX. GAP LENGTH DISTRIBUTIONS 

The probability distributions of the number of good bits between 
errors (gap length distribution) provide additional insight into the 
error process. They are presented in Figs. 17, 18 and 19 for the 1200, 
2000, and 3600 bls data sets. All of the test calls have been used with­
out regard to mileage band. Bits which coincided with a carrier off 
indication were removed. Since instances where carrier off indications 
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are not preceded by errors are rare, this culling should have an effect 
on the number of very short gaps but not on the number of long gaps. 

Four curves are presented in each of these figures. The curves 
labeled Pooled Bit Error Gap Distribution were computed by pooling 
all of the test calls together and calculating the gap length distribution 
of the result. That is, for each data set, the pooled distribution contains 
all gaps from all calls. A call with a poor error rate contributes many 
more gaps than one with a good error rate. The pooled gap length 
distribution may be a reasonable estimate of the overall gap length 
distribution if it can be assumed that the error sequences of the 
individual test calls are segments of one call of long duration. If this 
assumption about the error process is not valid, then the pooled esti­
mate may be unreasonable since in it, equal weight is assigned to each 
gap, causing calls with a large number of errors to contribute the 
major share of the information. In fact, for 2000 bls operation one 
call accounted for approximately 11 percent of the errors made in the 
entire survey. One can be fairly certain that the pooled distribution 
will not be very different from the gap length distribution of that call. 

In order to assign equal weight to each call in the sample, the gap 
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length distribution was computed for each call and the results aver­
aged to obtain an overall distribution. This is done by summing the 
per call ordinates for each gap length and dividing by the number of 
calls. Using this method, no one call can determine the shape of the 
distribution. The curves labeled Average Bit Error Gap Distribution 
in Figs. 17, 18 and 19 have been computed in this way. 

The product limiVO method of estimation has been used to calculate 
the gap length distributions. In this method the observed gaps are 
used to compute the conditional probability 

PIG > I G > - I} - P{Gap ~ g} 
ap = g ap = g - P {Gap ~ g - I} (1) 

for a number of cell sizes ranging from 0 (consecutive errors) to the 
test call length in bits (error free call). Since 

P{Gap ~ O} = 1, 

the gap length distribution is computed as follows 

P{Gap ~ g I Gap ~ g - I} ·P{Gap ~ g - I} = P{Gap ~ g}. 
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The advantage of using this method is that the gap which precedes the 
first error and that which follows the final error in the test call are 
used in equation (1) as long as they contain information, that is, up 
to their length. At this point they disappear. from both the numerator 
and the denominator simultaneously. 

The 90 percent worst-case distribution shown in Figs. 17, 18 and 19 
is the locus of points such that for each gap length the ordinates of 
90 percent of the calls lie above that point. Note that for all three 
data sets, the pooled distribution falls roughly at this 90 percent worst 
case locus. Since, for each data set, between 80 and 90 percent of the 
calls have error rates better than the average error rate, the effect 
of pooling on determining the gap length distribution estimate is 
approximately the same as its effect on the calculation of average error 
rate. For the 3600 bls data set, the mean is approximately the 80 
percent point and for this data set the pooled distribution is uni­
formly above the 90 percent worst-case locus. 

A comparison of the gap length distribution of the different types 
of data sets is complicated by the fact that the sets use different 
transmission techniques and different speeds. The 2000 bls modem 
is a differentially encoded four-phase set which transmits dibits. The 
1200 bls set is an FM set which transmits a single bit per signaling 
element. Hence, one might expect more short gaps for the higher speed 
modem. As shown by the gap length distributions, this in fact occurs. 
For the 3600 bls data set, gaps of length 17 and 4 are common since 
those are the bit spacings on the descrambler shift register. 

The relative flatness of all of the gap length distributions following 
the initial decline indicates a relative insensitivity to the critical 
length of 50 bits used in the burst. definition. This flatness also gives 
insight into the fact that the spacings between the block error rate 
curves given in Figs. 5, 6 and 7 are approximately equal to the ratios 
of the block sizes. The same point can be observed in the linearity 
of the P(~m., n) curves given in Figs. 14, 15 and 16. 

Since every gap of length 50 or longer separates bursts and only 
gaps of length 50 or longer do so, the distribution of bits between 
bursts for each call can be derived from the gap length distribution 
by simply renormalizing the curve for gaps of size 50 and greater. This 
has been done for the survey calls and the resulting curves averaged to 
arrive at the average burst gap distributions also shown in Figs. 17, 
18 and 19. The pooled burst gap distribution can be obtained by 
renormalizing the pooled bit error gap distribution. 

Figure 20 contains the average gap length distributions for the 
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2000 bls data set for the three mileage bands. As shown in this figure 
the additional transmission impairments encountered on long-haul 
calls manifest themselves throughout the range of the gap length dis­
tribution. The same relationship was observed for the other two sets, 
but in different degrees. The 1200 bls set showed less sensitivity to 
distance and the 3600 bls set showed greater sensitivity. Since 1200 
b/s operation uses the channel least efficiently in terms of bit speed, it 
could be argued that it should have the greatest margin to error and 
should therefore be less sen13itive to the additional impairments intro­
duced when the transmission distance is increased. 

For all three data sets, the gap length distribution of medium haul 
calls is very close to the overall average distribution. 

X. EFFECT OF SIMULATED LOOPS ON THE 1200 AND 2000 Bls DATA SETS 

The 1200 and 2000 bls data sets were also tested using simulated 
loop pairs to obtain information on the effect of amplitude and phase 
distortions introduced by the logp plant. The results indicate that the 
additional impairment added wIth the simulated loops had little influ­
ence on the performance of t~e df,tt& ~r.ts. For the distributions of 
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burst, bit and block error rates, performance with the loop was 
slightly better than without. For the 1200 bls data set, performance 
with the loops resulted in a general upward shift of the distributions 
of less than four percent. At 2000 bls this shift was approximately 
two percent. From this result it appears that the compromise equal­
izers of both data sets more nearly equalize the channel with loops. 
The major change in the analog channel characteristic caused by the 
addition of the loops is an increase in the loss frequency slope. The 
result obtained above may indicate that the 1200 bls data set is more 
sensitive to this -impairment than the 2000 bls data set. 

XI. EFFECTS OF EXCLUDING SXS SWITCHING OFFICES FROM THE SAMPLE 

As discussed earlier two SXS offices which were initially selected, 
were not included in the sample used to estimate high-speed data 
transmission performance. These offices exhibited excessive amounts 
of high-level impulse noise which was mainly attributed to equipment 
used to. select outgoing trunks. Based on the impulse noise pretest, 
three other offices having similar equipment were not excluded from the 
sample. To determine the effect of these three offices on the overall 
results, a subclass analysis was performed excluding calls which· en­
countered this equipment. Figure 21 shows the bit error rate and 
1000-bit block error rate at 2000 bls for the total distributions of the 
overall sample and the sample excluding calls through this equipment. 
In performing this analysis, 21 percent of the test calls were excluded. 
From Fig. 21 it can be observed that the error rate distribution with 
this exclusion shows an improvement of approximately a factor of two. 
The block error rates differ by a smaller factor. At 1200 and 3600 
bls, the relationship between the distributions is similar. 

Another analysis was performed excluding all calls which encoun­
tered SXS equipment at the primary or secondary sites. This resulted 
in an exclusion of 58 percent of the test calls. The resulting distribu­
tions show no additional improvement over those obtained above. 

XII. ANALYSIS OF ERROR CAUSING TRANSIENTS AT 2000 B/s 

The process which results in bit errors involves a combination of 
static impairments and transient phenomena acting on the data set 
line signal. In the absence of other factors, a data set can generally 
withstand fairly large amounts of impairments such as loss slope or 
delay distortion without producing errors. Thus, errors can be viewed as 
caused by transients such as impulse noise and phase changes, where 
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Fig. 21-The effect of excluding certain SXS offices on bit and block error rate 
at 2000 b/s. 

the static impairments determine the sensitivity to these transients. 
Samples of the 2000 bls line signal were recorded at six of the twelve 
receive sites to obtain information on the types of transient disturb­
ances causing errors for this data set. 

An analog to digital converter was used to obtain samples of the 
line signal entering the Data Set 201 receiver. When the received bit 
stream contained an error, a 50 ms sample of the line signal containing 
the error causing disturbance was stored for later analysis. No further 
samples were taken for approximately ten seconds. After this interval, 
another segment of line signal was stored for comparison with the 
first. The error causing transient had usually ended before the second 
segment was recorded. 

This information has been analyzed, and major error causing dis­
turbances have been separated into four categories: Short Transients, 
Additive Signals, Amplitude Changes and Phase Changes. 

Short transients are defined arbitrarily as any disturbances of the 
line signal lasting for 4 ms or less. Transien~s observed affected both 
the amplitude and phase of the signal. The most common type of 
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short transient observed was additive impulse noise. However, tran­
sients which appeared to affect only the phase of the line signal were 
also common, especially in the long mileage category. Examples of an 
additive impulse and a phase transient are given in Figs. 22a and b. 
In Fig. 22a, the top trace is the line signal segment which contains 
the error causing transient; next is the reference version of the same 
line signal segment. The third trace is the difference between the 
upper two traces. The bottom trace is the bit pattern with the error 
bits indicated. This pattern is displaced to the right by approximately 
2 ms from the line signal disturbance due to propagation delay 
through the data set receiver. Figure 22b has the same format, but 
the top two traces are superimposed. This disturbance caused one 
error which is not indicated on the figure, since it occurred beyond the 
last bit shown. 

A second category of observed disturbances, additive signals, in­
volved the addition of an extraneous waveform to the data signal. 
By the definition employed here, these additives lasted for more than 
4 ms. Some causes of these disturbances were speech signals or tones 
crosstalking into the test line, or increases in noise level. 

Data signal amplitude changes were observed where the resulting 
level lasted for more than 4 ms. Included in this category were occur­
rences of loss of line signal, generally referred to as dropouts. An 
example of an observed dropout is given in Fig. 22c. 

Phase changes were also observed; the resulting phase differed from 
the original phase for more than 4 ms. Typically the phase change 
occurred in less than 1 ms. An example is shown in Fig. 22d. Other 
phase changes took place more gradually as the phase appeared to 
rotate slowly. 

Categorizing the line signal samples allows some determination of 
the relative frequency of occurrence of these disturbances and their 
effects on error performance. Table V lists the percent of observed bit 
errors which were caused by the various categories of transient phe­
nomena. It also lists the percent of observed line signal disturbances of 
each type, and the average number of errors per disturbance for each 
category. So that the results would not be dominated by a few calls 
with relatively poor performance, this table only includes calls with 
error rates better than 10-4

• Causes of errors for calls with error rates 
poorer than 10-4 are discussed in the next section. 

At this point, it should be emphasized that these results are based 
on the observation of line signal disturbances resulting in errors 
incurred using a Data Set 201. Although the categorization is done on 
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TABLE V-OBSERVED CAUSES OF ERRORS 

FOR OPERATION AT 2000 bls 

Percent of 
Type of Percent of Line Signal 

Disturbance Errors Disturbances 

Short Transients 63 79 
Additive Signals 25 6 
Amplitude Changes 5 4 
Phase Changes 7 11 

1381 

Average 
Number of 
Errors Per 

Disturbance 

3 
17 
8 
2 

the basis of transient disturbances, static impairments have a role 
in determining these percentages. Also, the results are based on a 
portion of all errors experienced during the survey. Thus, the results 
are useful to indicate trends, but caution must be used in extending 
these results to other modem types or to the performance of Bell 
System data services in general. 

Additional information is obtained by analyzing the line signal 
samples on a mileage band basis. Disturbances such as phase changes 
and phase transients accounted for approximately three percent of the 
bit errors observed in the short mileage band, but accounted for ap­
proximately 26 percent of the observed errors in the long mileage 
band. On the other hand, impulse noise is a significant cause of errors 
in all mileage strata. Short transients identified as additive impulses 
accounted for 45· percent of all the bit errors observed. 

Results presented earlier in this paper have given information on 
the occurrences of carrier off indications on the data sets tested. 
Carrier off indications are usually thought of as being the result of line 
signal interruptions or dropouts. However, analysis of the line signal 
samples for the Data Set 201 indicates that 25· percent of the observed 
carrier off indications were caused by dropouts. The remaining 75 
percent were caused by severe line signal disturbances such as high­
level additive impulse noise. 

12.1 Analysis of 2000 bls Calls With Error Performance Poorer Than 10-4 

Although only 3.5 percent of the connections (20 calls) on which 
the 2000 bls modem was tested had error rates poorer than 10-\ 66 
percent of all errors made by the Data Set 201 occurred on these calls. 
These connections were' well distributed throughout the survey with 
no more than two such calls between any primary-secondary pair,and 
no primary site with more than three. 
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It was determined that the principal source of errors in more than 
half of these calls was additive impulse noise and other additive sig­
nals. Line signal dropouts and the various phase related phenomena 
mentioned earlier also caused several calls to have error rates poorer 
than 10-4 • 

XIII. COMPARISONS WITH PREVIOUS SURVEYS 

The results presented in this paper show a considerable improvement 
in error performance compared with the results of the 1959 Alexander, 
Gryb, Nast Survey.! For example, results of the present survey show 
that for operation at 1200 bls 82 percent of the calls have error rates 
of 10-5 or better, for equal weighting in the three mileage bands. The 
AGN Survey reported 63 percent of their test calls achieving this 
performance level for operation at the same data rate. It should be 
pointed out, however, that a number of differences in the sampling 
plans and testing procedures exist between the two surveys precluding 
a detailed comparison of results. For example, the present survey 
used a sampling plan based on toll traffic which gave a wide distribu­
tion of test site locations, whereas the AGN Survey concentrated more 
on backbone routes. Also all test calls in the present survey were 
dialed. In the earlier survey a substantial number of calls were 
operator handled. Mileage categories were defined differently for the 
two surveys. Loops were not used in the present survey but were 
used by AGN. Also, the transmit level was -12 clBm at the serving 
central office for the present survey. It was -6 dBm at the same point 
for the AGN Survey. 

Improvements ill error performance of approximately the same size 
as those noted at 1200 bls can be shown by comparing the results 
presented in this paper for 2000. bls operation with results from the 
1962 Townsend-Watts2 field measurement program. Again, differences 
in sampling plan and test procedures do not allow precise comparisons. 

For operation at 3600 bls, bit error rate results presented in this 
paper are very similar to those obtained from the 1965 Farrow­
Holzman3 field measurements, even though the data set used in the 
1969-70 Connection Survey employed a data scrambler, and the data 
set used in the earlier survey did not. 

XIV. SUMMARY AND CONCLUSIONS 

This paper has reported estimates of data transmission error per­
formance for operation at 1200, 2000, 3600 and 4800 bls based on 
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measurements made as part of the 1969-70 Connection Survey. Toll 
traffic was used as the basis for the sampling plan which resulted in the 
selection of approximately 600 dialed toll connections between geo­
graphically dispersed Bell System local switching offices. 

A substantial improvement in performance has been noted in com­
parison with previous surveys. 

Performance estimates have been based on the following measures: 
bit error rate, burst rate, block error probabilities and distribution of 
time between errors. Information has also been given on the structure 
of error bursts and the duration of data set carrier off indications. 

A general tendency for performance to degrade with transmission 
distance has been noted. The magnitude of the degradation is not the 
same for all measures of performance. 

In comparing the performance of the three data sets it must be 
remembered that they employ different transmission formats, modula­
tion techniques, and widely differing bit rates. Because of transmis­
sion techniques used in the Data Set 203 it tends to have more errors 
per burst than either of the other sets. For this reason bit error per­
formance at 3600 and 4800 bls does not compare as well to bit error 
performance at 1200 and 2000 bls as does block error performance 
at the higher speeds to block error performance at the lower speeds. 

Line signal samples containing transient disturbances which resulted 
in bit errors for the 2000 bls data set were recorded. The results indi­
cate that impulse noise accounted for a large percentage of the ob­
served errors. A strong relationship between transmission distance 
and the percentage of phase related disturbances was observed. 
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Error statistics of low-speed, start-stop data transmission over the 
Bell System switched telecommunications network are reported in this 
article. During the 1969-70 Toll Connection Survey, measurements 
were made on 534 connections with over 21 million characters trans­
mitted, to give an overall average character error rate of 1.46 X 1(F4. 

Over 90 percent of the low-speed test calls contained about 36,000 or 
54,000 characters. A character error rate of 10-4 or less is indicated 
for 77.6 percent of all calls, wh'ile 95.0 percent of calls ha,ve a lost 
character rate of 1 (F4 or less. Error-free performance is shown for 48 . .3 
percent of aU calls, and 89.3 percent have no lost characters. Statistics 
O'f bursts, error-free intervals, block errors, and carrier failure dura­
tions are also presented. 

I. INTRODUCTION 

1.1 Reasons for Measuring Low-Speed Data Performance 

M~asurements of the accuracy of low-speed data transmission over 
the Bell System switched network have been included in the 1969-70 
Toll Connection Survey; the results are presented in this article. There 
is widespread use of teletypewriters, computer ports, and other ter­
minal devices that communicate by means of data organized in char­
acters comprised of several bits, using start-stop transmission, at rates 
up to 300 bits per second (b/s). About 80,000 terminals of this type 
were being used for Da:ta.-Phone® service at the end of 1970. 

This article presents the quantity and distribution of the character 
errors and lost characters observed during the low-speed data tests. 
These results are expected to meet a need for characterization of the 
switched telecommunications network for start-stop transmission of 
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low-speed data. Further analysis of the data is planned to pinpoint 
causes of errors for which remedial measures would be profitable, to 
suggest possible improvements in design of transmission equipment, 
and to indicate possible usefulness of error control systems. 

The measurements were planned with the objective of characterizing 
low-speed data transmission performance as viewed by users. The 
error statistics are reported for channels extending from a transmitting 
data set, into which an error-free data signal is sent, to the point at the 
receiving end at which the characters are used or displayed. 

1.2 Design of Survey 

Detailed planning of the survey is described in a companion article 
by F. P. Duffy and T. W. Thatcher1

; a very brief summary is pre­
sented here. A random selection of end points for approximately 600 
toll calls was made by means of a three-stage sampling plan. The 
first stage consisted of division of the 48 contiguous United States 
and the provinces of Ontario and Quebec in Canada into 12 geo­
graphical areas that originated roughly equal numbers of completed 
toll calls. A "primary" end office was randomly chosen from each area 
with probability proportional to the originated toll traffic from that 
office. In the second stage, two to six calls which determined "sec­
ondary" or far-end test offices were selected randomly in each of three 
mileage bands (0-180, 180-725, and 725-2900 miles) relative to each 
primary office location. The calls were selected from traffic printouts 
from each primary office; thus the chosen secondary offices had prob­
ability of selection proportional to traffic originated from the primary 
office destined to the secondary office. The third stage consisted of 
six or more test calls dialed from each primary office to each of its 
associated secondary offices. Numerous analog transmission parameters 
and error performance for four Bell System data sets were measured 
on most connections.1 Results for the Data Sets 201 (2000 b/s) , 
202 (1200 b / s), and 203 (3600 and 4800 b / s) aTe reported by M. D. 
Balkovic, H. W. Klancer, S. W. Klare, and W. G. McGruther.2 This 
article gives results for Data Set 103 at 150 b/s. 

1.3 Start-Stop Transmission 

The data transmitted at low speed were organized into successive 
10-bit characters, and were sent in a start-stop mode. In this type of 
transmission the character consists of an initial "start" bit (binary 0, 
or space), followed by seven information bits used to encode 128 
different characters-alphabetic, numeric, punctuation, and control 
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(American Standard Code for Information Interchange, ASCII), fol­
lowed by a parity check bit (selected to give an even number of ones 
for the information bits and parity bit), and terminated by a "stop" 
interval of indefinite duration, one bit minimum (binary 1, or mark). 
Many terminal devices are designed to generate and respond to 
characters thus constituted. 

Character error statistics, rather than bit error statistics, are the 
parameters of interest in this type of transmission because the message 
consists of a display (in teletypewriters) or use (in computers) of 
characters in most applications. Start-stop transmission is susceptible 
to sequences of character errors caused by a single bit error. This 
occurs because of the mechanism used to distinguish the start of a 
new character: the transition from a stop interval (mark) to a start 
bit (space). A disturbance that produces a space during a prolonged 
stop pulse, or changes a start bit (space) to a mark thus prolonging 
the stop pulse, will cause the receiving terminal to detect the start of 
the next character at the wrong point in the bit sequence and to 
record a character error. This condition-loss of character synchroni­
zation-persists until the correct stop-start transition is detected in 
a subsequent character. Some receiving circuits, for example regen­
erators, have built-in algorithms that minimize the resynchronizing 
interval. In other cases, the correct position is reached accidentally as 
a result of the pseudo-random bit pattern of the usual message. In 
short, loss of character synchronization may result from a single bit 
error and cause propagation of many character errors-an effect which 
is not present in synchronous transmission. 

II. IMPLEMENTATION 

2.1 Test Arrangement 
Figure 1 shows the test arrangement used to measure the low-speed 

data transmission performance. The data were always transmitted 
from the secondary site because considerably less equipment was re­
quired at the transmitting end than at the receiving end with this 
arrangement, and tests were conducted for two weeks or more at a 
primary location compared to one or two days at a secondary site. 

2.1.1 Transmitting End 

A test sentence generator (WECo glIB) generated a repeated 
72-character test sentence (FOX sentence) using ASCII lO-bit char­
acters at 15 characters per second, or 150 b/s. The 72-character 
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SECONDARY (TRANSMITTING) SITE 

911B 
TEST SENTENCE f----., DATA SET 

103 GENERATOR 

PRIMARY (RECEIVING) SITE 

911C 
DISTORTION 

MEASURING SET 

PARITY FAILURE 
COUNTER 

COMPUTER 

SWITCHED 
I---+---~ TELECOMMUNICATIONS 

NETWORK 

DATA 

LINK 

BTL HOLMDEL 

MAGNETIC 
TAPE 

Fig. 1-150 his data transmission test of the 1969-70 Toll Connection Survey. 

sentence produces the following line of printing on a teletypewriter 
followed by a delete character, two carriage returns, and a line feed: 
THE QUICK BROWN FOX JUMPED OVER A LAZY DOG'S 
BACK 1234567890 TESTING. A Bell System 103 type data set was 
chosen for the low-speed data transmission tests. This set is typical 
of the 100 series sets which are used to transmit low-speed serial data 
in all Data-Phone applications. It uses frequency shift keying (fsk) 
between 1070 (space) and 1270 (mark) Hz (low band) in one direction 
of transmission and 2025 (space) and 2225 (mark) Hz (high band) 
in the other direction, at rates up to 300 b/s. The 103 data set at the 
transmitting site modulated the test sentence to a binary fsk signal 
at either the low-band (Fd or high-band (F2 ) frequencies; these were 
alternated on successive calls. 

The output signal power delivered to the connection was between 
-12 dBm and -13 dBm; both F 1 and F 2 were transmitted at the 
same power. These are the values normally produced at the central 
office. In a standard installation, there is a subscriber loop from the 
customer's premises to the main frame in the central office. In the sur­
vey, the test setup was connected to the main frame, thus including 
a loop of essentially zero loss. It was considered unnecessary to add 
real loops to customer locations because loops should not degrade the 
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error performance of a connection significantly. Moreover, real loops 
are nonrandom in nature; that is, a subscriber station uses the same 
loop for all calls. 

2.1.2 Receiving End 

The data set at the receIVmg site demodulated the binary fsk 
received signal to baseband mark or space voltage. The data set con­
tains a frequency modulation discriminator which continuously makes 
the binary decision as to whether marking or spacing frequency is 
being received. There is no timing or sampling associated with this 
decision. 

The data signal at the output of the .receiving data set differs from 
the signal at the input to the transmitting data set because of imper­
fections in the transmission characteristics of the cortnection. One dif­
ference is displacement in time of the mark to space transitions­
telegraph distortion. This was measured by the distortion measuring 
set (WECo 911C) in Fig. 1. Receiving terminal devices differ in their 
error performance susceptibility to telegraph distortion. The test 
arrangement included a regenerator at the output of the receiving 
data set which reduces the telegraph distortion to a negligible amount~ 
Thus, the test results apply to any terminal arrangement that uses 
this regenerator, and are independent of the following receiving cir­
cuits. With this arrangement, the receiving terminal-regenerator plus 
detecting circuits-resembles many terminals in use. The specific 
regenerator employed is one used optionally with the Model 37 Tele­
typewriter.3 

The computer at the primary site interpreted the regenerator output 
in terms of ASCII characters in the same manner that a teletypewriter 
would in most instances. The computer detected and recorded char­
acters received in error and carrier failure indications, which occur 
when the received line signal level drops to a very low value (approxi­
mately -50 dBm or lower). 

The parity failure counter incremented whenever a received char­
acter failed parity. Since a large fraction (about 80 percent) of 
characters received in error will also fail parity, the parity count 
provided the testers with an immediate indication of the occurrence 
of character errors. 

2.2 Data Collection 

Information identifying each low-speed data test run and glvmg 
measurements of parity failure counts and distortion was recorded 
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on log sheets at the primary location. It was also entered into the 
primary site computer by teletypewriter, and then transmitted over a 
data link to a computer at Bell Telephone Laboratories in Holmdel, 
New Jersey, where it was stored on magnetic tape. The data link was a 
switched network connection with transmission accuracy enhanced by 
error detection and block retransmission. , 

The computer at the primary site \Vas programmed to recognize 
characters from the low-speed data regenerator and compare them 
with the expected characters, making use of a FOX sentence which 
was stored in its memory. Any discrepancy in the character's bits was 
considered to be a character error; the computer recorded the identity 
(bit pattern) of the received erroneous character and the number of 
characters received since the last previously recorded event. 

As described earlier, character synchronization may be lost as the 
result of an error in a start or stop bit, usually causing several suc­
cessive character errors. Charact~r synchronization might be recovered 
on the wrong character-a condition described as loss of sentence 
synchronization. To prevent the computer from recording character 
errors interminably, when five character errors were detected in suc­
cession the computer was declared to be out of sentence synchronism 
(aSS) and a resynchronizing procedure was begun. During an ass 
period, a complete record of the bits in all received characters was 
taken. 

The recorded information described above and a record of the time 
of occurrence and duration of all carrier failures were transmitted 
over the data link to the Holmdel computer. This information was 
recorded on magnetic tape, along with the other low-speed test infor­
mation mentioned above and other similar information about the 
high-speed data tests.2 

2.3 Data Processing 

The low-speed test results were separated from the other informa­
tion on the magnetic tape and edited. The result was a complete 
record of (i) the bit pattern and time of occurrence of all characters, 
except those removed by the editing, reported by the primary site 
computer (isolated character errors and characters reported during 
ass periods) and (ii) the time of beginning and end of carrier failure 
indications and ass conditions. 

Every transmitted character was classified as to whether it was re­
ceived correctly, received in error, or not received Oost)-a conse-



LOW-SPEED DATA PERFORMANCE 1391 

quence of a carrier failure. The first character in a carrier failure was 
defined to be a character error, since this character is very likely to 
be received in error because of loss of signal during the transmission 
of the character. A teletypewriter would very probably print an error 
for this character. (This definition was necessary because the primary 
site computet did not check this character for bit errors.) 

ass intervals were analyzed as follows. The received characters 
reported by the computer were compared with the FOX sentence char­
acters. When the received character was in the FOX sentence, checks 
of subsequent characters determined whether sentence sync had been 
recovered. This generally occurred before the computer completed its 
resynchronizing procedure, which was based on detection of a specific 
FOX sentence character. Characters transmitted during that part of 
an ass interval preceding recovery of sentence sync were character 
errors. Status of characters following recovery of sync was based on 
compari~on with the corresponding FOX sentence characters. 

Finally, cards were punched for each call containing information 
identifying the call and summarizing the character statistics. In addi­
tion, the entire call was recorded on cards in a format which described 
the exact sequence of characters received correctly, in error, or lost. 
This information was condensed by recording the length (in char­
acters) of intervals of received characters for each category. 

This set of cards comprised the input data from which all error sta­
tistics reported in the remainder of this article were computed. 

III. DISTRIBUTIONS OF CHARACTER ERROR AND LOST CHARACTER RATES~~ 

OF CALLS 

3.1 Calls Included in Analysis 
The set of calls for which data transmission error statistics are 

reported in this article is the same as that for which error statistics 
are reported for the high-speed voiceband data sets/ except for con­
nections on which both low-speed and high-speed data measurements 
could not be completed. For reasons given in companion articles/,2 the 
set differs somewhat from the set selected by the sampling plan de­
scribed earlier. The essential difference is that two primary offices in 
the original sample were replaced by nearby offices, from which high-

* Character error rate of a call = character errors/characters transmitted in 
that call. 
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speed voiceband data users in that area would normally be served. 
In addition, all calls that were switched by panel type central office 
equipment at either end of the connection were excluded; panel offices 
do not normally serve data customers. Only one primary office con­
tained panel equipment, but it also contained crossbar equipment and 
calls originated through the latter equipment were included. 

3.2 Magnitude of Low-Speed Data Survey 

Table I summarizes the quantities of calls and primary and sec-
ondary locations. ' 

The duration of a low-speed data test was nominally 40 minutes 
except when the 3600-4800 bls data set was not tested (for about 
half the calls in the first half of the survey). In this case, the dura­
tion was about an hour. Equipment problems and dropped connec­
tions sometimes resulted in shorter runs-'--13 calls shorter than 23 
minutes, with a minimum of 1.1 minutes. In 15 cases, extra available 
time was used for tests longer than 65 minutes, with a maximum 
of 145 minutes. 

Table II summarizes some of the total survey statistics. Character 
errors are characters in which at least one bit is received in error, 
with the result that an erroneous character may be printed or an 
undesired action may take place (for example, carriage return) on 
the receiving teletypewriter. Lost characters are those for' which no 
bits are received, usually because of a loss of the received signal, 
resulting in characters missing from the teletypewriter printout. Sta­
tistics are presented separately for these two types of impairments 
because they differ in the extent to which they damage the commu­
nication. Character errors may result in acceptance of incorrect infor­
mation (an order for one carload might be received as an order for 
nine carloads), whereas lost characters represent missing information, 
perhaps requiring retransmission of the message. 

TABLE I-CALL AND LOCATION STATISTICS 

Mileage Band 

Total Short Medium Long 

Calls 534 171 186 177 
Primary Locations 12 
Secondary Locations 91 29 32 30 
Secondaries Per Primary 5 to 11 
Calls Per Primary 22 to 62 5 to 33 6 to 29 8 to 23 
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TABLE II-ToTAL SURVEY CHARACTER ERROR AND LOST CHARACTER 

STATISTICS 

Mileage Band 

All Calls Short Medium Long 

Calls 534 171 186 177 
Characters 

Transmitted 21.31 X 10 6 7.00 X 106 7.48 X 106 6.83 X 106 

Character Errors 3,110 751 1,053 1,306 
Lost Characters 
Character Error 

14,511 9,581 1,476 3,454 

Rate 1.46 X 10-4 1.07 X 10-4 1.42 X 10-4 1.90 X 10-4 

Lost Character 
Rate 6.81 X 10-4 13.7 X 10-4 1.98 X 10-4 5.03 X 10-4 

3.3 Overall Average Rates 
Overall average error rates are also listed in Table II. These are 

useful as single number parameters that characterize the survey. Dis­
tributions of per call statistics are more significant; these are presented 
later in this article. The average character error rate-total character 
errors observed during the survey divided by total characters trans­
mitted-is 1.46 X 10-\ which corresponds to one error for every 1.7 
pages of average single-spaced typed text. As Fig. 2, curve (A), shows, 
the average character error rate was not dominated by a few bad 
calls; it drops by a factor of only 1.6 (to 9.1 X 10-5

) when the eight 
worst calls are omitted. 

The average lost character rate is 6.81 X 10-4 , corresponding to 
about 2.7 lost characters per page of text. This average is definitely 
dominated by a few bad calls; omission of the eight worst calls, which 
contain 93.3 percent of the total lost characters, improves the average 
by a factor of 14.5 to 1, to 4.7 X 10-5 [Fig. 2, curve (B)]. 

The average character error rate becomes progressively poorer as 
the mileage band gets longer, although the span of the increase is not 
large, only a factor of 1.8. Lost character rate is poorest in the shortest 
mileage band; however, omission of two calls-the worst and third 
worst for all calls-improves the rate in the short band to 1.55 X 10-\ 
which is better than the medium and long bands. 

3.4 Weighting of Data for Calls 
Error statistics of calls include application of weighting factors to 

each call, based on the details of the sampling procedure by which 
the set of calls was selected. One contribution to the weighting arises 
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from unequal toll traffic originated within the 12 areas into which the 
United States and Canada were divided. A second and much larger 
component of the weighting factor which is applied to the set of all 
calls results from large differences in the total toll traffic from a pri­
mary to offices in each mileage band. A third component is the actual 
number of calls for which low-speed data error statistics were col­
lected between specific primary and secondary locations. In this 
article, weighting was applied only to the error statistics of calls pre­
sented in Section 3.5 and not to the remaining parameters, which are 
related to the time sequence of occurrence of errors. 

3.5 Cumulative Distributions 

Figures 3a,b, c, and d show weighted cumulative distributions for 
character error rate and lost character rate of calls. The unweighted 
distributions for all calls are shown for comparison. 

The curves in Figs. 3a, b, c, and d have been left unsmoothed to 
reflect the actual results observed. Large discontinuities sometimes 
occur when the number of character errors or lost characters changes 
from 0 to 1, 1 to 2, etc. 

The weighted results of average character error rates (Figs. 3a and b) 
for all calls are closer to the results for the short mileage band than 
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the unweighted data because this band has more toll traffic (85· percent 
of the total) and therefore a larger weighting factor than the other 
bands. However, application of weighting does not change the results 
markedly. At error rates above 10-4, the results tend to get poorer as 
the mileage increases but not to a large degree. 

Lost characters (Figs. 3c and d) were observed on relatively few 
calls; close to 90 percent of all calls have no lost characters. Their 
occurrence appears to be unrelated to mileage band. All distributions 
have long tails to the right because of the occurrence of a few long 
bursts of lost characters with rates per call greater than 10-2 • 

Some of the results shown by the distributions are listed in Table 
III. 

The weighted statistics show almost 50 percent of calls to be error 
free and almost 90 percent free of lost characters. About 78 percent of 
the calls have error rates equal to or less than 10-4 , and 95 percent of 
the calls have lost character rates equal to or less than 10-4 • About 
81 percent have error rates better than the average for all calls; the 
corresponding number for lost characters is 96 percent. 

Table III includes 90 percent confidence intervals for most of the 
parameters (p ± A), meaning that there is 90 percent confidence that 
the true value of the parameter (p) for the entire population of switched 
network toll calls from which the survey sample was selected lies within 
the stated interval. * 

The confidence interval for the average of lost character rate of calls 
(LCR) is very wide. This is because of the very large variance of 
LCR, the values of LCR ranging from 0 (89 percent of the calls) to 
0.13. Ten calls had values of LCR greater than 0.01; the large de­
parture from the average of 9.5 X 10-4 contributes to the large variance 
and wide confidence interval. The poor confidence indicated for this 
parameter is consistent with the sensitivity of the overall average LCR 
for all calls to the omission of a few bad calls, as noted in Section 3.3. 
rt is concluded that average LCR for this survey is not a very sig­
nificant parameter. 

All other confidence intervals in Table III are reasonably narrow. 

IV. BURST PROPERTIES 

The distribution in time of character errors is far from uniform, 
nor is it Poisson (equal probability, overall average character error 

* Stating this more precisely, if another survey were conducted, there would be 
0.9 probability that the confidence interval for that survey, p ± ~, would contain p. 
Intervals were computed as described in Ref. 1. The formulas are derived for a normal 
distribution; the confidence intervals herein reported are only approximate because 
of departures of the distribution from normal. 



(A) Average Character Error 
Rate (CER) of Calls 

TABLE III-ERROR STATISTICS OF CALLS 

Mileage Band (Weighted) 

Weighted 

Average CER * 1.12 ± 0.31 X 10-4 

Percen t of Calls 
with CER = 0 48.3 ± 8.5 

Percent of Calls 
with CER <: 10-4 77.6 ± 5.8 

Percent of Calls 
with CER <: Average 81.0 

(B ) Average Lost Character 
Rate (LCR) of Calls 

Average LCR 9.53 ± 12.6 X 10-4 

Percent of Calls 
with LCR = 0 89.3 ± 7.1 

Percen t of Calls 
with LCR <: 10-4 95.0 ± 3.5 

Percen t of Calls 
with LCR <: Average 96.4 

Unweighted Short 

1.46 X 10-4 1.03 ± 0.39 X 10-4 

45.8 50.5 ± 10.8 

73.4 80.1 ± 5.6 

80.5 80.8 

6.8 X 10-4 1.16 ± 1.78 X 10-3 

88.3 90.3 ± 8.0 

95.1 95.4 ± 4.4 

97.2 96.0 

* Note that ± values represent 90 percent confidence intervals. 

Medium Long 

1 .22 ± 0 .62 X 10-4 1.56 ± 0.56 X 10-4 

38.5 ± 7.5 48.9 ± 11.4 

71.2 ± 8.5 70.8±13.3 

77.0 80.7 

2 .82 ± 2.53 X 10-4 4.91 ± 7.56 X 10-4 

86.0±10.0 87.0 ± 6.6 

93.0 ± 4.5 95.4 ± 2.1 

94.2 97.8 
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rate, that any single character is received in error, regardless of the 
previous history). Instead, there is considerable bunching of character 
errors; once an error occurs, the probability of another error in any of 
the next several characters is much higher than the overall average 
character error rate. 

These burst properties are shown in Figs. 4a and b. Burst density 
is here defined as the character error rate in an interval of L characters 
following a character error. No new interval is observed until the 
previous one is completed. Each interval (rather than each call) is 
weighted equally in computing the average burst density. This analysis 
of burst properties differs from that used in the analysis of high-speed 
voiceband error statistics.2 Figure 4a is a plot of average burst density 
for all intervals on all calls in the survey, versus L. The probability 
that the character following an error is also received in error is about 
0.45 for all calls, compared to 0.000146-the overall average character 
error rate. Complete subsiding of burst properties for interval lengths 
greater than a specific value of L would result in a plot approximately 
as shown (for L = 10), starting with a slope of unity (on a log-log 
plot). The actual plot for all calls settles into a straight line with 
slope less than unity beyond L == 10, indicating that there is little 
correlation of errors beyond this value, although there is no clear-cut 
maximum value of L at which burst properties subside completely. 

Plots of average burst density for the three mileage bands separately 
are almost indistinguishable from that for all calls, indicating that 
hurst properties are independent of distance. 

The standard deviation of the distribution of burst densities is 
plotted versus L in Fig. 4b. The value for all calls decreases monoton­
ically as L increases. The standard deviation is greater than the 
average (Fig. 4a) for all values of L; clearly, the distribution departs 
considerably from normal. Again, the plots for the separate mileage 
bands differ little from that for all calls. 

v. ERROR-FREE INTERVALS 

An error-free interVal (EFI) occurs when one or more characters 
are received correctly between character errors. its length (L) is the 
number of correctly received characters between the two character 
errors. Statistics of the dUration of EFIs are of interest to users whose 
applications include error control. 

5.1 Interpretation of EFI at Start and End of Call 

The lengths of the EFIs preceding the first and following the last 
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Fig. 4a-Average burst density versus L. Burst density (B) = character error 
rate in interval of length L (characters) following a character error. 

Fig. 4b-Standard deviation of burst density versus L. 
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character errors in a call are unknown. These intervals are called end 
intervals (Els). Since most calls have few if any errors, there are nearly 
as many Els as complete error-free intervals. 

An EI is part of an error-free interval which is at least as long as 
the EI. This information was used in estimating the probability, pet), 
that the length of an error-free interval is at least t characters long, 
using the iterative procedure* of equation (1), 

pet) = Prob {L ~ tiL ~ t - a}P(t - a). (1) 

The procedure started with P(O) = 1. Each step required only the 
estimate of Prob {L ~ tiL ~ t - a}. This estimate equals the fraction 
of error-free intervals or Els at least t - a characters long which were 
also at least t characters long. Els shorter than t were not used for this 
estimate. 

5.2 Cumulative Distribution of EFI Length 

This distribution is plotted in Fig. 5a. A Poisson distribution is 
shown for comparison. The difference between the survey and the 
Poisson curve shows the tendency of character errors to occur in bursts. 
For example, the survey data for all calls show that both short and 
long EFIs are more probable than for a Poisson distribution. For 
example, 19.5 percent of the survey EFIs are shorter than 100 char­
acters compared to 1.45 percent for Poisson, and 48.6 percent of the 
survey EFls are equal to or larger than 10,000 characters compared 
to 23.2 percent fo~ Poisson. The latter comparison indicates that more 
error-free messages of long duration will result from the survey distri­
bution than from Poisson. Equally spaced errors at the average error 
rate would result in all intervals having lengths of 6850 characters 
(Fig. 5a). 

5.3 Lost-Character-Free Intervals 

A lost-character-free interval (LFI) is the interval between lost 
characters; it is the corresponding parameter to EFI for lost char­
acters. Its length is the number of received characters between the 
two lost characters. 

The procedure described in Section 5.1 was followed for nontermi­
nating lost character intervals. The cumulative distribution of LFI 
lengths is plotted in Fig. 5b. The plot shows that most LFIs tend to 
be much longer than EFIs (Fig. 5a) ; 95 percent exceed 10,000 char­
acters for all calls. This seems inconsistent with the higher overall 
average lost character rate, almost five times the character error rate 

* This is the same as the product limit method used in Ref. 2. 
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Fig. 5a-Cumulative distribution of character error-free interval (EFI) lengths 
(L characters). 

Fig. 5b-Cumulative distribution of lost-character-free interval (LFI) lengths 
(L characters). 

(Table II), but is explained by the occurrence of lost characters in 
long, continuous bursts. 

VI. BLOCK ERROR STATISTICS 

Error statistics in terms of blocks of many characters are useful in 
describing to. a customer the accuracy that he might expect in trans­
mission of messages of fixed length that he normally sends. For ex-
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ample, the customer may be interested in what percent of his messages 
will be error free, or have no more than one error, etc. In addition, 
block error statistics are useful in evaluating performance of error 
control systems.4

•
5 

Figures 6a and 6b give block error statistics for the survey data. 
These are obtained by dividing each call into consecutive blocks of 
equal duration (L characters). To obtain statistics independent of 
an arbitrary starting point, the division is made for 10 different start­
ing points (phases) of the first block: 0, 1, 2, etc., tenths of a block 
from the beginning of the call. The statistics are then averaged for 
all 10 phases. Figure 6a shows average block error rate plotted against 
block length for various minimum numbers of character errors per 
block. Plots for uniform distribution and Poisson distribution of 
character errors are included for blocks with one or more errors. 

Figure 6b shows cumulative distributions of block errors: proba­
bility of a block having more than E character errors versus E, for 
various block lengths. 

The distribution for Poisson distributed errors is shown for blocks 
of 1000 characters. The bunching of errors in the survey data is shown 
by the comparison of the appropriate curves. The Poisson distribution 
has less probability of error-free blocks (0.864 versus 0.964) and 
greater probability of less than several errors (0.9999 versus 0.9928 
for five errors) ; that is, the Poisson curve is much steeper than the 
survey curve. 

VII. CARRIER FAILURES 

Figure 7 shows a cumulative distribution of durations of carrier 
failures. These curves resemble the distributions of lost character 
rates per call (Figs. 3c and d). A large percentage of carrier failures 
have durations of one character or less (90.4 percent for all calls). 
Nevertheless, several long duration carrier failures (0.4 percent longer 
than 1000 characters) contain the bulk of the lost characters. The 
crisscrossing plots for the three mileage bands indicate the random 
occurrence of carrier failures and the lack of dependence on length 
of connection. 

VIII. CONCLUSIONS 

Several parameters describing error performance of low-speed, 
start-stop, data transmission over the Bell System switched telecom­
munications network have been presented. These include distributions 
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of averages per call of character error and lost character rates, and 
other parameters that relate to distributions in time of erroneous 
and missing characters. The intent has been to characterize accuracy 
of transmission from the sending data set input to the receiving device 
display by a teletypewriter or sto~age in a computer. 

There have been no previous low-speed data surveys with which to 
compare the results of this one. Some comparisons with the results of 
the voiceband data measurements2 are possible. The distribution of 
durations of carrier failures during low-speed data tests (Fig. 7) tails 
off to considerably longer periods than for the voiceband data tests 
(Ref. 2, Fig. 10). During low-speed tests, two percent of all calls 
had carrier failures longer than 7.5 seconds. The corresponding period 
for the voiceband tests was less than 0.3 second. The relatively long 
carrier failures and the resulting high lost character rate in the low­
speed tests are believed to be fortuitous. 

A comparison of error performance requires estimating the bit error 
rate at low speed, since this has not been computed. A rough approxi­
mation of the bit error rate is one-tenth of the character error rate 
since a character contains 10 bits. Isolated character errors have one 
bit or more in error, but this factor is compensated by the occurrence 
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of many character errors in ass periods with no bit errors. Thus the 
low-speed result of 78 percent of calls with a character error rate of 
10-4 or less may be compared with about 88 percent, for the 2000-b/s 
data set, and 84 percent, for the 1200-b/s data set, with a bit error 
rate of 10'-5 or less (including bit errors during carrier failures), both 
greater than the percent for low speed. However, the overall average 
error rates for the voiceband daUt"are about 1.9 X 10-5 (2000 his) 
and 6.6 X 10-5 (1200 b/s), greater than the low-speed value (approxi­
mately 1.46 X 10-5). This apparent contradiction results from long 
tails on the voiceband distributions-a few calls with high error rates. 

The results of the low-speed survey give much needed information 
on the error performance that may be expected on switched network 
calls. It is expected that further analysis of the statistics will give 
insight to. the causes of errors which will suggest approaches to im­
prove error performance. 
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Maximum Power Transmission Between 
Two Reflector Antennas in 

the Fresnel Zone 

By T. S. CHU 

(Manuscript received August 11, 1970) 

Power transfer between two ellipsoidal reflector antennas with cOlm,­

man foeal points and dual-mode feeds has been investigated. Assuming 
a circularly symmetric feed pattern, the H -plane pattern of an open­
end circular waveguide excited by the TE 11 mode, the maximum trans­
mission coefficient between reflector apertures is found to be within 
0.5 percent of the value computed for transmission be.tween two circular 
apertures with optimum illumination described by thegenera.lized 
prola,te spheroidal function. TranS'mission loss between two reflector 
antenna,s versus ill'l»mination taper is computed for various values of 
the parameter [p = (kal a,z) / R]. The m;inimum transmission loss is 
obtained as a compromise between feed spill-over and a,perture trans­
mission efficiency. 

In view of the inconvenience of building different ellipsoidal reflec­
tors for different antenna spacings in order to achieve maximum power 
transfer, we eXa1n1'ne the feasibility of using a, defocused ellipsoid to 
simulate ellipsoids of different focal lengths. The deviation of the 
aperture phase distribution of a defocused ellipsoid from. a required 
spherical phase front is approximately given by an explicit expression. 
A simple upper bound of the trans?nission loss du,e to small phase devi­
ation 1'S obtained for a given maximum phase deviation. 

1. INTRODUCTION 

Millimeter waves have never been used in long-haul radio transmis­
sion systems because of rain attenuation. However, wideband transmis­
sion over short span (say less than 1 km) can be accomplished by 
millimeter wave systems, for example, the Picturephone® distribution 
in large cities proposed by R. Kompfner. The very high transmission 
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efficiency may leave a large margin for rain attenuation to insure high 
reliability. Here the transmitting and receiving antennas may be 
within the Fresnel zones of each other. 

Maximum power transfer between two apertures in the Fresnel 
region takes place when the field distribution appears as the lowest or­
der mode of a confocal open resonator.1,2 Two ellipsoidal reflectors 
with common focal points may provide the required aperture phase 
distribution which is a spherical wave front with the center of curva­
ture located at the center of the other aperture. The optimum ampli­
tude dIstribution is a prolate spheroidal function for a rectangular 
aperture or a generalized prolate spheroidal function for a circular 
aperture. S. Takeshita3 has shown that truncated gaussian illumination, 
which is asymptotically identical to the generalized prolate spheroidal 
function, may give a transmission efficiency between two circular aper­
tures almost as good as that using generalized prolate spheroidal illum­
ination. However, the truncated gaussian distribution only looks simpler 
in terms of mathematical manipulation while its practical realization 
appears not any easier than that of prolate speroidal functions. Fur­
thermore, if a lens or reflector is used to produce the spherical phase 
front, the feed spill-over must be taken into account. The maximum 
power transfer between the feeds of two reflector antennas will be ob­
tained as a compromise between feed spill-over loss and aperture trans­
mission efficiency. This procedure is similar to optimizing the gain of a 
paraboloidal antenna. The aperture blocking effect can be made very 
small by using the periscope type structure4 which virtually eliminates 
the feed supports. This paper will present the calculated results of 
Fresnel zone transmission between two ellipsoidal reflector antennas 
with dual-mode feeds. In view of the inconvenience of building differ­
ent ellipsoidal reflectors for different antenna spacings, we will also ex­
amine the feasibility of using a defocused ellipsoid to simulate ellip­
soids of different focal lengths. 

II. MAXIMUM POWER TRANSFER 

Neglecting the interaction between the antennas and assuming that 
the tangential components of the electric and magnetic fields are re­
lated by the free space impedance at each point of the two apertures 
At and A2 , the ratio of the received to transmitted power between two 
apertures-* at any separation can be shown5 to be 

* Not to be confused with transmission between two antennas which includes 
spill-over of the feeds. 
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(1) 

where E~ and E~ are tangential components of the aperture field dis­
tributions when Al and A2 are transmitting respectively. Using the 
small angle Fresnel approximation, the distance L may be approxi­
mated by 

(2) 

r-...J R + (x - ~)2 + (y - 71)2 
r-...J 2R' 

where the coordinate system is illustrated in Fig. 1. Then the near 
field power transmission formula becomes 

(3) 

where 

E E t [. k(x
2 + y2)] 

I = I exp - J 2R ' (4a) 

(4b) 

-------------------R-------------------- --- ----..:>-<....--- ----- ------L--f-_~~ --------- -~<""-'-_____ .....l --- --
----- YJ -~-----

------------------G----------------

---------------------G -------------------

Fig. 1-Two ellipsoidal reflectors with common focal points. 
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If the aperture distributions are circularly symmetric, equation (3) 
can be reduced to 

']1 

p 

I { { E,(r) vr E,(r') v'7 Jo(prr') v:;;r7 dr dr' I' 
{1' I E,(r) v'r I' drX1' I E,(r') WI' dr'} 

(5) 

where p = (kala2) / R for two circular apertures of radii al and a2 . 
One notes that the transmitting and receiving apertures may have 
different radii, while the optimum illumination function is identical 
for the two apertures. When both El and E2 are real, the Schwartz 
principle gives the" following condition for the maximization of equa­
tion (5)" 

~ E(r) vr = { E(r') W Jo(prr') v'prr' dr'. (6) 

The subscript of E has been dropped because equation (6) is satisfied 
by both El and E2 • The above integral equation has been thoroughly 
investigated by D. Slepian6 and ¢(r) = E(r)vr is designated as a 
generalized prolate spheroidal function. The optimum transmission 
coefficient T taken from Slepian's work is given in Table I for reference. 

Now a simple way of approximately realizing the optimum aperture 
distribution appears to be the illumination of an ellipsoidal reflector by 
a dual-mode feel. In the vicinity of the reflector, the reflected field will 
follow the geometrical optics rays which are pointed toward the remote 
focal point as shown in Fig. 1, and thus the required spherical phase 
front will be created in the aperture. An experiment on dual-mode 
apertures7

, one to two wavelengths in diameter, showed the measured 
patterns to be circularly symmetric and essentially in agreement with 
the H -plane pattern of an open-end circular waveguide excited by 
TEll mode, i.e., 

F(e) = [~1- (1.841)2 + cos eJ Ji(usi~ e) (7) u 1 _ (u sm e)2 
1.841 

where u is the circumference of the waveguide in wavelengths; Since 
the ellipsoidal reflector is very closely a defocused paraboloid, as will 
be shown in the next section, the space attenuation factor needed for 
the variable distance from the feed to the reflector surface is essen­
tially the same as that of a paraboloid. Then the aperture distribution 
is related to the feed pattern by 
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o 
E(r) = F( 0) cos2 2 

1411 

(8) 

where ar/2f = tan Oj2 and f is the focal length of the reflector. The 
combination of equations (7) and (8) can be used to determine the 
value of u for any corresponding illumination taper as plotted in Fig. 
2. Substituting equation (8) into equation (5), numerical integration 
will give the transmission coefficient between two ellipsoidal reflector 
apertures excited by dual-mode feeds. The computed data have bee:n 
plotted in Fig. 3 for fl D = 0.5 and various values of the parameter p. 
The maximum efficiency using dual-mode feed and excluding spill-over 
has been tabulated in Table I for comparison with the optimum effi­
ciency using amplitude illumination of generalized prolate spheroidal 
functions. 

The agreement between the second and third columns in Table I is 
indeed excellent. The insensitivity of the transmission coefficient to 
small differences in illumination is not surprising in view of the sta­
tionary property of equation (5). Table I does not show the maximum 
efficiency with dual-mode feed for p= 2 and .10, because the mathe­
matical model in equation (7) for the dual-mode pattern has not been 
experimentally verified for the circumference of the waveguide outside 
the range 3 :::; u ~ 6. However, this model covers the most interesting 
range and demonstrates that efforts to synthesize a truncated gaussian 
distribution are unwarranted. As far as maximum power transfer be­
tween two apertures is concerned, any aperture distribution which re­
sembles the generalized prolate spheroidal function may achieve prac­
tically the optimum transmission efficiency. As an example of tolerable 
discrepancy, the dual-mode feed illumination function of a taper 
strength which maximizes the transmission coefficient for p = 5 is com­
pared with the corresponding generalized prolate spheroidal function 

2.0 
3.0 
4.0 
5.0 

10.0 

TABLE I-POWER TRANSFER EFFICIENCY OF Two 

CIRCULAR APERTURES 

Optimum Illumination 
Efficiency 

0.630 
0.887 
0.975 
0.995 
1.000 

Dual Mode Illumination 
Maximum Efficiency 

0.886 
0.972 
0.992 
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in Fig. 4. One notes that the over-all similarity is sufficient to achieve 
transmission coefficients differing by only 0.3 percent while the edge 
illuminations differ by more than 3 dB. 

Next we turn our attention to the spill-over loss of a feed. If the re­
flector is illuminated by a circularly symmetric feed pattern F(O), 
then the fraction of the energy intercepted by the reflector will be 

18
0 /1"/2 ex = 0 [F(O)]2 sin 0 dO 0 [F(O)]2 sin 0 dO (9) 

where 00 is the half angle subtended by the reflector at the focus and 
the back lobes have been neglected. Substituting equation (7) into 
equation (9), we compute the total spill-over loss in decibels from 
2[1010g1o (l/a)] as shown in Fig. 3. The presence of two feeds in the 
system accounts for the factor two. It is seen that the spill-over loss is 
as important as the power transfer loss between two reflector apertures 
in determining the total transmission loss between two reflector an­
tennas. The minimum total transmission loss between feeds will always 
be greater than the power transfer loss between the reflector apertures, 
and always occurs at an illumination taper stronger than that for the 
maximum transmission between two apertures. Any slight decrease in 
transmission loss due to deviation of the aperture distribution from 
the generalized prolate spheroidal function will certainly be swamped 
by the feed spill-over loss. Figure 3 indicates that the illumination 
taper corresponding to the maximum power transfer decreases as the 
parameter p decreases. As the distance between two reflectors increases 
toward the far zone condition p = 0, the optimum illumination taper 

30 

f/D =0.5 

(/) 

u1 20 
OJ 
U 
ill 
0 

~ 
rr. 
~ 10 
« 
I-

0 
0 2 4 8 

U= 27Ta/"A. 

Fig. 2-Relation between feed pattern parameter and taper. 
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Fig. 3-Power transfer between ellipsoidal reflector antennas with dual mode 
feeds. (a) kala2/R = 2, (b) kala2/R= 3, (c) kala2jR= 4, (d) kaladR = 5. 

will approach 12 dB which maximizes the Fraunhofer gain of a para­
boloidal antenna. 8 One notes that 12-dB aperture taper corresponds to 
10-dB feed pattern taper, allowing a 2-dB space attenuation factor, for 
0.5 tiD ratio. When tiD decreases to smaller values, the spill-over loss 
curve will be shifted to the right because of increasing space attenua­
tion factor. Then the minimum of the sum will be also moved to the 
right and upward. Large tiD ratio which requires narrow feed pattern 
may cause significant loss due to aperture blocking which has been 
neglected in the above calculations. 

III. OPTIMUM DEFOCUSING OF AN ELLIPSOID 

In the preceding section we have shown that ellipsoidal reflectors 
are needed for maximum power transfer between two reflector antennas 
in the Fresnel region. The required focal lengths of the ellipsoidal re-
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Fig. 4-Comparison between optimum aperture distributions. 

flectors are determined by the distance between the reflectors and the 
desired f / D ratio. It is obviously inconvenient to build different ellip­
soidal reflectors for different antenna spacings; however, approximat­
ing ellipsoids of different focal lengths by a defocused ellipsoid can be 
an attractive possibility in some practical situations. The necessary 
displacement of the feed along the. axis will be first determined. Then 
we will calculate the approximate phase deviation between the wave 
front reflected from a defocused ellipsoid and the spherical wave front 
in the aperture of a required ellipsoidal reflector. An upper bound of 
the transmission loss will be obtained for a given maximum phase 
deviation. 

The equation of an ellipsoid can be written as 

Z = f ~ R [1 - $ - ~J (10) 

where f and R" are the two focal lengths. Now let us consider another 
ellipsoid with corresponding focal lengths f' and R' 

Z = f' ~ R' [1 - ~ 1 - f'~J (11) 

* R may be taken as any distance between /2 - /1 and 12, where /1 and 12 are 
the two focal lengths of the ellipsoid. This slight ,ambiguity results from the 
aperture approximation for reflector antenna, and is unimportant provided that 
12 is orders of magnitude greater tran it. . 
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These two ellipsoids coincIde at the tip p = o. We will impose the con­
dition that the two ellipsoids also coincide at the edge p = a as shown 
in Fig. 5. Taking the first three terms of the binomial expansion of 
the square root in equations (10) and (11), we obtain an expression 
for the required defocus distance: 

(12) 

in which the approximations f « Rand f' « R' have been used. Sub­
stituting equation (12) into equations (10) and (11), the approximate 
deviation between the two ellipsoids becomes 

AZ = 1: .(~)2 2(1 _ 2) a
2

(R - R') 
u 4 2f r r RR' (13) 

where r = p/a is the normalized radius. Multiplying equation (13) by 
the factor (1 + cos 0) yields the phase deviation between the two wave 
fronts reflected from the two ellipsoids as shown in Fig. 5. Since these 
ellipsoids differ little from paraboloids, the relation tan 0/2 = ar/2f is 
approximately valid. Then one arrives at the following expression 

~ = [.1 2(1 _ 2) (~r j ~R- R'. 
A 2

r r (a )2 2 AR' R 
. 1 + 2/ r 

(14) 

The last factor in equation (14) is always less than unity when R 
> R'. This factor approaches unity when R --? CIJ, i.e., approximating 
an ellipsoid by a defocused paraboloid. The quantity inside the bracket 
of equation (14) is the phase deviation9 of a wave front produced by a 

---------t------------------- R -----------------------
I 
I 
I 

Fig. 5-Geometry of defocused ellipsoid. 

p 
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defocused paraboloid from a desired spherical wave front for a Fresnel 
number (a2 /AR) of unity, and has been plotted in Fig. 6 for various 
values of f / D ratio. The maximum phase deviation is found to be lo­
cated at 

(15) 

'Vhcn (a/2f)2 « 1, the above equation can be reduced to 

(16) 

If the variation of antenna spacing covers a range from Rl to R2 , the 
optimum ellipsoid for minimizing the phase deviation of equation (14) 
can be found by equating 

o~~~~=------------------------------~ 
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Fig. 6-Aperture phase deviation between a defocused paraboloid and an 
ellipsoid for unity Fresnel number. 
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Solving the above equation, we have 

R' = 2R2R2 
RI + R2 

1417 

(17) 

(18) 

Substituting equation (18) into equation (14), the maximum phase 
deviation becomes 

.§. = [.1 2(1 - 2) (~r 1 L R2 - RI . 
A 2

r 
r ()2 AR 2R 

1 + ~t r2 I 2 

(19) 

One notes that the above total phase deviation is twice the maximum 
absolute magnitude of the phase error for the defocused ellipsoid. 
In the Appendix an upper bound of the transmission loss due to small 
phase error has been approximately determined as (ml + m2)2 for 
optimum aperture distributions where ml and m 2 are the maximum 
absolute magnitudes of phase error of the two apertures respectively. As 
a numerical example, if the antenna spacing varies by a factor of 3, 
equation (19) and Fig. 6 will give m l = m 2 = (!(o/A»' 27r = 0.03 for 
a Fresnel number of unity and an tiD ratio of 0.5. Then the fractional 
transmission loss due to phase error will be less than 0.4 percent. 

IV. DISCUSSION 

The above calculations have demonstrated the potential of optimum 
Fresnel zone transmission between two antennas with ellipsoidal 
reflectors illuminated by dual-mode feeds. In spite of the discrepancy 
between the illumination function of a dual-mode feed and the 
optimum illumination of a generalized prolate spheroidal function, 
the maximum power transmission between reflector apertures is prac­
tically the same for the two cases. However, the feed spill-over loss is 
as important as the transmission loss· between reflector apertures in 
determining the total transmission loss between reflector antennas. 
More sophisticated feed design, such as the synthesis of more than 
two modes, may reduce the spill-over loss. Here the resulting increase 
in aperture blocking of the reflector is undesirable. The use of a lens 
in place of a reflector would avoid aperture blocking but would give 
rise to interface matching problems. Furthermore, the proper organiza-
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tion of many modes implies narrow bandwidth and stringent toler­
ances. 

From a geometrical optics point of view, one is tempted to have the 
ellipsoidal reflectors focused at the midpoint between them. This 
scheme corresponds to a concentric resonator. The aperture distribu­
tion created by the two reflectors which are portions of the same 
ellipsoid, as shown in Fig. 1, is equivalent to a confocal resonator. 
The diffraction loss of a concentric resonator is much greater than 
than of a confocal resonator. The gaussian beam theorylO predicts a 
beam waist, i.e., an effective focal region, in the middle of the confocal 
resonator. These observations indicate the failure of geometrical optics, 
although the reflectors are in the Fresnel zones of each other. Con­
verting the reflected field into the aperture distribution employs 
geometrical optics ray tracing only in the immediate vicinity of the 
reflector. The validity of this procedure should be as good as that of 
calculating the diffraction pattern from the aperture distribution of 
a paraboloidal antenna. 

The feasibility of using a defocused ellipsoid to simulate ellipsoids of 
different focal lengths has been investigated. The optimum defocusing 
of an ellipsoidal reflector for obtaining another spherical wavefront is 
similar to that of defocusing a spherical reflector for obtaining an 
approximate plane wave front. The explicit expression for phase 
deviation shows its simple dependence on the f / D ratio, the Fresnel 
number, and the variation of antenna spacing. Since a defocused 
paraboloid is a special case of a defocused ellipsoid, the criteria ob­
tained here will also be useful for measuring the Fraunhofer radiation 
pattern of a paraboloidal antenna in the Fresnel region. In particular, 
it clarifies the inconsistency among various schemes for this latter 
rroblem, proposed by D. K. Cheng.9 ,1l 
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APPENDIX 

An upper bound of the transmission loss due to small phase error 
will be given below for nearly optimum aperture distributions. The 
phase error may be either deterministic or random. A small phase 
error simply introduces an additional factor exp (jAcp) . into the 
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numerator of equation (5), where 6.cp = 6.(r) + 6.(r'). For small 
values of 6.,cp, 

exp (jD.~) ~ 1 - !(D.~)2 + jD.~. 
Then the modified equation (5) becomes 

T 
p 

11' l' M,(r)M,(r') Jo(prr') v'prr' [1 - (d~)'] dr dr' I' 

+ 11' l' Mk)M,{r')Jo(:prr') v'inr' dcp dr dr' I' 
where 

i = 1,2. 

(20) 

(21) 

(22) 

If El and E2 are optimum aperture distributions, then for any pertur­
bation factors A (r) and B (r') with maximum magnitudes mA l1nd m:B , 
the following inequality holds, 

11' l' A (r)M /r)BIr')M ,(r')J o (prr') v' prr' dr dr' I' 
& m~m~ 11' l' M,(r)M,Ir') Jo(:prr') v' prr' dr dr'!" (23) 

where A and B can be either of the following combinations 

{
A = D.(r) 

B = D.(r') , 

It follows that 

{
A = [D. (r)] 2 

, 

B = 1 {
A = 1 

B = [D.(r,)]2 
. (24) 

(25) 

where ml = 16.(r)lmax andm2 = 16.(r') Imax. The maximum fractional 
transmission loss due to small phase error is 

1 - ';;:., & (m, + m.)' [1 _ (m, ~ m,)']. (26) 

The above upper bound of the effect of phase error on the Fresnel 
zone transmission loss represents a conservative estimate. 
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A fixed-step-size delta modulator followed by digital circuits for 
generating an adaptive delta modulation signal provides an attractive 
compromise between code efficiency and cost. In order to control the 
total quantizing noise, the jixed-step-size delta modulation sampling 
rate 1S higher than the adaptive delta modulation ou,tput rate. Com,... 
puter simulations, based on the adaptive delta modula,tion technique 
described by N. S. Jayant, indicate that the sampling rate required 
for negligible degradation relative to a conventional adaptive delta 
modulator is well within the current state of the art. Our approach 
lends dself to any scheme of step-size variation and may use any 
means of single-integration, jixed-step-size delta modulation. 

I. INTRODUCTION 

Since the invention of delta modulation, considerable effort has 
been devoted to devising means of improving code efficiency without 
sacrificing the inherent simplicity of the analog-to-digital converter. 
The key to success in this respect is the retention of a single binary 
decision for each sample of the analog input. Early work concentrated 
on sophisticated linear signal processing to be introduced either at 
the input to the delta modulator, as a predictor in the feedback loop, 
or as an error filter in the forward loop.1-3 In recent years, the use 
of a time-varying step size in the feedback loop has been empha­
sized.4

- s Although the step-size'variation, in a sense, transforms the 
delta modulator from a binary to a multilevel device, implementation 
is likely to be more economical than that of a conventional multilevel 
quantizer. The variable-step-size, sometimes called "adaptive" or 
"companding," mechanism provides considerable improvement III 

efficiency and it is possible that for speech encoding, this form of 
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delta modulation will result in better performance characteristics in 
the 20-40 kilobit/second range than conventional PCM. 

II. THE DIGITAL DELTA MODULATOR 

The purpose of this paper is to present a new approach to the 
implementation of adaptive delta modulators. The approach is moti­
vated by current trends in electronic device technology that suggest 
that digital hardware implementations based on standardized building 
blocks will offer advantages of economy and flexibility relative to 
analog techniques. This hypothesis combined with the observation 
that transmission rate rather than analog-to-digital conversion rate 
influences the overall cost of a digital communication system suggests 
the use of the very simple single-integration delta modulator for 
analog-to-digitalconversion and digital hardware for converting the 
single-integration, fixed-step-size representation to the desired efficient 
format. By separating analog-to-digital conversion from source en­
coding, we obtain a compromise between the goals of economy of 
implementation and efficiency of representation. This compromise, 
based on the addition of only digital devices to the simple delta 
modulator, promises, in many situations, to be more economical than 
the conventional approach of performing analog-to-digital conversion 
and source encoding in one step. This point of view has led to a new 
type of PCM encoder that combines a delta modulator with a non­
recursive digital filter.9 

The digital circuits required to convert a simple delta modulation 
signal to a variable-step-size· format comprise a "digital delta. modu­
lator" operating on the integrated output of the first delta modulator. 
In addition to a sequential circuit that determines the appropriate 
step size at each instant, the digital delta modulator contains only 
binary counting and addition circuits and one simple decision element. 
Figure 1 is an operational block diagram of the entire encoder. 

III. PERFORMANCE CHARACTERISTICS 

Computer simulations have verified the feasibility of the combi­
nation of a fixed-step-size delta modulator and a digital delta modu­
lator. N. S. J ayant's scheme of adaptive delta modulation6 was simu­
lated by means of software provided by Jayant and Mrs. K. Shipley. 
For a given output rate, the operation of the digital delta modulator 
in Fig. 1 is determined completely by the step-size logic. At each 
instant, the step size depends on the previous step size and the cur-
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rent and previous binary outputs. If the binary outputs are identical, 
the current step size is 1.5 times the previous step size; if they differ, 
it is 0.66 times the previous step size. In addition to the output rate 
of the digital delta modulator, the design parameters in Fig. 1 are 
the step size and sampling rate of the fixed-step-size delta modulator. 
In our simulations, the product of step size and sampling rate, and 
thus the maximum slope of the delta modulator, was held constant. 
This constant was chosen on the basis of previous simulations by 
Jayant of fixed-step-size delta modulators operating on the speech 
tapes used in our simulations. 

Our results are shown in Fig. 2 as curves of output signal-to-noise 
ratio (SIN) plotted against the samplirig rate of the fixed-step-size 
delta modulator for two different output rates. It is not surprising that 
for low sampling rates of the first delta modulator, it is the error per­
formance of this device that largely determines the overall SIN. As 
the sampling rate increases, the integrated output of the fixed-step-size 
delta modulator becomes arbitrarily close to the analog input and the 
asymptotic SIN is identical to that of an adaptive delta modulator 
operating directly on the analog input. (A separate simulation has 
verified this statement.) The simulation results are quite encouraging 
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because they show that for the output rates considered, which are in 
the range of practical interest, the high-speed sampling rate required 
for negligible performance degradation relative to a, conventional 
implementation is well within the state of the art. 

By contrast with this empirical means of determining the rate and 
step size of the high-speed delta modulator, one may take the follow­
ing conservative approach: (i) Set the step size at the minimum step 
size of the adaptive delta modulator, thus assuring that the quantizing 
resolution is not compromised and (ii) let the high-speed clock rate 
be the final output rate times the ratio of maximum to minimum step 
size so that the maximum slope is not reduced. A typical ratio of 
maximum to minimum step size is 128: 1 so that with an output rate of 
64 kb/s, the fixed-step-size delta modulator is required to operate at 
8,192 kHz according to this conservative criterion. 

IV. PRACTICAL IMPLEMENTATION 

Figure 1 is a functional block diagram which indicates the required 
signal processing operations. In a hardware implementation, consid­
erable simplification is possible. The up-down counter and the adder 
and accumulator of the digital delta modulator may be combined in 
a single accumulator as shown in Fig. 3. This accumulator is modified 
by + 1 or -1 for each sample of the fixed-step-size delta modulator 
and it changes by the magnitude of the step size at each output 
sampling instant. 

The two-level quantizer determines the polarity of each output 
pulse according to the state of a single bit of the accumulator. The 
step-size logic provides a digital representation of the current step 
size. Various means of providing this indication are possible, each 
appropriate to a different scheme of step-size variation. One method 
involves choosing the step. size from a "dictionary" according to the 
output state of the adaptation logic. This technique lends itself to 
implementation by means of a "table-look-up" from a set of read-only 
memory registers, each containing one of the possible step sizes. 
Another technique is to specify the current step size as an arithmetic 
function of the previous step size-for example a multiple of or incre­
mental change from the previous step size. For this type of adaption, 
the digital delta modulator could conveniently contain a step-size 
register which is arithmetically modified according to the output of 
the adaptation logic. 
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Fig. 3-Simplified implementation. 

V. CONCLUSION 

The technique described in this paper combines the simplicity of 
analog-to-digital conversion provided by fixed-step-size delta modu­
lation with the code efficiency of variable-step-size delta modulation. 
Only a single step size need be precisely controlled with analog hard­
ware; the step-size variation is controlled digitally, and is therefore 
exact. The technique lends itself to any scheme of step-size variation 
and any means of fixed-step-size, single-integration delta modulation. 
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This paper provides an overview of work on statistical formulations 
and analyses. associated with the problem of identifying persons on the 
basis of spectral energy representations of acoustical utterances. The 
investigation has been largely empirical and the paper focuses on the 
statistica.l techniques and strategies that have been developed in the 
context of analyzing two sizeable bodies of data. The problems and 
procedures to be discussed include : (i) data condensa,tion and repre­
sentation; (ii) efficient and practical criteria for classifica.tion and dis­
crimina60n; and (iii) stra'tegies for a.utomatic identification of talkers 
in relatively large populations. 

I. INTRODUCTION 

Many of us can perhaps recall the experience of identifying a. caller 
on the telephone from a relatively short utterance such as the word 
"Hello." This might indicate that even short utterances contain suffi­
cient information for identification, and it is an intriguing and interest­
ing problem to inquire whether automatic, objective, accurate and eco­
nomic methods can be developed for talker recognition. The authors 
of at least ten papers in the last eight years have reported experiments 
with (simulated) automatic talker recognizers. Using a variety of ap­
proaches to different aspects of the problem, these experimenters have 
met with strikingly similar success-gO percent (or more) correct rec­
ognition. 

Previous studies may be classified into two groups according to 
whether the problem addressed was verification (is the speaker who he 
claims to be?) or identification (assignment of an unknown utterance 
to one person in a given group of speakers). While two studies of the 
first kind involved 34 voices or less/,2 the third3 and most extensive 
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(118 voices) was most successful, achieving an average of 99 percent 
correct verifications. Four studies of the second type used quite dif­
ferent bases for identification in small (10-30 voices) populations, 
varying from spectral analyses of nasal sounds4 or whole words5

,6 to 
measurements of phonological features. 7 Whereas all the above studies 
required the speaker to utter a prescribed text, three others have 
achieved from 90 to 100 percent correct identification with no con­
straints on what the speaker says, provided that a sufficient quantity 
of speech from each talker is available. Again, the procedures employed 
in these last three studies have differed widely: spectral analyses of 
whole speechB or of vowels only,9 and intervals between extremal points 
in various frequency bands10 were used with three different recognition 
schemes. 

These results with small populations suggest that the speech signal 
contains so much information about the talker that one can be distin­
guished from among 30 or so by a variety of procedures, and that we 
cannot learn from these studies the relative merits of various ways of 
representing the signal and reaching a decision. The only one of these 
studies that used a hundred or more voices3 required only that each 
unknown be assigned to one of two classes (genuine or impostor) ; there 
have been no studies of identification in large populations. This paper 
describes the evolution of work addressed to both the small- and large­
population identification problems by a group of people, including the 
present authors, over the last few years. Aside from the present 
authors, others who have participated in different facets of this work 
are: Mrs. M. H. Becker, Mrs. L. P. Hughes, T. L. DeChaine, R. S. 
Pinkham and M. B. Wilko 

The work to be described here evolved empirically and experi­
mentally in the context of analyzing two bodies of data. With no gen­
eral theory being available to aid in designing a process for talker 
identification, this work relied heavily on the analysis of data, not only 
to generate ideas and techniques of possible relevance but also to assess 
the performance of any scheme. Thus, the pragmatic criterion of ob­
served proportions of correct recognition in the two bodies of data was 
utilized as the touchstone rather than any general theoretical opti­
mality properties. The data analytic orientation in this problem proves 
to be practical and productive, and most of the successful ideas and 
methods are fairly obvious-especially after the fact! 

The presentation of the data analysis and decision processes may be 
viewed in four parts: (i) The data-the two bodies of data studied will 
be described, the basic digital format of an acoustical utterance will 
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be described and displayed, and finally, some features of the data, will 
be discussed. (ii) Data condensation-several primitive procedures 
will be mentioned for deriving manageably low-dimensional representa­
tions from the original data. (iii) Definition of a space and metrics­
the unknown, and the various candidates for assigning it to, may be 
represented in the space of the summary data, and several metrics may 
be specified for measuring the distance between the unknown and the 
candidates for identification. (iv) Cla.ssification schemes and strateg1'es 
for identification-i.e., procedures for assigning an unknown in a, 
relatively small population of contending speakers, as well as statisti­
cal strategies for allocation in relatively large populations of speakers. 

II. THE DATA 

The two bodies of data involved in our study both deal with repeated 
utterances of single words. The first set of data (cf. S. Pruzansky 5 for 
a detailed description) is from ten talkers each of whom yielded several 
repetitions of ten words commonly used in telephon~ conversations. 
The actual utterances were excerpted from sentences in which the 
words were embedded and the talkers, in fact, read the sentences. For 
most talker-word combinations there were seven replications with only 
a few missing. (693 utterances were available instead of 700 ==, 10 X 
10 X 7.) 

The second body of data, which was collected subsequent to promis­
ing results obtained with the first set of data, deals with a population 
of 172 speakers each of whom repeated each of five digit names (one, 
two, three, four and nine) five times. The words were uttered in isola­
tion rather than being embedded in sentences. The second body of 
data involved many more speakers, fewer words and fewer replications 
relative to the first set of data. 

Whereas the first set of recordings was made under carefully con­
trolled conditions (see Ref. 5), the second set was made in an unat­
tended booth in a busy concourse. Although a high-quality microphone 
was used, it was housed in a telephone handset, held a short (but vari­
able) distance from the lips. Automatic equipment controlled a display 
in the booth which cued the talkers as to which digit name to say and 
when. In both cases, aU utterances by a given talker were recorded in 
one session. 

In the present report, the displays and examples are drawn from 
analyses of both bodies of data and the presentation will switch back 
and forth between the two sets of analyses. 
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The most raw form of the data is just the audio recordings. However, 
for purposes- of analysis, the audio recordings were fed into an analog 
filter bank and the filter outputs were sampled at fixed, frequent inter­
vals of time (lO-millisecond intervals in the first body of data and 
6-millisecond intervals in the second set). In the first set of data, the 
outputs from 17 frequency channels covering a range of 100 to 7000 Hz 
were retained; the first 16 channels were approximately equally spaced 
along a Koenig scale from 200 to 4000 Hz, while the 17th covered the 
range 4000 to 7000 Hz. In the second set of data, the outputs from 20 
frequency channels spanning the range 20 to 2900 Hz were retained; 
,the upper and lower cutoff frequencies of each of the 20 filters are 
shown on the abscissa of Fig. 5. Each audio utterance input thus 
yielded a certain number (l7 in the first set <?f data and 20 in the 
second) of separate time series as outputs, with each series representing 
the energy in a specific frequency band as it varies across time. To­
gether the series represent the short-time spectrum of the utterance. 

Thus, the basic digital form of the data for an utterance consists of 
a matrix of spectral energies classified according to frequency bands in 
each of a sequence of time intervals. (see Pruzansky & Mathews6 for 
a description of energy-frequency-time quantization.) Table I is an 
example of a data matrix from the second set of data. One can obtain 
pictorial representations of such a matrix. The classic representation is 
the sound spectrogram, which is unfortunately not in a, form easily 
read by computers. Figure 1 shows a contour plot of log energy as a 
function of time and frequency; it was obtained as a computer printout 
from a data matrix. Although derived in a straightforward way from 
computer-readable data, this plot conveys some of the visual aspects 
of the sound spectrogram. 

Some comments on certain aspects of the data are in order: (i) The 
total volume of data is large. (ii) The basic digital representation of 

TABLE I-DATA MATRIX FOR AN UTTERANCE 

Time in milliseconds 

Frequency in Hz. 006 012 018 024 030 036 

0-100 14 11 7 19 35 62 
50-150 16 17 11 20 44 74 

100-200 14 8 16 17 25 56 
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the data for an utterance is intractably high in dimensionality for per­
forming statistical analyses. [For the first set of data the matrices were 
17 X 50 (approx.), or 850-dimensional, per utterance; for the second 
they were 20 X 275 (approx.), or 5500-dimensional, per utterance!] 
(iii) The general level of the energies may shift from utterance to 
utterance of even the same speaker due to artefactual reasons. (Loud­
ness may vary for example because of varying proximity to the micro­
phone.) (iv) There is no natural time origin for the data and its spec­
ification is arbitrary in that what is labelled as time slot 1 does not 
depend on the actual commencement of the utterance; this implies a 
lack of alignment of the data for different utterances of a given word 
even by the same speaker. 

The conjunction of the above four issues conveys certain implica­
tions for the subsequent analyses. First, it is essential, even for explora­
tory investigations, to pay attention to practicality and efficiency in 
computer procedures. Second, it is crucial to find effective lower-di­
mensional representations of the data using methods of summarization 
that will be of general utility both for different persons and for dif­
ferent words. Finally, adjustment must be provided for artefactual ef­
fects, such as energy-level variation and arbitrariness of the time 
origin. Such adjustments may be accomplished either by treating the 
data prior to analysis or by adopting analytical procedures which make 
provisions for the artefactual effects. Thus, for example, energy-level 
variation can be handled either by normalizing the energies so that 
their sum is unity for each utterance or by using classification pro­
cedures which allow for level changes amongst the replicated utter­
ances of a speaker (cf. R. Gnanadesikan & M. B. Wilkll). Similarly, 
the arbitrariness of time origin may be handled either by pre-aligning 
the utterances by some criterion, such as the one used by Pruzansky 5 

with the first body of data, or by using origin-invariant time informa­
tion in later analyses. 

III. DATA CONDENSATION 

The high dimensionality of the basic quantitative representation of 
an utterance (viz., the matrix of spectral energies) is not only 
computationally untenable and conceptually difficult but also perhaps 
unnecessary. One would expect that the high physical and statistical 
correlations among the energies should imply redundancy. The limited 
number of replications available would, moreover, impose a mathema­
tical constraint on usable dimensionality. For all these reasons, sum-
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marization is necessary. The choices for summary statistics are legion 
and the consequences important. Various schemes for condensing the 
information in terms of manageably low-dimensional statistics were 
studied. 

Table II shows a list of some of the types of information summaries 
that were investigated. 

For instance, summarizing via the time margin means that one 
considers the energies (normalized) collapsed on to the time scale alone 
without any frequency breakdown. Similarly, frequency margin means 
that the energies (normalized) are summed over all the time intervals, 
thus eliminating the information about time variation of the spectrum. 
Looking at frequency slices implies the consideration of the energy 
distributions in each of the frequency channels. Within each of these 
ways of looking at the data, several alternate methods were investi­
gated for summarizing the information. For instance, in studying the 
time margin both the energies themselves as well as characterizations 
of their distribution across time in terms of certain low-order moments 
(mean, standard deviation, etc.) were investigated. The distribution of 
energy within a frequency slice, however, was typified either by the 
deviations of its two tertiles (i.e., time values which divide the energy 
distribution into three equal parts) from the marginal time median or 
by the inter-tertile distance. These two time-dependent characteriza­
tions are origin invariant. (See Becker, et al.,12 for more details con­
cerning the reduction and analyses of first set of data.) 

One of the important summaries, from the standpoint of perform­
ance in identification procedures, turns out to be the frequency margin 
normalized energies. This led to a 17 -dimensional representation with 
the first body of data and a 20-dimensional representation in the 

TABLE II-SUMMARIZATIONS OF DATA 

(i) TIME MARGIN 
(a) Moments 
(b) Energies (normalized) 

(ii) FREQUENCY SLICES 
(a) Tertile deviations from marginal median 
(b) Inter-tertile ranges 

(iii) FREQUENCY MARGIN 
(a) Power spectral estimates derived from energies 
(b) Energies (normalized) 

(iv) TIME X FREQUENCY 
(a) Moments 
(b) Variously grouped normalized energies 

(v) VARIOUS COMBINATIONS OF INPUTS 
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second set. To illustrate how this summary representation may look, 
Figs. 2a and b each show the normalized energies in the frequency 
margin for all the utterances of a word by a specific talker. Figure 2a 
is for one speaker and Fig. 2b is for another. Qualitative and quantita­
tive differences between the two speakers are evident as viewed against 
the relative cohesiveness of the different utterances within a speaker. 

IV. SPATIAL REPRESEN.TATION AND CHOICE OF METRICS 

Each scheme for summarizing the basic data leads to a set of input 
statistics whose values for each utterance yield a vector corresponding 
to that utterance. The analysis involved designating certain of the 
utterances from each speaker as unknown and treating the remaining 
utterances as the reference set of known utterances to be used for 
purposes of statistical estimation, etc., of the features of the reference 
population. 

Thus, as shown in Table III, corresponding to the u,th reference 
utterance (i.e., the talker is known) of a specific word by the ith talker, 
one would have a p-dimensional row vector of input statistics, 

y~u = (Yilu , Yi2u , ... , YiPu); i = 1, 2, ... ,k, U = 1, 2, ... ,ni , 

where the jth element of the vector, Yiiu , is the value of the jth input 
statistic for the uth utterance of the ith talker. There are k talkers in 
all and ni known utterances from the ith talker. The ni known utterances 
of the ith talker may then be used, as shown in Table III, to obtain the 
p-dimensional centroid, y~ , and the p X p covariance matrix, Si , 
for the ith talker. 

Corresponding to an unknown utterance (i.e., the talker is unknown 
and is to be identified), which is known only to be an utterance of some 
one of the talkers in the study, one would similarly have a p-dimensional 
representation, shown in Table III as 

Also shown in Table III are the overall centroid Y' and two matrices 
Band W. B is a measure of the dispersion of the speaker centroids in 
p-space and is called the between-talkers covariance matrix. W is a 
pooled measure of dispersion of the replicate known utterances around 
the talker centroids and is called the within-talkers covariance matrix. 

If a metric or distance measure were defined in the p-dimensional 
space of the input statistics, then one could calculate the distance of 
the unknown, viz. Z', from each of the centroids, viz. Y~'s, of the 
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different talkers, and then use these distances to assign the unknown 
to one of the talkers. 

All the measures of squared distance used in our work were positive 
semidefinite quadratic forms, a class whose typical member may be 
algebraically defined as shown in item (0) of Table IV. This class 
includes not only the familiar unweighted Euclidean squared distance 
(M = I) and the weighted Euclidean squared distance, which makes 
allowances for unequal variances of the different variables, but also 
measures of squared distance which allow for correlations among the 
variables. Figure 3, dealing with the case of two variables, shows an 
appropriate manner of measuring squared distance when the correla­
tion is positive. According to such an elliptical measure of squared 
distance, points like Al and BI which lie on the same ellipse are con­
sidered to be the same distance away from the center C of the ellipse, 
whereas points like Al , A2 and A3 which lie on the different ellipses 
numbered 1, 2 and 3 are considered to be at increasing distances away 
from C. The way to reflect this choice formally in the definition of 
squared distance is' to use for M the inverse of an estimate of the 
covariance matrix of the variables. 

Table IV also shows three specializations of the matrix M that lead 
to three squared distance measures DI , D2 and D3 shown, respectively, 
as equations (1), (2) and (3). 

The choice of M that leads to DI uses each talker's individual covar­
iance matrix in measuring the distance of the unknown to that talker's 

TABLE III-NOTATION AND ESTIMATES FOR REFERENCE SETS 

(1) Y~u = (Yi1U , Yi2u , ... ,Yipu); i = 1, ... , k, U = 1, 2, ... ,ni . 

(2) 

(4) 

1 ni 

Y- ~ = - "" y~ . 
t L....i 1.U' ni u=l 

1 k 

Y' = - L:n.Y~ n i=l • ., 

k 

where n = L: ni , 
i=l 

1 k 

W = ( _ k) ~ (ni - I)Si . 
n .=1 

i = 1, ... ,k. 
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TABLE IV-METRICS 

(0) D(i) = (Z - Yd'M(Z - Yi ); i = 1,2, ... , k. 
M is p.s.d. so that D(i) ~ O. 

(1) M = Si-1; Dl(i) = (Z - Yi)'Si-1(Z - Y i ); i = 1,2, ... ,k. 

(2) M = ArAr', where Ar is (p X r) with r eigenvectors of 

W-IB for columns (r = 1, 2, ... , t); 

D2(i) = (Z - Yi)'ArAr'(Z - Yi ); i = 1,2, ... , k. 

(3) M = W-l; D3(i) = (Z - Yi)'W-l(Z - Yi ); i = 1,2, ... , k. 

centroid. This choice of M implies that the covariance matrix for each 
talker be nonsingular. This in general requires that the number of 
known utterances for every talker is at least qne more than the number 
of input statistics. If p were large, therefore, in order to use DIone 
would require a large number of known utterances (replications) for 
each talker. 

Also, this choice for M means that M changes from talker to talker 
with a consequent increase in computational time and effort. The hope 
is that there will be a pay-off in terms of efficiency to be gained from 
using a distance measure that is sensitive not only to the location 
(centroid) features of a talker but also to his individual covariance 
pattern. The use of this distance measure is thus particularly appropri­
ate when different speakers do not have the same covariance matrix 
for their replicate utterances. 

A second choice for M, leading to Dz in equation (2) of Table IV, 

is provided by the so-called discriminant analysis approach of multi­
variate statistical analysis. Here M is the product of a matrix by its 
transpose and the columns of the matrix are eigenvectors obtained 
fro~ a discriminant analysis. The discriminant analysis attempts to 
reduce the number of dimensions in the space in which distances are 
measured by selecting a subspace which in a sense contains the most 
important information for discrimination purposes. 

Broadly speaking, statistical discriminant analysis is concerned, in 
part, with finding a representation of the data from several prespecifi­
able groups (talkers) in terms of coordinates which separate the group 
centroids maximally relative to the variation within groups. Specific­
ally, as shown in Table V, if Yl, "', yp denote the variables in the 
initial p-dimensional representation of an utterance, then at the first 
stage one considers a linear combination, x, of the original coordinates. 
A one-way analysis of variance for this derived variable would lead to 
the F-ratio shown, where Band W were defined earlier. One can now 
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specify maximization of this F as a criterion for choosing the coeffi­
cients (at, ... , ap ) in the linear combination. The required solution 
is to choose, for a, the eigenvector corresponding to the largest eigen­
value of W-1B. Having chosen one linear combination, a second dif­
ferent from the first may be sought so that its F-ratio will be maxi­
mized and so on. This method of seeking a linear transformation 
involves the eigenanalysis of W-1B. There will be t positive eigenvalues, 
Cl, C2, ••• , Ct , in general, where t is the smaller of p and (k - 1). 
This is a consequence of the fact that if k (the number of talkers) is 
less than p (the dimensionality of the input data), then the k talker 
centroids are contained in a (k - 1) -dimensional hyperplane. At any 
rate, one can use each eigenvector that corresponds with one of the 
nonzero eigenvalues to obtain the new coordinates Xl, X2, •.•. The 
space of x's may be called the discriminant space and the coordinates, 
Xl, X2, ••• called discriminant coordinates, or CRIMCOORDS. 

A geometrical interpretation of the discriminant analysis for the 
case of two variables is shown in Fig. 4. Centroids of the known talkers 
are shown in Fig. 4a surrounded by an ellipse indicating the distance 
measure appropriate to W, the pooled within-talkers covariance matrix. 
The discriminant measure of distance is equivalent to: (i) transforming 
the space of Fig. 4a to one in which the ellipses have become circles 
by suitably compressing or expanding and reorienting the various 
coordinates-this space, with axes y~ and y~ , is shown in Fig. 4b; 
(ii) rotating the coordinates y~ and y~ in Fig. 4b so that the speaker 
centroids have maximum mean square separation in the direction of 
the first coordinate (Xl), next smaller separation in the direction of the 

~------------~----------------------Yl 

Fig. 3-Elliptical measure of squared distance. 
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TABLE V-STATISTICAL DISCRIMINANT ANALYSIS 

(1) y' = (Yl, Y2, ... , Yp)· 

(2) x = alYl + a2Y2 + ... + apyp = a'y. 
One-way Analysis of Variance 

D.F. M.S. 

Between Talkers k - 1 a'Ba, 
Fa = a'Ba/a'Wa. 

Within Talkers n - k a'Wa, 

(3) Choose a so as to maximize Fa , 
Solution: a = al the eigenvector of W-lB corresponding 

to its largest eigenvalue. 

(4) Cl ~ C2 ~ ••• ~ Ct > 0, t = min (P, k - 1). 
t t t 

al a2 at 

(5) Xl = at'y, X2 = a2'y, 
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second coordinate (X2), etc; and (iii) measuring simple Euclidean 
distances in the space thus derived. (Note: With more than two vari­
ables, one may decide to use only the subspace formed from the first r 
coordinates of the discriminant space.) Discriminant analysis makes 
more intuitive sense if the individual talkers all have similar covariance 
matrices for their repeated utterances (so that each is similar to the 
pooled covariance matrix) than if they have widely differing covariance 
matrices. 

The measure of squared distance, D 2 , is just that Euclidean squared 
distance measure in the space of the first r(~ t) CRIMCOORDS. 
While M, chosen thus, does not change across talkers, yet it does de­
pend on r, the number of eigenvectors to be used in the discriminant 
analysis approach. This use of an increasing number of the eigenvec­
tors implies diminishing returns and may not necessarily improve the 
identification. By trial and error, a satisfactory value of r when the 
frequency margin energies were used as the initial variables was found 
to be 5 in the first body of data and 10 in the second set. 

A third choice for M, leading to the squared distance measure D3 of 
equation (3) in Table IV is obtained by taking M equal to the inverse 
of the pooled within-talkers covariance matrix W, defined earlier. 
This choice of M, which requires W to be nonsingular, is in general 
possible whenever the number of input statistics, p, does not exceed 
the total number of known utterances of all talkers minus the number 
of talkers. This constraint on p (or, equivalently, on the number of 
known utterances) is far less restricting than the constraint on p im­
posed by the choice of M that leads to Dl" 
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(a) 
~---------------------------------+Yl 

Fig. 4-Sketch to indicate geometrical interpretation of discriminant analysis. 

There are certain relationships and equivalences amongst these 
three measures of squared distance. Dl and D3 are similar ellipsoidal 
measures (in the sense of Fig. 3) of squared distance and are identical 
if the talkers all have the same covariance matrix for their repeated 
utterances. Using r:= t, the "maximum" number of eigenvectors from 
the eigenanalysis of W-l B would makeD2 entirely equivalent to D 3 • 

Furthermore, D3 is entirely equivalent to a discriminant analysis ap­
proach with a pairwise comparison of the distances of the unknown 
utterance from the centroids of the talkers considered in all possible 
pairs. 

Other metrics, which were approximations to DI, D2 and D3 in vary­
ing degrees of appropriateness and simplicity, were also investigated, 
but the results to be presented here are confined to these three measures. 

V. IDENTIFICATION SCHEMES 

5.1 Classification Procedures for Small Populations of Talkers 
The distance measures are used for assigning an unknown utterance 
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to one of the speakers. For relatively small populations of speakers, 
one can compute the distance of an unknown from each of the speaker 
centroids, using any measure of distance, and then assign the unknown 
to the speaker whose centroid is closest. The empirical criterion used 
for evaluating the operating characteristics of any combination of in­
put data and distance measure was the percent of unknowns that were 
correctly identified. 

Table VI, based on the findings of the analysis of the first body of 
data, shows a summary table of percent correctly identified, for some 
of the different data summaries, when used with the three squared 

TABLE VI-SUMMARY OF AVERAGE PERCENT CORRECT 

FOR VARIOUS TALKER IDENTIFICATION TECHNIQUES 

USED WITH FIRST BODY OF DATA 

Input Statistics Distances 

Time Margin 
Moments 
Energies 

Frequency Slices 
Deviation of Tertiles from Median (TER) 
Inter-Tertile Range (ITR) 

Frequency Margin 
Power Spectral Estimates 
Energies 

Time X Frequency Groupings 
J.l.j, (J'j2, (J't2, (J'jt, N50 

2 X 17 
2 X 7 
2X 3 
3 X 2 

16 X 2 

Combinations of Inputs 
Frequency Energies + Time Moments 
Frequency Energies + Time Energies 
Frequency Energies + ITR 
Frequency Energies + TER EIG 
Frequency Energies + ITR EIG 

Combinations of Eigenvector Transforms (EIG) 
Frequency Energies EIG + TER EIG 
Frequency Energies EIG + ITR EIG 

Combinations of Words 

* All utterances of each word used as unknowns. 
t Only used word 1. 

Dl D2 D3 
---

34t 55 62* 
- 30 34 

- 82 -
- 67 -

- 73 -
- 91 97* 

30t - -
- 86 100t 
- 83 90t 
- 57 70t 
- 47 50t 
- 40 40t 

- 91 97* 
- 83 90 
- 88 -
- - 93 
- - 94 

- 87 -
- 94 93 

-------
- 98 -
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distance measures D1 , D2 and Ds. The dimensionality of several of the 
inputs was too high, relative to the number of replicated utterances 
available per talker, so that Dl could not be used with these inputs. 
Dashes in the table denote such cases and others, wherein the particu­
lar combinations of input and distance measure were not studied. 

As far as the distance measures are concerned, D3 appears to per­
form best. However, D2 because of the reduced dimensionality asso­
ciated with it, and Dl because of its sensitivity to variations in the dis­
persion characteristics of the talkers, may be more appropriate and 
efficient for some uses and should not necessarily be discarded. 

The general conclusion to be drawn from the various attempts to 
summarize the original data in terms of input statistics appears to be 
that, by and large, frequency information is more important than 
time information. This is evident from the low percentages of correct 
identification (30 percent and 34 percent) for the time margin energies, 
at one extreme, and the high ones of 91 percent and 97 percent for the 
frequency margin energies, at the other extreme. The results for the 
various time-by-frequency groupings also suggest the same conclu­
sion. As the time structure increases, the percent correctly identified 
decreases (cf. also Pruzansky & MathewsG

). Certain schemes for 
using the time information as an adjunct to frequency information, 
however, do seem promising. Thus, using D 2 , one achieves 91 percent 
correct identification on the basis of frequency margin energies alone, 
whereas an increase to 94 percent is possible by augmenting the fre­
quency margin information with certain kinds of time information from 
the frequency slices. 

A general indication of the results shown is that significant improve­
ment may be achieved by using appropriate statistical methods for 
the choice of both the input statistics and the distance measures. Thus, 
for example, using the normalized energies in the frequency margin as 
a summary of the data, one could go from 91 percent correct identi­
fication to 97 percent by using Da instead of D 2 , thus achieving a re­
duction in error rate by a factor of 3. 

5.2 Strategies for Large Populations 

Encouraged by the results of the first analysis, we undertook the 
collection of the second body of data. In order to simulate more prac­
tical situations, the recording conditions were not as strictly controlled 
this time and we also decided to increase the number of speakers and 
to prune the number of replications per speaker. The increase in the 
size of the speaker population introduces an immediate challenge for 
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the analysis. Even with the aid of modern high-speed computers, the 
effort required for comparing the distances of the unknown from 
every talker centroid would become prohibitive with a very large 
number of talkers. For this case of a large number of talkers, which 
is of great practical interest, one has to develop a method for limiting 
the number of contenders for assignment of an unknown. 

The approach to be described next in broad outline is simple and 
seems to be effective for accomplishing the task with the 172 speakers 
involved in the second body of data. For the present discussion, only 
the normalized frequency margins (viz., the 20-dimensional input) 
will be used as the representation of any utterance. 

The basic idea is to use the first few CRIMCOORDS for restricting 
the set of speakers with whom an unknown is to be compared. Before 
describing the essential nature of the approach, it is perhaps in order 
to comment on some properties of CRIMCOORDS as related to the 
present problem. 

Firstly, there is the question of interpretability. Figure 5 shows a 
pictorial representation of the five eigenvectors of W-l B that cor­
respond to the first five CRIMCOORDS. The lengths of the bars 
correspond to the magnitudes of the elements of a specific eigenvector 
and the orientations correspond to their signs. The first CRIM­
COORD, which seems to be largely a difference between the energies 
in the two lowest frequency bands, appears to be reflecting a difference 
between male and female glottal fundamental frequencies for the early 
vowel part of the word one, which was the word that gave rise to the 
set of eigenvectors in Fig. 5. The first CRIMCOORD does indeed 
efficiently separate male and female speakers in the study. Unfortu­
nately, the second and later CRIMCOORDS do not seem to have 
as easy an interpretation, perhaps due to the mathematical constraints 
imposed on the eigenvectors at the later stages. 

The linear transformation to CRIMCOORDS is dependent on only 
the reference set of known utterances. It is perhaps interesting to 
inquire about the validity of the pooling of the separate within-talker 
dispersion matrices to obtain the pooled estimate W of variation 
among the replicate utterances. The pooling also underlies the justifi­
cation for using unweighted Euclidean squared distance (viz., D 2 ) in 
the CRIl\1COORDS space. An internal comparisons statistical tech­
nique was developed (cf. R. Gnanadesikan and E. T. Lee13

) for 
assessing the comparability of the individual talker covariance 
matrices in terms of certain measures of their sizes. This method of 
assessment, when used with the frequency margin energies, suggested 
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that it is not unreasonable to pool the speaker dispersions to obtain W. 
A third issue concerning CRIl\1COORDS is their stability as they 

depend on the words and on the speakers. Based on an empirical 
investigation using the second body of data, they do seem to be word 
dependent but fairly stable with respect to the speakers, in that they 
do not seem to change substantially once they are based on the known 
utterances from about 80 speakers. 

Returning now to the question of using the first few CRIMCOORDS 
for limiting the contenders for an unknown, one can look at a repre­
sentation of the knowns in the space of say the first two CRIM­
COORDS. As shown in Fig. 6, with only the ten speakers in the first 
study, some talkers are clearly separated (e.g., talkers 2, 4, 7 and 10) 
while others are clustered (e.g., talker 8 and 9) even in this two-

D DOD DC] nOD 
DOD D 0 

D 

0 
D 0 0 0 r=-J 0 

0 0 0 D LJ DO D 0 c::J 
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0 
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0 
n 

0 
LJ ODD 

0 LJ 0 0 c::::J DO 

20 100 200 300 400 500 600 700 800 900 1002 1176 1240 1378 1528 1695 1879 2082 2306 2553 
250 350 450 550 650 750 850 950 1050 1150 1315 1476 1508 1651 1810 1985 2178 2392 2626 2886 

FREQUENCY BANDS IN Hz 

Fig. 5-First five eigenvectors of W-IB. 
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dimensional representation. However, with the 172 centroids of the 
talkers in the second set of data, one gets the configuration in Fig. 7a. 
There appear to be no obvious clusters here in the space of the first 
two CRIMCOORDS. 

In this case, one approach is to divide the two-dimensional 
CRIMCOORDS space arbitrarily up into boxes as a first step. Figure 
7b shows a division of the space into forty boxes which was accom­
plished by arbitrarily specifying nine quantiles (or percentage points) 
of the distribution of centroids along the first CRIMCOORD and 
three quantiles of the distribution along the second CRIMCOORD. 
Next, one determines in which of these boxes an unknown under 
consideration for assignment falls (cf. Fig. 7 c) and then one can 
compare the unknown with all the speakers who fall in the same or 
a few nearby boxes (cf. Fig. 7d), discarding the speakers who are far 
removed. In the particular example used for Figs. 7a-d, while the 0 
denotes the unknown, the x (cf. Fig. 7d) corresponds to the centroid 
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of the speaker from whom the unknown arose. While (he x is not in the 
same box as the 0, it is in a neighboring box which is included for 
identification purposes. 

The comparison of the unknown with the speakers in the neigh­
boring boxes is made by calculating distances not just in the space of 
the first two CRIMCOORDS but by including additional CRIM­
COORDS (e.g., using five or ten CRIMCOORDS in all). Based on the 
magnitude of the distance to the closest speaker and on the ratio of the 
second smallest distance to the smallest, a decision is made whether 
identifying the unknown with the cclosest speaker is safe or suspect. 
Statistical benchmarks for comparing observed values of quantities, 
such as the smallest distance or the ratio of the second smallest to 
the smallest distance, are obtained from "null" distributions (i.e., 
distributions of these quantities when a correct identification is made) 
generated from the data on hand. Since we are dealing with a situation 
in which there are sufficient data under "null" conditions (i.e., success­
ful identification) one carl obtain adequate estimates of the statistical 
distributions to enable reasonable assessments of the magnitudes of 
observed distances (or ratios) and decide whether they are small 
or large. 

At any rate, either if an identification is suspect or if an insufficient 
number of comparisons have been made, the process enlarges the 
population of contenders by considering the speakers in additional 
boxes nearby. As soon as a safe identification is made, no further 
loops are made to add more contenders. After all the speakers have 
been exhausted, if the identification in terms of the ciosest speaker is 
still suspect, then the process terminates by identifying the speaker 
as the closest one, despite the weakness of the evidence. For the 
illustrative example in Fig. 7, this method led to a safe and correct 
identifica tion. 

Figure 8 shows a simple flow-chart of the steps involved in the 
above process for identifying an unknown by a preliminary limiting of 
the number of contenders. On the left, in Fig. 8, are shown the steps 
in the initial processing of the reference utterances leading to (i) a 
determination of the CRIMCOORDS, (ii) a representation of the 
speaker centroids in CRIMCOORDS space, and (il~i) a specification of 
the boxes or cells in the space of the first few (e.g., two) CRIM­
COORDS. On the right, in Fig. 8, is shown the identification process 
for an unknown utterance. From the representation of the unknown 
in CRIMCOORDS space, one finds which box the unknown falls into 
and retains for comparison all speakers whose centroids fall in a cer-
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tain number of nearby boxes, while discarding all speakers who are 
farther away than a cut-off distance. If an adequate number of 
speakers have been retained for comparing the unknown against, then 
one computes the distance of the unknown from each of the retained 
speakers in an enlarged (5- to 10-dimensional) CRIMCOORDS space. 
If the ratio of the second smallest to the smallest is large enough 
(> 4.2), then the identification of the unknown with the closest 
speaker is assumed to be safe. Also, if this ratio is moderately large 
(~ 4.2 but> 1.75) and the smallest distance is small enough « 8.0), 
the identification is deemed safe. If not, it is deemed suspect and more 
speakers in additional boxes are included for comparison with the 
unknown. Furthermore, if the number of speakers compared with an 
unknown is not large enough, then also one adds more speakers by 
considering additional adj acent boxes. 

An efficient set of computer programs implementing this process is 
in use (cf. K. W. W achter14). The programs provide for flexible 
specification of many of the parameters involved (e.g., number and 
size of the boxes, cut-off values for comparing the smallest distance 
or the ratio of the second smallest to the smallest, etc.). 

Using a single word for identifying talkers in the second set of data, 
the above strategy yielded 81 percent correct identifications, i.e., for 
81 percent of the unknowns the first most likely match was correct. 
In fact, if one counted the percent of times that the correct speaker 
was either the closest or second closest then one obtains 90 percent. 
The comparable percentages to these figures of 81 percent and 90 per­
cent are 84 percent and 93 percent when one performs an exhaustive 
check of the unknown against every speaker. The computational cost 
for the exhaustive comparisons in this example involving 172 talkers, 
is about 70 to 90 percent more than that involved in the strategy based 
on preliminary limitation of the number of contenders for an unknown. 
The difference in computational cost will, of course, vary as one 
changes the number and size of the boxes chosen and the other specifi­
cations involved in the method. Also, with much larger populations of 
speakers, the cost differential between the two approaches would be 
expected to increase substantially. In the present example, the com­
puter cost per identification is approximately 1.4 cents for the scheme 
which initially limits the number of contenders for an unknown. 

The percentages of correct identification appear to be improvable by 
utilizing the identification information in additional words. Thus, in­
stead of using the single word, one, when one combines the information 
from the separate identification results for the two words, one and two, 
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the percent correct identification moves up to 94 percent from the 
earlier stated 81 percent. Hence, the preferable direction for large 
populations appears to be to stay with the type of strategy described 
here but to combine information from more than one word. 

Not all methods for combining the information from two or more 
words will be equally successful; however, a scheme has been devel­
oped which appears to be promising and, in fact, led to the improve­
ment from 81 percent to 94 percent in percent correct identifications. 
Figure 9 shows a flowchart of the procedure. If the identification on the 
basis of the first word is deemed safe, then no use is made of the sec­
ond word. If, on the other hand, the identification using the first word 
is suspect, then one looks at the identification results for the second 
word. If the same speaker is the closest one to the unknown utterances 
in both words, then this is taken as a safe indication that he is in fact 

L, = LIST OF KNOWNS FROM WORD 1, 
ORDERED BY DISTANCE TO UNKNOWN 

L2 = LIST OF KNOWNS FROM WORD 2, 
ORDERED BY DISTANCE TO UNKNOWN 

e.g., L2 (1) REPRESENTS THE KNOWN 
CENTROID CLOSEST TO THE UNKNOWN 

FOR WORD 2. 

DISTANCE FOR EACH ELEMENT OF L3 
TAKEN AS WEIGHTED SUM OF 

WORD 1 AND WORD 2 DISTANCES 

TAKEL,(l) AS 

"CORRECT" TALKER 

TAKE L3 (I) AS 
"CORRECT" TALKER 

Fig. 9-Combination of word 1 and word 2 information into a single identifi­
cation. 
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the speaker despite the weakness of the evidence for this in considering 
the first word by itself. If two different speakers turn out to be closest 
for the two words, then one considers these two speakers along with 
all speakers who appear concurrently on the lists of a certain number 
(e.g., 10) of closest speakers for both the words. For each of these 
speakers, one can compute a new squared distance by calculating a 
weighted sum of the squared distances of the speaker centroid from the 
unknown as obtained in the separate analyses of the two words. The 
weights for combining the squared distances could reflect the discrimi­
nation abilities of the two words. (Note: Implicit to this scheme is an 
assumption that the first word is more useful for discriminating talkers 
than the second.) The new squared distances may then be sorted and 
the identification would be made as the closest speaker in terms of 
this pooled measure of distance. 

VI. DISCUSSION 

The emphasis in the present report has been on the statistical facets 
of talker identification rather than on the acoustic significance of the 
results. The gratifying identification successes have been achieved, in 
fact, with relatively unsophisticated representations of the data (viz., 
energy-(time)-frequency analyses of whole words). We have already 
mentioned that interpretation of CRIMCOORD8 beyond the first is 
elusive. At this juncture, we approach the relation between identifica­
tion techniques and acoustic factors from the other end, asking what 
speech production theory and related experimental results have to say 
about augmenting or modifying our representations for future work. 

In the course of replicating our second body of data, we encountered 
two factors which will be dealt with systematically in forthcoming 
studies. The first of these is inter-session variation within talkers. 
W. A. Hargreaves and J. A. Starkweather8 as well as J. E. Luck2 have 
reported that this effect is so strong as to render identification or veri­
fication significantly poorer when reference and test recordings are 
made at widely separated times. We are now collecting new recordings 
from talkers who return at scheduled times on different days, having 
found evidence of a sessions effect for those few talkers who returned 
to our unattended booth voluntarily. The other factor was "circuit 
variability." The collection of data from the unattended booth in­
volved a second set of 172 speakers in addition to the set of 172 used 
in the earlier discussion in this paper. The samples from the two sets 
of speakers were, however, processed separately at two different times, 
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and the two sets of data could not be combined because of unrecover­
able variations in the "circuit" (the process involved in going from the 
physical utterance to its digital representation, especially the behavior 
of the analog filter bank). Our approach to this problem is two­
pronged: (i) We are using elaborate control and calibration procedures 
in making the new recordings, and obtaining our spectral energy rep­
resentations directly from Fast Fourier Transforms performed on a 
digital computer. (ii) We shall deliberately vary the circuit (by mak­
ing some telephone recordings simultaneously with the high-quality 
recordings and by passing them through switched connections) to learn 
how to make identification robust in the face of circuit variations. 

Another major concern is with the use of information from different 
words and the number of replications required from each speaker for 
constituting the reference set. of utterances. Both Pruzansky 5 and 
J. W. Glenn and N. Kleiner4 found improvement when they combined 
utterances in the simplest way, at the level of spectral analysis. It is 
worth noting that the work of S. K. Das and W. S. Mohn,s the most 
successful of the verification studies, used separate analyses of ten 
different segments (of a fluently uttered phrase), while the other 
two1

,2 used only one or two. In connection with the question of number 
of replications, no statement about the ultimate resolving power of 
automatic voice identification schemes can be made until the relation­
ship between performance and number-of-samples-known-to-be-from­
one-talker is better understood. 

Perhaps the gravest issue is whether measures thought to have acous­
tic or speech-theoretic significance should supplant or supplement raw 
spectral energy representations of the utterances. Examples of such 
measures, used with success by J. J. Wolf,7 are glottal fundamental fre­
quency, nasal resonance frequency, vowel formant frequencies, and 
voice-onset time in voiced stop-consonants. The basic argument for this 
approach is that a talker's uniqueness lies perhaps in the shape of his 
vocal apparatus, and we should use measures sensitive to that shape. 
Glenn and Kleiner,4 taking an extreme position, maintain that nasal 
sounds are ideal because the apparatus is stationary during the time 
the oral passage is occluded and radiation is chiefly from the nose. Das 
and Mohn3 worked with features chosen to be relevant to their acoustic 
segmentation, but no report on the relative merits of their many (405 
in all) features is available. 

One might well have reservations about using features which are 
significant in speech synthesis to perform talker recognition, because 
what is signal in the former problem may be noise in the latter. How-
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ever, it is worth noting that some recent analysis-synthesis schemes 
for speech transmission (e.g., R.. \V. Schafer and L. R.. Rabiner15

) are 
reported to be capable of producing speech that sounds strikingly like 
the original, though based on only a few parameters per time sample. 
Although such resynthesized speech may not be capable of reflecting 
subtle variations of the shapes of intra-cranial cavities, it typically 
quite accurately reflects two important characteristics of the individ­
ual: his average "pitch" (glottal fundamental frequency) and the 
temporal pattern of changing glottal and formant frequencies. 

"Pitch" is clearly a vital talker cue. The present work evolved a 
CRIMCOORD devoted to this characteristic even though our input 
data did not include an explicit measure of it. WolF found pitch to be 
the most important of his features, and B. S. AtaP6 based an entire 
small-popula tion recognition scheme on it. Weare investigating eco­
nomical means of including such a measure in our future work. 

As for the temporal aspect of utterances, it should be recalled that 
certain representations of time information did augment frequency 
information to advantage in the analysis of our first set of data. In 
fact, Gnanadesikan and Wilk l1 found that transforming the energies 
logarithmically (the common "decibel" transformation) improved the 
"additivity" of the frequency and time effects. Finally, it is worth 
learning how to use both time and "pitch" information for one very 
important reason: neither is unduly affected by common variations 
among speech transmission circuits, whereas the raw spectrum is very 
vulnerable. 

The search for efficient representations of the speech signal is now 
at a choice-point. In one direction lies the extraction of features based 
on speech production theory, with its current high cost but the promise 
of robustness in the face of circuit variation and perhaps other sources 
of interference. In the other direction is the development of procedures 
for correcting obtained spectra to compensate for distortions due to the 
circuit, with a non-negligible cost and unknown ultimate technical 
feasibility. In the last analysis, technical and economic considerations 
will determine which of these types of representation will play the 
maj or role in practical talker identification techniques. 
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A general outage formula relating' a number of important system 
outage factors has been derived for long-haul radio relay systems 
utilizing in-band or crossband automatic channel switching. This 
formula is used to estimate the mitage of TD and TH systems with 
various switching strategies. 

The results indicate that the crossband ;2 X 18 protection-ta-work­
ing channel sWl'tching system appears to be a very attractive arrange­
ment from the standpoints of good system reliability and efficient use 
of the radio frequency spectrum. 

1. INTRODUCTION 

In order to achieve the high reliability demanded for long-haul TD 
and TH microwave radio relay systems, frequency diversity by 
automatic channel switching is used as an effective means to protect 
services against outages due to propagation, equipment failure, and 
maintenance activity. In this arrangement, each radio relay route is 
divided into a number of switching sections. One or two of the total 
number of radio channels in a given band are designated as protec­
tion channels. The automatic protection switching system uses pro­
tection channels to replace failed or otherwise unavailable regular 
channels by operating either IF or baseband switches at the trans­
mitting and receiving ends of the switching section. 

The first protection switching system developed for use with the 
long-haul TD-2 system (TDAS) is capable of protecting up to five 
regular working channels with one protection channel (1 X 5 switch­
ing).1 It was first placed in service in 1953, and it accounts for about 
45 percent of the long-haul radio switching systems now in the field. 
Another frequency diversity switching system was developed for ap­
plication to the 6-GHz TH-1 system which was overbuilt on TD-2 

1455 
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routes or used on new routes. It was initially installed in 1960 and 
forms about 10 percent of the switches now existing in the field. This 
switching system uses two protection channels to protect up to six 
regular channels (2 X 6 switching).2 About 1960, the TD-2 rad,io 
route capacity was expanded to a total of 12 channels through the 
use of channels placed interstitially between the original six assign­
ments, and a. second one-for-five switching system was initially re­
quired to provide protection for these interstitial channels. A much 
more reliable overall protection switching arrangement could be 
realized by combining the regular and the interstitial channels into 
a two protection and ten regular working channel system (2 X 10 
switching), and accordingly, the 100A protection switching system 
was developed. 3 The 100A system was originally designed to operate 
with both the existing TP-2 system and the new solid-state TD-3 
system. Subsequently, it was modified to provide 2 X 6 protection for 
the TH-3 system. Since 1964, the 100A system has become the pri­
mary heavy-route protection facility for the microwave network III 

this country. 
Each switching installation is now operated exclusively either in 

the 4-GHz band (the TD systems) or in the 6-GHz band (the TH 
systems), and for reasons of reliability, with the exception of TDAS, 
two protection channels in each band usually are specified. Thus, a 
total of four channels out of 20 on a fully loaded route are reserved for 
system protection use. In order to utilize the frequency spectrum 
efficiently, the number of protection channels should be kept to a 
minimum consistent with the system requirements on reliability. The 
large-scale use of solid-state devices in TD-3 and TH-3 and higher 
fade margins achieved in these systems should result in less system 
outage* with present switching arrangements. This leads to reduced 
demand for protection channels and the observation that a reduction 
in the number of protection channels might be made possible by com­
bining 4 and 6 GHz in one crossband switching operation because the 
fading correlation is relatively small between 4- and 6-GHz channels. 

In this paper, outage is estimated for systems using various in-band 
and cross band diversity switching arrangements. A general expression 
for the system outage of a. working channel is first derived consider­
ing the number of channels, fading, equipment failure, maintenance, 

* In this paper, "outage" refers to the case in which the number of channels 
simultaneously unavailable because of fading, equipment failure, maintenance, or 
any other cause exceeds the number of protection channels. It therefore implies 
an interruption of service to one or more of the working loads. 
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and other outage factors. The derived formula is then applied to 
various TD and TH systems to estimate the reliabilityl< to be achieved 
by automatic channel switching. Recommendations of switching strat­
egies are made, based on comparison of reliabilities and utilization of 
the radio frequency spectrum. 

II. OUTAGE FACTORS 

2.1 Selective Fading 

The most serious source of outage encountered in current 4- and 
6-GHz microwave radio systems is considered to be selective fading 
caused by the multipath transmission of microwave signals. The 
mechanism and effects of multipath transmission have been discussed 
quite thoroughly in numerous articles published in the past two dec­
ades.4

-
6 Selective fading is characterized by deep excursions of the 

received microwave signal level below its free space value. The time 
scale varies from a few seconds for large excursions (average dura­
tion of 40-dB fades) to a few hundred seconds for small excursions 
(average duration of 10-dB fades). The distribution of fading varia­
tion with time d~pends upon variable or temporary conditions in the 
transmission path in a complex manner. Enough data now exists to 
support an empirical formula relating the most important parameters.4 

Consideration of all pertinent and available selective fading data in 
general indicates that the fading distribution for a single hop is char­
acterized by a fixed slope of 10 dB of fade per decade of probability 
for fade depth greater than 20 dB, i.e., the slope but not necessarily 
the amplitude of the Rayleigh distribution. Since this type of fading is 
frequency selective, the use of either frequency or space diversity 
would be effective in reducing its effect on outage. 

2.2 Flat Fading 

In addition to selective fading, there are occasional long periods 
of depressed signal in a, microwave path caused by "earth bulge" or 
obstructive fading. This type of fading is rare and occurs only under 
substandard atmospheric conditions. In areas of high moisture con­
tent, stable calm air conditions at night and during the hours of early 
morning and ground fog are usually conducive to fading of this type. 
Widely separated frequencies and vertically spaced antennas are 

* The term "reliability" is being used in the general sense and the more appro­
priate terminology might be "availability." 
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affected alike with regard to the average signal level (Ref. 6, page 
72). Therefore, protection against fiat fading can be accomplished 
only by providing adequate vertical path clearance and restricting the 
length of radio paths. 

2.3 Equipment Failure and Maintenance 
Unlike selective fading, the outages due to equipment failure and 

maintenance are of relatively long duration. Most microwave radio 
stations are unmanned, and therefore, the down time of a channel 
due to an equipment failure is longer than the average repair time 
actually used. Routine maintenance also increases the hazard of out­
ages because the number of protection channels available in a system 
is reduced when routine maintenance is being done on any of the 
channels. It has been recognized that the equipment failures and 
maintenance can control the system outages in a long-haul system 
having only one protection channe1.7

- 9 In the past, inband frequency 
diversity with two protection channels has been used effectively for 
both fading and equipment protection. New solid-state systems are 
expected to be more reliable than vacuum tube systems. Thus, lower 
equipment outage rates would be expected from the newer TD-3 and 
TH -3 systems. 

2.4 F M Terminal Failure and Others 

Solid-state 3A FM terminal equipment together with solid-state 
3A wire line entrance link equipment and the 200A protection switch­
ing system (a 1 X 12 baseband to IF system) have been introduced 
for maintenance and baseband circuit protection. Therefore, it is ex­
pected that the level of system outage resulting from terminal failures 
will be small::" Other system outage factors are power failure, human 
error, and switch failures. t These outages can be made small in a 
long-haul system. 

III. ANALYSIS AND COMPUTATIONAL TECHNIQUES 

Here we develop a method for the calculation of 4000-mile two­
way annual outage resulting from the joint effects of selective fading, 
equipment failure, and maintenance for a radio system with auto-

* Reliability analysis of the FM terminals using a 200A switch indicates that 
the average outage from FM terminals in a 4000-mile system is less than 0.001%.7 

t The effect of using protection channels for restoration and occasional TV 
service on system outage is a separate area of interest. No attempt has been 
made to study this effect in detail in this paper. 
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matic channel switching. It is noted that, without protection switching 
systems, the outage from the aforementioned factors in a 4000-mile 
route would be several hundred (about 800 in the 2 X 10 TD-2 sys­
tem) times the total outage of the system with protection switching. 
Thus, these three factors are among the most important in the con­
sideration of system reliability. 

3.1 Assumptions 
The basis of any estimation of the reliability of a system is a mathe­

matical model of that system. Assumptions are made as to the behavior 
of this model which we expect will give the model the attributes of 
the working system. The following assumptions were made in the study 
of radio system reliability: 

3.1.1 Fading and Fading Frequency Correlation 

Fading rates are based on the MIDAS 1966 West Unity data.4 These 
data, shown for a 68-day summer period (July 22 to September 28, 
1966) are given in Fig. 1. The average fading rate shown in the figure 
represents the percent probability of the signal being faded to a cer­
tain depth (or greater) relative to free space for the total time of 68 
days. Fading versus frequency correlation is based on an empiricftl 
formula, developed by W. T. Barnett.4 

3.1.2 Fading Activity 

Fading is assumed to occur only during a six-hour period per day. 
This is a reasonable assumption over the fade depth of 35-40. dB 
and is supported by the Bryan-Wauseon data.10 Figure 2 shows the 
ratio of fading rates during the midnight to 6 A.M. period of measure­
ment divided by that observed during the 8 P.M. to midnight period. 
Fading activity was negligible during the remaining times. 

3.1.3 Fading Simultaneity 

Outage resulting from simultaneous fading activity in different hops 
in the same switching section is calculated on a daily basis. Daily 
fading rate assumed as a variable is given in Fig. 3.9 

3.1.4 Fading Hops 

Fading is assumed to occur in only one-half of the hops. 

3.1.5 Annual Fading Distribution 

Heavy fading is assumed to occur for two months, medium fading 
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(rates reduced by 1/2) for two months, and negligible fading IS 

assumed for the remaining eight months of the year. 

3.1.6 Switching System Operation 

To simplify the computation, the switching system is assumed to 
have no hysteresis, that is, no width or threshold in the "channel 
good" versus "channel bad" decision maker (Initiator) and no dif­
ferentiation between regular and protection channels with regard to 
the switch point. It is also assumed that the switch point (fade depth 
at which a protection switch is requested) is equal to the fade margin. 

3.1.7 Joint Fading and Maintenance 

Fading activity and maintenance activity are assumed to be mu­
tually exclusive as a result of maintenance rules. 
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3.1.8 Maintenance 

1461 

The maintenance rate for solid-state equipment is assumed to be 
the same as for TD-2, i.e., 4-1/2 hours per year per T/R bay (1-1/2 
hours per T/R bay at four-month intervals). Maintenance is assumed 
to be concentrated during a six-hour period per day. 

3.1.9 Equipment Failure 

The failure rate for the solid-state repeater is assumed to be 0.014 
failure per T /R bay per month. This represents about 3 to 1 improve­
ment over present vacuum tube TD-2 equipment failure rates. The 
failure rate of TD-2 is estimated at one per TjR bay every two 
years, and the average time to repair an equipment failure is as­
sumed to be 2-1/4 hours.{~ This corresponds to a. fractional outage rate 
per vacuum tube T/R bay of 0.013 percent. The solid-state rate is 
taken to be 0.0043 percent. 

3.1.10 Two Constraints on Maintenance Operation 

(i) Maintenance is not to be undertaken on one channel while any 
other channel in the same switching section has an equipment failure. 

* This is the average time required to restore a channel under equipment 
failure. 
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(ii) In the event of an equipment failure on any other channel while 
maintenance is in progress, the channel under mainteriance will be 
restored to service within a short specified inteni lll (say, 10 minutes) . 

3.1.11 Distribution of Switching Section Lengths 
The switching section .length distribution is assumed as indicated 

by Fig. 4. This distribution is based on the results of a 1962 TD-2, 
survey with the exception that 50 percent of the one-hop switching 
sections were deleted to compensate for the number of one-hop mes­
sage sidelegs nbt found in a main route. The results of a 1967 TD-2 
survey (with 50 percent of the one-hop sections deleted) substantially 
agree with the assumed distribution. 

3.1.i2 Repeate~ Spacing 
The average repeater spacing is assumed to be 27 miles. This is 

based on TD-2 route data as of 6-30-65 indicating an average hop 
length of 26.65 miles. 

3.2 The Weighted Average Outage 
Consider a multichannel radio relay switching section having n 

channels of which (m - 1) are protection channels. At least m simul-
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Fig. 4-N ormalized distribution of switching section lengths based on the 
results of 1962 and 1967 TD-2 surveys with the exception that 50 percent of the 
one-hop sections are deleted. . 

taneous failures or interruptions are required before there is an actual 
outage or a loss of service. Those outages corresponding to more than 
m simultaneous channel failures should be weighted in the system 
outage computations since, for example, the event of two working 
channels failed and upprotected· simultaneously is obviously twice as 
serious as the event of one working channel failed and unprotected 
at a time in a given system. Thus, we may define the weighted aver­
age outage of a working channel as follows: 

¢av = the weighted average outage of a working channel, 

[
the expected number of wqrking channels failed] 

and not prQte~ted at a time 

[the total number of working channels] 

Expressed in probability notation, we· have 

1 n-m 

¢av = n _ m + 1 ~ (j + P Pr ~exactly (m + j)) (1) 

where Pr (exact~y (m + j)) is the probability of exactly (m + j) channels 
being failed simultaneously in a given system. 

3.3 Derivation of the Weighted 4verage Outage From a Switching Section 
Let us now compute the weighted average outage from a switching 

section based on equation (1). B.eferring to Fig. 5, the swit~hing sec-
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tion on a TD or TH route forms a link of a. chain. Each switching 
section is completely self -contained and has no switching connection 
with adj acent sections. A switching section protects both directions of 
transmission simultaneously and independently. Thus, it is necessary 
only to compute one-way outage and double the result. In order to 
apply to MIDAS data and the empirical formulas in equation (1), 
it is required that we express the weighted average outage c/>av in terms 
of the purely simultaneous unavailability of (m. + j) channels, i.e., 
to eliminate explicit inclusion in the probability statement of chan­
nels which are not suffering a· failure. It can be shown that a different 
representation for c/>av is 

c/>av = _ 1 + 1 [n~ (_1)iC:~~-2 L; Pr ((m + j)s)] (2) 
n m 1=0 (m+l). 

where C:~~-2 is the number of ways we may choose (m - 2) out of 
(m + j - 2) objects without regard to order and (m + j) s is a par­
ticular set of (m + j) channels suffering simultaneous failures. The 
notation L(m+i). Pr ((m + j).) means that the outage of all possible 
(m + j) simultaneous channel failures are to be summed (there will be 
C~+ i of them). Equation (2) is a very general expression in which no 
restriction on channel independence has been made. Observe that 
equation (2) is an alternating series which converges if all channels are 
independent and if the failure rate of each individual channel is low. 
The series converges very slowly if the channel failures are highly cor­
related as the MIDAS data has shown. Thus, we will consider all the 
terms in the series related to fading for system outage computations. 

The unavailability of a single channel per hop is given by 

where 

P f = unavailability due to multipath fading, 
P e = unavailability due to equipment failure, and 
Pm. = unavailability due to maintenance. 

(3) 

The unavailability of a single channel in a switching section is then 
modified as follows: 

P ss = rP f + hPe + hP m , 0 ~ l' ~ h, (4) 

where h is the number of hops in the switching section, and r is the 
number of hops in the switching section which are liable to experience 
heavy fading. 
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In order to apply equation (2) for the computation of outage from 
a switching section, we first assume that the channels fail independ­
ently of each other, i.e., that the failure of an a.rbitrary set of chan­
nels does not change the availability of the other channels, the cor­
relation among channels due to fading will be considered later in our 
mathematical development. When all channels are independent, we 
obtain from equation (2) 

1 [n-m i m+i-2 n m+iJ ~av = + 1 L: (-1) Cm - 2 Cm + iP 88 n - m i=O 
(5) 

where Pss is the unavailability of a channel in a switching section 
given by equation (4). 
Let 

(6) 

By grouping the first and third terms in the parentheses of equation 
(6) and applying the binomial expansion, one gets 

m+i 
P = C':n+ i L: C;:+i(rP, + hPm)m+i-k(hPe/, 

k=O 

m+i 
= L: c~-(m+i-k)C;'+i_k(rP, + hP m)m+i-\hPe)k. (7) 

k=O 

Further expand the common factor (rP, + hPm)m + j - k in equation 
(7) as follows: 

(rP, + hP m)m+i-k 

m+i-k 
L C,;+i-\rP,)m+i-k- 8(hP mt, m+j-k~O 
8=0 

1, m + j - k = O. (8) 

Those cross terms in equation (8) which have factors pm+i-k-s P ~ for 
m + j - k - 8 ~ 1 and 8 ~ 1 will be ignored because daytime main­
tenance routines have been put into effect in practice, and therefore, 
selective fading and maintenance are not considered to occur simul­
taneously. Thus, equation (8) is simply reduced to 

m + j - k ~ 0, 

= 1, m + j - k = O. (9) 
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Substitution of equation (9) in equation (7) yields 

p = {C~+i+ mfl c~-(m+i-k}C~+i_k[(rPf)m+i-k+(hP m)m+i-kl}' (hPe)k. 
k=O 

(10) 

From equations (5), (6) and (10), we obtain 

1 {n-m i m+i-2 
<Pav = _ + 1 ~ (-1) C m-2 n m 1=0 

.{C:+;+ m~r c~-(m+H)c::.+;_,[(rP,)m+H+(hP m)m+Hl}. (hP.)'}. 

(11) 

Observe that all those terms in equation (11) having factor p';:.+i-k 
with m + j - k ~ 2 vanish because maintenance is a controlled ac­
tivity, and the rules of operation prohibit simultaneous maintenance 
of two or more channels in the same direction in a switching section 
(i.e., maintenance is assumed to be done on one channel at a time). 
It follows, therefore, from equation (11) that· ' 

1 
<Pav = n - m + 1 

·f~ [( -l),C::::':;-'· m~r c~-(m'H)C:+H(rp,)m+)-k(hP,)'J 
n-m 

+ L (-1)jC';:.~~-2C~~~_lC~(hP m) (hPe)m+ i-I 
j=O 

+ ~ (-l)'C::::'::-'C::'+;(hP,)m+} (12) 

It may be verified that the last two series on the right hand side of 
equation (12) converge rapidly when,the factors Pm and Pe are small 
and independent. Thus far, we have considered only events of outage 
arising from independent channels in a given system. Let us now 
impose multipath fading. This will modify term by term the first 
series on the right hand side of equation (12). We see that a common 
factor in the series is 

which denotes the probability of (m + j - k) uncorrelated channels 
fading simultaneously. Actually, simultaneous fading can occur in two 
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ways; either all the fading may occur in one hop and be highly corre­
lated, or it may occur in different hops in the section with less corre­
lation. Since there are r fading hops, all fades in the same hop can occur r 
ways, and fades in t different hops can occur C~ ways (without regard 
to order). The probability P If of simultaneous fading of (m + j - k) 
correlated channels becomes 

r 

Pfl = L [C~ L Pt((m + j - k).)] (13) 
t=O (m+i-k). 

where L(m+i-k). Pt((m + j - k).) is the unavailability of all possible 
(m + j - k) simultaneous failures in t different hops of a switching 
section. For example, if three channels fade simultaneously in two 
hops, i.e., m + j - k = 3 and t = 2, then we have 

L Pt((m + j - k).) = L P2(3) , (14) 
(m+i-k). 3 

where P 2 (3) is the unavailability of three arbitrary channels in the set 
of n which fade simultaneously in two different hops. Therefore, if all 
channels are correlated due to fading, we may write equation (12) as 

CPav = 1 {y mI:l t (_I)i D:=~-2c~-(m+i-k)c~ 
n - m + 1 i=O k=O t=O 

. [ L Pt((m + j - k).)](hPe)k 
(m+i-k). 
n-m 

+ L (_I)iC:_+2i-2C;'~~_ln(hP m)(hPe)m+i-l 
i=O 

(15) 

Since the fading is assumed to occur only during a six-hour period and 
since we want an average outage, the terms in the first series of equa­
tion (15) having the factor 

L Pt((m + j - k).) 
(m+i-k). 

should be multiplied by a time weighting factor r t- 1 where r in this 
case is 4, and fading in different hops should involve a factor at to 
account for the peakedness of daily fading among t fading hops.{~ Let 
us designate the first series in equation (15) by 8 1 • Then the complete 
expression for 8 1 becomes 

* The expression of at in terms of t is given in Appendix B. 
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'''''[ (m~", P,«m + j - kl.l](hP,l'}' (16) 

The formula can be modified for reduced fading rates in other months 
by expressing the fading rate as biPt/ Bi where bi < 1, Bi ~ 1 to 
account for fading in other months. In nonfading months, bi = 2/3, 
Bi= 00; in medium fading months, bi = 1/6, Bi = 2; and in heavy 
fading months, hi = 1/6, Bi = 1. The joint equipment failure and 
maintenance outage term in equation (12) should also be modified, 
based on maintenance constraints. Let 

(17) 

Reference to Appendix A will show that this expression may be 
modified as follows: 

P(m, e) 

where 

P EQ = the equivalent equipment failure probability; 

= 'Tr P . 
e , 

'T e 

Te assumed duration of one equipment failure; and 

(18) 

'T r time required to restore a channel under maintenance to 
service in the event of an equipment failure on any other 
channel. 

Summarizing then, the weighted average outage of a working channel, 
as defined in equation (1), in a switching section one may be ex­
pressed as: 

.~; [ L: Pt((m + j - k).)](hPe)k 
i (m+i-k). 

n-m 

+ "(_I)icm+i-2cn-1. nhm+ip p m +i - 1 
L...J m-2 m+l-1 m EQ 
i=O 

(19) 
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where 

n = total cross-sectional number of channels m the system; 
m - 1 = number of protection channels; 

h = number of hops in the switching section; 
r = number of fading hops in the switching section; 
T = hourly variation parameter; 

at = daily variation parameter; 
bi , Bi = monthly variation parameters; and 

l = upper limit for the index of monthly variation parameters. 

3.4 Empirical Formulas tor the Correlated Fading Channels in the Same 
Hop (t = 1) 

An empirical formula derived by W. T. Barnettll can be used to 
evaluate the simultaneous fading of an arbitrary set of (m + j - k) 
channels at 4 and 6 GHz: 

(20) 
4 

+. k L ~ii m J - ii 

where 

m + j - k = total number of channels in set; 
l = number of 6-GHz channels in set; and 

Li i ~i i = sum of fractional frequency difference between all 
possible pairs in the set ( there are C;:+i-k of them). 

The value of (~iJ can be calculated when the pair is from the same 
common carrier band. For the crossband case when one channel is from 
the 6-GHz band, a value of 0.05 has been used. 12 

3.5 Annual Outage From a 4000-mile Two-Way Circuit 

Results given in this work are based on annual outagelc for a 4000-
mile two-way system. In order to evaluate the equations derived so 
far, it is necessary to assume values for h, the number of hops in a 
switching section. In actual computation, the distribution of hop 
length and switching section in a 4000-mile route are used. The com­
putation procedure involves computing switching section performance 
for various combinations of hand r, multiplying the (h, r) reliability 
estimate by the appropriate weighting factor determined from the 
data, summing the results and extrapolating the answer to give an 
estimate of 4000-mile two-way performance. 

* Including outage due to fiat fading. 
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IV. RELIABILITY OBJECTIVES 

The usual measure of reliability is outage, i.e., the total time that 
the circuit does not deliver the signal information within the limits 
of acceptable performance. This is generally considered to be at a 
noise level of 55 dBrncO or worse, or no service. The outage that can 
be tolerated is generally based on the worst fading month. However, 
there is an approximate relation between the outages in the worst 
month and yearly outage, so the radio relay system requirement is 
specified on a yearly basis. The present reliability objective for a 
long-haul microwave system (4000 miles two-way) is that outage 
time of a channel should not exceed 0.02 percent or 1-3/4 hours per 
year. This objective has historically been allocated among contribu­
tory causes as follows: 

(i) Outage due to flat fading 
(ii) Outage due to selective fading equipment fail­

ure and maintenance 
(iii) Outage due toFM terminal failure and others 

(iv) Total 

V. RESULTS 

~ 0.01% 

~ 0.008% 
~ 0.002% 

~ 0.02% 

The general expression developed in Section III was used to com­
pute the outages for various TD and TH systems. Figure 6'< shows 
the TD-2 1 X 5 switching performance at 4 GHz for the six original 
channels 1, 2, 3, 4, 5, 6 or the six interstitial channels 7, 8, 9, 10, 11, 12. 
A value of 0.013 percent is assumed for the unavailability due to 
equipment failure (see Section 3.1.9). It is seen that, for these sys­
tems, the 0.02 percent outage objective cannot be met even with very 
high fade margin because of the high equipment failure rate for 
vacuum tube systems. The effect of equipment failure can be seen by 
comparing the bottom two curves in the figure. As a measure of the 
sensitivity of these results to changes in equipment failure rate, the 
outage was recomputed after doubling and then after redoubling the 
equipment failure rate. For high fade margins, the equipment failure 
rate controls the system outage. 

* In this figure, the annual average outage in percent is expressed in terms of 
fade ma,rgin which is a fixed number for a given system design. For example, the 
fade margin of a given system may be 35 dB. The reason for assuming the 
fade margin to be a variable is to show the controlling factors and how they 
change with different switching strategies. 
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Fig. 6-Expected average outage of a vacuum tube 4-GHz system with 1 X 5 
switching. 

In Fig. 7, 1 X 5 switching is cont.rasted with 2 X 10 switching. It 
is noted that a reduction in the outage floor is obt.ained by virtue of 
the second protection channel. In contrast to the 1 X 5 system, the 
outage from a 2 X 10 system is 'a strong function of fade margin, and 
equipment failure no longer controls the system outage. The 1 X 11 
curve illustrates the result of full time use of one protection channel 
of a 2 X 10 system; the "1 X 11 no maintenance" condition is ob­
t.ained during part time use of one of the two protection channels in a 
2 X 10 system when maintenance is deferred as for example when 
restoration is in progress. It is seen that the obj ective can be met at 
fade margin of 35.9 dB. 

Figure 8 shows a set of comparable curves for 6-GHz systems.~~ The 
2 X 6 system meets the reliability objective at 39.6-dB fade margin. 
Since the outage from selective fading at 6 GHz is higher than at 4 

* In Fig. 8, the value of 0.0043 percent is the unavailability per T /R bay per 
channel due to solid state equipment failure as indicated in Section 3.1.9. 
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GHz, the outage is a strong function of fading margin for both the 
2 X 6 and 1 X 7 arrangements. 

Figure 9 shows the limits for a vacuum tube system operating in 
crossband diversity up to 2 X 18 capacity and, of course, 2 X 12, 
2 X 14, etc., would fall between these curves. 

The curves in Fig. 10 show the insensitivity of a 2 X 18 system 
to reasonable equipment failure rates. Again, an unavailability of 
0.013 percent is assumed for vacuum tube equipment failures. Note 
the effect of doubling this rate once, twice, three times. The conclusion 
to be made is that 2 X 18 reliability is relatively insensitive to the 
equipment failure rate. 

The effect of using one protection channel for other service, full or 
part time, in a 2 X 18 system is indicated in Fig. II. 

The outage from a 3 X 17 system was also computed as shown in 
Fig. 12 in contrast with the 2 X 10 and 2 X 18 systems. The improve­
ment using three protection channels is not large because, in this sys-
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Fig. 7-Expected average outage of a vacuum tube 4-GHz system with various 
switching strategies. 
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tern, outage is controlled by the fading, and it is indicated from the 
MIDAS data that fading is a highly correlated phenomenon. 

VI. OUTAGE FROM A SYSTEM IN THE ABSENCE OF SELECTIVE FADING 

A question arises as to whether, by use of space diversity,12 one 
protection channel might be enough to achieve the operational objec­
tives in a long-haul system. To answer this question, we compute the 
outage by suppressing the selective fading terms in the total system 
outage expression, i.e., assume that there is no selective fading on the 
propagation paths. Table I shows the results of this computation. 
Note that the circled items exceed the basic 0.02 percent objective. All 
the circled items correspond to vacuum tube systems having only one 
protection channel. We may thus say that one protection channel is 
not enough for vacuum tube equipment protection in a long-haul 
system. 
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Fig. 8-Expected average outage of a vacuum tube or solid-state 6-GHz sys­
tem with 2 X 6 and 1 X 7 switching. 
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Fig. 9-Expected average outage of a 4- and 6-GHz crossband 2 X 18 system 
versus the 2 X 10 system. 

VII. CONCLUSIONS AND RECOMMENDATIONS 

The reliability of long-haul radio relay systems utilizing automatic 
channel switching is estimated under a few realistic assumptions. 
The results are illustrated in figures for various arrangements for 
comparison. The conclusions and recommendations drawn from these 
reliability curves are as follows: 

(i) System outage is a strong function of fade margin when the fade 
margin is low ('"'-' 30 dB) for all cases. 

(ii) In systems having one protection channel, the variation of outage 
is strongly influenced by the equipment failure rate. With two 
protection channels, the outage rate is not very sensitive to equip­
ment failure. 

(iii) A reduction of the total number of protection channels can be 
achieved by crossband operation without seriously affecting the 
system reliability. 
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(iv) For vacuum tube systems, one protection channel does not offer 
adequate reliability and should not be used for long~haul appli­
cations. 

(v) Two protection channels are sufficient to protect up to at least 18 
crossband working channels (vacuum tube or solid state) assuming 
a fade margin of 40 dB. lVlultipath fading will be the -primary 
outage variable beyond the 0.012 percent flat fading and terminal 
allowances. 
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Fig. ll-Expected average outage of crossband 1 X 19 and 2 X 18 vacuum tube 
systems. 

APPENDIX A 

Outage Due to Equ,ipment Failure and Maintenance 
with Constraints 

This appendix develops a method to compute the outage in a multi­
channel radio system due to the joint effects of equipment failures 
and maintenance when two maintenance constraints are applied. 

A.1 Outage Due to Joint Equipment Failure and Maintenance Without 
Constraints 

Let us consider the simultaneous unavailability of (l + 1) radio 
channels in which l channels experience equipment failure and one 
channel is being maintained. Over an interval of time T, the per-bay 
unavailabilities due to equipment failure and maintenance are given by 

p = PeTe 
e T 

(21) 
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(22) 

where 

T. duration of one equipment failure; 
Tm duration of one maintenance routine on a radio bay; 
P. equipment failure rate over the interval T; and 
Pm maintenance rate over the interval T. 

When p. and Pm are independent, the outage rate due to equipment 
failure and maintenance without constraints is given by 

l 

P( ) P P l PmP. l m, e = m e = l+l TmT. 
T 

A.2 Evaluation of Outages with Constraints 

Let us consider first the case of one protection channel (l 
When l = 1, equation (23) becomes 
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Fig. 12-Expected average outage of a 3 X 17 c'rossband system versus the 
2 X 10 and 2 X 18 systems. 
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TABLE 1-4000-MII~E TWO-WAY OUTAGE DUE TO FLAT FADING, 

EQUIPMENT FAILURE, MAINTENANCE, AND FM TERMINALS, 

No SELECTIVE FADING INCLUDED 

Outage in Percent 

P e = 0.0043% P e = 0.013% P e = 0.026% 
Switching System Band (Solid State) (Vacuum Tube) 

1 X 5 4 0.0143 0.0241 0.0515 
2 X 10 4 0.0120 0.0121 0.0124 
lXll 4 0.0166 0.0362 0.0910 
2 X 6 6 0.0120 0.0120 0.0122 
1 X 7 6 0.0151 0.0281 0.0647 
2 X 18 4+6 0.0120 0.0122 0.0132 
1 X 19 4+6 0.0197 0.0523 0.1440 

P(m, e) (24) 

Let 8 be the starting time of an equipment failure with respect to the 
starting time of maintenance. lt can be shown that equation (24) 
can be expressed in a different form: 

P(m, e) = P~;e i: F(S) d8 (25) 

where F (8) is the outage distribution shown in Fig. 13a. From equa­
tion (25), we see that P (m ,e) is proportional to the area under the 
curve F(8). 

Now impose the first constraint: scheduled maintenance will not 
be started during an equipment failure on another channel. This 
constraint implies that an outage will result only for equipment 
failure starting after maintenance is started, i.e., 8 ~ o. The outage 
distributions with the first constraint are reduced to those shown in 
Fig. 13b. The outage P (m, e.) can thus be obtained by integrating 'over 
the appropriate regions. The results are given in column 4 of Table II. 
lt is seen that, with the first constraint, the expression of outage is 
multiplied by a factor which is less than 1. 

In addition to the first constraint, apply the second constraint: if 
there is an equipment failure during maintenance, the channel under 
maintenance is to be restored to service in a period of time Tr where 
Tr < Tm , Te • This constraint implies that rapid restoration of the main­
tained channel limits the outage interval to Tr or less. The outage dis-
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Fig. 13-0utage distributions of one variable. (a) Without maintenance con­
straints. (b) With the first constraint. (c) With both the first and second con­
straints. 

tributions F (8) when both constraints are applied are shown in Fig. 
13c. The solutions are listed in column 5 of Table II. It is noted that 
the solution with both constraints is in the same form for all cases, 
although this is not true for the solutions obtained with the first 
constraint alone. Therefore, it is concluded that the first and second 
constraints are interrelated. The effect of the first constraint on outage 
is partially wiped out when the second constraint is imposed. vVhen 
'rl• « 'rm which is the usual case, the solutions in column 5 of Table II 
can be approximated by those corresponding ones in the last column 
of the same table. These approximations indicate that the effect of the 
constraints is equivalent to limiting each equipment outage to 'rl • 

minutes. 

The one-dimensional model can be extended to a two-dimensional 
one for the case of two protection channels (l = 2). The outage rate due 
to maintenance and double equipment failure will be of the form P mP; . 
Let 8 1 and 8 2 denote the starting time of equipment failures #1 and #2, 
respectively, with respect to the starting time of mainteriance; the 
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outage is then a function of S1 and S2 . Assume that the durations 
of the two equipment failures are equal. The outage distribution for 
various situations is shown pictorially in Fig. 14. The outage rate for 
maintenance and double equipment failure can be derived by using the 
following integral which is an extension of Equation (25). 

(26) 

where F (81 , 82 ) is the outage distribution of two variables given in 
Fig. 14. Observe that P(m, e) is proportional to the volume under 
the surface F (81 , 82 ). The effect of the first and second constraints 
on F (81 , S2) is also shown in Fig. 14. The solutions for various cases 
are presented in the lower half of Table II. 

It is seen that, when T/" < Tm, Tc, an approximate solution for P(m, 
e) with both maintenance constraints for arbitrary l can be expressed 
by 

P(m, e) == P mP~Q (27) 
where 

(28) 

Equations (27) and (28) indicate that the effect of the two constraints 
is once again equivalent to limiting the durations of equipment failures 
to a short period equal to T/" • The equivalent equipment unavailability 
is then equal to (7"1/ T) pc which is equivalent to equation (28). Com­
paring with the outage given by equation (23), we see that the outage 
with constraints can be treated by replacing Pc by PEQ in the expres­
sion without constraints. 

APPENDIX B 

Derivativn vf the Daily Variation Paral1wter, at 

The purpose of this appendix is to explain the use of the parameter at 
in the outage expressions for fading in different hops.10 

Consider t channel failures due to fading which occur simultaneously 
in t different hops of a switching section. Assuming independence of 
fading among hops, the probability of t simultaneous failures is P} , 
where P f is the probability of a fade on a single channel and fades in 
different hops on different channels are assumed here to have the same 
probability, since P f is normally given in terms of a monthly average. 
If data on which the P f is based is examined in greater detail, it will be 
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Fig. 14-0utage distributions of two variables. (a) Without constraints. (b) 
With constraints. 
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noticed that this fading is not equally distributed among the days of the 
month. Some days have considerably more fading than others. If P Ii 

represents fading on the ith day, then PI may be expressed as 

1 T 

P'=-TLP/i' 
i=l 

The joint fading on the ith day is 

and the average daily fading rate for the period would then be 

1 T t 

-T LPli • 
i=l 

(29) 

(30) 

(31) 

Each day's fading can be related to the monthly fading rate by the 
expression 

(32) 

so that equation (31) could be written as 

(33) 

Since PI is independent of i, the actual joint fading (33) becomes 

where 

( 1 ~ -t)pt pt T f:-t ai I = at f 

1 ~-t 
at = -T L.J ai . 

i=l 

(34) 

(35) 

Thus, in computing simultaneous fading activity on t channels in t 
different hops where fading probabilities are given in terms of monthly 
averages, a factor at should be included to account for the daily fading 
variation. The model for daily fading used in this paper is given in 
Fig. 3. Based on this model, we have 

and 

a3 ::: 46. 
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Some Extensions of the 
Innovations Theorem* 

By THOMAS KAILATHt 
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Consider an observed process that is the sum, of a Wiener noise 
process and the integral of a not necessarily gaussian signal process. 
The innovations process is defined as the difference between the 
observed process and the integra,l O'f the causal minimum-mean-square­
error estimate of the signal process. Then if the integral of the ex­
pected value of the absolute magnitude of the signal prO'cess is finite, 
we show that the innovations process is also a Wiener process. The 
present conditions are a substantial weakem'ng of those previously 
used in which the integral of the signal variance had to be finite, The 
new result is obtained by using some recent results in martingale 
theory, These results also enable us to obtain similar results when the 
Wiener process is replaced by a square-integrable mart~'ngale, 

1. INTRODUCTION AND DISCUSSION OF RESULTS 

We shall be concerned with stochastic processes of the form 

dy = z dt + dw, i.e., yet) = it z(s) ds + wet), o ~ t ~ T (1) 

where w ( .) is a Wiener process with 

E[w(t)] = 0, E[w(t)w(s)] = min (t, s) (2)t 
and z ( .) is a not necessarily gaussian process such that, for every 
O<s<t~T 

wet) - w(s) 11 ~8 = <T{y(T), 0 ~ T ~ s} (3) 

* This work was supported by the Applied Mathematics Division of the Air 
Force Office of Scientific Research under contract AF 44-620-69-C-0101 and in 
part by Bell Telephone Laboratories (Summer 1969) and a Guggenheim Fellow­
ship, 

t Stanford University, Stanford, California 94305. 
:I: Later we shall replace w(·) by a square-integrable martingale (cf., Theorem 

3), 
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where (]' { .} denotes the smallest sigma-field generated by {.} and, 
following K. Ito, the symbol 11 will be used to denote statistical in­
dependence. In our earlier work/ we also assumed that 

(4) 

This assumption not only enabled us to define the conditional ex­
pectation, 

E[z(t) 1 5't] = z(t), say (5) 

but also to conclude that Iz(·) 1 and Iz(') 12 (as well as Iz(,) 1 and Iz(') 12) 
have finite integrals a.s. Then in Appendix I of Ref. 1 and independently 
in Refs. 2 through 4, the following result was proved: 
Theorem 1: Under the assumptions (1) through (4), the 'innovations' 
process {vet), 5't} where 

vet) = yet) - Jot z(s) ds, (6) 

is a Wiener process, relative to the sigma-fields 5't generated by y(.). 
Moreover, v(') has the same statistics as the original Wiener process w(· ). 

The reasons for the name "innovations" and some applications of 
the concept are discussed in Refs. 1 through 5, and the references 
therein, so that we shall not pursue them here. Our interest will be 
in relaxing the conditions under which the theorem is true. In par­
ticular we shall show that the condition (4) can be replaced by the 
weaker condition 

E iT 1 z(t) 1 dt < 00. (7) 

This is a substantial relaxation of (4), since now we can even consider 
cases in which z ( .) need not have finite variance and need not be 
square-integrable in t a.s., (examples of this type are easy to find for 
gaussian z ( . ), cf., Ref. 6). 

Nevertheless, even this weakening is not the best possible. Such a 
claim seems surprising, since to begin with, the standard definitions 
(see e.g., J. L. Doob7 ) of conditional expectation require that 

Elz(t) I < 00. 

In our problem, however, L. Shepp has pointed out by example that 
even this condition on z ( .) is not always necessary.8 In Shepp's 
example, 
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z(t) = 7], a Cauchy distributed random variable, 
independent of w(·). 

Then it is easy to verify that z ( .) as defined below by equation (8) 
can be used to define the innovations process v ( . ), even though 
E I z(t) I does not exist. Nevertheless, Bayes' theorem shows that 

z(t) 
J.' ~ exp [~W(t) - ¥ Jp(~) d~ 
J.' exp [~W(t) - ~;tJp(~) d~ 

(8) 

It is true that there is a generalized definition of conditional expec­
tation (see, e.g., p. 342 of Ref. 9) that can be used when E I z I does 
not exist, but the exact sense in which equation (8) fits this generalized 
definition and the more general problem of trying to define z (.) 
under just the assumptions (1) through (3) requires further investi­
gation. So much for the assumption (4). To see that equation (3) 
is also not always necessary, we can let z (t) = W'(T), 0 ~ t ~ T. 
By using the results of Ref. 6, it can be shown that even in this case 
we can define a variable z ( .) such that the process v(') of equation 
(6) is still a Wiener process. Having discussed such examples however, 
let us quote precisely the results that we can prove. The first is: 

Theorem 2: Under the assumptions (1)-(3) and (7), the innovations 
process {v(t), frd defined by equation (6), is a Wiener process with the 
same statistics as w ( . ). 

Besides extending the range of applicability of the innovations pro­
cess, Theorem 2 is of interest, at least to us, because of the relatively 
new techniques used to prove it. Thus Theorem 1 was proved in Ref. 1 
by using a martingale theorem of Levy and Doob (cf., p. 384 of Ref. 
7) to the effect that a continuous-path, finite-variance martingale with 
conditional variance equal to t must be a Wiener process. The assump­
tion (4) that was made in Theorem 1 enabled us, with some computa­
tion/ to establish the finite-variance and conditional variance proper­
ties. In Theorem 2, the process z ( .) may itself have infinite variance 
and we cannot easily apply the theorem of Levy and Dobb. Fortu­
nately, however, some recent developments in martingale theory, due 
to H. Kunita and S. Watanabe10 and to P. Meyer,1l,12 have provided a 
generalized form of the Levy-Doob theorem that we can use to prove 
Theorem 2, and in fact with less computation than was needed in 
Ref. 1 for Theorem 1. Moreover, the results in Refs. 10 through 12 
have suggested our second result, which in fact includes the first one. 
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Theorem 3: Let dx = z dt + dM, where 

E iT I z(t) I dt < 00, M(t) - M(s) il 58 (9) 

and M(·) is a square-integrable martingale. Then {J!(t, w), 5 t , P}, where 

J!(t) = x(t) - it 2(s) ds, 2(t) = E[z(t) I 5 t ], 

is a locally square-integrable martingale with quadratic variation the sam e 
as that of M. 

P. Frost has obtained the result of Theorem 3 under the stronger 
hypotheses that Elz(·) 12 is integrable and M(·) is continuous. 13 

A special form of Theorem 3 was obtained earlierli by use of a result 
of Doob (See p. 449 of Ref. 7) that a continuous square-integrable 
martingale {M(t), CB t } satisfying 

E{[M(t) - M(s)]' 1 m.} = E{f.' 1 G(T, w) I' dT 1 m.} 
can be written as a stochastic integral with respect to a Wiener 
process. In other words, this leads us to extend equation (1) by 
allowing a stochastic coefficient for dw; we may note that Kunita and 
Watanabe have shown that a (locally) square-integrable martingale 
of a Wiener process can also be written as a stochastic integral. 

Finally we may remark that the proof of Theorem 3 also yields the 
following. 

Corollary 4: Theorem 3 remains valid if hypothesis (7) is replaced by 

2(·) exists and iT 2(t) dt < 00 a.s. (10) 

Note that condition (7) guarantees (10), not just for conditional ex­
pectations with respect to the sigma-fields {:J t } generated by dx = 

z dt + dw, but with respect to any family of sigma-fields {At}; clearly 
the condition (7) is too strong and does not, as we also noted earlier, 
exploit the special nature of our problem. We have as yet found no 
condition on z(·) simpler than (7) that will imply (10). It seems that 
what will be needed is a condition on x(· ) rather than on z(·) and M (. ) 
separately. In fact, we may observe that in all our examples [in the 
lines below (7)], the process x(·) is absolutely continuous with respect 
to a Wiener process; however, we have not yet worked out all the 
implications of absolute continuity. 
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II. PROOFS OF THE THEOREMS 

We shall begin with some definitions; genera] references for the 
following material are the paper of Kunita and Watanabe,lO and the 
bookll and lecture notes12 of Meyer. 

All our random variables will be defined on a probability space 
(n, CB, P). We shall also assume that we have an increasing and right­
continuous family, CB t , 0 ~ t ~ T, of subsigma-fields of CB, each CB t 

containing all the null sets; we shall write CB T = CB. 
A process {M(t, w)} will be called an L 2-martingale or a square­

integrable martingale if M ( .) has a.s. right-continuous sample paths* 
and if 

EM2(t, w) < 00 and E[M(t, w) I CB e] = M(s, w) a.s. 
Every L2-martingale {M(t, ow)} has associated with it an increasing 
function, called its quadratic variation [M (t), M (t) ], that can be 
calculated as (cf., p. 92 of Ref. 12) 

n-l 

[M(t), M(t)] = max ,H~t;'->o ~ [M(t i + 1) - M(t i )]2 (ll)t 

where (to, h, ... , tn ) is any partition of (0, t) and the convergence 
of the sum is in Ll, i.e., in the norm I!A112 = EI A I. When M (.) has 
continuous sample-paths, the quadratic variation is often written 
(M, M), and can be identified as the unique increasing process such 
that process M2 (t) - (M (t), M (t» is a martingale. 

A positive random variable T(W) is called a stopping time if for every 
t > 0, the event {T(W) ~ t} belongs to CB t , i.e., it depends only upon 
the history up to t. 

A example of a stopping time is the first time (M (t) > exceeds a given 
level. An important property of a stopping time is that if M (t) is a 
martingale process, then the "stopped" process M(tAT) is also a mar­
tingale. t 

A process 111 (t, w), 0 ~ t ~ T, is said to be a (continuous) local L2-

martingale, or a locally square-integrable martingale, if there exists 
a sequence of stopping times Tl ~ T2 ~ ••• , increasing to T such that 
the stopped processes are all (continuous) L2-martingales. The unique 

* Meyer (p. 45 of Ref. 11) has shown that if E[M(t, w)] is right-continuous (and if, 
as assumed above, {(Bt} is right-continuous) then there always exists a right-con­
tinuous modification of ~1(.). If the paths of M(·) are a.s. continuous, we shall 
call the martingale continuous. 

t This notation is a shorthand (cf. Meyer12 ) for the usual procedure involving 
a sequence of partitions. 

t We use the notation a A b = min(a, b). 
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(continuous) increasing function limn--+oo [M(tATn)] will be called the 
function associated with the local L 2-martingale M, or often, the 
quadratic variation of M. 

2.1 Example 

The Ito integral 

let) = it f(s, w) dw (s, w) (12a) 

can be defined as a continuous function of t, 0 ~ t ~ T, for every f(· , .) 
such that f(· , .) is independent of future increments of w(· , .) and 

iT res, w) ds < 00 a.s. (12b) 

If in addition f(·) obeys 

{C 1 frs, w) l'dS] < 00 (13) 

then the Ito integral let) is an L2-martingale and its quadratic varia­
tion is 

[l(t),l(t)] = (l(t), l(t» = it res, w) ds. 

By defining 

Tn = {min {t: L t'(s, w) ds ~ n} , 

T, if { . } is empty, 

we see that the Ito integral under equation (12) is always a continuous 
local L2-martingale, with quadratic variation 

1
tATn 1t [M(t), M(t)] = :~~ 0 res, w) ds = 0 res, w) ds. 

2.2 Proof of Theorem 3 

We note first that, with z(t) = z(t) - 2(t), 

p.(t) = yet) - it 2(s) ds = it z(s) ds + M(t) 

is a martingale relative to the fields {g: t} because for T < t, 
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E[v(t) I ~,] = v{T) + E[J.' [2(s) ds + dM(s)] I ~,], 

= VeT) + it E[z(s) I g:a I g:T] ds + E[M(t) - M(T) I g:T], 

= v( T) + J 0 ds + 0 = v( T) . (14) 

The interchange of E[·] and the integral is justified by Fubini's theorem 
and the assumption (7). 

N ow define a sequence of g: t-measurable stopping times by 

Tn = {inft : t ~ 0, p.(t) ~ n}AT. (15) 

Since p.(t) < 00 a.s., the {Tn} increase to T. Also it is clear that, for 
each n, p.(tATn) is a square-integrable martingale. Therefore, ft(') is 
a locally square-integrable martingale. To find its quadratic variation, 
we first show that 

[p.(tATn), p.(tATn)] = [M(tATn), M(tATn)]. (16) 

To obtain equation (16), we use the definition (12), the fact that 
[ . ,.] is zero for a continuous process of bounded variation, and the 
inequality 

~ [,,(t,.,) - ,,(t,)]' :::; L: [t +> z(s) r + L: [M(t,+.) - M(t,)]'. 

Finally by letting n tend to infinity, we see that 

[p.(t), p.(t)] = [M(t) , M(t)], 0 ~ t ~ T. 

This completes the proof of Theorem 3. 

2.3 Proof of Theorem 2 
When M(t) is a Wiener process, its quadratic variation is t. To 

obtain Theorem 2 from Theorem 3, we now use a theorem of Levy and 
Doob (See p. 384 of Ref. 7), as extended by Kunita and Watanabe 
(See p. 217 of Ref. 10), that a continuous locally square-integrable 
martingale with quadratic variation t must be a Wiener process. 

It is interesting to point out that the Kunita-Watanabe proof of the 
extended result is also considerably simpler than the original proof be­
cause the new proof utilizes the powerful new tools of the stochastic 
integral for ~-martingales and the Ito differential rule for such 
processes. 
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2.4 Proof of Corollary 4-
We note that hypothesis (10) suffices to ensure that ft(') is a.s. finite, 

so that the {Tn} of equation (15) are well defined and tend to T, and 
also to ensure that fL (tAT n) is a square-integrable martingale. These 
are the essential ingredients of the proof of Theorem 3. 

The present wider conditions under which we have been able to 
establish the innovations result will, of course; extend the range of 
problems in which the innovations can be used. In particular, wehave 
applied Theorem 2 to show14 that a general likelihood-ratio formula, 
derived in Ref. 5, for processes obeying equations (1) through (4) 
remains valid if equation (4) is replaced by the weaker conditions 
thatfz2(t) dt < 00 a.s. andfE I z(t) I dt < 00. 
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