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Perhaps surprisingly, a number of good relationships were found. 
More, in fact, than were used. Percent service representative losses and 
number of main business telephones were found to be nicely related to 
the business parameter, f31' Percent business main and number of cus­
tomer bills handled were found to be usefully related to the residence 
parameter, /32, The relationships were approximately logarithmic. Con­
sequently, the multi office model was modified in a manner similar to 
that for overhead time. Specifically, the multioffice model was put in 
the form, 

(5) 

where C1 and C2 are the selected profile variables and the other vari­
ables, T, Fl and F2 remain as previously specified. In this form the 
time allowances (log basis) , f31 and f32 have been modified so that each 
office's allowance is adjusted by the related profile variable. 

So for example, if C 1 is percent service representative loss and C 2 

is percent business main, the time allowance for an office would be 
made up of two components as originally specified. 

[
time] [OVerhead time] [allOWance for time] 

allowance = allowance + generated by . 
customer demands 

(6) 

Now, however, the overhead time allowance is based on the size of the 
offices as specified by the number of accounts it carries. In addition, 
the time allowed for customer generated demands is based on the (log) 
number of contacts multiplied by an allowed time per contact. The 
time per business contact is bigger for offices with higher service rep­
resentative losses. For residence, however, the time per contact is 
higher for offices which have a higher business main percentage. Ap­
parently in these cases the residence customer requires more time to 
handle. 

Percent service representative losses and percent business main 
telephones are not the only factors that can be used successfully. As 
sta,ted earlier, a number of other variables are nicely related to the 
parameters f31 andf32 and have approximately the same statistical 
efficiency. In addition, the inclusion of even more exogeneous variables 
can reduce the residual mean square error of the fit. For example, in 
Ref. 2 the average time required for a residence contact is effectively 
related to both percent business main telephones and the total number 
of main stations. Then the model takes the form, 

(7) 

where C3 is the total number of main stations. 
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TABLE I-ANALYSIS OF VARIANCE (LOG BASIS): 
MODIFIED lVloDEL 

Degrees of Sum of Squares 
Source Freedom (Fitted in order) ':-'lean Square 

log ao 1 96,482.4814 96,482.4814 

al 1 781.4373 781.4373 
/'0 1 111.4103 111.4103 
00 1 38.6524 38.6524 
/'1 1 6.8262 6.8262 
<'it 1 24.7510 24.7510 

Subtotal 
al/'ooo/'lOl 5 963.0752 192.6150 

Residual 2952 98.4815 0.0333 
Total 2958 97,544.0410 

For illustration, Table I gives the details of the analysis of variance 
for the model of equation (5), where 0 1 is percent service representa­
tive loss and O2 is percent business main telephones. Table II gives 
the estimates of the parameters from the complete fit, along with their 
standard errors. Table III presents the correlations among the esti­
mated parameters. One important aspect of such correlations is that 

TABLE II-ESTIMATES OF PARAMETERS: 
MODIFIED MODEL 

Parameter Estimate Standard Error 

log ao 0.1763 0.0040 
al 0.4400 0.0131 
/'0 0.1440 0.0074 
00 0.2935 0.0106 
/'1 0.0413 0.0027 
01 0.2507 0.0092 

TABLE III - CORRELATION OF ESTIMATES OF PARAMETERS: 
MODIFIED MODEL 

log 000 001 ')'0 00 71 01 

log ao 1.000 -0.622 0.386 0.027 -0.035 -0.370 
a1 -0.622 1.000 -0.458 -0.724 0.128 0.400 
/'0 0.386 -0.458 1.000 -0.090 -0.038 -0.663 
00 0.027 -0.724 -0.090 1.000 -0.235 -0.070 
/'1 -0.035 0.128 -0.038 -0.235 1.000 0.047 
01 -0.370 0.400 -0.663 -0.070 0.047 1.000 
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the actual values obtained as estimates of the parameters cannot be 
separated from the model used to obtain them. For example, the esti­
mate ofS! is not the same in the models of equations (5) and (7). 

Another feature of these exogencous varia hIes is that their selection 
and use in a measurement scheme will be heavily influenced by non­
statistical factors. The reason is that the mere selection of variables to 
be included in a measurement scheme can influence the operation of 
the office. If not carefullly selected the measured variables may be­
come ends in themselves and the office may operate in such a way 
that its objective is not performing the real work function, but rather 
getting credit for the measurement scheme. Such a situation could 
even prevent office reorganization. An office may not feel inclined to 
automate if such a modernization would eliminate items for which 
credit is given. These are undesirable results; but it is also true that 
this type of an interaction can be used to bring about more favorable 
ends. For example, if larger offices are thought to be desirable, the 
allotment of larger time credits to larger offices would probably create 
a movement towards consolidation. 

It is interesting to ask how the inclusion of percent service repre·· 
sentative losses in a measurement scheme would affect the offices. One 
answer is that it seems unlikely that a manager would or could try 
to remove employees in order to increase the turnover rate. He al­
ready has considerable pressure on him to keep these losses as small 
as possible. However whether this is an accurate statement or not, 
this example makes it clear that major management decisions are 
needed during the development of any measurement plan. 

In summary, it seems clear that the decision to include any variable 
in a measurement plan should be influenced not only by the statistical 
characteristics of the variable but also by very careful management 
considerations. 

V. SOME ACTUAL OFFICE COMPARISONS 

The suggested measurement basis gives each office a time allotment 
based on the number of business and residence contacts handled and 
an adjusted (by the profile variables) standard time per contact, plus 
an allotment for overhead time based on the size (number of ac­
counts) of the office. The formula is given in equation (8) using per­
cent service representative losses and percent business main. This 
allotment ,is to be compared with the actual time consumed. Presum­
ably this would be done each month. 

It seems most natural to compare the allotted and actual times as 
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a percentage; see equation (9). Other comparisons would be possible, 
such as one based on the difference of the actual and allotted times, 
but the percentage seems preferable because of its more natural scaling. 
The formula used is 

[ alloted tim.e] _ 1193Ao.440Fo.144+0.041C1Fo.293+0.21i1C. 
for office ~ -. i 1i 2i 

where A i is the monthly number of accounts carried by the office, 
Fli is the daily number of business contacts, 
F2i is the daily number of residence contacts, 
C1 is the monthly percent Service Representative loss, 
C 2 is the percent business main telephones for the month. 

E = time allotment X 100. 
actual time reported 

(8) 

(9) 

Thus at the end of each month each office receives a rating which 
tells how it performed in relation to its own time standard. This al­
lows two types of comparisons. The first is the month to month com­
parison of each office with itself; the second is the comparison of offices 
with each other on the basis of their percent efficiency. It is important 
to notice that these are different comparisons. It would not be im­
possible for an office to slip in comparison with itself from one month 
to the next but rank higher when compared with all other offices. 

Based on the data of the three month study, the suggested procedure 
gives the rankings shown in Table IV. Notice that the rankings are 
relatively stable and that cases do occur in which the E number and 
the ranking go in opposite directions from one month to the next. For 
example, consider offices 4 and 34. 

After these rankings were calculated, they were checked for obvious 
systematic behavior. None was found. The E values are not related 
to the gross time used by the office nor to any of the variables used as 
inputs to the estimated time. This means that the scheme does not 
seem to be favoring offices with special characteristics. 

VI. PRINCIPAL STEPS IN FORMING THE MODEL 

The key steps which lead to the final model formulation are: 

(i) The formation of the entities. This allows analysis of comparable 
office groupings without which consistent statistical relationships would 
probably not have been found. 

(ii) The recognition that the relationship between time consumed 
and demand load is nonlinear and that a log transformation allows 
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TABLE IV -- OFFICE E NUMBERS AND RANKINGS 

:\Jonth 1 :\Ionth 2 I Month 3 
OfIice ------------------

I' ('signa tiun Hank E-Value Hank H Value Hank E-Value 
--------------------------

1 26 96.11 37 93.98 27 99.42 
2 41 S3.52 34 94.69 32 95.40 
3 15 105.77 16 107.29 20 104.57 
4 18 98.87 20 102.67 36 92.44 
5 11 111.60 8 118.58 3 123.10 

------
6 34 93.18 21 102.63 14 108.40 
7 29 94.40 32 96.07 38 92.26 
S 20 9R.41 22 102.06 21 103.27 
9 S 115.29 12 114.08 11 115.09 

10 27 95.57 39 92.94 41 85.66 

11 42 80.50 45 75.73 43 78.75 
12 39 89.58 23 101.13 22 101.21 
13 10 112.04 11 115.40 8 119.22 
14 46 70.79 46 74.32 45 73.34 
15 3 123.27 4 121.93 5 121. 50 

------
16 19 98.61 24 99.38 24 100.47 
17 4 120.53 7 119.10 10 116.77 
18 33 93.2,1) 3.5 94.46 31 95.78 
19 21 98.01 38 93.97 23 100.65 
20 7 116.60 .1) 120.60 6 120.83 

21 9 114.94 6 120.53 2 129.1.1) 
22 36 91.23 36 94.07 34 93.67 
23 13 109.49 15 111.11 9 117.14 
24 23 97.31 26 99.15 33 94.12 
25 1 159.53 1 138.73 7 120.68 

26 5 118.60 13 111.73 16 107.15 
27 6 118.48 3 128.52 4 121.97 
28 2 130.53 2 130.76 1 132.68 
29 35 92.62 25 99.17 35 93.26 
30 38 89.81 30 96.48 29 98.34 

31 28 94.80 U) 103.05 12 112.83 
32 14 109.22 10 116.47 19 106.14 
33 37 90.41 27 99.00 30 96.08 
34 31 93.69 33 94.94 17 106.60 
35 32 93.51 31 96.11 37 92.33 

36 22 98.00 40 91.44 40 86.92 
37 24 97.12 28 97.94 15 107.29 
38 25 96.12 17 105.94 25 99.95 
39 30 93.78 29 97.41 28 98.43 
40 17 102.32 14 111.26 26 99.92 

41 45 74.47 43 77.79 42 80.03 
42 43 79.23 41 81.59 39 90.83 
43 40 84.41 44 77.15 44 76.83 
44 44 75.79 42 78.32 46 72.17 
45 16 104.34 18 104.60 18 106.50 
46 12 110.14 9 116.77 13 112.13 
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simple and effective fitting. This transformation also has the im­
portant advantage of stabilizing the variances, thus making the spread 
of the resulting E estimates about the same for different classes of 
entities. 

(iii) The recognition that the business-residence classification of 
customer contacts was more closely related to time usage than any 
other work categories. This grouping not only predicts time very well, 
but also requires substantially less data gathering than the more de­
tailed classifications. In addition, since System offices tend to be 
organized according to the business-residence function, data gathering 
for this classification might possibly be completely automated. 

(iv) The recognition that gross time can be predicted with more 
accuracy than the time associated with any subcategories. This means 
that work categories for which no frequency counts are available, are 
included in the analysis as "overhead" time. It also means that no 
work sampling is required. 

(v) The introduction of the number of accounts as a measure of 
office size and its use in scaling the estimates of overhead time. Simi­
la,rly, the use of the profile variables for adjusting the average time 
made the office comparisons more equitable. 

VII. SUMMARY 

This paper has described the development of statistical models for 
time usage in Bell System business offices. These experimental models 
have been designed so that they are good predictors of time, and can 
be used to give time allowances to different offices in an equitable 
way. The latter requirement means that suitable external variables 
have to be included. The manner in which this is carried out (see Sec­
tion 4) is one of the key parts of the paper. 

Finally it is pointed out that although work sampling may give 
very useful information in time studies, the use of a measurement 
scheme based on statistical models of the kind suggested in the paper 
would not require it. Data obtained by work sampling was used in 
the analysis but is not necessary for the general application of this 
approach. 
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A Heterodyne Scanning Systenl 
for Hologram Transmissiont 

By ARTHUR B. LARSEN 

(Manuscript received November 19, 1968) 

This paper describes the experimental realization of a recently proposed 
scanning reference beam technique for hologram transmission. The appara­
tus uses an extremely simple method for obtaining the two different but 
phase-locked optical frequencies necessary for the heterodyne mode of 
operation. The paper shows reconstructions obtained from transmitted 
holograms of two- and three-dimensional objects, analyzes the signal-to­
noise ratio and resolution attainable with this technique, derives a new 
general theorem concerning the detectability of the interference between two 
arbitrary beams, and discusses the theorem's applications to this system. 

I. INTRODUCTION 

The transmission of holograms over electrical channels is of interest 
not only because of the three-dimensional images obtainable with 
such a system but also because of the possible advantages of the 
holographic process as a coding technique for subj ectively more error­
resistant transmission of two-dimensional material. Indeed, the trans­
mission of thin holograms over conventional television systems pre­
sents no conceptual difficulties and has already been demonstrated 
with low resolution holograms.1 However, the necessity of resolving 
the holographic carrier fringes, as well as other unnecessary spatial 
frequency components, results in the waste of % of the resolution 
capability of the camera. Although recently devised techniques can 
avoid this waste, the use of these techniques in useful holographic 
transmission systems is still limited by the resolution of camera tubes. 2 

This paper describes the experimental realization of a scanning ref­
erence beam technique for hologram transmission recently published 
by Enloe, Jakes, and Rubinstein.3 This technique not only eliminates 

t This paper was presented at a meeting of the Optical Society of America, 
Pittsburgh, October 9-12, 1968. 
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the camera tube but also requires minimum resolution from the optical 
scanner used in its place. Furthermore, the advantages of this system, 
because they accrue through the elimination of totally extraneous 
components present in all holograms, can be obtained while simul­
taneously using other bandwidth reduction schemes, such as those of 
Lin or Haines and Brumm.4,5 

We briefly describe the system here, and give more specific ap­
paratus information in Section IV. As Fig. 1 shows, the scanning sys­
tem replaces the conventional reference beam by a focused spot which 
is optically scanned in a raster fashion over the surface of a large 
area photodetector. The detector provides an output current propor­
tional to the integrated intensity of the total incident light. The time­
varying interference between the stationary object beam and the 
constant amplitude scanning spot causes a variation in the detector 
output. This signal is amplified and transmitted electrically to a 
receiver, where it modulates the kinescope intensity. The hologram 
made by photographing the kinescope display is then used to recon­
struct the original scene. 

II. ANALYSIS OF HETERODYNE SCANNING 

For mathematical simplicity and ease of understanding, the original 
analysis of the operation of this system as given by Enloe and others, 
was based on the assumption that the focused spot of the scanning 
reference beam could be represented by a delta function. 3 Actually, 
the reference beam cannot be focused to a mathematical point but is 
spread over a nonzero area. The shape and size of the limiting aperture 
in the system determine the nature and amount of this spreading and 
hence, the possible resolution. The limiting aperture in a real system 
is typically determined by the optical deflection system. We will here 
analyze the simple but practically important case of a focused spot 
formed from a uniform plane wave passing through a circular aperture. 

Assuming the limiting aperture and center of deflection of the scan­
ning beam to be located at the front focal point of the focusing lens, 
the distribution of eR (r, t), the electric field at a detector located in 
the rear focal plane of the lens, is given by 

(1) 

where a = 27rb IIA, b is the radius of the limiting aperture, I is the 
focal length of the focusing lens, l' is the radial distance measured 
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Fig. 1- Simplified heterodyne scanning system diagram. 

from the geometric center of the focused spot, and E R, WR, CPR, and A 

are the amplitude, angular frequency, phase, and wavelength of the 
reference beam. The object field eo is of the form 

(2) 

that is, a plane wave of amplitude Eo, angular frequencywo, and phase 
CPo incident on the detector at an angle of () = kA/27r with respect to the 
normal. (Because they are virtually equal for all purposes of this 
derivation, no distinction is made between the wavelengths of the 
object and reference beams.) 

With the scanning spot moving at a horizontal velocity u and a 
vertical velocity v, J(r, (), t), the intensity at any point (r, ()) on the 
detector surface as measured from the geometric center (x = ut, Y = 
vt) of the focused spot, is given by 

I( t) 1 ( t) + ( t) 1
2 = E2 + 4E~Ji(ur) + 4EREoJ 1(ur) 

r, e, = eRr, eor, 0 (ur)2 (ur) 

. cos [k(ut + r sin e) + (wo - WR)t + cf>o - cf>n]. (3) 

The detector output current i (t) is proportional to the integral of 
this intensity over the detector surface of area A. Incorporating the 
necessary physical constants to allow writing an equality, and assum­
ing that the detector intercepts all of the significant energy of the 
scanning beam so that the integrations over r can be extended to 
infinity, we have 

iCt) = Z~~v J l(r, e, t) dA 

= ~ {E!A + foo 1211- 4E~Ji~ur) r de dr 
Z ohv T = a 0 = a ( ur) 
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roo r" 4ERE oJ 1((J"r) . , + .I r-O .1
8

=0 --(J"r-- cos [kent + r 8m 0) 

+ (wo - Wll)t + ¢o - ¢R]r dO dr} , (4) 

where-rJ is the detector quantum efficiency, e the electronic charge, hll 
the photon energy, and Zo the impedance of free space. 

The first of the two integrals in equation (4) can be evaluated by a 
technique outlined by Born and "Volf (see p. 398 of Ref. 6) ; the total 
dc component of the detector current then becomes 

ide = ZrJ
h
e (E~A + 47rB~1 (J"2) . 

'..J o II 
(5) 

The last integral of equation (4) gives the ac (signal) component 
of the detector output current and can be further simplified to 

·/:0 J 1((J"r)J o(kr) dr. (G) 

Equation (6) can then be evaluated to yield 7 

J 
rJe 87rEREo 

Zohv (J"2 cos [(ku + Wo - WR)t + ¢o - ¢lll 

10 
for k < (J", that is, 0 < bit 

for k > (J", that is, 0 > blf. 

i.(t) (7) 

Thus, the scanning spot cannot resolve the phase variations in an 
off-axis plane wave unless () < blj. In other words, the object beam 
must appear to come from within the active aperture of the lens used 
to form the scanning spot. Therefore, a beamsplitter of some type must 
be used in this system to recombine the object and reference beams. 

If ,CJ)o = WR, equation (7) shows the maximum electrical output fre­
quency to be kul27r = u()/A. With a scanning system that provides a 
peak-to-peak angular beam deflection of 0, the scan length in the 
focal plane of the scanning beam focusing lens is oj. At a horizontal 
scan velocity of u, this length will be traversed in oj lu seconds, dur­
ing which time a maximum of ob/A cycles will be generated. Thus, 
the maximum number of resolvable line pairs (or phase changes) is 
completely determined by the clear aperture and angular deflection of 
the optical scanner. Because the information to be modulated onto 
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the spatial carrier contains both positive and negative spatial fre­
quencies, the maximum allowable modulating spatial frequency is 
just one-half of that determined above, giving a usable resolution of 
nb/2A line-pairs per scan line. (A more detailed discussion of the res­
olution and bandwidth requirements for this and the following case 
may be found in Ref. 3.) 

With Wo ~ W R , equation (7) shows the ac output frequency to be 
limited only by Wo - W R • The maximum value of k is still restricted as 
before, but if Wo - W R is chosen greater than ukma'K. , the entire range of k 
values can be used to contain a single sideband of object information, 
effectively doubling the scanner resolution. In this mode of operation, 
the transmitted holograms should yield image reconstructions having 
the same resolution that could be obtained by using the scanner as a 
flying spot image dissection system. (It may also be possible to obtain 
increased resolution in the case of Wo = W R by operating in a single­
sideband mode; this has not yet been experimentally investigated.) 
The method of obtaining the two different, but phase-locked, optical 
frequencies needed for this maximum resolution heterodyne operation is 
described in Section 4.1. In both cases, the resolution in the direction 
parallel to the carrier fringes is determined only by the spot size. 

III. SIGNAL-TO-NOISE RATIO 

Under optimum conditions, the only significant noise source will 
be the shot noise generated in the photodetector by the dc component 
of the detected signal. Substituting ide as given by equation (5) into 
the conventional shot noise formula gives a mean-square noise cur­
rent of 

(8) 

where B is the electrical bandwidth required by the system. 
Using the rms signal current as given by equation (7), the signal­

to-noise (power) ratio becomes 

~i = 327r27JE4~E~/ (E~A + 47r~ i) . (9) 
~n ZohVCT B CT 

As is usual with holography, Ell and Eo will be obtained from the same 
laser and will thus be subject to the constraint that 

E~A + 47rE~/CT2 ~ ZoPo , (10) 

where Po is the laser output power. [Equation (10) states that the sum 
of the object and reference beam powers cannot exceed the laser power.] 
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It can then be shown that when E!A = 47rE~/q2 = tZoPo , equation (9) 
has a maximum given by 

(11) 

Defining an equivalent scanning spot radius req such that a field of 
uniform intensity E B incident on a circular area of radius r eq provides 
the same photo detector current as the actual incident field, we have, 
using the appropriate term from equation (5) 

(12) 

'Vith N s , the number of resolvable spots, then giycn approximately by 
Ns = A/7rr2eq = Aa2/4?T, equation (11) becomes 

(~) max = ;~. ' (13) 

where N p = P ~/hv is the number of photons per second incident on the 
detector. To transmit a hologram in a specified time, B will have to 
be increased as Ns increases, in which case the signal-to-noise ratio 
decreases with the square of the number of resolvable spots. 

IV. EXPERIMENTAL APPARATUS AND PRELIMINARY SYSTEM OPERATION 

Figure 2 is an overall diagram of the apparatus used for the experi­
mental verification of the heterodyne scanning system. 

4.1 Object and Reference Beam Generation 

A Spectra-Physics Model 125 50-mw He-N e laser operating at 
6328 A is used as the optical source. The portion of its output trans­
mitted by beamsplitter 1 is used for object illumination; the remainder 
is reflected at normal incidence from the moving mirror M. This intro­
duces a Doppler shift and is the method by which the two different but 
phase-locked optical frequencies are obtained. The large motions re­
quired (~ 0.1 mm peak-to-peak) are readily obtained by using a modi­
fied loudspeaker assembly for the mirror driver. The Doppler-shifted 
light returns to the beamsplitter, where the transmitted portion proceeds 
to the optical deflection system. 

4.2 Beam Deflection and Focusing 
The first deflection (horizontal) is performed by an American Time 

Products type 44 optical sCanner operating at 7.2 kHz. This unit has 
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a clear aperture of 2 mm radius and provides a 6° peak-to-peak scan. 
The line scan thus formed is then deflected vertically by a second scan­
ner that affords a clear aperture radius of 8 mm with a 15° peak-to­
peak deflection at 60 Hz. Both scanners operate in torsional-mechan­
ical resonance and hence provide only sinusoidal deflections. 

Lens Ll transforms the angularly deflected beam into the focused 
scanning spot. The unavoidable physical separation of the two optical 
deflectors separates the horizontal and vertical centers of deflection, 
causing the locus of the waist of the scanning spot to be astigmatic. 
Compensation for this effect is provided by the inclusion of cylindrical 
lenses L3 and L4 in the object beam path. Spherical lens L2, in con­
junction with L3 and L4, corrects for the curvature of field of the 
focusing lens Ll and expands the object beam to the size required to 
match the scanning spot raster. 

4.3 Detection 

Beamsplitter 2 is used to recombine the object and reference beams. 
As Section II shows, the use of a beamsplitter for this purpose is a 
necessity rather than a convenience. The actual detection was done 
using United Detector Technology type PIN-IO large area silicon 
photo diodes. The sensitive surface of the photodetector was originally 
placed at the locus of the scanning beam waist; it is still convenient 
to consider the detection process to occur there. However, it was ex­
perimentally observed that this particular detector location is not 
only unnecessary but undersirable. It is unnecessary because it can 
be shown that the detected beat signal is independent of the detector 
position provided the detector intercepts all of the area common to 
both beams. The special case where both beams are essentially plane 
waves has been long known and used by those engaged in optical 
heterodyne experiments, but to our knowledge, the general case has 
not. A derivation of this very useful result, modeled after one first 
given by H. Kogelnik, may be found in the appendix, which also 
contains other interesting applications of the general theorem. 8 

With no need to either carefully position the detector or require 
its surface to conform to the locus of the scanning beam waist, it 
can be located away from the focus, thereby reducing, by orders of 
magnitude, the peak instantaneous power densities at its surface. In 
addition, the effects of dust particles and other local anomalies of the 
detector surface are considerably reduced by an out-of-focus loca­
tion. In all cases, the equivalent hologram is made at the locus of 
the scanning beam waist, independent of the actual detector position. 
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4.4 Hologram, Display and Recording 

The amplified and processedt output of the detector is used to in­
tensity modulate a ,Vestinghouse ,VX-30l76P lO-inch high resolution 
kinescope. Synchronizing pulses from the optical deflectors are used 
to regenerate the sinusoidal sweeps necessary to match the kinescope 
i:lweeps to the optical ones. Because the horizontal and vertical optical 
deflection systems are both free-running oscillators, the kinescope dis­
play has random interlace. In conjunction with the several seconds 
of exposure required to record the kinescope output on Polaroid 46-L 
transparency film, this random interlace causes the scanning lines to 
be smeared together and undiscernible in the final hologram, eliminat­
ing the problem of diffraction by them. 9 

4.5 Reconstruction 

The still limited resolution available with this system requires ob­
ject-reference beam angles of less than 2°. To separate the real image 
from the direct beam and virtual image when reconstructing, the 
Fourier transform technique described by Enloe and others is used, 
the only modifications being the inclusion of cylindrical lenses in the 
final imaging process.1 These permit compensation for astigmatic ef­
fects arising from both the oblique optical paths through the second 
heamsplitter and geometric distortions caused by disparities in the 
optical and electrical sweeps. 

v. SIGNAL FJNHANCEl\IENT TECHNIQUES 

In addition to the desired signal [equation (7)] and shot noise 
[equation (8)], the detector output includes ac components due both 
to variations in the laser source output and position dependent modu­
lations of the scanning beam. The largest of the source variations are 
periodic and result from plasma oscillations within the laser active 
medium. These are suppressed by the use of 1'f excitation of the dis­
charge. The smaller, random, source fluctuations remaining, though 
comparable in amplitude with the desired signal, can be considerably 
attenuated by using two photodetectors in a balanced modulator con­
figuration, as shown in Fig. 2. Source amplitude fluctuations, which 
produce in-phase variations in both photodetector outputs, are can­
celed in the following difference amplifier; the desired interference 
terms give rise to out-of-phase signals which are enhanced. As shown 

t Various techniques for improving the signal-to-noise ratio which are used arc 
discussed in the Section V. 
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in the appendix, this out-of-phase condition for the desiredinterfer­
ence term can be assured only when using a lossless beamsplitter. 

Position dependent modulations of the scanning beam are caused by 
dust and imperfections on the beamsplitter and detector surfaces as 
well as by multiple reflections. The poor impedance match between 
silicon and air causes particularly severe reflections at the detector 
surface. When conditions are right for this reflected light to be re­
turned to the detector surface by a second reflection at some other 
optical surface, a modulation of the detector output in synchronism 
with the scanning spot position results. Either of these effects produce 
on the display kinescope a stationary pattern which can be distin­
guished from a true hologram by its presence in the absence of the 
object beam. Such position dependent modulations can be greatly at­
tenuated by photographing the kinescope display with a double ex­
posure technique: half of the necessary exposure is made in the usual 
way, while for the remainder the reference beam path is lengthened by 
a half wavelength and the gain of the final video amplifier is reversed 
in sign. This combination of optical and electrical phase shifts leaves 
unchanged those components of the video signal arising from inter­
ference between the object and reference beams, but reverses the 
polarity of the position dependent modulations described above. The 
position dependent modulations during the second exposure thus 
cancel those of the first, leaving only the desired object-reference 
beam interference terms. 

The efficacy of these signal enhancement techniques is demonstrated 
in Fig. 3, which compares the outputs obtained using single detection, 
Fig. 3a, balanced detection, Fig. 3b, and balanced detection with 
double exposure, Fig. 3c. The presence of a significant amount of 
random noise, indicated by poor definition and contrast, is readily 
evident in Fig. 3a. The suppression of this noise by a balanced detec­
tion system yields considerable improvement, as shown by Fig. 3b. 
It is not possible, by inspection of Fig. 3b only, to determine whether 
or not any position dependent modulations are present. However, com­
paring it with Fig. 3c, in which they are suppressed, shows the nature 
and severity of their contribution. 

VI. EXPERIMENTAL RESULTS 

6.1 Resolution 

When operated in the heterodyne mode, that is, with the off-axis 
reference beam simulated by a controlled frequency difference between 



Fig. 3 - Effects of signal enhancement techniques on hologram quality: 
(a) single detection, (b) balanced detection, (c) balanced detection with phase­
reversal and double exposure. 
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the object and on-axis reference beams, this system should produce 
holograms that yield reconstructions with resolutions equal to those 
obtainable when using the same deflection system as a conventional 
flying-spot scanner. This assumes that the kinescope-camera portion 
of the system has a resolution capability of at least twice that of the 
optical scanner. 

How well this prediction is met can be seen by comparing Fig. 4a, 
a photograph of the kinescope display taken when operating the sys­
tem as a flying-spot scanner, with Fig. 4b, the real image reconstruc­
tion of the same object made from a transmitted hologram. Calcula­
tions, based on the parameters of the optical deflection system used, 
predict a resolution capability of 200 line-pairs; this value is reached 
in the flying-spot display of Fig. 4a. The measured limiting resolu­
tion of Fig. 4b, though only 160 line-pairs, is considerably in excess 
of the theoretical maximum of 100 obtainable with nonheterodyne 
scanning. 

Figure 4a also shows the ability of the random interlace, when 
used in conjunction with a long exposure, to reduce the visibility of 
the scanning lines; the 60 lines per frame would otherwise produce a 
very coarse raster. Figure 5 indicates the subjective quality of the 
reconstructions obtainable with this system. 

6.2 Transmission of Three-Dimensional I mages 

Heretofore it has been tacitly assumed but not really required that 
the subjects be two-dimensional. Actually this assumption may be 
dropped and more complicated objects considered. The next step in 
complexity, the simplest three-dimensional scene, consists of two (two­
dimensional) transparencies separated longitudinally. The hologram 
transmitted for such a three-dimensional "object" (a vertical grating 
of period 0.5 mm located 5 cm behind a transparency portrait) is 
shown in Fig. 6. 

The necessarily nondiffuse nature of both the illumination and the 
subj ect transparencies used in this experiment results in an extremely 
limited field of view, preventing the use for depth cues of not only 
binocular vision but also parallax. Demonstration of the three-dimen­
sional nature of the reconstruction obtained from this hologram is 
therefore limited to showing the optimum focus for different portions 
of the reconstruction to lie in different planes. The real image recon­
struction from Fig. 6, when taken in the plane of best focus for the 
grating, is shown in Fig. 7a. Figure 7b shows the corresponding re-
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Fig. 4 - Comparison of image quality of flying-spot and heterodyne scanning 
transmissions: (a) flying spot, (b) heterodyne scanning. 
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Fig. 5 - Two-dimensional portrait reconstructed from transmitted hologram. 

suIt when the reconstructed image is recorded in that plane that pro­
vides optimum focus for the portrait, thus demonstrating the three­
dimensional nature of the reconstructions obtainable with this system. 

VII. SUMMARY AND CONCLUDING REMARKS 

A heterodyne scanning system for transmitting holograms, which 
requires no camera tube and the theoretically minimum resolution 
from the optical deflectors, has been constructed. This required the 
development of a technique for obtaining two different but phase­
related optical frequencies. Analyses have been made for the signal­
to-noise ratio and resolution as functions of the system parameters, 
and the resolution predictions verified experimentally. Several tech­
niques for improving the system signal-to-noise ratio have been im­
plemented. The use of random interlace and many-field exposures 
avoided the problems of diffraction by the scanning lines when recon­
structing. Off-axis holograms of both two- and three-dimensional ob­
jects have been transmitted and reconstructed. 

The kinescope-camera receiving system, though easily implemented 
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in the laboratory, is not only limited in its resolution capability, but 
is also unsuited for real-time operation. However, a receiver operating 
on the Eidophor principle would not only solve the real-time problem 
but the resulting phase holograms would also provide increased optical 
efficiency in reconstruction.10 

Because of its compatibility with other bandwidth reduction 
schemes, the heterodyne scanning technique should find application 
wherever holographic information is to be transmitted over systems 
having limited resolution or bandwidth. The present edge in resolution 
held by conventional camera tubes over optical scanning devices is 
expected to disappear as a result of the considerable effort now being 
applied to optical deflection techniques. 

The experimental observation and subsequent proof that the de­
tector output is independent of the position of the scanning beam 
waist relative to the detector should prove to be important not only 
to the successful operation of this experiment but to the extension of 
flying-spot scanning techniques into areas where depth of focus prob­
lems have heretofore prevented their application. 

Concurrent with the submission of this paper and the publication 

Fig. 6 - Hologram of three-dimensional scene. 
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Fig. 7 - Demonstration of three-dimensional nature of image reconstructed 
from hologram shown in Fig. 6: (a) bars in optimum focus, (b) portrait in opti­
mum focus. 

of Ref. 3, Bertolotti and others published the results of their analysis 
and experiments on a one-dimensional holographic transmission sys­
tem.3

,ll The transmitter described here, when operated in a non­
heterodyne mode, is similar to theirs, but their analysis and proposed 
receiving system are different. The interested reader will find it worth­
while to become acquainted with their approach to the problem of 
hologram transmission. 

VIII. ACKNOWLEDGMENTS 

The author acknowledges fruitful discussions with L. H. Enloe, 
H. Kogelnik, R. C. Brainard, and C. B. Rubinstein. 

APPENDIX 

Conservation of Beat Energy 

A.1 Derivation 

We consider the limitations and conditions under which the beat 
signal obtained by detecting the interference between two optical 
beams is independent of the detector location. The analysis is modeled 
after one proposed by H. Kogelnik. 8 
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Consider a volume containing no optical sources or sinks and hav­
ing a boundary that is everywhere in free space. Under these condi­
tions, Poynting's theorem for any incremental volume in this region 
can be written 

V.s + aH' = 0 
at ' (14) 

where S = EXH and W = !eE2 + !p,H2. E and H, the resultant real 
electric and magnetic fields produced by the combination of the two 
beams, can be written as the sum of the single frequency real fields 
corresponding to each beam: 

E = EI exp iw1t + Et exp -iw1t 

+ E2 exp iW2t + Et exp -iW2t 
(15) 

H = HI exp iwlt + Ht exp -iw1t 

+ H2 exp iW2t + Ht exp -iW2t, 

where WI and W2 mayor may not be equal. Substituting the values of 
E and H from equation (15) into equation (14), and comparing beat 
terms varying as exp i(WI - W2)t, we have 

V·(EI X Ht + Et X HI) = -i(Wl - w2)(eE1 ·Et + P,Hl·H~). (16) 

Equation (16) rewritten in the integral form gives 

c 

= -i(WI - W2) 111 (eEl ·Et + P,HI ·H~) dV, (17) 
v 

where the surface C encloses the volume of integration V. A photo­
detector intercepting these fields will provide a beat signal current, II), 
having a complex amplitude given by 

(18) 

where D is the area of the detector and K incorporates several physical 
constants. The left side of equation (17) is now recognized as giving, 
within a constant multiplier, the response of a detector intercepting all 
of the beat energy crossing surface C. For the case where WI = W2 , the 
right side of equation (17) is identically zero. Under appropriate condi-
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tions, defined in Section A.3, it is possible for the right side to be negligi­
bleeven with WI ¢ W z • The following three important results, derivable 
from this theorem assume a zero right side. 

A.2 Applications 

A.2.1 Oonstancy of Detected Beat 

Consider, as shown in Fig. 8a, a volume through which the com­
bined beams are propagating. Let 0 1 contain all of the surface 0 
common to the two beams as they propagate into the volume, and 
O2 contain all of 0 common to the beams as they leave. Then, by 
definition, the vector product is zero everywhere except over some 
regions of 0 1 and O2 , and equation (17) can be written 

If (EI X H~ + E~ X HI)·dA 
. c, 

+ fL. (EI X H~ + E~ X HI) ·dA = O. (19) 

Taking into account the relative directions of the vector products and 
the surface normals at 0 1 and O2 leads to the conclusion that a detec­
tor intercepting the beams crossing O2 yields identically the same out­
put as a similar detector intercepting the beams crossing 0 1 • Since the 
separation of 0 1 and O2 is arbitrary, the detector output is independ­
ent of its location, provided all of the area common to both beams is 
intercepted. 

A.2.2 Phase Relationships with a Lossless Beamsplitter 

In the case shown in Fig. 8b, the surface 0 encloses a lossless beam­
splitter which is combining two input beams into two output beams, 
each output containing a part of both inputs. 0 1 and O2 again contain 
all the portions of 0 that are common to both beams. As before, the 
cross-product is, by virtue of the definition of 0 1 and O2 , zero every­
where except on 0 1 and O2 , so that equation (19) still applies. How­
ever, when the relative directions of the beat energy flux and the sur­
face normals are taken into account, we arrive at the result that the 
interaction at one detector must be the negative of that at the other, 
yielding detector outputs 1800 out of phase. 

A.2.3 Oombining Beams without a Beamsplitter 

The last case to be considered involves two otherwise separate beams 
brought in at appropriate angles so they overlap at the detector sur-
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Fig. 8 - Applications of theorem on conservation of beat energy: (a) inde­
pendence of detector position, (b) phase relationships with losslessbeamsplitter, 
(c) combining beams without a bearhsplitter. 



2526 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1969 

face. As shown in Fig. 8c, the surface C is chosen in this case to pass 
just in front of the detector and to close in some region of space where 
the two beams are separate. Now the interaction term is everywhere 
zero on C except at C3 , where the two beams overlap. Equation (17) 
for this situation reduces to 

If (EI X H~ + E~ X HI)·dA = 0, 
c. 

(20) 

which says that no interference is detected in this arrangement. This 
identical result was derived in a completely different fashion in the 
body of the paper in connection with the analysis of the system res­
olution. 

A.3 Extensions and Lirnitations 

Notice that these derivations require absolutely no assumptions as 
to the structure of either of the fields other than that they obey Max­
well's equations. Furthermore, there are no restrictions on any dis­
tances involved. 

For the heterodyne case where WI - W2 =;t. 0, equation (17) has a 
nonzero right side. However, for small beat frequencies the above 
rules are still true. Although evaluation of the right side of equation 
(17) for the general heterodyne case is impractical, a simple example 
can be analyzed to indic'ate when it may reasonably be ignored. 

Imagine a region of free space containing two plane waves with 
the same polarization but different frequencies, both propagating in 
the +z direction. It can easily be shown that the single (z-directed) 
beat frequency component of the Poynting vector has an amplitude 
which is independent of z. However, its phase does vary with longitu­
dinal position, changing by 71"/2 for every change in z of 71"cj2 (WI - (2). 

For the 3-MHz beats observed in this experiment, this quarter-wave 
distance was 25 meters, much larger than the dimensions of the ex­
perimental apparatus. It is reasonable to assume that a similar phase 
variation would be found in the general case. 

Although the amplitude of the interaction was constant even in the 
heterodyne case for the plane wave example, it can be shown to de­
crease with z for gaussian beams.s This amplitude change, however, 
typically occurs over distances orders of magnitude larger than that 
for the phase change; even for the extreme case of different wave­
length gaussian beams fo.eu~ed by an.! /1 optical system, significant 
phase variations of the detected beat signal occur with detector move-
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ments an order of magnitude less than required for correspondingly 
significant amplitude changes. 
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Jump Criteria of Nonlinear Control Systems 
alld the Validity of 

Statistical Lillearizatioll Approximation 

By SANG H. KYONG 
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We study the conditions for the unique response in a class of nonlinear 
control systems subject to random inputs using statistical linearization 
approximation. As in the case of sinusoidal inputs, we show that jump 
phenomena may occur if the inverse vector locus of the linear part passes 
th1'Ough certain regions on the complex plane, where the regions are defined 
by the characteristics of nonlinear part. Such jump phenomena regions 
for several typical nonlinearities are given; we also show that, among a 
restricted class of nonlinearities, the saturation and dead zone produce 
the largest jump phenomena regions. 

A new result concerning the validity of statistical linearization approxi­
mation of nonlinear control systems is also presented. We show that the 
condition for the uniqueness of response to a given input in a nonlinear 
feedback system obtained through statistical linearization approximation 
is compatible with a related rigorous result, thus providing additional 
confidence in the applicability of statistical linearization. 

1. INTRODUCTION 

It is well known that jump resonance can occur in nonlinear con­
trol systems with attendant worsening of the control performance. 
In the case of periodic input signals, the rigorous conditions for the 
unique response,* or equivalently, for the absence of jump resonance, 
are available.1 In addition, various authors have studied the conditions 
for the absence of jump resonance using the describing function 
method (see Refs. 2 and 3); the describing function method criteria 

* Although the present terminology is widely used, a more precise term will 
be "unique solution to the equations arising from the steady state situation for 
a given input realization." 

2529 
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for jump resonance have been found for many common nonlinearities. 
For systems with random inputs, the exact condition for the unique 
response is not known, although a rigorous condition for the converg­
ence of a successive approximation is available.4 

A useful approximate technique for studying the performance of 
nonlinear feedback systems subject to random inputs is Booton's 
method of statistical linearization.5 Although the method of statistical 
linearization has been widely used, the conditions for its validity arc 
not fully known. 

The first part of this paper concerns the determination of the cri­
teria for unique response, in a class of nonlinear control systems sub­
ject to random inputs, using statistical linearization approximation. 
We present the statistical linearization criteria for unique response 
for several common nonlinearities. ,Ve also show that an idealized 
saturation and an idealized deadzone yield the limit jump phenomena 
regions among a restricted class of nonlinearities. 

In view of the uncertainty concerning the conditions for the validity 
of statistical linearization approximation, it is of interest to compare 
the results of statistical linearization analysis with those of a rigorous 
analysis. The second part of this paper presents a result that provides 
new evidence on the validity of statistical linearization approximation. 
More specifically, the conditions for the unique response obtained in 
the first part on the basis of statistical linearization are compared with 
a rela.t.ed result of Holtzman/ which is a rigorous sufficient condition 
for the convergence of a successive approximation starting with the 
statistical linearization approximation. ,Ve show that the two condi­
tions are "compatible"; that is, the satisfaction of the rigorous condi­
tion for the convergence of the successive approximation guarantees 
the satisfaction of the conditions for unique response based on sta­
tistical linearization. However, since Holtzman's rigorous condition 
guarantees only the convergence of a specific successive approximation 
but not necessarily a unique reponse, while the conditions derived from 
statistical linearization are for the globally unique response, the pre­
cise interpretation of the present comparison is largely open to debate. 
The present comparison lacks the finality of a similar comparison con­
cerning the method of describing function in the case of periodic 
inputs.6 Still, the comparison appears to provide some additional con­
fidence in the validity of statistical linearization approximation. 

Section II defines the class of nonlinear control systems to be 
studied and derives the conditions for the unique response based on 
the statistical linearization analysis. Section III presents such condi-
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tions for the unique response for several typical nonlinearities. Sec­
tion IV shows that if the conditions for the unique response are met 
by saturation and deadzone nonlinearities, then a large class of other 
nonlinearities will also meet the conditions. Section V shows that the 
statistical linearization conditions for the unique response are com­
patible with a related rigorous condition. 

II. CONDITIONS FOR THE UNIQUENESS OF RESPONSE 

Consider the nonlinear feedback system of Fig. 1. The nonlinear 
characteristic f ( .) is assumed to be single-valued, odd, and piecewise 
continuously differentiable, and to satisfy 

o ~ a ~ f'(m) ~ b (1) 

for all real m, where a and b are real. Concerning the linear element, it 
is assumed that: 

(i) G(jw) is the Fourier transform of a real function g satisfying 

(ii) 

i: I get) I dt < 00, 

1 + Ha + b)G(jw) ~ 0 

for all w £ (- 00, (0), and 

(iii) 

(2) 

(3) 

(4) 

for all w £ (- 00, (0), where Kea is the equivalent gain of the nonlinear 
characteristic t(·) obtained by statistical linearization; that is, 

K = E[mf(m)]. 
eq E[m2] (.5) 

In equation (5), E[·] denotes expectation taken over the probability 
distribution of m. The input r to the feedback system is assumed to be 
a zero-mean, stationary gaussian random function with the power 
spectral density given by (J;CPr(w). 

,Ve further assume that m can be represented by a zero-mean 
gaussian probability distribution. That 1n can be zero-mean follows 

r ~c fl·) ~ G(jw) 
x 

Fig. 1-Basic feedback system. 
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from f ( .) being odd. This assumption is consistent with the usual one 
made in connection with a statistical linearization analysis of non­
linear feedback systems.5 

If the nonlinearity f ( .) is replaced by the equivalent gain K cq , then 
the variance of m can easily be determined from 

2 1 jCQ CT;cPr(W) d 
CTm = 271" _CQ 11 + ICqG(jw) 12 w. (6) 

From equation (6), it is seen that 

(7) 

for all w t (- 00, 00) is sufficient to guarantee* 

for all CT r • (8) 

Condition (8) implies that CT m is a monotonically increasing function 
of CTr , which in turn implies that there is a unique value of CTm given by 
equation (6) for a given CTr • This is the context in which the term 
"uniqueness" is used in this paper. Suppose that (dCTr/dCTm) < 0 in a 
certain interval of the values of CT r • Then, the curve of CT m versus CT r 
will have the shape given by either Fig. 2a or b. Figure 2a indicates 
nonunique CT m, and hence nonunique responses, or the presence of 
jump phenomena in the nonlinear feedback system of Fig. 1. Thus, the 
condition giien by equation (7) is sufficient for the absence of jump 
phenomena in the system of Fig. 1. 

Rewriting equation (7) with H(jw) = G-1(jw), Re H(jw) = L, and 
1m H(jw) = 7Jw , one obtains 

(
t + K + CT m dK e a) 2 + 2 (CT m dK e a) 2 

"W ea 2 dCTm 7Jw > 2 dCTm (9) 

Thus, inequality (7) is equivalent to the condition that the locus of 
H(jw) = G-1(jw), when plotted on the complex plane for w t (- 00, 00), 
remains outside of the circle centered at 

( _ [K", + CT')m dICa] , 0) 
... dCTm 

(10) 

and with radius 

* Inequality (7) may be considered to be necessary as well as sufficient for con­
dition (8), in the sense that if the inequality is reversed in inequality (7), then there 
is at least one I/Jr("')j for example,l/Jr("') = 0('" - ",'), such that condition (8) is violated 
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Fig. 2 - Curves of ITm versus ITr • 

p = 1 U m dK eq I. 
2 dUm 

(11) 

The union of all such circles for all nonnegative real values of U m gives 
a region on the H(jw)-plane such that the sufficient condition (on the 
basis of statistical linearization) for unique response or for the absence 
of jump phenomena is that the locus of H(jw) = G-1(jw) remains outside 
of that region as w is varied on (- 00, 00). 

As in Ref. 3, the circles defined by equations (10) and (11) will 
be called the iso-um circles, and the union of all iso-um circles for posi­
tive U m will be referred to as the jump phenomena region. Both the 
iso-urn circles and the jump phenomena region are determined by the 
characteristics of nonlinearity only. 

III. JUMP PHENOMENA REGIONS FOR TYPICAL NONLINEARITIES 

Centers and radii of iso-um circles for several typical nonlinearities 
are tabulated in Table I along with their normalized characteristics. 
Figure 3 shows the jump phenomena regions of these nonlinearities. 

IV. LIMIT JUMP PHENOMENA REGION 

Fukuma and Matsubara have shown that, using the describing 
function method for the system of Fig. 1 subject to sinusoidal inputs, 
the jump resonance regions for idealized saturation and idealized 
deadzone include the jump resonance regions for all other nonlineari­
ties satisfying 

o ~ t'(m) ~ 1, (12) 

in addition to being single-valued and odd.3 The idealized saturation 
is given by 
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TABLE I-CHARACTERISTICS OF NONLINEARITES 
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FIGURE 3. 
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am =0.5 ImH(jw) ImH(jw) 

0.463 

Re H(jw) Re H(jw) 
-0.78 

(a) (b) 
1m H(Jw) 1mH(jw) 

Ipi 
Re H (jw) Re H (jw) 

-1 0 -1 0.66 0 

-Ipl 
(C) (d) 

1m H (Jw) 1m H(jw) 

Re H(jw) 
-1 0 

-Ipi 
(e) (n 

1m H (Jw) 

SIWI(~) 
/ 

Re H(jw) 

Fig. 3 - Jump phenomena regions: (a) relay, (b) relay with deadzone, (c) 
saturation, (d) saturation with deadzone, (e) deadzone, (f) f(m) = m 2 sgn(m), 
and (g) f(m) = m 3 • 
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m < -a, 

f(m) -a ~ m ~ +a, 
+a < m, 

and the idealized deadzone is given by 

f(m) 

m < -{J, 

-{J ~ m ~ +{J, 

+{J < m, 

(13) 

(14) 

where a and f3 are positive real constants. Such limit jump resonance 
regions are determined by finding the nonlinearity satisfying in­
equality (12) which maximizes the radius of the circle given the co­
ordinates of the center of the circle. 

In this section we show that the idealized saturation and idealized 
deadzone give a limit jump phenomena region also in the case of 
random inputs, if f ( .) is restricted to those satisfying inequality (12). 

Notice that 

~m ~~:q = ! E[mf(m)] - lCq , 
where v = u~. From a theorem given in Ref. 7, (d/dv)E[mf(m)] = 
E[f'(m)] + !E[mf"(m)], where prime denotes differentiation with re­
spect to the argument. Integrating the first term on the right by parts, 

E[f'(m)] = K.q. (15) 

These relations reduce to 

~m ~~:q = !E[mf"(m)]. 

If f(·) is such that f"(m) is piecewise continuous, then the right 
side of the above equation may be integrated by parts to give 

dK 1100 

~rn du:
q 

= -2" -00 f'(m)[p(m) + mp'(m)] dm. (16) 

For the gaussian probability density function for p(m), 

m2 

mp'(m) = --2 p(m). 
urn 

Therefore, equation (16) may be rewritten as 
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U
m dK.q = .! 100 (nf _ 1)!'(m)p(m) dm. (17) 

2 dUm 2 -00 U m 

If 1'(m) is only piecewise continuous (as in the case of saturation 
and deadzone given by equations (13) and (14), respectively) then 
f" (m) is not piecewise continuous, and the integration by parts used 
above to obtain equation (16) may not be valid in the ordinary sense. 
However, if the meaning of the integration 

E[m!"(m)] = i: mp(m)!"(m) dm 

is extended, and is considered as an operation of a distribution f" (m) 
on an infinitely smooth function mp (m), then a generalized integra­
tion by parts can be used. 8 The use of integration by parts, in the 
generalized sense, does not change the result in the present case, and 
equation (17) remains valid. 

Now, combining equation (17) with equation (15), 

- (Ke q + ~m ~~:q) = -~ i: (~ + 1 )f'(m)p(m) dm. (18) 

Suppose that the coordinate of the center of the circle is fixed, that is, 

-(K + U
m dKeq) = -A 

eq 2 dUm ' 
(19) 

where A is a constant. Clearly from equation (18), 0 ~ A ~ 1 for f'(m) 
satisfying inequality (12). From equations (18) and (19), 

i: (m2 + u!)f'(m)p(m) dm = 2AU~ . (20) 

The nonlinearity ihat gives the limit jump phenomena region is 
found by determining l' (m) such that it maximizes 

1 
Um dKeq 1 = ~ 11

00 

(m2 
- u!)!'(m)p(m) dm 1 (21) 

2 dUm 2um - 00 

subject to the constraints given by equations (12) and (20). 

By using Pontryagin's maximum principle the appendix shows that 
the solution of above optimization problem is given by an idealized 
saturation and an idealized deadzone, or the nonlinearities of the form 
of equations (13) and (14), respectively. In other words, the idealized 
saturation and idealized deadzone yield the limit jump phenomena 
regions among all nonlinearities which are single-valued and odd, and 
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satisfy 0 ~ rem) ~ 1, in the case of gaussian random input, as well 
as in the case of sinusoidal input. 

Suppose that the unit of the signals r, m, and so on, is normalized 
such that U m is taken as the unit. Then the appendix also shows that the 
jump phenomena circles giving the maximum radius are centered at 
(- Al , 0) for the idealized saturation with ex = 1 in equation (13) and 
at (-A2 , 0) for the idealized deadzone with (3 = 1 in equation (14). 
where 

"'I - _1_ [11 

-,,(/2 1/2 d + 11 -,,(/2 -1/2 d ] 
1\ - 2(27r)~ 0 e 'Y 'Y 0 e 'Y 'Y, (22) 

"' - _1_ [fOO -,,(/2 1/2 d + fOO -,,(/2 -1/2 d J. 
1\2 - 2(27r)! 1 e 'Y 'Y 1 e 'Y 'Y (23) 

In both cases, the magnitude of the maximum radius is given by 

- - _1_ [11 

-,,(/2 -1/2 d _11 -,,(/2 1/2 d J. 
p - 2(27r)! 0 e 'Y 'Y 0 e 'Y 'Y (24) 

The values of the integrals in equations (22) through (24) are tabu­
lated in Ref. 9; it is found that 

Al = 0.44072, A2 = 0.55928, p = 0.24197. 

v. COMPATIBILITY OF CONDITIONS 

In this section, we compare inequality (7), which is an approximate 
condition for the uniqueness of response or the absence of jump phe­
nomenon based on statistical linearization, with a related rigorous 
condition to obtain further evidence concerning the validity of sta­
tistical linearization approximation. Section II showed that inequality 
(7) implies the condition that the locus of H(jw) = a-1(jw) must remain 
outside of the circle defined by equation (10) and (11) on the complex 
plane as w is varied on (- C(), C()). 

On the other hand, the rigorous sufficient condition for the conver­
gence of a successive approximation is given in Ref. 4 as 

",~l'.Wl 11 + H:U:;) b)G(iw) I ~(b - a) < 1. (25) 

Inequality (25) implies that the locus of H(jw) = G- 1(jw) on the H(jw)­
plane, as w is varied on (- C(), C()), must not enter the circle centered at 

(-![a + b], 0) (26) 
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with radim;; 

p = Hb - a). (27) 

The circle defined by equations (10) and (11) intersects the real axis 
of the complex plane at -Keq and -[Keq + um(dKeq/dum)] with its 
center lying on the real axis. Similarly, the circle defined by equations 
(26) and (27) intersects the real axis at -a and - b with its center 
also lying on the real axis. Thus it suffices to show 

a ~ Keq + U m dd
Keq ~ b, 
Urn 

(28) 

and 

(29) 

for all positive U m • 

But inequality (29) follows immediately from equations (15) and 
(1). Combining equations (17) and (18), 

Keq + U m ddKeq = 12 Joo m 2 f'(m)p(m) dm. 
Urn U m - oo 

(30) 

From equations (1) and (30), a ~ Keq + um(dKeq/dum) ~ /3, which is 
the inequality (28). 

Thus, inequalities (28) and (29) are satisfied for all UII! > 0, which 
implies the two conditions are compatible; that is the satisfaction of 
condition (25) implies the satisfaction of condition (7) for all am > 0, 
and conversely, the violation of condition (7) for some am > 0 im­
plies the violation of condition (25). 

VI. CONCLUDING REMARKS 

The conditions for the unique response in a randomly excited non­
linear control system were studied using a statistical linearization ap­
proximation. The jump phenomena regions of several common non­
linearities were giveri. It was shown that, among nonlinearities satis­
fying ° ~ f'(m) ~ 1, the idealized saturation and idealized deadzone 
yield the limit jump phenomena regions. 

It was also shown that, concerning the uniqueness of the response 
in nonlinear feedback systems subject to random input, the criterion 
obtained by the statistical linearization approximation is not con­
tradicted by a related, although not equivalent, rigorous result. How­
ever, as mentioned in the introduction, the interpretation of this 
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result is largely open to debate since (i) the comparison made is be­
tween an approximate and a rigorous sufficient condition, and (ii) 
the two sufficient conditions are not concerned with exactly the same 
requirement. More specifically, the approximate criterion obtained in 
Section II is for a globally unique response, while the rigorous result 
of Holtzman, with which the comparison is made, is for the conver­
gence of a specific successive approximation. 

It is shown in Ref. 10 that, in a system closely related to that with 
which the present paper is concerned, there is a unique response up 
to an equivalence to an input r satisfying 

li~-->~up 2~ L: 1 r(t) 12 dt < 00, 

if the condition identical to condition (25) is satisfied. This result 
strongly suggests that condition (25) may be sufficient not only for 
the convergence of a specific successive approximation as shown in 
Ref. 4, but also for a globally unique response (up to an equivalence). 
If this is true, then the meaning of the result of comparison made in 
the present paper is correspondingly strengthened. 

It is interesting to compare the limit jump phenomena regions of 
the present approximate analysis (Fig. 3c and e) with the circle of 
rigorous analysis, and to notice that the limit jump phenomena re­
gions occupy substantial portions of the interior of the circle of ex­
act analysis. Also notice that in view of inequalities (25) and (29), 
the statistical linearization analysis of the system of Fig. 1 always 
has a solution under the conditions dicussed in Section II. 
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APPENDIX 

Optimization Problem 

The following optimization problem is stated in Section IV: Maxi­
mize I pi, where 

p = 21 21 00 

(m2 
- u!)f'(m)p(m) dm, 

U m -00 

(31) 

by choosing f' (m), - 00 < m < 00, satisfying the condition 
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o ~ f'(m) ~ 1, (32) 

subject to the constraint 

L: (m2 + (l)f'(m)p(m) dm = 2AU~ , (33) 

where A is a given constant such that 0 ~ A ~ 1. This problem may be 
solved by making use of Pontryagin's maximum principle. 

Since both (m2 - u~)p(m) and (m2 + (2)p(m) are even functions of 
m, it suffices to find f'(m) for m ~ 0, and to let 1'( -m) = f'(m). Thus, 
the problem may be reformulated in the following way. Let 

xl(m) = (m2 - u!)p(m)f'(m) , (34) 

x2(m) = (m2 + u!)p(m)f'(m) , (35) 

where Xl (0) = X2(0) = o. We want to minimize or maximize Xl (00) sub­
ject to X2( (0) = AU~. Pontryagin's maximum principle may be used 
to the above reformulation. The Hamiltonian function is 

H = gl(m)(m2 - u~)p(m)f'(m) + g2(m)(m2 + u~)p(m)f'(m), (36) 

where gl (m) and g2(m) are the adjoint variables. Clearly, (11 (m) = 
(h(m) = o. 

Suppose first that Xl ( (0) is to be minimized. Then gl may be set as 
gl = -1; and maximizing the resulting H with respect to f'(m) satis­
fying inequality (32), one obtains, 

f'(m) = ! + ! sgn [- (m2 - u~) + g2(m2 + u~)]. (37) 

It is easy to determine that 

(38) 

to satisfy the constraint X2( (0) = AU!. For the values of g2 satisfying 
inequality (38), equation (37) and f'(m) = 1'( -m) give 

1 
(1 + g2)! 1; Iml=::; r-=- Urn, 

f'(m) = g2 

. (1 + g2)! 
0, I m I > 1 _ g2 Urn, 

(39) 

as the one that minimizes Xl ( 00 ). The actual value of g2 is determined 
from equation (33), or 

l Ci 

(m2 + u!)p(m) dm = AU! , (40) 

where a = (1 + g2/1 - g2)!Um • 
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Proceeding similarly, the function f'(m) which maximizes X1( (0) IS 

, 10 ; I m I ~ (~ ~ o:Yum 
, 

f'(m) = 0 

1; I m I > (~ ~ ~:Y U m , 

(41) 

where -1 ~ 02 ~ 1. The actual value of 02 is found from equation (33), 
or 

~oo (m2 + u!)p(m) dm = t-u~ , (42) 

where {3 = (1 - [h/1 + g2)!Um • 

The functions f'(m) of equations (39) and (41) correspond to 
idealized saturation and idealized deadzone, respectively. Thus, among 
nonlinearities giving p < 0, f' (m) of equation (39) yields the limit 
jump phenomena region, and among the ones giving p > 0, f' (m) of 
equation (41) yields the same. 

Having determined the functions f'(m) that maximize I p I, it is 
also of interest to determine the actual values of maximum I p I and 
the location of the center of the corresponding circles on complex 
plane. In case of idealized saturation, the maximum of I p I cor­
responds to the minimum of p, and 

P = ~ l a 

(m2 
- u!)p(m) dm, 

U m 0 
(43) 

where a is given following equation (40) . We want to find the value of 
t-, 0 ~ t- ~ 1, such that p above is further minimized, and to find that 
minimum value of p. Differentiating equation (43) with respect to t-, 

d p 1 ( 2 2) ( ) da 
dt- = u! a - u m p a dt-· (44) 

But, from equation (40), 

( ) da u~ 
p a dt- = u! + a2 (45) 

Thus, equation (44) becomes 

dp a
2 

- u! 
dt-=a2 +u!· (46) 

For minimum p, a = U m or 01 = o. Thus, 

Pmin = ~ {"m (m2 
- u!)p(m) dm, 

U m Jo 
(47) 
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and the corresponding value of A is given by 

(48) 

In order to obtain the results which are independent of the particu­
lar signals used, suppose that the idealized saturation being consid­
ered is further normalized such that 

f -1; m < -1, 

f(m) = 1 m; -1 ~m~ 1, (49) 

l' 1 < m. , 
The units of the signals are also normalized such that (Jm is taken as 
the unit. With these normalizations, the integrals of equations (47) 
and (48) may be evaluated using the tables in Ref. 9 to obtain Al = 

0.44072, Pmin = 0.24197. 
In a similar manner, for the normalized idealized deadzone given by 

f(m) 
Jm+ 1; 

1 
0 . 

m - 1: 
it is found that A2 0.55928, Pmar. 
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A Video Encoding System With Conditional 
Picture-Element Replellishnlent 

By F. W. MOUNTS 

(Manuscript received January 29, 1969) 

This paper describes an experimental method for encoding television 
signals which takes advantage of the frame-to-frame correlation to reduce 
transmission bit rate. The technique encodes only those elements that 
change between successive frames instead of encoding every element of every 
frame. We have demonstrated the method in real-time using the head-and­
shoulder view of a person in animated conversation as the picture source, 
such as is likely to be encountered in a visual communication system. An 
average transmission rate of one bit per picture element gives quality 
comparable with standard eight-bit PCM transmission. 

I. INTRODUCTION 

Most known methods for efficiently transmitting pictures over com­
munication circuits exploit point-to-point correlation along a scan­
ning line. In particular, point-to-point predictive quantizing systems 
have been successful, but it is known that there is more correlation 
between television picture elements in the frame-to-frame time di­
mension than there is between adj acent elements in a single frame. 
This is especially true when using the head-and-shoulder view of a 
person as the picture source, such as is likely to be encountered in a 
visual communication system. Now that devices for storing large 
amounts of data and integrated circuits for complex digital processing 
are available, it is not only possible to take advantage of this fact in 
picture coding, but it is also economically attractive. 

In this paper, we describe one method of encoding television signals 
which takes advantage of the frame-to-frame correlation to reduce 
the transmission bandwidth. We also describe the experimental facility 
and the results of initial experiments. 

We want to emphasize that the picture source for these experiments 
is a head-and-shoulder view of a person carrying on an animated 

2545 
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conversation in real time. Thus, the results are not particularly 
relevant to stationary graphics or to commercial television where 
frames are switched, panned, and zoomed. Our experiments have been 
confined to noninter laced, 60 frames per second television pictures. 

II. GENERAL DESCRIPTION 

The technique encodes for transmission only those elements that 
change between frames instead of encoding every element of every 
frame. This method has been described previously by R. D. Kell, 
A. J. Seyler, and T. C. Damen.1 ,2,3 Seyler has published statistics of 
frame-to-frame differences for commercial television signals4 and has 
proposed coding methods5 that are based on this information. E. R. 
Kretzmer has investigated the correlation between successive frames 
of motion-picture films showing that there is redundancy that may be 
exploited.G When using video-telephone-like signals with moderate 
motion in the scene, we find, on the average, that less than one-tenth 
of the elements change between frames by an amount which exceeds 
1 percent of the peak signal. vVe regard such 1 percent changes as 
being significant. 

We shall describe a complete transmission system that makes use of 
frame-to-frame redundancy to gain encoding efficiency. The technique 
which we call "conditional replenishment" is found to be particularly 
useful for the pictures encountered in visual communication systems. 
The conditional replenishment system uses a memory to store a refer­
ence picture, and only those elements of the picture that have changed 
significantly between frames are updated (or replenished). Only the 
picture information necessary to update the reference picture need be 
transmitted. At the receiver, this information is used to update a simi­
lar stored reference picture which is intended to track the one stored 
at the transmitter. 

In order for the receiver to correctly update the picture elements, 
two pieces of information must be conveyed to the receiver-the new 
value and the position of the element to be replenished. Because this 
information occurs at a random rate, buffers are used to redistribute 
and present the information to the transmission channel at a uniform 
bit rate. In order to regulate the average replenishment rate to match 
the channel capacity, the threshold (which determines whether or 
not a significant change in the picture information has occurred) is 
varied as a function of the amount of information stored in the buffer. 

This method of encoding requires that only the information pertain-
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ing to the active region of the picture format be transmitted. The 
receiver reinserts the horizontal and vertical blanking interval within 
the reconstructed video information. 

III. TRANSMITTER 

Figure 1 shows the operations performed by the transmitter. The 
video signal from the camera is band limited, sampled, and digitized 
into eight-bit PCM. A selector switch is provided which either con­
veys new information to the input of the reference frame memory 
whenever a significant difference is detected or alternatively re­
circulates the information presently stored in the frame memory. The 
frame memory consists of delay lines and has sufficient capacity to 
store one complete frame of video information-each sample encoded 
as eight-bit PCM. 

New information from the camera is compared with the refer­
ence picture stored in the frame memory by a subtractor circuit 
which yields the absolute difference between the new sample of in­
formation and the reference value corresponding to the same picture 
element. During each sample period, the control logic makes a de­
cision, depending upon the magnitude of the difference signal, as to 
whether a significant difference between the signal values exists. If 
the difference is significant, the output of the control logic operates the 
selector switch to strobe the new signal value into the frame memory. 

TELE­
VISION 

CAMERA 

SELECTOR SWITCH--.., 

8-BIT 
PULSE CODE~~--o 
MODULATION 

ENCODER 

PICTURE FORMAT 

WRITE 
PULSE 

G~~~~~~;R i-------+t.------.J TRANS~ISSION 
CHANNEL 

Fig. 1- Conditional replenishment transmitter terminal. 
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If the difference is insignificant, the signal value stored in the frame 
memory is recirculated. In addition to replenishing new information 
in the frame memory, the control logic also causes the new signal 
value, accompanied by its address, to be stored in a buffer. The buffer 
store matches the varying data rate to the constant bit rate of the 
transmission channel. The information stored in the buffer is read at 
a constant rate, first-in, first-out. 

In the implementation of the experimental system, the amplitude 
information is expressed as eight-bit PCM with an additional seven 
bits being used to identify the position information-a total of 15 
bits comprising each word transmitted to the receiver. Seven bits in 
the address is sufficient only to give the horizontal position along the 
active region of a scanning line. Ambiguity in the vertical position is 
avoided by always sending the first active sample of each line whether 
it changes or not. A unique code word defines the first active element 
of the frame. 

In order to force the average replenishment rate to match the chan­
nel capacity, the significant change threshold is varied as a function 
of the amount of information stored in the buffer. This may be ac­
complished by the control logic characteristic shown in Fig. 2. We 
express the absolute value of the frame-to-frame difference signal, 
derived by the subtractor circuit, along the ordinate with a range of 
o to 255 discrete levels. The number of replenished elements stored 
in the buffer is expressed along the abscissa and may range from 0' to 
M-the maximum capacity of the buffer. The staircase curve rep­
resents the threshold corresponding to each buffer state. The area 
above the curve represents a significant change in picture information 
where the control logic forces replenishment. The shaded area below 
and to the right of the curve represents an insignificant change where 
the control logic causes the information stored in the frame memory 
to be retained. 

Three properties of this control function should be noted: 
(i) As the subject becomes more active, causing an increased num­

ber of samples to be stored in the buffer, the value of the significant 
change threshold is increased to permit only the more significant 
changes in the picture to be replenished. As the subj ect becomes less 
active, causing fewer elements to be stored in the buffer, the thresh­
old is decreased in value permitting the less significant changes to be 
corrected. 

(ii) It is desirable to keep some minimum amount of data in the 
buffer at all times so that data is always available for transmission, 
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AREA IN WHICH PICTURE ELEMENT 
IS REPLENISHED 

(SIGNIFICANT CHANGE) 

a A B c D E F 
(MINIMUM) NUMBER OF WORDS STORED IN BUFFER 

Fig. 2 - Control logic characteristic. 
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G M 
(MAXIMUM) 

especially in readiness for the vertical blanking interval when data 
leaves the buffer but none enters. To ensure the buffer does not 
empty, the significant change threshold is lowered to zero whenever 
the buffer count falls below a chosen amount. 

(iii) Whenever the number of samples stored in the buffer is 
equivalent to the capacity of the buffer, all replenishment is stopped­
independent of the frame-to-frame difference. This causes picture 
breakup as shown in Fig. 5b. 

IV. RECEIVER 

Figure 3 shows a buffer placed at the receiver to store the received 
picture information until it can be strobed, in the proper time se­
quence, into the receiver's frame memory. A transfer of new informa­
tion from the buffer to the frame memory occurs whenever the output 
of the picture-format address generator agrees with the address in­
formation of the picture element to be read from the buffer. This 
agreement is determined by the address comparison circuit which 
operates the selector switch to enable the new amplitude information 
to flow from the buffer into the frame memory. The buffer readout 
then advances to the next element. When the addresses do not co­
incide, the information stored in the frame memory recirculates and 
the readout cell of the buffer is held fixed. The information stored in 
the frame memory, when decoded, provides the video information 
for visual display. 
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Fig. 3 - Conditional replenishment receiver terminal. 

v. EXPERIMENTAL SYSTEM 

In order to evaluate this method of encoding video information in 
real time, only the equipment for the transmitter terminal was as­
sembled as shown in Fig. 4. The information stored in the trans­
mitter's reference frame memory is decoded to recover the video in­
formation for visual display. The functional blocks are the same as 
described for the transmitter except for the buffer which is replaced 
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Fig. 4 - Conditional replenishment test terminal. 
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by a forward-backward counter in order to obtain a count of the 
data that would have been stored in a buffer had one been used. The 
count is increased by "one" whenever a picture element is replenished 
and decreased by "one" each time a word is transmitted. The state of 
the counter provides feedback to the control logic representing a meas­
ure of buffer fullness. In this way, we ignore transmission error and 
we have eliminated the actual buffer for experimental purposes. 

In the initial experiment, the simulated buffer was assumed to have 
sufficient capacity to hold data relating to as many elements as there 
are in two complete frames, a total of 51,240 words, each word com­
prised of 15 bits. In practice, this would result in an inherent one-way 
signal delay of one-half second. The backward count rate of the 
counter was set to be one-eighth of the transmission rate required to 
send the picture directly as eight-bit PCM. The head-and-shoulder 
view of a person, as might be used in a visual communication system, 
was used as the picture source. The video information generated by 
the camera was band limited to 0.75 MHz. The picture format was 
composed of 140 picture elements per line with 183 lines per frame 
sequentially scanned at a rate of 60 frames per second. The active 
region of the picture format was composed of 120 picture elements by 
171 lines. The highlight luminance of the picture was 70-80 fL 
(24-27.4 cd/m2

) and the ambient illumination was 125 fc (1350 
Im/m2). 

VI. RESULTS 

Photographs of a single frame of video information are used to 
illustrate the effects of conditional replenishment. These photographs 
are not very effective in portraying picture quality subjectively since 
impairments are produced only in the presence of motion. 

The following results have been obtained for the experimental sys­
tem outlined above: 

(i) When motion is moderate, the picture quality is nearly the same 
as for eight-bit PCM coding as shown in Fig. 5a. 

(ii) As the motion of the subject becomes more rapid, th~ number 
of picture elements stored in the buffer increases. This causes the 
significant change threshold to be increased so that small changes in 
the picture are not reproduced. The reproduction becomes somewhat 
poorer since all picture elements are not represented with the same 
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Fig. 5 - Single frames of video information processed in real time by the 
conditional replenishment system. 

accuracy and the result resembles a scene viewed through a dirty 
window. 

(iii) When the subject becomes very active, that is, when the pic­
ture contains sustained rapid motion covering a large part of the field 
of view, the buffer becomes saturated, allowing no more changes to be 
accepted. This condition is referred to as buffer overload and causes 
picture breakup as shown in Fig. 5b. Picture breakup is only momen­
tary and a quick recovery takes place as soon as the subj ect slows 
down. This might be a serious defect except that there is still much 
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that can be done with buffer and threshold strategy to reduce this 
effect. 

Figures 5c and d show pictures depicting the output of the system 
with markers or flags purposely superimposed upon the picture when­
ever a picture element is replenished (they are not a defect in the 
system). When the subject is not moving, as shown in Fig. 5c, the 
points are replenished more or less at random since the peaks of noise 
exceed the low threshold. As soon as the subject moves, as shown in 
Fig. 5d, the changing elements of the picture take precedence and one 
can see that replenishment concentrates on the subject as one might 
expect. The background noise causes very few picture elements to be 
replenished. 

By viewing the accumulation of markers representing replenished 
points, we observe that the picture is replenished very quickly around 
the moving subj ect and that it takes a much longer time to randomly 
replenish the other elements. Left to chance, there are a few parts 
that are not replenished for a long time. We demonstrated that it is 
more efficient to gradually update all picture elements according to a 
predetermined pattern, rather than to lower the threshold to permit 
noise to cause replenishment. 

VII. SUMMARY 

We have presented a method of encoding television signals taking 
advantage of frame-to-frame redundancy. Only the address and am­
plitude of elements that have changed significantly between succes­
sive frames are transmitted. Varying the significant change threshold 
value helps to match the average rate of replenishment to the capacity 
of the transmission channel. A buffer then smooths the data flow for 
transmission. 

Conditional replenishment lends itself to many ways of efficiently 
encoding pictures for transmission. We think that the buffer capacity 
and transmission requirement can be considerably reduced over that 
demonstrated here. 
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Design of Dither Waveforms for 
Quantized Visual Signals 

By J. o. LIMB 
(Manuscript received January 22, 1969) 

Dither signals may be added to coarsely quantized picture signals to 
mask undesirable contours. We show that a class of differential quantizers 
is equivalent to ordinary quantizers with respect to the design of dither 
signals. We give a design method for a number of deterministic and random 
dither waveforms and evaluate their visibility using a simple model of 
threshold vision. 

I. INTRODUCTION 

Television signals are invariably generated in an analog form. To 
obtain the advantages of digital transmission, it is necessary to quan­
tize the signal in some way. In ordinary quantization the output 
levels of the quantizer are uniformly spaced throughout the range of 
the input signal; in the absence of any coding it would require six 
bits to send a signal quantized to 64 levels. In practice, at least 64 
levels are required to produce a high quality picture. 

A strong incentive to reduce the number of levels is that it would 
reduce the number of bits transmitted. For example, if the quantizer 
step size is doubled, the number of levels can be halved and the bit 
rate of the source can be reduced from six to five bits per sample. If 
this is done, the picture quality is degraded, but primarily for only 
one type of picture material, those areas in which the luminance 
changes slowly. These areas will be referred to as low-detail areas. 
The degradation takes the form of curved lines which look very much 
like contour lines on a map; thus this type of degradation is referred 
to as contouring.'~ The problem, then, is to eliminate the objectionable 
effect of contouring, which occurs only in the low-detail part of the 
picture, without using a larger number of levels. 

* For example, see Fig. 3b of Ref. 1 for a differentially quantized picture show­
ing contouring. 

2555 
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An effect similar to increasing the number of levels can be achieved 
by adding a dither signal to the true input signal. The dither signal 
produces rapid switching between the quantizer levels on either side 
of the true input signal. This switching is arranged so that the time 
one spends at a level depends on how close the true input signal is to 
that level. Thus in Fig. la when the signal lies midway between two 
levels, it oscillates between the two levels, spending equal time at 
each. In Fig. lb the input lies a quarter of the distance up from the 
lower level; consequently, the required switched waveform should be 
down for three samples and up for one. The output waveform ob­
tained when a dither signal is added to the input will be referred to 
as the chopped waveform or chopping pattern. 

One could ask why such a strategy should be any good. While it 
is true that on the average the output signal will have the same ampli­
tude as the input, it now has an additional error component which 
could degrade the signal further. Thus it is necessary to compare the 
visibility of the chopped waveform with the visibility of the contours 
that would otherwise be seen. Visibility is used here in the subjective 
sense of how easy is it to see an object. An objective visibility scale 
can be constructed using a fairly well defined subjective point on the 
visibility scale, that is, threshold, the point at which an object just 
becomes (or just ceases to become) visible. If the objective measure 
of the amplitude of a stimulus at threshold level is large, the stimulus 
has low visibility; conversely, the smaller the amplitude of the stimu­
lus, the greater the visibility. 

For signals near threshold, the visual system acts like a low-pass 
filter so that the chopped waveforms with the highest frequency com­
ponents will be attenuated most and hence will be the least visible. 
Thus the pattern of Fig. la will be less visible since its repetition fre­
quency is twice that of the pattern of Fig. lb. In choosing suitable 
chopped waveforms we attempt to select those signals which have the 
least visibility. 

The chopping patterns can be random or deterministic. Figure lc 
shows a typical sample of a random pattern for an input halfway be­
tween the two quantizer levels (the same input amplitude as in Fig. 
la). The probability of each sample being high or low is one-half and 
is independent of previous samples. Since there is a finite chance that 
a given segment of the random sequence contains frequency compo­
nents lower than those of the waveform of Fig. la, the random se­
quence of Fig. lc is more visible than the deterministic pattern of 
Fig.la. 
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Let us now consider the problem of designing a dither signal which 
will produce an optimum chopping pattern at various levels. Goodall 
first observed that by adding a small amount of noise to the input, 
contouring was almost eliminated at the expense of a small increase 
in the granularity (or noisiness) in the picture.2 Roberts examined the 
problem quantitatively and showed that in order to produce a random 
chopping pattern, which always averaged out to the same amplitude 
as the input, the probability density function (PDF) of the noise 
should be rectangular with a maximum amplitude of plus and minus 
half a quantizing interval.3 He further showed that if one subtracted 
at the quantizer output the same noise that was added at the input, 
the root mean square error in the output signal is halved (if one for­
gets the correction term for the quantizing intervals at the end of the 
range). Limb considered the visibility of the granulation in the 
quantizer output.4 Using a simple model of the visual process, it was 
shown that the visibility of granulation resulting from independent 
random samples with a rectangular probability density function of 
the correct amplitude is zero when the input equals a quantizer out­
put level, and reaches a maximum when the input is midway between 
levels. Further, by introducing negative correlation between samples, 
the visibility can be reduced by about 50 percent. 

INPUT 
LEVEL 
~ 

"" 
""" ___ ) QUANTIZING LEVELS 

_---.---r j -l--.--r--i-j---'--'--f ~ - fT""""""T-r_ B ---- - )t' <;! 
/ 

/ 
/ 

----------------_1 
(a) 

INPUT 

L~L --f--B-8---j----
(b) (c) 

Fig. 1- Chopping patterns for (a) input half way between levels, (b) input 
quarter way between levels, and (c) random pattern with input half way between 
levels. 
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In this paper we look at the problem of applying dither to differen­
tial quantization as opposed to ordinary quantization. The approach 
is the same as with ordinary quantization; design a dither waveform 
which, when added to the input, produces the required chopping pat­
tern at the output (see Fig. 2a). All the components of the differential 
quantizer are assumed to be ideal. The chopped waveforms produced 
by the differential quantizer will depend on how the levels of the 
quantizer within the loop are positioned close to the zero level. Two 
commonly used configurations are (i) a decision, or input, level placed 
at zero (Fig. 2b), and (ii) a representative, or output, level placed at 
zero (Fig. 2c). We consider only the second configuration (however, 
see Section VII). We show that under fairly general conditions a dif­
ferential quantizer, containing a quantizer stage with a representative 
level at zero, behaves the same as an ordinary quantizer (with equal 
level spacing) with respect to dither. We design a set of dither signals, 
both random and deterministic, which produces chopping patterns 
with a low visibility. The visibility of the chopping patterns is calcu-

DITHER 
SIGNAL 

(b) 

INPUT 

OUTPUT (SIGNAL 8. 
CHOPPING PATTERN) 

(a) 

OUTPUT 

INPUT 

(c) 

Fig. 2 - (a) Dither applied to differential quantization. (b) Transfer charac­
teristic of quantizer with decision level at zero. (c) Transfer characteristic of 
quantizer with representative level at zero. 
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lated, enabling a comparison to be made between random and deter­
ministic dither. It is anticipated that two-dimensional dither signals 
will reduce the visibility of contours by a factor of six. 

If one decides to subtract the dither signal from the averaging pat­
tern as Roberts did, the rules for generating the best dither waveforms 
have to be rederived. When this is done, it is found that subtracting 
dither signals is barely superior to not subtracting them. 

II. DIFFERENTIAL QUANTIZER-QUANTIZER CHARACTERISTIC 

A quantizer may be divided into two sections, the classifier which 
divides the signal into a number of ranges according to the position of 
its decision levels, D i , and the weighter which assigns a value to each 
range according to the settings of the representative levels R i . Figure 
3a shows the quantizer characteristic as it is generally drawn. An 
alternative representation is given in Fig. 3b, where the vertical dashes 
represent the decision levels, and the crosses represent the representa­
tive levels. This representation is more convenient since we are con­
cerned with the positions of the representative levels relative to the 
positions of the decision levels. 

The input level to the classifier, in the absence of the dither signal, 
is denoted by ~ and expressed as a fraction of r, the distance from Ro 
to Rl (Fig. 4). Since we are considering slowly changing input signals, 
~ will always lie in the range R-l to Rl . 

We assume that the quantizer has a representative level at zero as 
Fig. 4 shows. The only levels that affect the design of the dither signal 
are the two decision levels, D-l and D l , lying closest to zero and the 
adjacent representative levels R-l and Rl . Furthermore, we assume 
that R-l, D-l' Ro, D l , and Rl are equally spaced. This is probably 
the most useful configuration since it satisfies Max's first condition 
for minimizing error, that is, the decision levels should lie midway 
between the corresponding representative levels. 5 In addition, Rl = 
2Dl which is on the stability boundary and hence corresponds to the 
maximum setting of Rl if limit cycles are not to occur.6 

III. DESIGN OF DITHER SIGNAL 

When rectangular random noise is used as a dither signal, the 
chopped waveform has a granular appearance and the visibility of 
this granulation depends on the amount of correlation in the wave­
form. For example, when the correlation is positive, the waveform is 
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Fig. 3 - Quantizer characteristic (a) usual representation and (b) alternative 
representation. 

more likely to contain large runs of O's and l's (if we use 0 and 1 to 
denote the two quantizer levels between which the output is chop­
ping) ; if the waveform is negatively correlated, a 1 is more likely to 
follow a 0 and the waveform will switch back and forth more rapidly. 
Notice that the visibility of a perturbation is approximately propor­
tional to the area when the area is small. Consequently, long runs of 
l's or O's are much more visible than the negatively correlated wave­
form containing a higher probability of short runs. 

If we restrict the chopped waveform to be described completely by 
a second order probability density function, there are limits on the 

1 -----x-----+I-----X-----4I-----x-----
R_I D_I Ro D, R, 

k---- r----~ 
-~ l1 r--

t INPUT LEVEL 

Fig. 4 - Quantizer characteristic-configuration with representative level at zero. 
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amount of negative correlation that can be achieved.4 This restricted 
chopped waveform with maximum negative correlation can be gen­
erated with a dither signal having the second order probability density 
function shown in Fig. 5. Here Xl and X2 represent adj acent samples of 
the dither signal. The negative correlation produces a sharp minimum 
in the visibility of granulation in the waveform when the input to the 
classifier is close to Dl (or D-d, that is, when A = 0.5. The dashed 
curve is for uncorrelated noise and is shown for comparison. 

The dither noise can also be represented as shown in Fig. 6a, which 
better illustrates the time series nature of the process. For example, 
a sample occurring at random in the top half of the amplitude range 
will, for the next sample, occur in the lower half. The nature of the 
second order probability density function ensures that the random 
sample oscillates between the upper and lower half of the range. This 
type of dither will be referred to as two-step random dither. 

Dither waveforms can be generated for any number of steps, al­
though with an increase in the number of steps, the visibility of 
granulation will reach a minimum and then start to increase. Figure 
6b shows an example of four-step dither. Notice that when the input 
level lies on the boundary between two steps, deterministic chopping 
patterns are produced. Furthermore, these patterns should have the 
least visibility of any chopping pattern with the same average level. 
In general, a low visibility pattern (LVP) has the minimum allowable 
cycle length (for example, cycle length of 3 at A = lis) and has the 
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Fig. 5 - Two-step random dither signal: (a) probability density function of 
correlated noise and (b) visibility of noise. 
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Fig. 6 - Dither signal represented in time series form: (a) two-step dither, 
(b) four-step dither, (c) attempt to construct six-step dither, and (d) seven­
step dither. 

shortest maximum run of either value (for example, 1010100 is a low 
visibility pattern for A = 3/7 but 1100100 is not). 

Can an n-step low-visibility chopping pattern be generated with 
second order noise for any value of n? The answer is no, as the fol­
lowing attempt to reconstruct patterns for six-step and seven-step 
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dither shows. In Fig. 6c the first step has been assigned arbitrarily to 
t1, while the second step must then be assigned to t4 so that when the 
input gives A = 113, every third sample exceeds threshold (LVP = 
1, 0, 0). There is no sample to which the third step can be assigned to 
give a low visibility pattern of (1, 0) as required for A = 1/2. 

For the seven-step case (Fig. 6d), the first step is assigned to t1 , 

the second step may be assigned to either t4 or t·5, both giving low 
visibility patterns (assume t4 ). The third step, if assigned to t6 , will 
again give a low visibility pattern (1, 0, 0, 1, 0, 1, 0). Similarly, all the 
other steps can be assigned to give low visibility patterns. 

In the general case of n-step dither, tests for low visibility patterns 
can be made as follows: 

Assign first step - tl 
second step - tn/2 n even 

and third step - tn/4 n divisible by 4. 
To have the least visibility, the resulting pattern after assigning the 
third step must not have runs of O's differing in length by more than 
one, otherwise the position of a 1 could be moved to shorten the long­
est run. However, this would affect steps 1 and 2 which have given 
low visibility patterns. Thus any multiple of 4 equal to or greater 
than 8 will not give low visibility patterns. Again: 

Assign third step -t(n±2)/4 n even, not divisible by four. 
By the same argument as above for n ~ 6 and even, low visibility 
patterns are not obtained. Similarly, the odd numbers can be tested. 
In all, low visibility patterns can be obtained for n = 2, 3, 4, 5, and 7. 

In the scheme considered so far, each step in the quantizing inter­
val has been filled with rectangular noise of amplitude equal to the 
step height. Random patterns are produced whenever A lies within a 
step, while a deterministic pattern is generated when A lies exactly 
on the boundary between two steps. Consider changing the rectangular 
noise to a fixed level at the midpoint of the step. The chopping pattern 
will now switch from one deterministic pattern to another as A changes. 
We examine the visibility of granulation associated with both random 
and deterministic dither in Section IV. 

Implementation of either random or deterministic dither schemes 
would be a simple matter requiring little additional hardware. Fig. 
7 shows the output from a computer simulation of a differential quan­
tizer with four-step deterministic dither in Fig. 7a and seven-step de­
terministic dither in Fig. 7b. The visibility of granularity in these two 
dither schemes will differ; in Section IV, calculations of visibility are 
made to enable the most promising schemes to ·be selected. 
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Fig. 7 - Chopping patterns resulting from deterministic dither signal for 
(a) four-step dither and (b) seven-step dither. The straight lines denote the 
inputs. 

IV. VISIBILITY OF THE CHOPPED WAVEFORM 

The measure of the visibility of the discrete waveform is based 
upon a simple model of threshold vision that has proved reasonably 
accurate.4

,7 Briefly, threshold vision is assumed to act like a spatial 
low-pass filter, and the difference in visibility between two displays 
(in this case the display resulting from the analog signal and the dis­
play resulting from the quantized signal) is measured by the differ-
ence between the filtered version of the two signals. * Two different 
measures of the difference are considered: one is the mean square, and 
the other is the mean modulus. The measure of visibility is denoted by 
U (~), which depends on ~ since the value of ~ determines the shape 
of the chopped waveform. 

4.1 Deterministic Patterns 

The solid-line curves in Figs. 8 and 9 show the calculated visibility 
of granulation for three- and four-step patterns at a viewing distance 
of 36 inches. The visibility is shown for only half the range of ~, 

* Appendix B gives more detail. 
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Fig. 8 - Visibility of granularity produced by, three-step dither at 36 inches 
viewing distance (-- random; --- deterministic). 
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Fig. 9 - Visibility of granularity produced by four-step dither at 36 inches 
viewing distance (- - random; ---- deterministic). 
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since U (A) is symmetrical about A = 0.5. The arrows on the abscissa 
indicate the amplitude levels of the dither pattern. Thus until the 
value of A exceeds 0.167 in Fig. 8, no switching occurs in the out­
put. There are minima at A = lis and 21s as expected for three-step 
dither. The curves of U (A) for the two criterion functions are similar 
in shape, the rms curve lying slightly above the mean modulus curve. 
In Fig. 9 the minimum at A = 0.25 is not very large, and one would 
expect granulation to be more visible for patterns having a greater 
number of steps. Figure 10 clearly shows this for a five-step pattern 
which has a higher minimum than Figs. 8 and 9. By comparing the 
average value of U for three-, four-, and five-step patterns, four-step 
is just better than three-step, and both are superior to five-step pat­
terns. 

Figure 10 also gives U for a five-step dither at a viewing distance 
of 72 inches. The spread of the visual impulse response is now much 
greater in relation to the size of a picture element. In fact, U (A) is 
not very different from what would be expected with infinite smooth­
ing by the eye. With infinite smoothing all minima would be zero and 
joined to the maxima at 0.1 by straight lines; that is, five equal 
triangles of amplitude 0.1. The similarity of U to the result expected 
for infinite smoothing would suggest that a pattern with a larger num­
ber of steps would be superior. Going to the maximum of seven steps 

0.20,----------:-----------------, 

u 

0.6 

Fig. 10 - Visibility of granularity produced by a five-step dither at 36 and 72 
inches viewing distance; meaD square error criterion. 
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(Fig. 11) significantly reduces the mean value of U, and the curve is 
no longer similar to the curve for infinite smoothing. By comparing 
Fig. 11 with Fig. 9, one can see that increasing the viewing distance 
by a factor of two has reduced the calculated visibility of granula­
tion by about one-half for the best pattern in each case-a not alto­
gether surprising result. 

4.2 Random Patterns 

Random noise was added to the deterministic patterns in the man­
ner shown in Figs. 6 and 7. Notice that the pattern generated after 
quantization is deterministic when the decision level lies at the junc­
tion of two steps and is the same as the pattern produced in the 
absence of noise. Figs. 8, 9, and 11 give the calculated visibility of 
random patterns for mean square and mean modulus error criteria. 
As required, the random curves touch the deterministic curves be­
tween steps, and in most other places the curves lie above them. Four­
step dither still gives the smallest average U, <U)av; three-step dither 
is the next best. 

4.3 Deterministic versus Random Patterns 

With deterministic patterns, n-step dither results effectively in in­
serting n-l levels in the original quantization interval. The brightness 
at these new levels is not constant, however, and has a variance about 
the true analog input value given by the minima, U (~min)' As ~ 
changes from ~min, the variance remains unchanged but a constant 
error is introduced since the average value of the output no longer 
equals the average value of the true analog input. 

vVith random patterns, the average value of the output always 
equals the average value of the input. Thus at the maxima of U (~) , 
the variance of the perceived image with deterministic patterns is less 
than with random patterns, but there is an additional error resulting 
from differences in the perceived average values of the true analog in­
put and the chopped waveform. By using a decision theory model of 
threshold vision, the visibility in the two situations could be com­
pared. However, such models have not proved accurate enough to 
apply to this type of second order effect. 

On the basis of the mean square and mean modulus criteria it ap­
pears that deterministic dither is slightly superior; but because each 
case has different distributions for the perceived brightness, such com­
parisons are risky and best wait experimental confirmation. 
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Fig. 11-Visibility of granularity produced by seven-step dither at 72 inches 
viewing distance; random and deterministic, mean square error criterion. 

V. DITHER APPLIED IN TWO AND THREE DIMENSIONS 

Devising low visibility patterns in two dimensions is more difficult 
than in one dimension. In fact it appears that there are only two 
equivalent, trivial low visibility patterns. These patterns occur for 
two by two step interpolation; they are, 

-x~ 

1 
y 4 
1 

3 
2 

-x~ 

1 
and y 3 

1 

4 
2 

For larger patterns it appears that we must settle for something less 
ideal. A four by four step pattern was generated by considering it to 
consist of four two by two patterns, which were themselves generated 
in the manner of a two by two pattern, as the partly completed pat­
tern in Fig. 12a shows. 

The computer program used previously for the one-dimensional 
case was extended to calculate the visibility of the four by four pat­
tern. U (~) is shown in Fig. 13 for a viewing distance of 36 inches and 
a mean square error criterion. (U)av has been reduced to about one­
third in going from one dimension to two in this example. This pattern 
does not have minimum visibility. This can be seen for ~ = 14 where 
a lower visibility pattern could be obtained by the chopping pattern 
of Fig. 12b. This would make little difference to (U)av, however, since 
U (~) for ~ = 14 is already very small. Undoubtedly patterns ap­
proximating the ideal could be found for a larger number of steps. 

In applying dither in the time dimension, care must be taken not 
to introduce "temporal granularity," that is, flicker. To study the 
visibility of flicker would require an entirely new model, accounting 
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for the variation in sensitivity over the retina to temporal changes in 
luminance. Flicker occurs when large picture areas differ in luminance 
periodically from frame to frame. By arranging for the average 
luminance of an area to change as little as possible from frame to 
frame, flicker can be minimized. Thus the two-dimensional pattern 

- Distance ~ 
1 15 7 10 Frame 1 

'Time 12 5 14 4 Frame 2 

1 
8 9 2 16 Frame 3 

13 3 11 6 Frame 4 

which was built up with the help of the two by two low visibility pat­
tern, will have an average luminance which varies at most by JiG of 
a quantizing interval from frame to frame. This is not true of the 
sequence, 

- Distance ~ 
1 13 4 16 Frame 1 

Time 9 5 12 8 Frame 2 

1 
3 15 2 14 Frame 3 

11 7 10 6 Frame 4 

which is simply derived from the two by two pattern and nearly 
identical to the pattern of Fig. 12a. Notice that if the input signal has 
a uniform distribution over the quantizing interval, the average 
luminance of each frame will be the same. For example, for 0 < A < 
0.25, frames 1 and 3 have greater average luminance, while for 0.5 
< A < 0.75, frames 2 and 4 have greater average luminance. Since 
the probability of obtaining signals that do not vary (lie within one 
step) over "large" areas is small for high quality pictures (which 

c=EJ 
~ 

BASIC 
PATTERN 

1 

4 

(a) 

3 

5 

2 

8 

x X 

7 

X X 

6 

(b) 

Fig. 12 - Generation of four by four step pattern: (a) partially completed 
pattern (b) two dimensional chopping pattern having lower visibility than the 
corresponding pattern resulting from (a). 
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consequently have a small step size), the probability of obtaining 
flicker should be small. There is advantage in using the second pat­
tern since it provides better smoothing. 

Dither applied in the time domain should be more successful than 
in one spatial dimension at a 36-inch viewing distance since the tem­
poral impulse response, even at high ambient illumination, probably 
has a greater spread; the problem of flicker, however, should be kept 
in mind. Another advantage of the temporal dimension is that the 
amount of smoothing should be independent of the viewing distance. 

In comparing deterministic patterns with random patterns, temporal 
smoothing has often been neglected; this leads to incorrect conclusions. 
For example, if deterministic two-dimensional spatial dither is com­
pared with random dither, the random pattern would provide smooth­
ing in three dimensions since added noise components in adj acent 
frames are uncorrelated, and, as just shown, the improvement in 
smoothing provided by an additional dimension is large. A valid 
comparison could be made by using "frozen" noise, that is, noise that 
repeats from frame to frame. 

Section 3.43 of Ref. 1 describes results that were obtained when 
two types of dither waveform were added at the input of a differential 
quantizer. The first pattern was a one dimensional four step waveform 
added vertically. The second pattern was a four by four step pat­
tern added horizontally and vertically. Figure 3d of Ref. 1 shows the 
effect of adding the two dimensional dither to a picture while Figs. 6c 
and 6d of Ref. 1 show the effect of adding one and two dimensional 
dither respectively, to a low amplitude ramp waveform. 

VI. RECEIVER SUBTRACTION 

Roberts added pseudorandom noise having a rectangular probability 
density function to the signal prior to quantization, and subtracted 
the same noise from the signal at the receiver.3 Neglecting end effects 
from the smallest and largest quantization levels, a reduction of one­
half in the variance of the output signal is obtained. Roberts states 
that adding noise to the input and subtracting it from the output is 
equivalent to adding a level of noise to the signal, but that this is not 
the same noise as was added to the input. Since we are concerned with 
the exact sequence in the output signal (this will critically affect the 
visibility of the added noise), the relation between the added input 
noise and the equivalent output noise will be derived. 

In Fig. 14, rectangular noise is added to the input signal of value 
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Fig. 13 - Visibility of granularity produced by two dimensional four by four 
step pattern. Viewing distance is 36 inches with mean square error criterion. 

Rn + ~. All noise components which cause the input signal to exceed 
Dn are represented by Rn + 1, and all components producing a com­
bined signal less than Dn are represented by Rn. Thus, in subtracting 
the input noise from the quantized signal, components lying between 
r /2 - ~ and r /2 are subtracted from Rn + 1, while the other compo­
nents are subtracted from Rn. When the noise is subtracted one sees 
that the whole process is equivalent to adding noise of the same am­
plitude to the unquantized signal. The noise to be added can be ob­
tained from the input noise by inverting separately amplitudes 
greater and less than r/2 - ~ as Fig. 14 shows. For example, ampli­
tudes above Dn [such as (r/2 - ~) + r] go to r/2 - r where r is any 
increment between 0 and ~. This relationship is very useful since now 
we can forget the quantization and consider just the distortion of the 
added noise component. 

If an n-step dither sequence is quantized and the original sequence 
subtracted, inversion occurs at every step except where ~ is less than 
r /2n. Consequently, n - 1 new sequences will be produced and only 
in special cases will the new sequences be the same as the original. A 
technique will be developed for rapidly estimating the new output 
sequences from the input sequence. 

A sequence can be written as a function of time, 

Time 1, 2, 3, 4, ... , n 

Amplitude A l , A2 , ... , An 

where Ai is an integer between 1 and n denoting the step. A sequence 
can also be written 

Amplitude 1, 2, 3, , n 
Time T 1 , T 2, T 3 , , Tn 
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Rn+l 

Dn 

INPUT LEVEL 

Rn 

Dn-l 

INPUT SIGNAL QUANTIZED NOISE SUBTRACTED 

Fig. 14 - Derivation of the properties of add-subtract noise patterns. 

where Ti is an integer between 1 and n denoting the time slot in which 
the ith amplitude occurs. Conversion from the time representation to 
the amplitude representation can be simply accomplished. For ex­
ample, at amplitude Al the corresponding time slot is 1; that is, T 
corresponding to Al is 1. 

Consider the sequence TI ... T i , T j ••• Tn. For A lying between the 
ith and jth steps, the new sequence is Ti ... T I , Tn ... T j • Notice that 
the cyclic order is reversed but otherwise unchanged. Thus if A changes 
by i steps, the amplitude sequence shifts by i steps but the order is un­
changed unless A is less than r/2n, in which case the order reverses. 
However, since the visibility of a sequence does not change if the 
order is reversed, this may be neglected. A cyclic shift in the amplitude 
sequence must now be converted to the time sequence, since we use 
the time sequence to calculate visibility. A shift by one step in the 
amplitude representation corresponds to an addition or subtraction 
by one, modulo n (depending on the direction of the shift), in the 
time representation. Thus if the time sequence was 1, 2, ... ,n (a bad 
sequence from the point of view of visibility), the sequence at the ith 
level would be n - i + 1, ... 1, 2, ... , n - i, which is in fact the 
same sequence. This particular case is one of a set of sequences that 
remain unchanged as A changes from step to step. 

6.1 Visibility of Sequences 

There are at most (n - 1) !/2 different sequences that can be gen­
erated for a particular value of n where sequences are regarded as 
different if they have different visibilities; that is, they are not shifted 
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in time or reversed versions of another sequence. There is only one 
unique sequence for n = 3 and three unique sequences for n = 4. For 
n = 4 the three possible sequences are: (i) 1,2,3,4; (ii) 1,3, 2, 4; 
(iii) 1, 2, 4, 3. Sequence i produces three output sequences which are 
the same as itself. Sequence ii produces the output sequences 

Input 1,3,2,4 =1..1,3,2,4] 
4,2,1,3 = 1,3,4,2 l 
3,1,4,2 = 1,3,2,4 J 
2,4,3,1= 1,3,4,2 
1,3,2,4 

and iii produces the output sequences 

Input 1,2,4,3 = 1, 3,4, 2] 
4,1,3,2= 1,3,2,4 ] 
3,4,2,1 = 1,3,4,2 
2,3,1,4 = 1,3,2,4 
1,2,4,3 

Output 0 
1 
2 
3 

Output 0 
1 
2 
3 

These outputs are just shifted versions of one another and they 
should yield the same overall value of U. The output sequence 1, 3, 
2, 4 provides better smoothing than 1, 3, 4, 2 which contains lower 
and hence more visible frequency components. This can be seen in 
the curves of U for the two sequences which were calculated inde­
pendently of the arguments of this section (Fig. 15). 

For comparison, U (A) is shown for the case previously considered 
in which the dither waveform is not subtracted from the output. The 
subtraction method gives a slightly lower average value of U ( < 2 
percent lower). The value of U for uncorrelated rectangular noise 
with subtraction is also shown. U is now independent of A. However, 
the problems associated with comparing random and deterministic 
dither schemes should be borne in mind (see Section 4.3). 

6.2 Constant Sequences 
Here is a technique for finding sequences which do not change as A 

changes from step to step (constant sequences). A step change in 
A results in an increment, modulo n, of each number in the sequence; 
thus, the numbers must be arranged so that the order remains un­
changed after a shift. Constant sequences can be constructed simply 
by using a geometric method. In Fig. 16, five points are spaced equally 
around a circle, each point corresponding to a number in the sequence. 
Starting from any point, a line is drawn to another point to cor-
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Fig. 15 - Visibility of granularity produced by four-step add-subtract dither 
pattern. Viewing distance is 36 inches (-- input sequence 1, 3, 2, 4; -­
----input sequence 1, 2, 4, 3; - - - - addition only 1,3,2,4). 

respond to a shift of the number of points cut off by the line: 1 in 
Fig. 16a and 2 in Fig. 16b. This second point is then shifted the same 
distance in the same direction. The shifting process is repeated until 
all points are covered, and we arrive back at the starting point if the 
number of points shifted is not a divisor of n (excluding 1). The 
number of unique constant sequences for an n-step pattern is equal 
to the number of nondivisor integers less than n/2 plus 1. Thus Figs. 
16a and b represent the two constant sequences for n = 5. Unfortu­
nately, for larger n, constant sequences do not have low visibility, as 
the five constant sequences, 

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 
1, 7, 2, 8, 3, 9, 4, 10, 5, 11, 6 
1, 5, 9, 2, 6, 10, 3, 7, 11, 4, 8 
1, 4, 7, 10, 2, 5, 8, 11, 3, 6, 9 
1, 10, 8, 6, 4, 2, 11, 9, 7, 5, 3 

show for n = 11. Probably the best sequence is the third, but this is 
significantly inferior to a sequence such as 

1, 11, 2, 10, 3, 9, 4, 8, 5, 6, 7. 

Figure 17 is a graph of U (il) for n = 5 for the constant sequence 
1, 4, 2, 5, 3 and sequence 1, 2, 5, 4, 3. The constant sequence has an 
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2 5 4 O:---+--+---->J 3 

SEQUENCE 1,2,3,4,5 SEQUENCE 1,4,2, 5,3 

(a) (b) 

Fig. 16 - Generation of constant sequences. 

average value (U)av of 0.095, which is lower than the other sequence 
and the low visibility pattern derived in Section 4.1 (which is also 
shown for comparison). The subtracted sequences for n = 4 (Fig. 
15) give a slightly greater value of (U)av (0.099) compared with 
n = 5. Notice the very low minimum at A = 0.2 for the nonconstant 
sequence. The sequence producing this minimum may be calculated 
by subtracting one from each digit of the input sequence and is thus 
1,4,3,2,5. 

VII. DISCUSSION 

The quantizer configuration with a decision level at zero was re­
ferred to briefly in the introduction. This configuration results III an 

u 

0.20 r---------------------, 
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" \ 
O. 15 f--:'-l~--+-+-\-----t+---_t__'r_--1-___,'_+'\_-j 

0.10 

0.05 

0.2 0.4 0.6 0.8 1.0 

Fig. 17 - Visibility of granularity produced by five-step add-subtract dither 
pattern. Viewing distance is 36 inches. 
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even number of representative levels and has received more attention 
in the literature. In the absence of a dither signal the output will 
oscillate between Rl and R-l, but otherwise has no inherent dithering 
ability of its own. It will produce contours in low detail areas with 
much the same visibility as the quantizer configuration we have in­
vestigated. For an uncorrelated random dither signal, the switching 
waveform is not constrained to lie between the two adjacent quantizer 
levels as it is with a representative level at zero. For illustrative pur­
poses, two switching waveforms have been generated for two differ­
ent input levels assuming a random, uncorrelated dither signal (Fig. 
18). Although it would be more complex to do so, one could calculate 
the visibility of these types of waveforms as done previously and 
compare the results with those just obtained. One problem is to 
decide upon the relative amplitudes of Rl and R-l for the two con­
figurations. 

VIII. SUMMARY AND CONCLUSIONS 

The design of dither signals for ordinary quantizers is the same as 
the design for differential quantizers for quantizer characteristics of 
specific types. The requirements for equivalence are that the char-

--+----x I x:---+__-

---1 r ~--
D-l R-l Do R, D\ 

INPUT LEVEL 
~ 

INPUT LEVEL 
~ 

(al 

tb) 

Fig. 18 - (a) Quantizer characteristic with decision level at zero. (b) Chopping 
pattern for input at Ll = o. (c) Chopping pattern for input at Ll = 1/2 R1. 
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acteristic have a representative level at zero and uniform spacing of 
the adj acent pair of representative and decision levels. 

Dither patterns may be three dimensional in design, varying hori­
zontally, vertically, and from frame-to-frame. A pattern that varies 
in only one dimension can be generated having two, three, four, five, or 
seven amplitude levels (and no others), such that the visibility of the 
added pattern is a minimum for each level of the pattern. 

We predict that a deterministic four-level pattern will give mini­
mum visibility or granularity for Picturerphone® visual telephone 
viewed at 36 inches. The use of this one dimensional dither signal 
should reduce the visibility of contours by a factor of about two when 
compared with a picture with no dither. 

At 72 inches viewing distance (or say 36 inches with twice the 
sampling frequency) seven level dither should be used. 

Four-level dither applied in two dimensions should reduce the 
visibility of contours by a factor of six compared with a picture hav­
ing no dither. A further significant reduction should occur when dither 
is applied to the temporal dimension as well. 

The dither signal may be subtracted from the received signal to 
further reduce the visibility of the added waveform. But the rules 
for determining the best patterns are different. For four-level dither 
the best addition-subtraction patterns give results that are only 
marginally better than the best patterns when they are not subtracted 
from the receiver. 

APPENDIX A 

Equivalence of Dither for Quantization 

The method of proof is to show that for a Markov dither pattern 
(having an arbitrary conditional probability density function) the 
conditional probability of the switching pattern being at either level, 
given the previous value of the dither signal, is the same for both 
ordinary and differential quantizers. 

Assume a Markov dither pattern described by the transition prob­
ability density function P(XJXi-l) where I Xi I ~ r/2. The pattern 
could be either deterministic or random. For ordinary quantization, the 
probability of obtaining level Rn and level Rn+l for an input analog 
amplitude of Rn + A (see Fig. 19b) is 

j
(r/2l-a 

Pr {Rn/Xi-l} =. P(X)Xi-l) dXi = II 
(-r/2l 

(1) 
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Fig. 19 - Equivalence of dither for ordinary and differential quantization­
definition of tenns-(a) conditional probability density function, (b) ordinary 
quantization, and (c) differential quantization. 

and 

(2) 

where Pr{ alb} is the probability of event a occurring given that event 
b has occurred. Thus the probability of obtaining levels Rn and Rn + 1 

is conditional only on Xi - 1 • 

For differential quantization, feedback occurs from the previous 
sample value, and it becomes necessary to distinguish between the 
output of the quantizer (primed) and the output of the complete 
differential quantizer (unprimed). Again, for an analog input of Rn + D.., 
assuming equal spacing of R-l' D-l' Ro, D l , and Rl we have 
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j
(r/2l-1l 

= P(XJXi-l ; Xi-l < (r/2) - .1) dXi 
-(r/2l 

(3) 

j
(r/2l-1l 

= PI' {Xi-l < (r/2) - .1} P(XJXi-l) dXi 
- (r/2l 

= PI' {Xi-l < (r/2) - .1} {II}' (4) 

Now 

Pr {Rn/Xi-l ; Xi-I> (r/2) - .1} 

= PI' {R~l/Xi-l - r; Xi-I> (r/2) - .1} 

= Pr {Xi-I> (r/2) - .1} PI' {R~l/Xi-l - r}. (5) 

But since 

PI' {R~l/Xi-l - r} = PI' {RVXi-l} = PI' {Rn/Xi-l} ' 

PI' {Rn/Xi-l ; Xi-I> (r/2) - .1} = PI' {Xi-I> (r/2) - .1} {II}' 

(6) 

Thus from equations (3) and (6) one can see that Pr{Rn/xi} is in­
dependent of the previous state of the differential quantizer and equal 
to the value obtained for the ordinary quantizer. By a similar argu­
ment, Pr{Rn + dXi _ d can be equated for the two quantizers. 

APPENDIX B 

Calculation of Visibility of Dither Signals 

B.1 1I10del of Vision 

Figure 20 shows a simple model used to describe the visibility of 
small amplitude signals.7 I (x, y, t) represents the spatial and tem­
poral luminance pattern incident at the eye. The filter ,,-(x, y, t) ac­
counts for spread of the signal in space and time caused by the 
optics, the receptors, and subsequent neural processing. The amplitude 
of the hypothetical signal E (x, y, t) is proportional to the observed 
visibility of the display. Thus the difference in visibility between two 

I(x,~,t) 

Fig. 20 - Model of threshold vision. 
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displays can be measured by evaluating the average of some function 
of the difference between the value E resulting from one display, and 
the value of E resulting from the other. 

We wish to know how well the discrete waveform with added dither 
approximates the analog signal in flat areas where contours are most 
bothersome. Thus it is reasonably accurate to represent the analog 
signal by a constant amplitude Ea , and the measure of the visibility 
of the discrete waveform is 

U(D.) = E{f[Ea - EA(x)]}, 

where E { .} denotes the expected value and, as before, A denotes the 
position of the input within the quantizing interval. E (x) varies with 
A since the chopping pattern I(x) changes as A is varied. In a number 
of cases, U (A) has been evaluated for two different f functions, the 
square and the modulus. 

B.2 Visibility of Waveform 

The method of evaluating the visibility differs from that used pre­
viously.4 Earlier, E (x) was calculated for every possible input com­
bination occurring in a signal segment of the length of the significant 
part of the impulse response. The probability density function of 
E (x) was then calculated by weighting each output by the probability 
that the corresponding input occurred. From the probability density 
function the error can be calculated for the required criterion func­
tion. 

The method now used is to first calculate a combined impulse re­
sponse for the reconstruction filter and visual filter: this is then con­
volved with the input signal to obtain an output from which a measure 
of the granularity is derived. This technique is fast and accurate for 
deterministic signals which repeat after a short length, but slower if 
accurate results are required for random inputs. Fortunately, most of 
the signals investigated were deterministic. 

Denoting the impulse response of the low-pass filter by hdx) and 
the visual spatial filter (for example, in the horizontal dimension) by 
h'2 (x), then the combined impulse response is given by 8 

>-(x) = i: h1(y)h2(x - y) dy. 

This integral was evaluated for 
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and 

h,(x) = ,..-11' exp [ -O.0833(~,X)'] , 
where x' is the spatial Nyquist interval and A, which depends upon 
the viewing distance, is the width of a picture element in minutes of 
arc; h2 (x) is the same impulse response as used previously.4 

Figure 21 shows the combined impulse response of the normalizing 
low-pass filter and the visual system for Mod. II Picturephone® visual 
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Fig. 21- Combined spatial impulse response in one direction at viewing dis­
tances of 36 and 72 inches. 

telephone viewed at 36 inches. The corresponding impulse response 
for a viewing distance of 72 inches (or alternatively, for 36 inches at 
twice the sampling frequency) is also shown and agrees to three 
decimal places with the impulse response of the visual system itself. 
In other words, the visibility of threshold detail is almost completely 
unaffected by the horizontal resolution of the display at 72-inch view­
ing distance (resolution limited by eye). 

For a given input I (x) the output is (using the convolution 
theorem) , 

E(x) f_: I(y)}..(y - x) dy. 
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The limits of the integral can be reduced so as to integrate over only 
those values of (y - x) for which).. is significantly greater than zero 
(in practice, greater than 0.1 percent). For random inputs, simula­
tions were run for between 300 and 900 samples. 
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Digital Differential Quantizer for Television 

By J. o. LIMB and F. W. MOUNTS 

(Manuscript received January 23, 1969) 

Correct tracking between the transmitter and receiver is difficult to main­
tain when a long integrator time constant is used. We describe a differential 
quantizer which has a digital integrator; this integrator enables perfect 
tracking to be achieved at the output of the integrator without any adjust­
ments. 

The differential quantizer gives high quality pictures when seven, eight, 
and nine quantizer output levels are used. We present a scheme for trans­
mitting the nine-level signal at the rate of three bits per picture element. 

Picture quality is improved significantly by adding low-amplitude dither 
patterns to the input signal to mask contours. The coder is more susceptible 
to transmission errors than coders having an analogue integrator with a 
short time constant; we discuss two methods for reducing the susceptibility. 

I. INTRODUCTION 

Differential quantization is well suited to visual signals for two 
reasons.1 First, the quantizer acts like a predictive encoder, taking 
advantage of the large amount of correlation between adj acent ele­
ments of a picture to obtain a good prediction of the amplitude of the 
point being quantized.2 Thus, the differential quantizer makes use of 
some of the statistical redundancy in the source. Second, the quantiza­
tion can be partially matched to the changing sensitivity of vision.3 

To understand this, remember that the sensitivity of the visual system 
to small differences in luminance decreases markedly at boundaries be­
tween light and dark areas. The signal that is applied to the quantiza­
tion stage of a differential quantizer is very nearly equal to the change 
in amplitude between adjacent elements. Thus, by quantizing small 
amplitude samples finely and large amplitude samples more coarsely 
a picture can be obtained which is partially matched to visual require­
ments. 

Figure la is a block diagram of a differential quantizer; it differs in 
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Fig. 1- (a) Differential quantizer (DPCM coder-decoder). (b) Transfer char­
acteristic of a quantizer. (c) Digital differential quantizer. 

one small aspect from the usual representation. The quantizer section 
of the differential quantizer is considered as two separate parts. The 
first part, the classifier, contains the decision levels which divide the 
input signal range into a number of intervals (see Fig. lb). Thus, 
the signal at the output of the classifier is digital and just denotes the 
interval in which the signal sample occurred. The signal at this stage 
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is encoded for transmission to the receiver. The second part, the 
weighter, assigns an amplitude or weight (representative value) to each 
section that can have either a digital or analogue value. The integra­
tor is usually an analogue device in which case the weights are gen­
erated as analogue values. 

In practice, it is difficult to resynthesize a high-quality picture at 
the decoder. The longer the time constant of the encoder and decoder 
integrators, the greater the precision required in implementation to 
prevent the received picture from differing from the sent picture 
(referred to as mistracking). A short integrator time constant, on the 
other hand, makes mistracking less of a problem but introduces effects 
similar to noise. These, generally, are not too serious if the inner pair 
of levels alone is used to make the correction for integrator leak. Mis­
tracking can stem from three sources: 

(i) The representative levels at the encoder and decoder can be 
mismatched. While the setting of the largest pair of levels is not quite 
as critical since it is seldom used, the smallest levels must be adjusted 
quite accurately, especially when the integrator time constant is long. 

(ii) The frequency response of the integrators can differ. 

(iii) An analogue component of the signal can bypass the classifier 
stage (hence analogue breakthrough) and feed through the analogue 
weighter into the integrator. The analogue breakthrough is generally 
prevented from reaching the integrator in the decoder by digital regen­
eration in the signal path, and so a mismatch between the encoder and 
decoder can occur. The problem can be overcome by carefully gating 
the digital output of the classifier stage to remove any vestige of 
analogue signal. 

In an attempt to overcome decoder mistracking and still have a 
long integrator time constant, it was decided to perform the opera­
tions of weighting and integrating digitally. This should ensure exact 
tracking of the decoder under all conditions except for the obvious 
cases of either a digital circuit malfunction or an error occurring dur­
ing transmission. 

Figure lc is the block diagram of the digital differential quantizer. 
The analogue parts are distinguished from the digital parts. An extra 
block is required since it is necessary to convert the output of the 
accumulator (digital integrator) to an analogue quantity prior to 
subtracting. 

The digital encoder-decoder completely eliminates mistracking; 
thus, the picture at the receiver cannot be distinguished from the 
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quantized picture at the transmitter. High precision analogue weight­
ers and integrators are now replaced by digital circuits and, further, 
the classifier design need not be precise. Indeed, analogue break­
through, unless it is large enough to switch a digital circuit, is in­
effectual and small variations in the position of the decision levels 
have negligible effect on picture quality. Requirements on the digital­
to-analogue (D-A) converter are not very strict. Nonlinearity in the 
characteristics of the D-A converters has the effect of producing a 
change in the gamma of the signal, of which the eye is not very 
critical. In fact, changes in the D-A converter produce similar ef­
fects to changes in the D-A converter of an ordinary PCM system. 

In quantizers used for ordinary PCM encoding the appearance of 
contour lines in low-detail areas sets the lower limit on the number 
of quantizing levels that can be used. For the differential quantizer 
a similar effect occurs. As the weight assigned to the smallest pair of 
representative levels is increased, contour lines become more visible. 
Addition of random and pseudorandom noise improves picture quality 
for ordinary quantizers having less than about 100 levels.4

,5 A theo­
retical study of the use of dither signals with differential quantizers 
suggests that even at a close viewing distance dither should prove 
effective in improving picture qualit.y for a given number of levels.6 

This paper first describes the digital differential quantizer and the 
results obtained with it. The reduction in the visibility of contours by 
adding specially designed dither signals in both the horizontal and 
vertical directions is then explored. The problem of overcoming the 
effects of channel errors is also briefly discussed. 

II. DESCRIPTION OF SYSTEM 

2.1 Analogue Section 

See Fig. 1c. The subtractor is an emitter-coupled pair circuit that 
is ac coupled at both the input and feedback terminals. The classifier 
comprises a set of eight threshold circuits connected in parallel. Their 
threshold levels can be adjusted independently to give the desired 
partition of the input. For example, setting two decision levels to the 
same value reduces the number of intervals by one. 

The classifier design is simplified by making the positive and nega­
tive stages identical. This is made possible by feeding them separately 
with signals of opposite polarity; such signals are generated by the 
emitter-coupled pair of the subtractor. Sampling is inherent in the 
operation of the decision circuits. Narrow. sample pulses with a base 



DIFFERENTIAL QU ANTIZER 2587 

width of approximately 20 ns are amplitude modulated by the signal. 
The decision as to whether the sample exceeds the threshold is then 
made using a high speed flip-flop. When the flip-flop is set, the signal 
is considered to have exceeded threshold. A reset pulse is applied to 
aU flip-flops prior to the occurrence of the next sample pulse. The 
classifier successfully uses only emitter-coupled integrated circuit logic 
elements (for essentially analogue operations) to obtain fast decisions 
« 30ns) and good stability. 

2.2 Digital Section 
Because a parallel classifier is used, all threshold circuits with 

thresholds less than the input signal value are triggered. For example, 
if the signal to the classifier exceeds level number three, then an out­
put occurs on level number three and also on levels number two and 
number one. The outputs of the threshold circuits are combined 
logically to give a sign bit and four other binary signals-one for 
each level. A particular signal takes the value "one" when the input 
to the classifier falls in the interval associated with that level. This 
code allows no more than one of the four outputs to be a "one" for 
any sample. A zero on all four bits denotes the zero interval of the 
classifier. This code change is not essential, but it allows the weights 
associated with each interval to be controlled independently, which 
is convenient in an experimental coder. 

Each output is connected to a word generator which generates a 
binary number specifying the amplitude of the representative level. 
Notice that this method of weighting means that only symmetrical 
weighter configurations can be investigated because the magnitude 
of the levels is generated independently of the sign. The experimental 
arrangement allowed any set of digital weights to be wired on a small 
plugboard. 

The accumulator uses a seven bit adder that sets the precision with 
which the weights can. be assigned (Fig. 2). The contents of the adder 
for the previous sample are fed back into the adder together with the 
new difference signal. For a zero difference signal it can be seen that 
the same seven bit amplitude signal would circulate through the adder 
and delay stage without change. The operation of the accumulator can 
be expressed as Yn = Yn-l + Xn-l, where Xn and Yn would be the values 
of the input and output, respectively, of the accumulator for the nth 
sample. 

Under certain conditions the adder could overflow or underflow, say 
for a large peak in the input video signal. This is prevented by the 
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Fig. 2 - Digital section of differential quantizer. 
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addition of overflow logic. The circuit holds the adder output at level 
127 if overflow occurs or at level zero if the adder underflows, that is, 

Yn = 127 if Yn-l + Xn- 1 ~ 127 
and 

Yn = 0 if Yn-l + Xn- 1 ~ O. 

The overflow logic effectively clamps the accumulator when it is under­
driven; we make use of this action to fix the dc level in the coder. 
The delay period of one element is realized with a clocked flip-flop. 

The digital-to-analogue converter uses the ladder method of con­
version. The seven-bit converter was built using selected 1 per cent 
resistors and has a settling time of less than 50 ns. Resampling for 
display purposes was not considered necessary; within the loop the 
classifier resamples. 

2.3 Alignment 

Setting the input and output levels of a quantizer accurately is 
normally a tedious problem requiring precise equipment. In this sec­
tion we describe a self-alignment technique using the digital-to­
analogue converter of the differential quantizeI'; the level adjustment 
problem then becomes quite trivial. 

Since the representative levels of the weighter are assigned digitally, 
they can be set exactly with the wired plugboard. The decision levels, 
however, are analogue levels, and they need to be set up accurately 
both in relation to themselves and to the representative levels. To do 
this, the feedback loop is broken between the classifier, and the 
weighter and the classifier levels are set up digitally in the weighter at 
twice the desired value. The sign bit to the accumulator is alternated 
each sample period so that the output of the digital-to-analogue con-
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verier is a square wave of twice the desired amplitude. The input video 
signal is disconnected so that only the square wave is coupled to the 
classifier. Since the signal is ac coupled, the excursions from the mean 
are of the right value to set both the positive and negative decision 
levels. The control on the position of the threshold is adjusted until 
the decision stage just triggers. Nothing more complex than a volt­
meter is required to make this adjustment. 

III. INVESTIGATIONS 

3.1 I deal W eig hter-Integrator 
Probably the most significant difference between previous analogue 

implementations of the differential quantizer and the present digital 
implementation is the fact that the weights are known exactly and 
the integrator accumulates exactly until it is reset at the end of a line. 
Thus, the weights of the larger levels can be set at values which are 
exact multiples of the smallest (or inner) levels. For example, if the 
inner pair of levels was set at 3j128ths and the other three pairs of 
levels were set at 6j128ths, 12j128ths, and 21j128ths, this would be 
called a multiple setting of the weighter. A multiple setting is a neces­
sary condition for producing clear contour patterns that are the same 
as one gets with ordinary quantization. Figure 3b, which shows a pic­
ture processed by the digital differential quantizer, illustrates these 
contour patterns; for comparison Fig. 3a shows the original signal. The 
picture was chosen because of its fiat background which has the effect 
of emphasizing contours. A coarse quantizer setting with only seven 
levels is used to make them more visible. 

By going to a nonmultiple setting, the coded amplitude in a fiat 
area of the picture will vary from line to line depending upon what 
levels were used in the previous part of the line. It might be argued 
that this effect could be used to mask contouring. It can, but it is not 
very successful as Fig. 3c shows. There is still contouring on the left 
side of the picture; the right side is quite streaky compared with what 
can be done using other methods (Fig. 3d). These methods are dis­
cussed further in Section 3.4. 

Thus, for a multiple setting of the weighter the low-detail areas of 
the picture are quite free from random noise. Quantizing errors show 
up as more or less visible contours (depending on the level setting 
and the type of picture material) which are quite sharp if the input 
signal-to-noise ratio is high. Quantization error at edges and in high 
detail areas, on the other hand, is more random in nature. 
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Fig. 3 - Pictures processed by digital differential quantizer: (a) original 
analogue signal, (b) processed picture-seven levels with multiple setting of 
levels, (c) processed picture-seven levels with nonmultiple setting, and (d) 
processed picture-same level setting as (b) with 4 X 4-step dither signal added. 
(The scan lines and printing screen cause moire patterns that are not in the 
originals.) Glossy prints of this figure can be obtained by writing to the authors. 

3.2 Quantizer Characteristic 

We are limited to symmetrical configurations of the decision and 
representative levels because of the way the quantizer was designed. 
However, there is nothing to suggest that a nonsymmetrical setting 
would have any significant advantage. Many settings were tried 
using nine representative levels-four positive levels, four negative 
levels, and a zero level. The scale of Table I was found to give good 
results-no contouring is apparent but the skilled viewer can detect 
slight degradation at edges. The best setting changes only slightly 
with the subject matter. For contrasty pictures and graphics, edges 
can be improved by expanding the scale slightly. This is done by 
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reducing the input amplitude and increasing the output amplitude 
by a compensating amount. 

Eight-level settings of the weighter were investigated using the same 
configuration as with nine levels, except that the zero representative 
level was removed by moving the first pair of decision levels at ± 1 
percent to zero. The smallest output step of this configuration, however, 
is unchanged. Edges should also be reproduced with the same fidelity. 

The pictures obtained with eight levels are very similar to the nine­
level pictures. Contours still occur with about the same visibility for 
coarse-level settings but now a constant amplitude consists of an 
oscillation between two levels separated by an amount equal to the 
smallest step size. This oscillation is largely removed by the filter­
ing at the receiver and the filtering taking place in the eye. 

Since there is little choice between the picture qualities of the 
eight-level setting and the nine-level setting, the eight-level setting 
would be preferred since fewer levels are required. However, the nine­
level configuration of Table I can be altered to significantly reduce 
the visibility of contours by placing the first pair of decision levels 
at half the value given in Table 1. One can show that this is equiva­
lent to adding a deterministic, two amplitude dither signal (which is 
random in the vertical and temporal directions) in the horizontal di­
rection (see Section 3.4 and Ref. 6). The quantizer levels can now be 
expanded (taking advantage of the reduction in visibility of con­
tours) to reproduce high-detail areas more accurately, giving an over­
all improvement in picture quality. 

In a number of analogue differential quantizers built previously by 
others, representative level settings of approximately 1, 3, 7, and 20 
percent (for example, Ref. 2) have been found satisfactory. This set­
ting compares with approximately 2, 6, 14, and 24 percent for the 
digital differential quantizer. The difference in the inner level settings 

TABLE I-LEVEL POSITIONS OF QUANTIZER* 

Level ±1 ±2 ±3 ±4 
-----------------

Decision 
Level ±1 ±4 ±1O ±19 

---------------
Representative 
Level 0 ±2 ±6 ±14 ±24 

* Expressed as percent of peak-to-peak signal. 
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is quite large and is almost surely the result of the different integrator 
characteristics. 

The picture quality is rather insensitive to a change in input signal 
amplitude. For example, an increase of 4 dB in signal level causes a 
slight loss of sharpness at edges with a decrease in the visibility of 
contours, while a decrease of 4 dB improves the edges and makes the 
contours a little more visible. 

3.3 Sign Predictor 

If there is to be no further coding of the digital signal (apart from 
assigning a constant length word to each output sample), it is more 
efficient to have the number of quantizer output levels equal to a 
power of two. Thus, the improvement in quality obtained using nine 
output levels would be negated if four bits instead of three had to be 
assigned to each picture sample. 

Now we describe a simply implemented scheme (which may also 
be used with differential quantizers having analogue integrators) for 
reducing the required number of levels by one. The scheme enables 
the nine-level setting to be used with a channel transmitting at the 
rate of three bits per picture element. 

The probability of having the largest level (level number four) 
preceded by a level of the opposite sign is small. One factor tending 
to reduce this probability is the smoothing provided by the normaliz­
ing filter at the input to the differential quantizer.* Consequently, the 
sign of an outside level can be predicted fairly accurately by assum­
ing that it is the same as the previous sign. If the prediction is wrong, 
a number three level, rather than a number four level, is used and will 
thus have the correct sign. 

Thus, a level is effectively eliminated since instead of indicating 
that the fourth positive or the fourth negative level has occurred (one 
of two possible events), it is only necessary to indicate to the decoder 
that the fourth level has occurred (one event) and the decoder then 
assigns the sign of the previous sample. The signal is modified in this 
way immediately after the classifier stage; this modification is best 
regarded as an adjnnct to classification. Thus, the encoder and de­
coder keep in track; in the event of an outside level being preceded 
by a level of the opposite sign, the slope capability of the encoder 
and decoder is reduced. For most pictures it is difficult to detect any 

* The input filter is 3 dB down at 670 kHz and 14 dB down at half the sam­
pling frequency (1 MHz). The output filter is 6 dB down at 1 MHz, giving an 
overall attenuation of 20 dB at 1 MHz. 
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change in picture quality when level elimination is used with nine 
levels. It is simple to implement-in fact it requires only an addi­
tional flip-flop and two gates. 

3.4 Dither 

3.4.1 Straight Quantization with Dither 
In quantizers used for straight PCM encoding, contouring becomes 

obvious if less than about 100 levels are used. However, small am­
plitude, high frequency waveforms may be added to the coarsely 
quantized signal to reduce the visibility of the contours. The penalty 
associated with adding dither (as these added waveforms will be 
called) is that the background noise level in the picture is increased 
slightly. The task in designing dither waveforms is to select that 
waveform which has the minimum visibility and hence disturbs the 
picture the least. In the past, random and pseudorandom waveforms 
have been investigated/,7 but more recent calculations have been made 
with deterministic waveforms (or patterns) indicating their superio­
rity.6 

3.4.2 Differential Quantization With Dither 

Dither can be used to advantage in the digital differential quan­
tizer. The quantizer levels are generally set so that contouring is not 
detectable; but if dither is used, the level spacing can be expanded 
to either enable the number of levels to be reduced (say from nine to 
seven) or improve the picture quality by reproducing edges more 
sharply. 

For a certain quantizer configuration, the design of the dither 
waveform becomes identical to the design for ordinary quantizers.6 
Figure 4 shows this configuration, which has a representative level at 
zero and the first pair of representative levels set at twice the value 
of the first pair of decision levels. On the other hand, dither with a 
decision level at zero produces complex multilevel output waveforms 
and is not considered here. 

Dither may be applied in two ways; the design of the waveform 
depends on the way it is applied. In the first way it is just added at 
the input. In the second way, besides adding the waveform at the in­
put it is subtracted from the output. For random uncorrelated wave­
forms Roberts has shown· that for random dither the addition-sub­
traction technique is superior to addition alone5-the variance of the 
output waveform is reduced by one half. 
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Fig. 4 - Configuration of quantizer with representative level at zero. 

However, for a deterministic waveform it has been predicted that 
there is little difference in the visibility of waveforms designed for 
addition and waveforms designed for addition-subtraction.6 This 
prediction has been tested using a four-amplitude (four-step) pattern 
with the sequence 1, 3, 2, 4 applied to one dimension, the vertical 
dimension (Fig. 5). Notice, that although the added waveform is 
written 1, 3, 2, 4, it has a mean of zero and the levels are positioned 
uniformly within the quantizing interval as shown in the figure. 
Theoretically, this is the best one-dimensional, four-step dither wave­
form for the addition method. The design technique for the addition­
subtraction waveform is different from the design for the addition 
waveform and, in fact, there are two waveforms that have minimum 
visibility; they are sequence 1, 3, 2, 4 (as for the addition method) 
and sequence 1, 2, 4, 3. 

3.4.3 Result with Dither 

We now describe the results obtained by adding the waveforms to 
two particularly sensitive types of display. The first display is a 
ramp applied in the horizontal direction (Fig. 6); the second is a 
picture with large flat areas (Fig. 3). For the addition method, the 
waveform introduces a small amount of frame flicker as a result of 
interlace since the component added to the first and third lines (field 
one) is not equal to the component added to the second and fourth 
lines (field two). Although the add-subtract method does appear to 
give a smoother looking display, the difference is very slight. 
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Fig. 5 - Four-step dither waveform. 

Fig. 6 - Ramp signal processed by digital differential quantizer: (a) Original 
analogue signal, (b) processed signal-no dither, (c) processed signal-dither 
added in vertical direction with four-step pattern, and (d) processed signal­
dither added in vertical and horizontal directions with 4 X 4-step pattern. (The 
scan lines and printing screen cause moire patterns that are not in the originals.) 
Glossy prints of this figure can be obtained by writing to the authors. 
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The 1, 2, 4, 3 pattern, as expected, gave the same results as the 
1, 3, 2, 4 pattern for the addition-subtraction method. For the addi­
tion method, frame flicker was eliminated with a 1, 2, 4, 3 pattern but 
the output waveform was more visible since the dither waveform is 
less suitable. 

A two dimensional 4 X 4 step dither waveform was generated for 
the horizontal and vertical dimensions. Table II shows the pattern. 
With reference to Table II, the sequence 1, 9, 3, 11, 1, 9, 3, 11 ... 
was added to the first line; 14, 6, 16, 8, 14, 6, IH, 8 ... was added to 
the second line, and so on. Thus 1, 9, 3, 11 ... would be added again 
to the fifth line. 

Since we have interlace, line one is in a different field than line 
two. The average contribution to each field can be found by adding 
the numbers in each line. The first and third lines contribute to the 
first field and have a total of 24 + 28 = 52. The second and fourth 
lines contribute to field two and have a total of 44 + 40 = 84. Hence, 
the average contribution to field one is not equal to the average con­
tribution to field two and a small amount of 30 Hz flicker results. 

The pattern in Table III does average out over a frame and hence 
would produce no flicker but was not investigated at this time. Fig­
ure 3d shows the improvement obtained by using the dither signal of 
Table II, compared with not using dither (Figure 3b). The photo­
graphs indicate fairly accurately the improvement due to dither, 
since this particular dither waveform does not rely on time averaging. 

An attempt was made to quantitatively assess the improvement 
resulting from dither. Theoretical predictions were that four-step 
interpolation would reduce the visibility of contours by 7.1 dB and 
4 X 4-step dither by 16.8 db.6 The method used to test these figures 
was to add dither to the quantized ramp display (Fig. 6b). A sub­
ject attenuated the displayed picture signal until the visibility of the 
display without dither was equal to the display with dither. The 
amount of attenuation was then recorded. The viewing distance was 

TA.BLE II-Two DIMENSIONAL 4 X 4-STEP DITHER WAVEFORM 
WITH UNBALANCED FIELD CONTRIBUTIONS 

Vertical 
! 

1 
14 
4 

15 

Horizontal --t 

9 
6 

12 
7 

3 
16 
2 

13 

11 
8 

10 
5 

Line Totals 

Field 1 24 
Field 2 44 
Field 1 28 
Field 2 40 
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36 inches. For the four-step pattern (Fig. 6c), four technical sub­
jects gave an average value of 9 dB with a spread of 4 dB, probably 
reflecting the difficulty of making a match in the presence of flicker. 
For the 4 X 4-step pattern (Fig. 6d), three subjects gave an average 
attenuation of 14.3 dB with a spread of 1 dB. These measurements 
support the theoretical figures of 7.1 dB and 16.8 dB. 

A quantitative comparison with picture material would be more 
difficult and has not been attempted. The method above is not suitable 
because attenuating the amplitude of the output signal for the picture 
without dither produces displays that are quite different in appear­
ance. Qualitatively, the reduction in visibility of contours in low­
detail areas of the picture is quite dramatic. 

3.5 Further Coding 

When subsequent coding is permitted, the whole approach to the 
design of the encoder changes. For example, applying dither in the 
horizontal direction would lead to a less efficient Huffman code (as 
would a short integrator time constant) while dither applied vertically 
or temporally would have little effect. 

3.6 Transmission Errors 

A chief disadvantage of the digital accumulator is that an error 
in transmission will affect subsequent picture elements until the ac­
cumulator is reset. Thus, each error will produce a horizontal streak 
which starts at the point where the error is made and persists to the 
right edge of the picture where the accumulator is reset. With an 
analogue integrator the length of an error streak is commensurate 
with the time constant of the integrator (time constants as short as 
six picture elements have been used) ; however, as mentioned previ­
ously, a short time constant has other disadvantages. 

The length of an error streak in the digital implementation can be 
shortened by updating the accumulator during the line. For example, 

TABLE III-Two DIMENSIONAL 4 X 4-STEP DITHER WAVEFORM 

WITH BALANCED FIELD CONTRIBUTIONS 

Vertical 
1 

1 
10 
4 

11 

Horizontal ~ 

14 
5 

15 
8 

3 
12 
2 
9 

16 
7 

13 
6 

Line Totals 

Field 1 34 
Field 2 34 
Field 1 34 
Field 2 34 
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a full seven-bit PCM signal may be transmitted halfway through 
each line. The accumulator at the receiver could be updated to this 
value thus truncating any error which may have occurred. Of course, 
this process could be repeated more often (with a consequent reduc­
tion in information transmission efficiency) for a high transmission 
error rate. This method of reducing the effect of errors is analogous 
in a way with shortening the time constant of an analogue integrator 
without the same disadvantage. 

The precision of digital integration leads to another method for 
reducing the effect of errors. Assume that overflow or underflow of 
the transmit accumulator is inhibited. Then, when the coder at the 
transmitter is reset to a pre-assigned value at the end of a block of 
data (say a line), the decoder at the receiver should recover to the 
same value. If it does not, transmission errors have occurred. Errors 
that would escape detection in this way are self-correcting errors, for 
example, level "a" is received as level "b" followed by level "b" re­
ceived as level "a". In practice, the probability of an error being of 
this type would be small. 

When a block of data is detected as being in error it can be re­
placed by an estimate of that block. Now since there is a large amount 
of unexploited redundancy in a television signal, a reasonable estimate 
of the line can be made. For example, the previous line could be used 
or the next and previous lines could be averaged. This technique would 
probably be satisfactory down to error rates where the probability of 
obtaining errors in adj acent blocks becomes significant. If the block 
length was one quarter of a line, error rates of one per line or ap­
proximately one in 103 might still give a reasonable picture. The 
degradation would appear as a slight loss in vertical resolution. This 
proposal has the disadvantage that at least two lines of storage 
would be required at the receiver. 

IV. SUMMARY 

We were able to construct a rugged, adjustment-free quantizer 
with low precision components by using digital techniques at cer­
tain points in the path of a differential quantizer. High quality pic­
tures are obtained by using either seven, eight, or nine quantizer out­
put levels. The quality appears somewhat different from the pictures 
obtained with analogue implementations. The pictures appear less 
noisy. This is attributed to two facts: (i) the values of the quantizer 
output levels are assigned digitally allowing the larger levels to be set 
at an exact multiple of the smallest level; (ii) integration is also per-
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formed digitally, resulting in a virtually infinite time constant. 
A simple technique was described whereby the number of quantizer 

output levels required to be transmitted can be reduced by one. Thus, 
a nine-level picture, which gives an improvement in picture quality 
over an eight-level picture can be transmitted at the rate of three bits 
per picture element. 

By expanding the quantizing scale (spacing the levels further 
apart), edges were reproduced more sharply; however, contouring 
(exactly as encountered in straight quantization) becomes obvious in 
low-detail areas of the picture. By adding specially designed dither 
waveforms to the input signal, contours were "washed out" at the ex­
pense of a very small increase in background noise. Changing the 
input amplitude by ±4 dB produced little change in picture quality. 

Because of the long effective time constant of the digital integrator, 
transmission errors are more visible than in differential quantizers 
employing a short integrator time constant. Two methods for reducing 
the visibility of such errors were discussed. 

In a visual communication system, a coder must be reliable and 
have a long adjustment-free life under a wide variety of environ­
mental conditions. Further, a decoder must be capable of working with 
every encoder in the system. The digital differential quantizer is 
ideally suited to such a situation. 
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