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We can define a function y for the g.s.m. G, as above. y maps K X �~�*� 

to the subsets of K. If q is in K and w is in �~�*�,� then 

y(q, w) = {p 1 o(p, w) = q}. 

For w in 2;* and a in 2;, given y(q, w), we can find y(q, aw) by: y(q, aw) = 
{p 1 for some PI in y(q, w), o(p, a) = pd. 

We intend to prove that if A is a balloon automaton of class C, 
and G is a g.s.m., then there is an automaton, A 1, in C, such that 
T(Al) = {¢w$ 1 if G(w) = WI, then ¢wI$ is in T(A)}. We need an 
auxiliary definition and a lemma. 

A two-way finite automaton20 is a device with a two way, read only 
input tape and a finite control. Formally, the device is denoted A = 
(K, 2;, 0, Po, F). ]( and �~� are finite sets of states and input symbols, 
respectively. 2; always includes ¢ and $, the left and right endmarkers 
of the input, respectively. F �~� K is the set of final states, and Po, 
in ](, is the start state. 0 maps K X �~� to ]( X {-I, + I}. Intuitively, 
if o(q, a) = (p, d), then A, scanning a on its input, in state q, goes 
to state p, and moves its input head left or right, depending on whether 
d = -1 or +1. 

We denote a configuration of A, with input w, by (q, w, i). We assume 
w can be written as ¢wl $, where WI is in �(�~� - {¢, $} )*. Let WI consist 
of n symbols. The position of the input head is indicated by i. That is, 
i = 0 if the input head is scanning ¢, if i = n + 1, the head scans $, 
and if 1 �~� i �~� n, the head scans the ith symbol of WI' counting 
from the left. Thus, ¢ is the zeroth symbol of w, and $ the n + 1st. 
Of course, q is the current state of A. 

Say that (qi , w, i l ) 1::1 (q2 , w, i 2) if a is the iith symbol of w, O(qi , a) = 
(q2, d) and i2 = i l + d. However, we must have 0 �~� i2 �~� n + l. 
We define the relation �I�~� by (q, w, i) �I�~� (q, w, i), for any configuration, 
(q, w, i), of A, and (qi , w, i l ) �I�~� (qm, w, i m) if there are configurations 
(q2, w, i 2), (q3, w, i 3), •• , , (qm-I, W, i m- I) such that for 1 �~� j < m, 
(qj, w, i j) IA" (qj+l, w, ii+l)' Although we are not concerned with 
acceptance by two-way finite automata, (they accept the regular sets, 
as is well known) we will define the tapes accepted by A, denoted 
T(A), to be {w I W in �¢�(�~� - {¢, $} )*$, (Po, w, 0) �I�~� (p, w, i) :for some 
p in F and integer, i}. 

Lemma 3: Let G = (K, �~�,� Ll, 0, A, Po) be a g.s.m., with ¢ and $ not in �~�.� 
Then, 'we can construct a two-way finite automaton, 

A = (K l , �~� V {¢, $},OI , qo, F) 

with the following properties: 
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(i) K1 is expressed as K2 X 1(. Elements of Ie are denoted [q, p] where 
q is in 1(2 , p in K. 

(ii) q1 and q2 are particular elements of K2 . 
(iii) Let w = a1a2 ... an be in ~*, each ak in ~, 1 ~ k ~ n. Suppose 

o(Po, a1a2 ... ai-l) = p, i ~ 2. Then 

([qi , p], ¢w$, i) I~ ([q2 , q], ¢w$, i - 1), 

where o(p~, aIa2 ... ai-2) = q. Never is qi or q2 the first component 
of state of A, except for the first and last configurations. 

(iv) qo and F are irrelevant, since the lemma concerns, not the recognizing 
power, but the structure of two-way finite automata. 

Proof: This lemma was essentially proven in Ref. 11, with direction 
of input head reversed. We shall, therefore, not give a formal proof, 
but just sketch the argument. The result in Ref. 11 did not involve 
the function 0 of a g.s.m., but another function which had the properties 
needed, properties which 0 has. These properties are: 

(i) o(q, w) is unique for q in K, W in ~*. 
(ii) If -y is defined as in the definition of the g.s.m., and PI and P2 

are in K, Pl ~ P2 , then for any w in ~*, W ~ €, -Y(Pl , w) and -Y(P2 , w) 
are disjoint. (For if p were in both, then o(p, w) = PI = P2 , violating (i).) 

(iii) If P3 is in-Y(PI ,w) and P4 in-y(p2 ,w), and w = WIW2 with W2 ~ €, 

then O(P3 , WI) ~ O(P4 , WI)' (For if not, let O(P3 ,WI) = O(P4' WI) = p. 
Then-Y(PI ,W2) and-y(p2 ,w2) each contain p, and W2 ~ €, violating (ii).) 

(iv) If PI and P2 are in -yep, w), then O(PI' w) = O(P2' w) = p, by 
definition of -y. 

We will now sketch the design of A. Let ¢w$ be its input, w = 
ala2 ... an, as in the statement of the lemma. Suppose the input head 
of A is scanning ai , and A is in state [q1 , pl. Presumably, 

o(Po, aIa2 ... ai-l) = p. 

A moves its input head left, and computes -yep, ai-l)' If -yep, ai-I) 
contains a single element, Pl, the~ PI must be o(Po, aIa2 ... ai-2). 
A can easily enter configuration ([q2 , pd, w, i-I). 

It is not possible that -yep, ai-l) is empty. Suppose -yep, ai-l) con­
tains r elements, r > 1. Let these be Pl, P2, "', Pr . A moves left. 
For j = i - 2, i - 3, i - 4, ... it successively computes 

-Y(Pk' ajaj+l ... ai - 2) 

from -Y(Pk' ai+1aj+2 ... ai-2) for 1 ~ k ~ r. Unless the process ter­
minates, in one of two ways we will describe, A then ~rops -Y(Pk , ai+laj+2 
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... ai-2) from memory. Given G, we can find an upper bound on r, 
so the amount of information stored in A's finite control is bounded. 

(i) Suppose that for some largest j, for only one value of le, say le = m, 
is 'Y(Pk ,aiai+1 ... ai-2) nonempty. Then surely Pm is o(Po , ala2 ... ai-2)' 
A must find its way back to position i - 1. Presumably, one can find 
leI and k2 such that 'Y(Pk , , aj+1aj+2 ... ai-2) and "(Pk. , ai+1ai+2 ... ai-2) 
are not empty. Choose Sl and S2 from these sets, respectively. A then 
moves right, computing O(Sl ,ai+1ai+2 ... az) and 0(S2 , ai+1a~+2 ... az) 
for l = j + 1, j + 2, .... By comments (iii) and (iv) above, we will 
not have O(Sl , ai+1ai+2 ... az) = 0(S2' ai+1aj+2 ... az) untill = i - 1. 
A is thus positioned properly, and can enter configuration 

([q2, Pm], W, i-I). 

(ii) Suppose that no j satisfies condition (i). Then A will eventually 
reach the left endmarker. It must be that for some m, Po is in ,,(Pm, 
a1a2 ... ai-2)' Thus, Pm is O(Po, ala2 ... ai-2)' A must find its way 
back to position i - 1. So, A chooses Sl and S2 in 'Y(Pk , , ala2 ... ai-2) 
and "(Pk. , ala2 ... ai-2) for some k1 ~ le2 . A moves right, successively 
computing O(Sl , ala2 ... az) and 0(S2' ala2 ... az) for l = 1, 2, .... 
When O(SI , a1a2 ... az) = 0(S2' a1a2 ... al), we must have l = i - 1. 
A easily enters configuration [q2 , Pm), W, i-I). 

Theorem 4: Let Al = (81,11, M, fl , gl , h, r1 , F1) be a balloon automaton 
in class C. Let G = (K, 2;, ~, 0, A, Po) be a g.s.m., where ~ = 11 - {¢, $}. 
Then there is an automaton, A2 in class C, such that 

T(A 2) = {¢w$ I ¢G(w)$ is in T(Al)'}' 

T(A 2) is commonly called an inverse g.s.m. mapping of T(AI)' 

Proof: Let A = (I{I, 2; V {¢, $}, 01, qo, F) be the two-way finite 
automaton constructed from G in Lemma 3. Let A2 = (82 , 12, J1f, 
f2' g2 , h, r2, F2), where 12 = 2; V {¢, $}. Let 8 2 = {[q, p, r, u, l, le] I q 
in K2 , P in K, r in 8 1 , u a string in (11 - {¢, $})*, of length at most 
max (\ A(S, a) \ for s in K, a in 2;), l an integer between ° and \ u \, 
and le an integer between 1 and 8}. t ]{2 is defined as in Lemma 
3, as are its particular elements, ql and q2 . r2 = [q2, Po, rl, €, 0, 1]. 
F2 is the set of all states in 8 1 whose last component is 8. 

We shall call the last component of states in 8 2 the pointer. It in­
dicates, among other things, if A2 is simulating A, Al or G. The first 
component is part of a state of A. It is needed because A2 may move its 

t Ixl denotes the length of string x. 
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head left to simulate AI. In that case, the routine A is needed to 
determine the state of G at the new position of A/s input head. The 
second component of A 2's state indicates what state G would be in if 
it had processed whatever is to the left of A/s input head. The third 
component is the state of AI. The fourth component is the output 
when the input to G is the symbol currently scanned by A/s input 
head. The fifth component indicates where, among the symbols of the 
fourth component, At's input head would be. In Fig. 3, the construction 
of A2 is symbolically indicated. 

We define f2 by: 

(i) (f2) [(I,p,r,u,l,k) = 0:(0) for k = 3, 5, 6, 7, 8. 
(ii) (f2)[(1,1',r,u",k) = (fI)r for k = 1, 2, 4. For min M, P in K, q in 

K 2, r in 8 1 but not in FI and a in 12 - {¢, $}, we define g2 by: 
(iii) g2([q2 , Po , r, €,O, 1], ¢, m) = ([q2 , Po , 8, €,O, 1], 0) if gi (r, ¢, m) = 

(8, 0). (A2 simulates AI' scanning and remaining at ¢ on its input.) 
(iv) g2([q2 , Po , r, €,O, 1], ¢, m) = ([q2, Po , 8, €, 0, 2], + 1) if gi (r, ¢, m) = 

(8, + 1). (A2 simulates Al moving right from ¢. The pointer is set to 2, 
so A2 will next compute the output of G for the symbol it will next 
scan on its input.) 

(v) g2([q2 , p, r, €, 0, 1], $, m) = ([q2, p, 8, €, 0, 1], 0) if gI(r, $, m) = 
(8,0). (A2 simulates Al scanning and remaining at $.) 

(vi) g2([q2 , p, r, €,O, 1], $, m) = ([qI, p, 8, €, 0, 4], 0) if gI(r, $, m) 

Fig. 3 - Automaton A2. 
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(8, -1). (A2 simulates A I moving left from $, and prepares to simulate 
A. The pointer is set to 4, and the first component to ql.) 

(vii) 02([q, p, r, E, 0, 4], a, m) = 02([q, p, r, E, 0, 5], a, m) = ([q', p', r, E, 

0, 5], d) if Ol([q, p], a) = ([q', p'], d), for q ~ q2 , and a in 12 . 
(A2 simulates A in A2'S first two components of state. The pointer 
is held at 5.) t 

(viii) 02([q2 , p, r, E, 0, 5], a, m) = ([q2, p, r, u, l, 6], 0) if U = X(p, a) 
and U ~ E. Here, I u I = l. (A2 computes the output of G and prepares 
to simulate Al . The pointer is set to 6.) 

(ix) If instead, X(p, a) = E, 02([q2 , p, r, E, 0, 5], a, m) = ([ql' p, r, 
E, 0, 5], 0). (A2 must simulate A again to find an input symbol that 
gives an output ~ E.) 

(x) 02([ql, Po , r, E, 0, 4J, ¢, m) = 02([ql, Po , r, E, 0, 5J, ¢, m) and is 
equal to 02([q2 , Po, r, E, 0, 1], ¢, m) as defined by rules (iii) and (iv). 
(A2 was prepared to begin simulating A, but found itself at the left 
endmarker. Note that in this case, the state of G must be Po. A2 im­
mediately simulates AI.) 

(xi) 02([q2 , p, r, E, 0, 2], a, m) = 02([q2, p, r, E, 0, 7J, a, m) = ([q2, 
p, r, u, 1, 6], 0) if X(p, a) = U and U ~ E. (A2 has simulated a move 
right of AI'S input head. It computes the output of G and prepares 
to simulate AI. The pointer is set to 6, as in rule (viii).) 

(xii) If instead, X(p, a) = E, 02([q2 , p, r, E, 0, 2], a, m) = 02([q2, p, 
r, E, 0, 7J, a, m) = ([q2, t, r, E, 0, 7], + 1) if o(p, a) = t. (A2 must search 
right, in order to find an input symbol that does not give E output 
when given to G.) 

(xiii) 02([q2 , p, r, E, 0, 2], $, m) = 02([q2, p, r, E, 0, 7], $, m) and is 
equal to 02([q2 , p, r, E, 0, 1], $, m) as defined by rules (v) and (vi). (A2 
was simulating a move by Al , but encountered the right endmarker. 
A2 immediately simulates another move of AI.) 

(xiv) Suppose U ~ E and 1 ~ l ~ I u I. Also, suppose Ol(r, b, m) = 
(8, d), where b is the lth symbol of u, and 1 ~ l + d ~ I u I. Then, 
02([q2, p, r, u, l, 1], a, m) = 02([q2, p, r, u, l, 6], a, m) = ([q2, p, 8, 
U, l + d, 1], 0). (A2 simulates a move of A I , where A I is assumed 
scanning the lth symbol of u.) 

(xv) Under the assumptions of (xiv), if l + d = 0, 02([q2, p, r, u, 
l, 1], a, m) = 02([q2 , p, r, u, l, 6], a, m) = ([ql, p, 8, E, 0, 4], 0). (A2 
simulates Al , but finds that Al moves left from u. A2 prepares to sim­
ulate A.) 

(xvi) Under the assumptions of (xiv), if l + d > I U I, 02([q2, p, r, 

t Recall 01 is the next state mapping of A. 
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U, l, 1], a, m) = g2([q2, p, r, u, l, 6J, a, m) = ([q2, t, s, EO, 0, 2J, + 1), 
where t = o(p, a). (A2 simulates AI' but finds that Al moves right 
from u. A2 simulates the state transition of G.) 

For r in Fl and any le: 

(xvii) g2([q, p, r, u, l, leJ, a, m) = ([q, p, r, u, l, 8J, 0). (AI has been 
:::;imulated entering an accepting state. A2 sets the pointer to 8 and 
accepts.) 

By rule (xvii) above, we see that exactly when A2 gets to a state 
with third component in F I will it accept. It is sufficient to show that 
A2 can simulate any single move of A 1 which does not start from an 
accepting state. 

Formally, let us focus our attention on a particular input, ¢w$, 
to A2 , where w is in (I2 - {¢, $} )*. Let G(w) = v and / v / be n. For 
this particular w, and configuration (r, ¢v$, j, i) of AI' we define the 
inverse image of (r, ¢v$, j, i), denoted H(r, ¢v$, j, i) as follows: 

(i) If i = 0, then ([q, Po, r, EO, 0, k], ¢w$, 0, i) is in II(r, ¢v$, 0, i) 
if either k = 1 and q = q2 or le = 4 and q = ql , or k = 5 and q = ql . 

(ii) If i = n + 1, then ([q2, p, r, EO, 0, k], ¢w$, n l + 1, i) is in H(r, 
¢v$, n + 1, i) if P = o(Po, w) and le = 1, 2 or 7. Here n l = / w /. 

(iii) If 1 ~ j ~ n, ([q2, p, r, U, l, leJ, ¢w$, jl , i) is in II(r, ¢v$, j, i) 
if one can write v = V1UV2 and w = w1aW2 , a in 12 - {¢, $}, such that 
the following is true: 

(a) o(po, WI) = P 
(b) 'A (Po , WI) = VI 

(c) 'A (p, a) = u ~ EO 

(d) il = / WI / + 1 
(e) i = / VI / + l 
(f) k = 1 or 6. 

Intuitively, A/s input head is scanning the symbol gIVmg rise, 
when fed to G, to the symbol scanned by the input head of A I • 

We must show that if (r, ¢v$, jl, i 1) /Al (s, ¢v$, j2, i 2), and r is not 
in F 1, then if ([q , PI, r, U I , ll' leI], ¢w$, j3, i I) is a configuration 
in H(ri , ¢v$, il , i I), then there is some configuration ([q' , P2 , S, U2 , 
l2 , le2], ¢w$, j4 , i 2) in H(s, ¢v$, j2 , i 2) such that: 

([q, PI, r, U1 , II , leI], ¢w$, j3 ,jI) /~. ([q' , P2 , S, U2, l2 , le2J, ¢w$, j4 , i 2). 

Case 1: jl = j2 = 0. The result follows trivially from rules (ii) , (iii) 
and (x). 
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Case 2: il = i2 = n + 1. Trivial from rules (ii), (v) and (xiii). 

Case 3: il = 0, j2 = 1. By rules (ii) , (iv) and (x), ([q, Po, r, E, 0, k], 
¢w$, 0, i l ) IA" ([q2, Po, s, E, 0, 2], ¢w$, 1, i 2). By rules (i), (xi) and (xii), 
if v ~ E, ([q2, Po, s, €, 0, 2], ¢w$, 1, i 2) It ([q!J, p, s, u, 1, 6], ¢w$, j, i 2), 
where if w = a1a2 ... ant' then o(Po, ala2 ... ai-I) = p, "(Po, a1a2 
•.. ai-I) = € and "(p, ai) = u. If v = E, by rules (i) and (xii) ([q2 , 
Po, s, €, 0, 2], ¢w$, 1, i 2) I~. ([q2, p, s, €, 0, k l ], ¢w$, n l + 1, i 2), where 
P = o(Po, w) and kl = 2 or 7. 

Case 4: il = n + 1, j2 = n. By rules (ii) , (vi) and (xiii), ([q2, PI , 
r, E, 0, k], ¢w,$ nl + 1, i l) lAo ([ql , PI , S, E, 0, 4], ¢w$, n l + 1, i2)' If v ~ E, 
by Lemma 3, and rules (i), (vii), (viii) and (ix) , ([ql' PI, S, €, 0, 4], 
¢w$, n l , i 2) I~o ([q2, P2 , S, u, l, 6], ¢w$ i, i 2), where if w = a1a2 ... an, , 
o(POa1a2 ... ai-I) = P2, "(Po, a1a2 ... ai-I) = VI, V1U = V, and 
"(P2, ai) = u. If v = E, by Lemma 3 and rules (i), (vii) and (ix) , 
([ql, PI , S, E, 0, 4], ¢w$, n l , i 2) I~o ([ql , Po, s, €, 0, k], ¢w$, 0, i 2), where 
k = 4 or 5. 

Case 5: il is not ° or n + 1. Also, l + j2 - il lies between 1 and I U I, 
where land U are defined in part (iii) of the definition of inverse image. 
The result is immediate from rules (ii) and (xiv). 

Case 6: il is not ° or n + 1, but l = I u I and j2 = jl + 1. By rules (ii) 
and (xvi), ([q2, Pl, r, u, l, k], ¢w$, j2 , il) lAo ([q2, P2, S, €, 0, 2], ¢w$, 
i3 + 1, i 2), where ([q2, Pl , r, u, l, k], ¢w$, i3, il) is either of the inverse 
images of (r, ¢v$, jl , il)' The rest of the argument for this case is similar 
to that of case 3, and will be left to the reader. 

Case 7: jl is not ° or n + 1, but l = 1 and j2 = jl - 1. By rules (ii) 
and (xv), ([q2 , p, r, u, l, k], ¢w$, j3 , il) lAo ([q2 , p, S, E, 0, 4], ¢w$, i3 , i 2), 
where the former configuration is again either of the inverse images 
of (r, ¢v$, jl, il)' The argument proceeds as in case 4. 

We claim, from the above, that ([q2, Po, r l , €, 0, 1], ¢w$, 0, 1) I~. 
([q, p, r, u, l, k], ¢w$, il , 't) lAo ([q, p, r, u, l, 8], ¢w$, il , 't), for some r 
in F 1 , k ~ 8, if and only if (rl , ¢v$, 0, 1) I~. (r, ¢v$, i, 1) by a sequence 
of moves for which Al never previously enters an accepting state. 
Here u, l, j and jl are related as in part (iii) of the definition of inverse 
image. Thus, T(A2) = {¢w$ I for some v with ¢v$ in T(A l ), G(w) = v}. 
We must add that by Lemma 2, A2 is in class C. The theorem is thus 
proven. 



UNIFIED THEORY OF AUTOMATA 1813 

IV. OTHER TYPES OF BALLOON AUTOMATA 

We have considered the two-way deterministic balloon automaton. 
To complete the story we should consider three other models-non­
deterministic two-way balloon automata, and one-way balloon auto­
mata of the deterministic and non-deterministic varieties. 

A nondeterministic device typically has the choice of a finite 
number of possibilities for each move. We choose to make the finite 
control function nondeterministic. This added capability enables us to 
represent the nondeterministic versions of the seven types of automata 
which we could represent by a deterministic balloon automaton. 

A one-way balloon automaton is, quite naturally, a two-way 
balloon automaton, restricted so that the input head can only move 
right or not move at all. 

We shall not repeat the definitions for each of the three new types 
of balloon automata, but, as a model, shall make use of the definition 
of two-way deterministic balloon automata. 

A two-way, nondeterministic balloon automaton is denoted A = 
(8, I, M, /, g, h, qo, F) where all components are defined exactly as 
for the deterministic case, except that g is a mapping from 8 X I X 111 
to the subsets of 8 X {-I, ° + I}. 

A one-way, deterministic balloon automaton is denoted as are the two­
way types, but g is a mapping from 8 X I X 111 to (8 X {O, + I}) U {cp}. 

A one-way nondeterministic balloon automaton is denoted as are the 
two-way types, but g is a mapping from 8 X I X 111 to the subsets 
of 8 X {O, +I}. 

The closed classes of one way nondeterministic balloon automata are 
similar to the abstract families of acceptors in Ref. 21. 

We shall use the abbreviations 2DBA, 2NBA, IDBA, and INBA 
for, respectively, two-way deterministic, two-way nondeterministic, 
one-way deterministic and one-way nondeterministic balloon automata. 

A configuration of any of the four types is denoted as for the 2DBA, 
(q, W, j, i), where, q is the state of finite control, W the input, j the 
input head position, and i the state of the balloon. 

The possible moves of the 2NBA are determined as one would 
expect. One uses the balloon information function. Based on the value 
of that function, the input symbol at the position of the input head, 
and the state of finite control, one chooses a pair of next state of finite 
control and direction of input head, according to g. Then, based on 
the new state, the balloon control function is used. 

Formally, if A = (8, I, M, /, g, h, qo , F) is a 2NBA, and (ql , W, jl , i 1) 
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and (q2, W, j2, i2) are configurations of A, with n the length of w, 
then we say (ql , W, jl , il) goes to (q2, W, j2 , i2) by a single move, denoted 
(ql, W, jl, il) IA" (q2, W, j2, i2) exactly when for some m in 111, a in 
I, d = -1, ° or +1, we have h(il) = m, the jlth position of W is a, 
g(ql' a, m) contains (q2, d) and Ifl.(il) = i2. Also, jl + d is between ° 
and n + 1 and j2 = jl + d. If (ql , W, jl , il) can go to configuration 
(q2, W, j2, i2) by some number of moves, including 0, then we say 
(ql , W, jl , il) I~ (q2 , W, j2 , i2)' * 

The notion of move, and the relations 1- and 1- are defined for the 
IDBA and INBA exactly as for the 2DBA and 2NBA, respectively. 

A 2NBA accepts an input, W if for some choice of moves it enters 
an accepting state. Formally, define T(A), for a 2NBA, A = (8, I, 
111, I, g, h, qo, F) to be {w 1 (qo, w, 0, 1) 1::1 (q, w, j, i) for some q in F}. 

For the one-way types, we require that the input head reach the right 
endmarker when it accepts. That is, if A = (8, I, 111, j, g, h, qo , F) is a 
INBA or IDBA, then T(A) = {w 1 (qo, w, 0, 1) I; (q, w, n + 1, i) 
for some q in F, where n is the length of w}. 

The notions of closed class of balloon automata for the 2NBA, IDBA 
and INBA are defined exactly as for the 2DBA. 

Note that, for example, a IDBA is not a INBA, although there are 
obvious relationships. Also, strictly speaking, a closed class of IDBA 
is not a closed class of INBA. Both parts I and II of the definition for 
INBA would require nondeterministic finite control functions in any 
class of INBA. Analogous statements hold between 2DBA and 2NBA, 
IDBA and 2DBA, INBA and 2NBA. 

It is trivial to see that Lemmas 1 and 2 hold for the 2NBA, IDBA 
and INBA. 

A set of languages is said to be a closed class (or simply class) for the 
2NBA, 2DBA, INBA, or IDBA if they are exactly the languages 
accepted by a closed class of automata of that type. 

V. TWO-WAY NONDETERMINISTIC BALLOON AUTOMATA 

Theorems 2, 3 and 4, proven for the 2DBA also hold for the 2NBA. 
In each case, the simulation by an automaton in some class, C, of one 
or two other automata in C was involved. In the 2NBA case, the simula­
tion can be nondeterministic if the simulated automata are. We will 
therefore omit the proofs of the three theorems for the nondeterministic 
case. 

Likewise, Theorem 1 holds for the 2NBA. We can simulate a 2NBA 
by a nondeterministic Turing machine just as we simulated the 2DBA 
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by a deterministic Turing machine. A nondeterministic Turing machine, 
as is well known, can be simulated by a deterministic Turing machine. 

There is one additional, simple theorem we can prove for the 2NBA 
but not the 2DBA. 

Theorem 5: If Ll and L2 are languages accepted by automata A 1 and 
A 2, respectively, in class C of 2NBA, then there is an automaton, Aa , 

in C accepting Ll U L2 . 

Proof: Let Al = (SI, II, )J11 , fl' 01' hI, ql, F 1) and A2 = (S2, 12 , 
M 2, f2 , g2 , h2 , q2 , F2)' As was mentioned, by Lemma 2 we can assume 
that SI (\ S2 = cp and II = 12 = I. Consider a new automaton, Aa = 
(Sa, I, M a , fa, Oa, ha, qa, Fa). Sa = SI U S2 U {qal, where qa is not 
in SI U S2. Fa = Fl U F2. )J1a = M 1 ·M2 and ha = h1·h2. t Define 
fa by (fa)(l3 = a(O), (fa)(I = (fl) (I if q is in SI , and (fa)q = (f2)q if q is in S2 • 

Let the largest element of M 1 be k. We define ga as follows. For a 
in I and min Ma , let m 1 = CIl(k, m) and m2 = CI2(k, m). If q is in SI , 
then Oa(q, a, m) = gl(q, a, m 1). If q is in S2 , ga(q, a, m) = g2(q, a, m2)' 
Finally, g3(q3 , a, m) = gl(ql, a, m 1) U 02(q2 , a, m2). 

It is straightforward to see that A3 is in class C. 
It should be clear that for any input, w, (qa, W, 0, 1) IA. (q, w, j, i) 

exactly when either q is in SI and (ql, W, 0, 1) IA1 (q, W, j, i) or q is 
in S2 and (q2, W, 0, 1) IA. (q, w, j, i). Also, once in a state of SI , A3 
remains in a state of SI and simulates AI' Likewise, in a state of S2, Aa 
simulates A 2 • Thus, by induction on the number of moves made, 
starting with one move, we have (qa, W, 0, 1) I~. (q, w, j, i) if and only 
if (ql , W, 0, 1) 1~1 (q, W, j, i) or (q2, W, 0, 1) 6. (q, w, j, i). Thus, since 
Fa = Fl U F2 ,and neither ql or q2 may be in F3 ,it follows that T(Aa) = 
T(Al) U T(A2)' 

VI. ONE-WAY DETERMINISTIC BALLOON AUTOMATA 

The IDBA is the poorest of the four types in terms of the operations 
on languages which preserve membership in a closed class of languages 
for given types. Of the operations preserving membership in class for 
the two-way devices, only inverse g.s.m. mappings preserve member­
ship in class for the IDBA. The proof is along the lines of that of 
Theorem 4, but is simpler because the input head never has to move 
left. We will omit the proof. 

There is one new operation which does preserve classes for the 
IDBA, and, incidently, the INBA. This operation is intersection with 

t Recall the definition of the operation'" ", I:Tl and 1:T2 in Section III. 
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a regular set. Classes for the 2NBA and 2DBA were closed under 
intersection of languages in the class. A simple use of part I of the 
definition of closed class shows that every regular set is in every closed 
class, so intersection with a regular set surely preserves membership 
in class for the 2NBA and 2DBA. 

We shall give the usual formal definition of a finite automaton. 
See Ref. 20, for example. A finite automaton is a 5-tuple, A = (K, ~, 
0, qo , F). K is the finite set of states, ~ the finite set of input symbols. 
F is a subset of K, the final states, and qo, in K is the start state. 0 is 
a mapfrom K X ~ to K. We extend 0 to domain K X ~* by o(q, e) = q 
for all q in K, and o(q, wa), for q in K, w in ~* and a in ~ is o(o(q, w), a). 
Define T(A) = {w I o(qo, w) is in F}. The finite automata accept 
exactly the regular sets. 

Theorem 6: Let C be a class of one-way, deterministic balloon automata. 
Let L be accepted by some automaton, A in C, and let R be a regular set. 
Then L n R is accepted by some automaton in class C. 

Proof: Let A = (8, I, M, f, g, h, qo , F) be a IDBA. Let RI = R n 
¢(I - {¢, $})*$, and let R2 = {w I w$ is in Rd. If R is regular, then 
RI and R2 are both regular. It is sufficient to show that there is an 
automaton in C accepting L n RI . To that end, let Al = (K, I, 0, 
Po, F I ) be a finite automaton with T(AI) = R2. Define A2 = (82 , I, 
M, f2 , g2 , h, q2 , F2) to be a IDBA, with 8 2 = 8 X K, q2 = [qo, Po] 
and F2 = F X Fl' Define f2 and g2 as follows, for all q and ql in 8, p 
and PI in I{, a in I and m in M: 

(i) Suppose g(q, a, m) = (ql, 0). Then for all p in K, g2([q, p], a, m) = 

([ql , p], 0). 
(ii) Suppose g(q, a, m) = (ql, + 1) and o(p, a) = PI . Then g2([q, p], 

a, m) = ([ql, PI], + 1). 
(iii) (f2) [a,pl = fa for all P in K. 

The states of A/s finite control have two components. The first 
is a state of A and the second a state of Al . By rules (i) and (iii), 
when the input head of A does not move, A2 simulates a move of A, 
but does not change the state of AI' By rules (ii) and (iii), when 
the input head of A moves right, A2 simulates that move also, but 
adjusts the state of Al in the logical manner. 

Formally, we can show by induction on the number of moves of 
* A or A2 , starting with 0 moves, that ([qo , Po], w, 0, 1) IA. ([q, p], w, j, i) 

if and only if: 
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* (i) (qo, W, 0, 1) IA (q, w, j, i), and 
(ii) O(Po, Wi) = p, where Wi is that portion of W to the left of posi­

tion j. 

Now a word, w, of length n, is accepted by A2 if and only if ([qo , Po], 
w,O, 1) It ([q, p], w, n + 1, i), for some q in F, P inF l and any integer, i. 
The above is equivalent to saying that (qo, w, 0, 1) I; (q, w, n + 1, i) 
and o(Po, Wi) = p, where wl $ = w. That is, W is in T(A) and Wi is 
in T(Al)' But Wi is in Rz = T(Al) if and only if W is in Rl . Thus, 
T(A 2 ) = L n Rl . It should be clear, by Lemma 2, that A2 is in class C. 

Corollary 1: If L is a language in class C for the 1DBA, and R is a 
regular set, then L - R is in class C. 

Proof: Let L be contained in J* for some finite alphabet, I. Then L -
R = L n (1* - R), which is in class C by Theorem 6. 

Theorem 6 applies also to the 1NBA. In fact, there is an additional 
corollary that can be shown for the 1NBA. 

Corollary 2: Let L be in class C of 1NBA, and let R be a regular set not 
involving symbols ¢ or $. Then L U ¢R$ is in class C. 

Proof: The results is a simple extension of Theorem 6, and will be 
left to the reader. 

VII. ONE-WAY NONDETERMINISTIC BALLOON AUTOMATA 

As the 1DBA was the poorest of the four models, in terms of provable 
properties, the 1NBA is the richest. Theorem 4, concerning inverse 
g.s.m. mappings, certainly holds for the 1NBA, as do Theorem 5, 
Theorem 6 and its corollaries. 

To begin a study of the 1NBA, we will show that with the proper 
definition of acceptance, endmarkers on the input are not necessary. 
Let A = (8, I, M, f, g, h, qo, F) be a 1NBA. We informally define 
T(A) as the set of strings, w, in (1 - {¢, $})* which cause A to leave 
W moving right, at the same time entering an accepting state. 

We need a slightly revised notion of a configuration. Since W has 
no endmarkers, its length is the number of symbols comprising w. 
(R.ecall, we never counted endmarkers in determining length.) Let W 

be of length n. Then (q, w, j, i) is a configuration of A if q is in 8, i 
is an integer and 1 ~ j ~ n. The initial configuration for a 1NBA 
without endmarkers is (qo, w, 1, 1). For convenience, we define a 
configuration, (*), which is imagined to result when A is in a configura-
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tion (q, w, n, i), and the finite control function allows A, on the next 
move, to move its input head right and enter an accepting state. t 

* There is no change in the definitions of IA and IA. The former relates two 
configurations if the second is obtainable from the first by a single move, 
and the latter - if by some finite number of moves. Note that no con­
figura tion can result from (*). 

Now, we define T(A) as {w I (ql, W, 1, 1) I~ (*)}. When talking 
of a INBA and the T definition of acceptance, we will allow the start 
state to be an accepting state. If so, we shall, by convention, say that 
€ is in '1\A). We will endeavor to show that a language is T(A 1) for 
some INBA, Al , if and only if it is T(A 2) for A2 , a INBA in the same 
classes as Al . The result is broken into two parts. 

Theorem 7: Let Al = (81 , I, 111, f1' gl, h, q1, F l ) be a INBA with 
L = T(Al). Then there is another INBA, A2 = (82 , I, 111, f2' g2, h, 
q2 , F 2), such that ¢L$ = T(A2). t 1Iloreover, if A 1 is in some closed class, 
C, then A2 is in C. 

Proof: Choose q2 to be a symbol not in 8 1 , and let 8 2 = 8 1 U {q2}. 
F2 = Fl if ql is not in F1 ; F2 = Fl U {q2} otherwise. Define f2 and g2 
as follows: 

(i) (f2)q. = a(O) 

(ii) (f2)q = (fl)q for q in 8 1 • 

For all a in I - {¢, $} and all m in 111: 

(iii) g2(q, a, m) = gl (q, a, m), for q in 8 1 . 
(iv) g2(q2, a, m) = gl (ql , a, m). 
(v) g2(q, $, m) = cp, for q in 8 2 • 

(vi) g2(q2, ¢, m) = {(q2, + 1) J. 
(vii) g2(q, ¢, m) = cp for q in 8 1 • 

Let w, of length n ~ 1 be in (I - {¢, $} )*. By rules (i) and (vi), 
we have (q2, ¢w$, 0, 1) IA2 (q2, ¢w$, 1, 1). By rules (ii) and (iv) , it 
follows that (q2, ¢w$, 1, 1) IA. (q, ¢w$, j, i) if and only if (ql , W, 1, 1) 
IA> (q, w, j, i). Then, by induction on the number of moves made, 
starting with one move, we see that (q2, ¢w$, 1, 1) I~. (q, ¢w$, j, i) 
if and only if (ql, W, 1, 1) I~> (q, w, j, i), for j ~ n. Finally, by rules 
(ii) and (iii), if (q, w, n, i) IA (*), then it must be that gl (q, a, m) con-

t Strictly speaking we require also that the balloon control function be defined 
for i and the new state if configuration (*) is to be entered. 

t Recall that by convention, ¢ and $ are in every set of input symbols, even if 
endmarkers are not used. 
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tains (p, + 1) for some p in F 1 , where h(i) = m and a is the nth symbol 
of w. Also, fp(i) is defined, s? (q, ¢w$, n, i) IA. (p, ¢w$, n + 1, i 1), where 
i1 = fp(i). Thus, if w is in T(A 1), then ¢w$ is in T(A2). 

If (q1 , ¢w$, 0, 1) I~. (p, ¢w$, n + 1, i), where p is in F1 , from rule 
(v) we see that A2 could not have made a move while scanning the $. 
Thus, for some q in S and integer, lc, (q1, ¢w$, 0, 1) I~. (q, ¢w$, n, lc) 
IA. (p, ¢w$, n * + 1, i). From the previous paragraph, we know that 
(q1 , W, 1, 1) IA1 (q, w, n, lc) and (q, w, n, lc) IA1 (*). Thus, if ¢w$ is in 
T(A 2 ), then w is in 1\A 1). 

One detail remains, concerning the case w = €. If € is in T(A 1), 

then q1 is in F1 . Thus, q2 is in F2 . By rule (vi), (q2, ¢$, 0, 1) IA. (q2, 
¢$, 1, 1), so ¢$ is in T(A2). If € is not in T(A)l' then q1 is not in F 1 

and q2 is not in F2 . By rules (v) and (vi), only one move of A2 is pos­
sible, and A2 does not accept ¢$. We conclude that T(A 2) = ¢L$. 
I t is clear from Lemma 2 that A 2 is in class C. 

TheoreJn 8: Let Al = (Sl' I, JJ!I, f1 , gl , h, q1, F1) be a INBA, in sOJne 
closed class, C, with L1 = T (A 1). Let L2 = {w I ¢w$ is in L 1}. Then 
there is a INBA, A2 = (S2, I, M, f2' g2 , h, [q1 , 1], F2) in class C, with 
T(A 2 ) = L 2 • 

Proof: We will place in S2 all symbols of the form [q, iJ, where q is in 
Sl and i = 1, 2, 3, or 4. If ¢$ is in L1 , then F2 = {[q1' I]} U {[q, 4J I q 
in Sd. If ¢$ is not in L1 , F2 = {[q, 4J I q in SI}. t Define f2 and g2 as 
follows: 

(i) (f2)[(I,il = (f1)(1 for all q in Sl and i = 1, 2,3,4. 

For all In in Jl1, q i:r;t Sl and a in I - {¢, $}: 

(ii) g2([q, IJ, a, In) = {([p, IJ, 0) I (p, 0) is in gl(q, ¢, In)} U {([p, 2J, 0) 
I (p, +1) is in gl(q, ¢, In)}. 

(iii) g2([q, 2J, a, In) = {([p, 2], d) I (p, d) is in gl(q, a, In), d = 0 
or +1} U {([p, 3], 0) I (p, +1) ising1(q, a, In)} U {([p, 4], +1) I (p, + 1) 
is in gl(q, a, In) and p is in Fd. 

(iv) g2([q, 3], a, In) = {([p, 3], 0) I (p, 0) is in gl (q, $, In) and p is 
not in Fd U {([p, 4J, +1) I (p, 0) is in gl(q, $, In) and p is in Fd. 

(v) g2([q, 4,J, a, In) = cp for any a in I, including ¢ and $. 

Intuitively, when the second component of state of A2 is 1, A2 imagines 
it is reading ¢ on its input. If the second component is 3, it imagines 

t Obviously, it may not be possible to tell whether ¢$ is in L 1 • In that case, the 
procedure given here can be thought of as defining two automata, one of which 
accepts L2 . Computation of A 2 from A 1 is not effective, but this fact will not alter 
our theoretical results. 
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it is reading $. If the second component is 2, it uses the symbol actually 
~canned. A second component of 4 indicates an accepting state. 

Formally, let w be in (I - {¢, $} )*, of length n ~ 1. From rules (i) 
and (ii), we see that ([ql' 1], W, 1, 1) I~. ([p, 1], w, 1, i) if and onlyif 
(ql , ¢w$, 0, 1) 1~1 (p, ¢w$, 0, i). Also, ([q, 1], w, 1, i l) lAo ([p, 2], w, 1, i2) 
if and only if (q, ¢w$, 0, i l ) IA1 (p, ¢w$, 1, i2)' * 

Next, by rules (i) and (iii), ([p, 2], w, 1, i l) IA. ([p, 2], w, n, i 2) if 
* and only if (q, ¢w$, 1, i l ) IA1 (p, ¢w$, n, i2)' Also, ([q, 2J, w, n, i l ) lAo 

([p, 3], w, n, i2) if and only if (q, ¢w$, n, i l) IA1 (p, ¢w$, n + 1, i2)' 
In addition, ([q, 2], w, n, i l ) IA. (*) if and only if (q, ¢w$, n, i l ) IA1 (p, 
¢w$, n + 1, i l) for some p in Fl . For in the latter case, ([p, 4J, +1) 
will be in 02(q, a, m), where m = h(il) and a is the nth symbol of w. 
Note that (f2)[P,4) is defined exactly when (fl)p is 1efined. 

Third, by rules (i) and (iv) , ([q, 3], w, n, i l ) IA. ([p, 3], w, n, i2) if 
and only if (q, ¢w$, n + 1, i l ) 1~1 (p, ¢w$, n + 1, i2) by a sequence 
of moves such that Al does not enter a state of Fl' Also, ([q, 3], w, n, i l) 
lAo (*) if and only if (q, ¢w$, n + 1, i l ) IA1 (p, ¢w$, n + 1, i2) for some 
pin Fl . 

Putting together the results above, we have that for w of length 
n ~ 1, ([ql , 1], w, 1, 1) It (*) if and only if (ql , ¢w$, 0, 1) 1~1 (p, ¢w$, 
n + 1, i) for some p in Fl and integer, i. Also, [ql, 1] is in F2 if and 
only if ¢$ is in Ll . Thus, e is in T(A 2) exactly when ¢$ is in T(Al)' 
We conclude T(A 2 ) = L 2 • It is again straightforward to see that 
A2 is in class C. 

We say a closed class of automata is recursive if there is an algorithm 
to determine if any given word is in T(A), for any automaton A in 
the class. We have a corollary to Theorem 8. 

Corollary: If C is recursive, then for Ll and L2 as in Theorem 8, we can 
effectively find an automaton, A2 , with T(A 2) = L2, from the specification 
for A1 . 

Proof: It is sufficient to note that in this case, we can effectively de­
termine if ¢$ is in Ll , hence we can effectively find A2 . 

We can now prove a series of closure properties of the INBA. 

Theorem 9: Let A1 and A2 be INBA in some closed class, C. Let Ll 
T(Al) and L2 = T(A2)' Then there exists A6 in C with T(A6) = LIL2 = 
{w I w = uv and u is in L1 , v in L2}. 

Proof: Let A1 = (81 , I, M 1, f1' 01' hI, ql, F l) and A2 = (82 , I, 
M2, f2' 02, h2' q2, F2). By Lemma 2, we can assume that 8 1 and 
8 2 are disjoint, and L1 and L2 are contained in (I - {¢, $})*. Define 
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A3 = (83 , I, M3, f3, g3, h3, [ql' 1], F2), where h3 hI ·h2, JJ13 = 
M 1 ·JJI2 , and 8 3 = 8 2 U {q3} U {[q, i] I q in 8 1 , i = 1 or 2}, where 
q3 is a new symbol. T(A3) will not be L 1L 2 , but rather {wlw = uv, u 
and v ~ €, U in Ll , v in L 2}. We define f3 and g3 as follows: 

(i) (f3)[q,il = (fl)q if q is in 8 1 , i = 1 or 2. 
(ii) (f3)q = (f2L if q is in 82• 

(iii) (f3)q. = a(l). 

For all a in I - {¢, $} and min JJ13 , with k the largest element in M 1 : 

(iv) If q is in 8 1 but not in Fl , then g3([q, i], a, m) = {([p, 1], 0) I (p,O) 
is in gl(q, a, ul(k, m))} U {([p, 2], +1) I (p, +1) is in gl(q, a, ul(k, m))}, 
i = 1 or 2. 

(v) If q is in Fl , then g3([q, 1], a, m) is defined as in (iv). g3([q, 2], a, m) = 
{([p, 1], 0) I (p, 0) is in gl(q, a, ul(k, m))} U {([p, 2], +1) I (p, +1) 
is in gl(g, a, ul(k, m))} U {(q3, O)}. 

(vi) g3(q3, a, m) = g2(q2, a, u2(k, m)). 
(vii) g3(q, a, m) = g2(q, a, u2(k, m)) for all q in 82 • 

Note that if A3 is in a state of the form [q, 2], then on its last move, 
its input head moved right. If in a state of the form [q, 1], the input 
head did not move right on the previous move. When A3 has just 
moved right and entered an accepting state, according to rule (v), 
it has the option of continuing to simulate Al or going to state q3 , 
resetting the balloon to state 1, and then simulating A2 . 

Formally, from rules (i), (iv) and (v), it is straightforward to show 
* that ([ql , 1], w, 1, 1) lAo ([p, 2], w, j, i) for j ~ 2 and p in F, if and only 

if (ql , U, 1, 1) It (*), where u is the first j - 1 symbols of w. Certainly, 
if and only if p is in Fl does ([p, 2], w, j, i) IA. (q3, W, j, 1), by rules 
(iii) and (v). Finally, by rules (ii) , (vi) and (vii), (q3, W, j, 1) IA. (*) 
if and only if (q2, v, 1, 1) I~. (*), where v is the jth and subsequent 
symbols of w. 

Thus, T(A3) = {w I W = uv with u, v ~ €, U in Ll , v in L 2}. Clearly, 
A3 is in C. Suppose € is in Ll . By Theorem 5, redone for the INBA, 
and Theorems 7 and 8, there exists A4 in C with T(A4) = T(A3) U L2 . 
If € is not in Ll , let A4 = A3 . If € is in L2 , there exists As in C with 
T(As) = T(A4) U LI . If € is not in L2 , let As = A 4. Finally, if € 

is in both Ll and L 2 , by Corollary 2 to Theorem 6, redone for the 
INBA, and Theorems 7 and 8, there exists A6 in C with T(A 6 ) = 
T(As) U {€}. Otherwise, let A6 = As. In any case, it should be clear 
that T(A6) = LIL2 . 

Corollary: If C is recursive, A6 can be effectively found. 
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Proof: Immediate from the corollary to Theorem 8. 

Theorem 10: Let A be a INBA in class C, with j1(A) = L. Then there 
is an automaton, A 3 , in C, with j1(A3) = L* = {e} U LULL U 
LLLU .... 

Proof: By Corollary 1 to Theorem 6, redone for INBA, and Theorems 
7 and 8, there exists Al in C with ~l\Al) = Ll = L - {e}. Note that 
L* = L~ . Moreover, since e is not in 1\A1), we can always effectively 
find AI. Let Al = (81 , I, M, 11, gl, h, ql, F1). We will construct 
A2 = (82 , I, M, 12, g2, h, q2, F2) in C, with T(A 2) = L~ - {e}. Define 
8 2 = {q2} U {[q, i] I q in 8 1 , i = 1 or 2}, where q2 is a symbol not 
in 8 1 • Let F2 = {[q, 2] I q in F1}. Define 12 and g2 as follows: 

(i) (f2)[Il,il = (fl)a for q in 8 1 , i = 1 or 2. 
(ii) (f2)112 = a(1). 

For all a in I - {¢, $} and m in M: 
(iii) If q is in 8 1 - F1, g2([q, i], a, m) = {([p, 1], 0) I (p, 0) is in 

gl(q, a, m)} U {([p, 2], +1) I (p, +1) is in gl(q, a, m)}, i = 1 or 2. 
(iv) If q is in Fl , g2([q, 1], a, m) is as in rule (iii). g2([q, 2], a, m) = 

{([p, 1], 0) I (p, 0) is in gl(q, a, m)} U {([p, 2], +1) I (p, +1) IS III 

gl(q, a, m)} U {(q2, O)}. 
(v) g2(q2, a, m) = gl (ql , a, m). 

The significance of 1 and 2 in the second component of state 
of 8 2 is as in Theorem 9. A2 simulates Al , but when in an accepting 
state, just having moved its input head right, has the option of entering 
state q2 . Thus, it is easy to see that (q2, w, il , 1) I~. ([p, 2], W, i2, i), 
with i2 > il if and only if (ql, U, 1, 1) 1~1 (*), where u is symbols il 
through i2 - 1 of w. Exactly when p is in Fl do we have ([p, 2], W, i2 , i) 

* IA2 (q2 , W, i2, 1). Thus, if and only if (q2, W, 1, 1) IA2 (*), can w be 
written in the form U 1U2 ••• Uk , k ~ 1, where Ui , 1 ~ i ~ k, is in Ll . 

Thus, T(A 2) = L~ - {e} = L* - {e}. Surely, A2 is in class C. 
By an argument used in Theorem 9, we can find A3 in C, with T(A3) = 
T(A 2) U {e} = L*. Moreover, since e is in j1(A 3), we can always 
effectively find A3 . 

Theorem 11: Let A = (8, I, M, I, g, h, qo, F) be a INBA in class C. 
Let G = (K, I - {¢, $}, II - {¢, $}, 0, A, Po) be a g.s.m. We assume 
for convenience that II is a finite alphabet containing ¢ and $. Let L = 

{w I ¢w$ is in T(A)}. Then there is an automaton, Al in C, with T(AI) = 

¢LI$ and LI = G(L). 
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Proof: Let Al = (81 , II, ]J;[, fl , gl , h, ql , Fl). The proof is represented 
in Fig. 4. The finite control of Al contains a generator which non­
deterministically generates symbols in I - {¢, $}. These symbols 
are processed by G, and compared with the input. The input head 
rests on the leftmost uncompared symbol. Al also uses the generated 
symbols as inputs to A, which it simulates. Al accepts if A accepts 
while Al is scanning $ on the input, with no symbols left to compare. 

We define 8 1 = {[q, p, a, u, i] 1 q in S, p in K, a in I - {$} 
or a = €, i = 1, 2 or 3 and u in (I - {¢, $} )*, but 1 u I ~ max (I }..(p, a) 1 
for p in I{, a in I.}. The first component keeps track of the state of A, 
the second, of the state of G. The third component holds the symbol 
generated, and the fourth, the output of G for that symbol and the 
current state of G. The last component is 1 usually. It is 2 when A 
would have just moved its input head right, and it is 3 when A would 
be scanning ¢ or $. 

Define Fl = {[q, p, €, €, i}] q in F, i = 1 or 3}. Also, ql = [qo, Po, 
€, €, 3]. 

Define f 1 by: 

(i) (fl)[q,p,a,u,il = fq if either a ~ € or i = 3. 
(ii) (fl)[q,p,a,u,il = a(O) otherwise. 

For all min 111, b in II - {¢, $}, q in 8 and p in K, define: 

,----
I FINITE 

I 
CONTROL 

OFA1 

I 
I SIMULATED INPUT 

L= ______ '-----r--------

Fig. 4 - Automaton Al. 
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(iii) gl([q, Po, €, €, 3], ¢, m) contains ([8, Po, €, €, 3], 0) if (8, 0) is 
in g(q, ¢, m). 

(iv) gl([q, Po, €, €, 3], ¢, m) contains ([8, Po, ¢, €, 2], +1) if (8, + 1) 
is in g(q, ¢, m). (AI simulates A with ¢ as input.) 

(v) gl([q, p, €, €, 1], b, m) contains {([8, PI, a, u, 1], 0) I for any a 
in I - {¢, $}, if (8, 0) is in g(q, a, m), PI = o(p, a), and U = 'A(p, a)}. 
Likewise, if b = $. 

(vi) gl([q, p, €, €, 1], b, m) contains {([8, PI, a, u, 2], 0) I for a in 
I - {¢, $}, if (8 ,+1) is in g(q, a, m), PI = o(p, a), and U = 'A(p, a)}. 
Likewise, if b = $. (The random generator generates symbol a, which 
is stored in the third component. A(p, a) is stored in the fourth. The 
new state of A, with a as input symbol is stored in the first component, 
and the new state of G in the second. If A would immediately move 
its input head right, the fifth component is 2. A 2 there tells A I it is 
finished with symbol a. Otherwise, a 1 is placed in the fifth component.) 

(vii) gl ([q, p, a, u, 1], b, m) includes {([8, p, a, u, 1], 0) I (8, 0) is in 
g(q, a, m)}. Likewise, if b = $. 

(viii) gl([q, p, a, u, 1], b, m) includes {([8, p, a, u, 2], 0) I (8, +1) 
is in g(q, a, m)}. Likewise, if b = $. (AI simulates a move of A. The 
fifth component of At's state becomes 2 if the input head of A moves 
right.) 

(ix) gl ([q, p, a, u, 2], b, m) = {([q, p, €, U, 1], O)}. Likewise, if b = $. 
(Remove a as third component and set fifth component to 1.) 

(x) For any u, gl([q, p, €, bu, 1], b, m) = {([q, p, €, U, 1], +1)}. 
(xi) gl ([q, p, €, bu, 1], bl , m) = cp for bl ~ b. (A I compares its fourth 

component with the input.) 
(xii) gl ([q, p, €, €, 1], $, m) contains ([8, p, €, €, 3], 0) if g(q, $, m) 

contains (8, 0). 
(xiii) gl([q, p, €, €, 3], $, m) contains ([8, p, €, €, 3], 0) if g(q, $, m) 

contains (8, 0). 

We will state a series of intermediate results that follow directly 
from the rules given. We assume that G(w) = x. 

* I. By rules (i) and (iii): ([qo, Po , €, €, 3], ¢x$, 0, 1) IA1 ([q, Po, €, €, 3], 
¢x$, 0, i) if and only if (qo, ¢w$, 0, 1) I~ (q, ¢w$, 0, i). 

II. By rules (i), (ii) , (iv) , and (ix): ([q, po, €, €, 3], ¢x$, 0, il) IA> 
([8, po , ¢, €, 2], ¢x$, 1, i 2) IA1 ([8, Po , €, €, 1], ¢x$, 1, i 2) if and only if 
(q, ¢w$, 0, i l ) IA (8, ¢w$, 1, i2). 

* III. By rules (i), (v) and (vii): ([q, p, €, €, 1], ¢x$, j, i l ) IA1 ([8, r, a, u, 1], 
¢x$, j, i 2) by a sequence of moves for which the third component of 
state never becomes €, or the fifth = 2, if and only if (q, ¢w$, k, i l ) 
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* IA (8, ¢W$, k, i z), where the kth symbol of w is a, 8(p, a) = rand 
"'(p, a) = u. 

* 
IV. From III, and rules (i), (vi) and (viii): ([q, p, €, €, 1], ¢x$, j, i 1) 

IA> ([8, r, a, u, 2], ¢x$, j, i 2 ), by a sequence of moves in which the third 
* component of state never becomes € if and only if (q, ¢w$, k, i l ) IA 

(8, ¢w$, k + 1, i 2) by a sequence of moves in which the input head 
remains at position k until the last move is made. Here, again, the 
kth symbol of w is a, 8(p, a) = rand "'(p, a) = u. 

V. From rule (ix), ([q, p, a, u, 2], ¢x$, i, i) IA1 ([q, p, €, U, 1], ¢x$, j, i) 
for any a ~ €, and if the fifth component is 2, no other move is possible. 

VI. From rule (x), ([q, p, €, U, 1], ¢x$, il , i) 1;, ([q, p, €, €, 1], ¢x$, iz , i) 
by a sequence of moves for which the third component of state remains 
€, if and only if symbols il through iz - 1 of x form u. 

VII. Combining IV, V, and VI: ([q, p, €, €, 1], ¢x$, iI, i 1) 1;, ([8, r, 
€, €, 1], ¢x$, jz , iz) by a sequence of moves in which the third component 
changes from € to a symbol in I - {¢, $} back to € only once, if and 
only if for some a in I - {¢, $} and U in (II - {¢, $})*, we have 

(a) 8(p, a) = r; 
(b) "'(p, a) = U; 
(c) Symbols il through jz - 1 of x are U; 
(d) (q, ¢w$, k, il) I; (8, ¢w$, k + 1, iz) by a sequence of moves in 

which A's input head remains stationary until the last move, and 
a is the kth symbol of w. 

Note that jl = jz = n + 1 is not prohibited. 
VIII. Using I, II, and VII iterated: ([qo, Po, €, €, 3], ¢x$, 0, 1) 1;, 

(rq, p, €, €, 1], ¢x$, n + 1, i), where I x I = n, if and only if, for some 
w in (I - {¢, $})*, of length k: 

(a) (qo, ¢w$, 0, 1) I; (q, ¢w$, k + 1, i) by a sequence of moves 
in which A's input head does not reach $ until the last move; 

(b) 8(po, w) = p; 
(c) "'(Po, w) = x. 
IX. Directly from VIII, Al accepts ¢x$ by entering a state [q, p, €, €, 1], 

where q is in F, if and only if there is a was in VIII such that A accepts 
¢w$ by entering state q on the same move on which A first moves 
its input head to $. 

* X. From rules (xii) and (xiii), ([q, p, €, €, 1], ¢w$, n + 1, il) IA1 ([8, p, 
€, €, 3], ¢x$, n + 1, iz), where I x I = n, by a sequence of moves in 
which the third component of state remains €, if and only if (q, ¢w$, 
k + 1, i 1) I; (8, ¢w$, k + 1, iz), where k = I w I. 

XI. From VIII and X, Al accepts ¢x$ by entering a state [8, p, €, €, 3] 
if and only if A accepts ¢w$, where "'(Po, w) = x, by a sequence of 
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moves in which A enters state s while its input head remains scanning $. 
XII. Finally, from IX and XI, we have that Al accepts ¢x$ if and 

only if A accepts ¢w$, where A(Po , w) = x. Thus, T(AI) = ¢G(L)$. 
We need only add that Al is, by definition, in class C. 

Corollary: If L = T(A) for some INBA, A, in class C, and G is a g.s.m., 
then there is an automaton Al in class C, for which 1'\A I ) = G(L). 
If class C is recursive, we can effectively find A I • 

Proof: Direct from Theorems 7 and 8. 

Theorem 12: Let L = ileA) for some INBA, A, in class C. Let R be 
a regular set. Then there is an automaton, A3 , in class C, with T(A3) = 
LjR = {w I for some x in R, wx is in L}. 

Proof: Let A = (S, I, 111, f, g, h, qo, F). We can surely find a finite 
automaton, Al = (K, 1- {¢, $}, 0, Po, F I ) accepting R n (I - {¢, $})*. 
Intuitively, A3 will simulate A, but will always have the additional 
choice of guessing that it has seen w. It then nondeterministic ally 
chooses the symbols of x, continuing to simulate A. We will construct 
A2 to accept LjR - {e}. The reader can easily see howe can be added 
to the set accepted by A2 . 

Formally, let A2 = (S2, I, 1l1, f2 , g2 , h, qo , F2)' S2 = S U {[q, p, a] I q 
inS, pinK, ainI - {¢, $} ora = e}. F2 = {[q, p, e] I qinF, pinF1 }. 

Define f 2 and g2 as follows: 

(i) (f2)q = fq for q in S. 
(ii) (f2) [q,p,a) = fq for all q in S, p in K, a in I - {¢, $} or a = E. 

For all b in I - {¢, $}, min M: 
(iii) g2(q, b, m) contains (s, d) if g(q, b, m) contains (s, d). 
(iv) g2(q, b, m) contains ([s, Po, e], + 1) if g(q, b, m) contains (s, + 1). 
(v) g2(q, b, m) contains ([s, p, a], 0) if g(q, b, m) contains (s, + 1) 

and o(Po, a) = p, for any a in I - {¢, $}. 
(vi) g2([q, p, a], b, m) contains ([s, p, a], 0) if g(q, a, m) contains (s, 0). 
(vii) g2([q, p, a], b, m) contains ([s, r, all, 0) for any a1 in I - {¢, $} 

if g(q, a, m) contains (s, + 1) and o(p, a1) = r. 
(viii) g2([q, p, a], b, m) contains ([s, p, E], + 1) if g(q, a, m) contains 

(s, +1). 

Note that no moves are possible if the third component of A/s 
* state is E. From rules (i) and (iii), we see that (qo, w, 1, 1) IA. (q, w, j, i) 

if and only if (qo, w, 1, 1) I~ (q, w, j, i). Let w be of length n. By rules 
(ii) and (iv) , (q, w, n, i) IA. (*) if and only if Po is in Fl (i.e., e is in R) 
and (q, w, n, i) IA" (*). 
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By rules (ii) and (v), (q, w, n, i) IA. ([8, p, a], w, n, i 2 ) if and only if 
(q, wx, n, i l ) IA (8, wx, n + 1, i 2 ), where the first symbol of x is a and 
8(po, a) ~ p. t Let I x I = k. Then, by rules (ii), (vi), and (vii), ~q, p, a], 
w, n, i l ) IA. ([8, r, al]' w, n, i2) if and only if (q, WX, n + 1, i l ) IA (8, WX, 

n + k, i 2 ), 8(p, x) = r, and x ends with al • 

By rules (ii) and (viii), ([q, p, a], w, n, i) IA. (*) if and only if (q, WX, 

n + k, i) IA" (*), where the last symbol of x is a, and x is in R. 
Putting the above together, we see that (qo, w, 1, 1) It (*) without 

ever entering a state of the form [q, p, a], a ~ € if and only if € is in 
Rand (qo, w, 1, 1) I~ (*). Also (qo, w, 1, 1) I~. (*), entering a state 
[q, p, a], a ~ € in so doing, if and only if for some x in (J - {¢, $})*, 
(ql , WX, 1, 1) I~ (*) and x is in R - {€}. If A2 is modified to accept €, 
provided € is in L/R, then the resulting device is A3 . 

VIII. CONCLUSIONS 

We have considered four types of general automata, and defined 
closed classes for each of these four types. vVe have shown certain 
common operations to preserve these classes, in the sense that if a 
language, L, is accepted by an automaton in the class, and L1 is the 
result of the operation applied to L, then L1 is accepted by some 
automaton in the class. 

The classes model many of the common devices which have been 
heretofore considered in the literature, such as stack automata and 
counter machines. It seems as though they could be expected to 
model any future class of automata which are defined solely by the 
ways in which their infinite storage can be locally manipulated. The 
classes do not model such things as linear bounded automata or 
time/tape complexity classes of Turing machines, intuitively because 
such automata are defined by global restrictions on memory. (I.e., one 
may use "this much" memory, and no more.) 

In Table I, we list the types of balloon automata and the opera­
tions considered. A check indicates that the operation preserves 
membership in a closed class of automata. 

It is hoped that when models of automata are proposed in the 
future, theorists will find it efficient to show that their model is 
equivalent to a closed class of balloon automata. They will then have 
a variety of standard theorems already proven for them. 

t Note, however, that the first symbol of x does not affect the operation of A 
at this step. 
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TABLE I 
2DBA 2NBA IDBA INBA 

Reversal V V 

Intersection V V 

g.s.m. inverse V V V V 

Union V V 

Intersection with regular set V V V V 

Concatenation ( .) V 

Kleene closure (*) V 

g.s.m. forward V 

Quotient with regular set U) v 

IX. FUTURE PROBLEMS 

There are various theorems about automata that have not been 
reflected in the results on balloon automata. For example, one-way 
deterministic pushdown automata are closed under complement. It is 
probably true that all common types of one-way or two-way de­
terministic automata are closed under complement, although proofs 
have not been published in all cases. Likewise, many one-way de­
terministic devices are closed under quotient with a regular set. Most 
one-way nondeterministic devices seem to be closed under reversal, and 
so on. 

We therefore propose as an interesting and worthwhile problem, the 
question of putting additional restrictions on closed classes of balloon 
automata such that some or all of these results can be proven. Of 
course, the conditions must be liberal enough so that the usual auto­
mata are still modeled. 

Second, it would be useful to have a model, like the balloon auto­
maton, which could describe, as closed classes, such things as linear 
bounded automata and computational complexity classes. The prop­
erties of these classes deserve some treatment, and an approach sim­
ilar to the one taken here might be a reasonable one. 

It is hoped that the methods we have used to prove certain 
theorems plus the fact that we could not prove some others will shed 
some light on why some theorems are hard to prove, or visualize, while 
others are easy. Specifically, we have an indication as to why certain 
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theorems seem easier to prove for nondeterministic devices than 
deterministic. 
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Extensions to tIle Allalysis of 
Regenerative Repeaters witll 

Quantized Feedbacl{. 

By M. K. SIMON 

(Manw~cript received May 23, 1967) 

The functional iterative approach given by Zador for calculating the 
average bit error probability in a regenerative repeater with quantized 
feedback is extended to the vector case. For a channel with a rational frac­
tion transfer function, the vector extension permits us at least formally 
to deal with the following practical conditions: 

(i) The pulse transmission plan is described by an m-ary alphabet 
with independent digits. 

(ii) Perfect and imperfect low-frequency tail cancellation cases are con­
sidered. 

(iii) High-frequency signal shaping and its interaction with the pre­
dominantly low-frequency tail are taken into account. 

Expressions for error probability on the kth digit are derived in terms of 
the kth vector iterate of a known function. The restriction to independent 
noise samples is also removed. The resulting expression for kth bit error 
probability is then derived from an operational iteration procedure which 
acts on the k + 1 dimensional joint distribution of the noise samples. 

1. INTRODUCTION 

In the design of digital communication links, various reasons exist 
for the removal of low-frequency components during or prior to trans­
mission of a pulse train. In the case of vestigial sideband (VSB) 
modulation1 of data over voice-frequency channels, the dc and low­
frequency signal components are removed at the transmitter before 
modulation and carrier reinsertion. This is required to insure satis­
factory carrier recovery at the receiver for relatively low transmitted 
carrier power. In the T-l Carrier System,2 the loss of low-frequency 
information results from transformer coupling of an unbalanced 

1831 
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repeater to the balanced line. In either event, the effect of low-fre­
quency suppression is to cause the positive impulse response of the 
overall equalized medium to exhibit an undershoot which gives inter­
£ymbol interference. 

One means of reducing the effect of low-frequency suppression in a 
regenerative repeater is to feed back a signal in an attempt to cancel 
the long transient tail. This method of compensation has been called 
quantized feedback and its use dates back to the 1920's (as noted by 
Bennetts). We assume that the reader is familiar with Bennett's ex­
cellent expository paper. Until recently, analysis of the effects of 
quantized feedback on average bit error probability in a noisy en­
vironment has received essentially no attention. The first to examine 
this problem were Anderson, Gerrish, and Salz4 who considered the 
polar binary case, neglecting signal shaping and assuming perfect 
matching of the feedback cancellation signal to the input signal tail. 
They have obtained results, with the aid of the computer, that have 
provided insight into the problem. In addition, they have exposed com­
putational difficulties involved in grinding out numerical results for 
any given set of system parameters. 

A more analytical approach to the basic problem is found in Zador5 

who used the theory of generalized random jump processes6 to obtain 
an iterative procedure for computing error probability. Unfortunately, 
the class of physical systems that can be handled by Zador's approach 
as originally stated is quite restrictive in the following sense (see 
Fig. 1) : 

(i) The transmitted message sequence is composed of independent 
binary digits. 

(ii) The low-frequency behavior of the channel as represented by 
G (s) is dominated by a single pole. 

(iii) G(s) and H(s) are exact complements of each other so that 
perfect feedback tail cancellation is achieved. 

(iv) The time dispersion of the transmitted pulses caused by the 
medium, C (s), with or without equalization E (s) is stric~ly limited to 
two pulse intervals. 

(v) The noise samples at the input to the threshold detectors are 
assumed independent. 

It is our intention here to remove some of the above restrictions. In 
particular, we extend Zador's approach along the following lines: 

(i) By allowing a multilevel threshold device as a regenerator, the 
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Fig. 1-Block diagram of reconstructive repeater with quantized feedback. 

allowable pulse transmission plan is extended to include m-ary alpha­
bets with independent digits. (The ternary case is treated in detail.) 

(ii) The high- and low-frequency behaviors of the channel may be 
individually characterized by rational functions. The implication of 
this is twofold. First, the predominantly low-frequency tail is now 
described by several exponentials. Secondly, the impulse response of 
the overall equalized medium C (8) E (8) is not restricted to be time­
limited. 

(iii) The restriction to perfect tail cancellation is removed to allow 
for imperfections in the forward and/or feedback paths. 

(iv) The more realistic case of correlated noise samples is examined. 

Extensions (i), (ii), and (iii) are possible only through a vector ap­
proach based on Zador's original iteration scheme. The assumption of 
a nonfiat noise spectrum as in (iv) leads to an operational iteration 
procedure for calculating bit error probability. It is to be emphasized 
that the question of computational procedures, which even in the sim­
ple binary case was a formidable task, grows considerably in com­
plexity with the degree of generality assumed. 

The generalizations listed above will be treated one at a time so as 
to demonstrate individually the necessary changes in Zador's original 
formulation. A review of his model is given in Section II. 

Section III assumes an unrestricted ternary message sequence to-
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gether with the remaining restrictions as imposed by Zador. An ap­
plication of the results is given for a particular high-frequency behavior 
of the system. The response of the high-frequency portion of the chan­
nel, C (8) E (8) , to a transmitted rectangular pulse is assumed triangular 
in shape and time-limited to two pulse intervals. 

Section IV derives the general expression for error probability when 
the overall channel, Y (8) = C (8) E (8) G (8) is assumed to be charac­
terized by a rational function. The feedback network, H (8), is de­
signed to cancel only the low-frequency poles, i.e., those of G (8). The 
special case of a binary input format is treated in detail. 

Section V modifies the results of Section III by including the case 
of imperfect match of the G (8) and H (8) characteristics. 

Section VI begins with Zador's original assumptions on the signal­
ing format, channel, and feedback network characteristics, but re­
moves the restriction of independent noise samples. An expression for 
kth bit error probability is derived from an operational iteration pro­
cedure which acts on the k + 1 dimensional j oint distribution of the 
noise samples. The analogy between this scheme and the functional 
iteration proposed by Zador for the uncorrelated noise case is demon­
strated. 

II. REVIEW OF ZADOR's MODEL 

We begin with a brief review of Zador's mathematical assumptions 
and emphasize their physical significance. Consider once again the 
repeater-to-repeater transmission link illustrated in Fig. 1. The out­
put of the nth repeater at time rT is a binary rectangular pulse* 
d1·p (t-rT) where 

pet) = Po 

= 0, 

I t I ~ to 

I t I > to 

dr = ± 1, and liT is the pulse rate of the system. Zador does not ex­
plicitly describe the high-frequency behavior of the system. The class 
of channels that satisfies his underlying assumptions is discussed below. 
Let the response of C(s)E(s) to the pulse pet), denoted by z(t), be time 
limited to 2T, and zero at its end points. It is understood that in practice 
these conditions are usually met only approximately. Then, by passing 
z(t) through a single pole high-pass filter, G(s), the part of the resulting 

* Zador assumes ± 1 impulses as repeater output. As we shall see, in the sam­
pled systems we consider, this modification has no effect on the ensuing analysis. 
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response, O(t), for t ~ 2T is dominated by a single exponential. If set) 
is sampled at time t = T and held until t = T + to , then by employing 
an ideal slicer element as a threshold detector a unit rectangular output 
pulse, bet) is regenerated. Furthermore, by passing this pulse through 
H(s), the response tail of set) for t ~ 2T may be exactly cancelled in 
the absence of noise and circuit imperfections. These observations are 
illustrated in Fig. 2 for a triangular pulse shape z(t). The response of 
R(s) to the regenerator output pulse is denoted by h(t). Turning now 
to a sample notation, let Ole , hk , and bk represent the values of g(t), h(t), 
and bet), respectively, at time (Tc + l)T, Tc = 0, 1, 2. Then, from Fig. 
2, it is obvious that the following conditions must hold, in general, in­
dependent of the waveshape of z(t) within the 2T interval: 

(i) go > 0, ho = ° 
(ii) hi + g i = ° i = 1, 2, 

(iii) gi = 1'gi-l i ~ 2 

t 
2: 
N 

t 

t 

o~----~L-----~~------------~ 

h(t)=-g (t) 

t~ 2T 

ho 
o~----~~-L----L-------------~ 

T T+to 2T 

t~ 

Fig. 2 - System pulse responses. 
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where r is related to the single pole, a, of G(s) by r = e- aT
• Con­

dition (iii) is clear upon noting that the response of a single pole high­
pass filter to a time limited signal of width 2T has a single exponential 
response for values of t ~ 2T. Statements (~) to (iii) as above are 
identical with Zador's restrictions on the system as reported in Ref. 
5. * The shape of z(t) is solely used in determining the two dependent 
quantities go and gl . For a triangular z(t) waveshape of unity height 
(Fig. 2) and G(s) = sis + a, 

1 [1 -aT] go = - - e 
aT 

III. TERNARY PULSE TRANSMISSION 

'Vhen considering a ternary system, the only essential modification 
of the model suggested by Zador is an ideal slicer with positive and 
negative pulse detection thresholds set at +ao and -al, respectively. 

Letting Sk denote the total reshaped input at the k + lth timing 
instant, and Ck the feedback voltage at the same instant in time as 
before, the slicing operation is, described by 

where 

= ° if -al < Sk + nk + Ck < ao 

= -1 if Sk + nk + Ck ~ - al , 

k 

Sk = L: gk-idi 
i=O 

k 

Ck = L: hk-ib i 
i=O 

k = 0,1, 

k = 0, 1, ... 

and nk is a sample from a stationary noise process n(t) having a fixed 
but arbitrary distribution function N (x), and independent samples. 
The process n(t) is actually the result of passing the additive white 
noise process in the system, Ht), through E (s). We assume, however, 
that the correlation between noise samples introduced by the above 
is small and can be ignored as a first approximation. When this as-

:;, Note that Zador also requires {j. < for i 6 1. This restriction is not neces­
sary although it is often true. 
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sumption is invalid, the method discussed in Section VI must be used. 
It is of prime interest to examine the conditions under which the 

system will operate error-free in the absence of noise. For ° < ao, 
al ~ go, 

thus if, 

ao = 1, 

= 0, 

= -1, 

So + Co = go , 

So + Co = 0, 

So + Co = -go, 

or bo = do . 

bo = 1 

bo = 0 

bo = -1, 

Continuing, in this way k = 1,2, ... ,k - 1, 

k-l 
Sk + Ck = godk + L (g"-i + hk-i)di 

i=O 

godk • 

Thus, if bm = dm for 1n = 0, 1, ... , k - 1, then bk = dk and the sys­
tem operates error-free in the absence of noise. 

For the more general case when noise is present, 

k-l 
Sk + c" = L gk-l(d i - bi) + godk = Xk + godk , 

i=O 
bir'di 

where Xk represents the cumulative effect of any and all errors prior 
to time k. 

Letting p and q denote the a priori probabilities of a plus one and 
minus one, respectively, the probability of error on the kth digit p (k) 
can be written as 

p(k) = p Prob {nk + Xk ~ ao - go} + q Prob {n" + Xk > -al + go} 

+ (1 - p - q) Prob {nk + Xk ~ ao ; nk + Xk ~ -ad. 

The independence of nk and X," allows p (k) to be expressed in terms of 
the noise distribution function N (x) and the distribution function of 
Xlc, F lc (x) as follows: 

p(k) = p 1-: N(ao - go - x) dFk(x) 
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+ q L: [1 - N(go - al - x)] dFk(x) 

+ (1 - p - q) L: [N( -al - x) + 1 - N(ao - x)] dFk(x). 

For the case of a zero mean symmetrical noise distribution and equal 
it priori probabilities for all input symbols (i.e., p = q = (1 - P - q) it 
is easy to show that the optimum threshold settings are ±go/2 with 

p(lc) = (1 - p) L: [1 - N(go/2 - x) + N( - go/2 - x)] dFk(x). 

It now remains to show that the sequence of random variables 
xo, Xl, ••• are representative of a random jump process studied in 
Ref. 6 and thus p(k) can be expressed as the kth iterate of a known 
function evaluated at Xo with a finite limit as k -7 00. 

Consider, 

k 

Xk+l L gk+l-i(di - bi) 
i~O 

k-l 

gl(dk - bk ) + L rgk-i(di - bi ) 
i~O 

Xk+l = gl(dk - bk) + rXk • 

There are five possible transition states each of which takes place 
with probability depending on the value of Xk • 

If dk = 1, bk = -1, then Xk+l = rXk + 2g1 with probability Pl(Xk). 

If dk = bk , then Xk+l = rXk with probability P3(Xk). 

If dk = -1, bk = ° 
or , then Xk+l = rXk - gl with probability P4(Xk). 

dk = 0, bk = 1 

If dk = -1, bk = 1, then Xk+l = rXk - 2g l with probability P5(Xk ). 
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The transition probabilities Pn(Xk), n = 1, 2, ... , 5 are defined by 

Pl(Xk) = pN( -al - go - Xk) 

P2(Xk) = p[N(ao - go - xk) - N( -al - go - Xk)] 

+ (1 - p - q)[N( -al - Xk)] 

P3(Xk) = 1 - Pl(Xk) - J)2(Xk) - P4(Xk) - P5(Xk) 

P4(Xk) = q[N(ao + go - Xk) - N( -al + go - Xk)] 
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+ (1 - P - q) [1 - N(ao - Xk)] 

P5(Xk) = q[l - N(ao + go - Xk)]. 

Note, 

p(lc) = i: [PI (x) + P2(X) + P4(X) + P5(X)] dFk(X). 

Defining U1 [f(x)] = Pl(x)f(rx + 2g1) + P2(x)f(rx + gl) + P3(x)f(rx) 

+ p4(x)f(rx - gl) + P5(x)f(rx - 2g1) 

and denoting the kth iterate of U1 [f(x)] by Uk[f(x)], 

p(lc) = Uk[Pl(X) + P2(X) + P4(X) + P5(X)] \x=.1:o=o . 

If A(x) is the limiting distribution of Fk(x), then 

lk~ p(lc) = i: [Pl(X) + P2(X) + P4(X) + P5(X)] dA(x) 

= lim U"[Pl(X) + P2(X) + P4(X) + P5(X)] \x=.1:o=o . 
"->00 

A few remarks are now presented to indicate the obvious extension to 
the m-level (m-ary) pulse transmission scheme. A random jump proc­
ess with 21r~ - 1 transition states will result requiring an iteration func­
tion Ul[f(X)] having 2m - 1 terms. It should be indicated that com­
putationally the amount of computer storage or operations required to 
evaluate P (k) is of the order (2m - 1) k. 

IV. RATIONAL FUNCTION APPROXIMATIONS OF THE CHANNEL AND 

FEEDBACK NETWORKS 

As the subtitle indicates, we are interested here in studying the 
repeater error performance under the assumption of a rational func­
tion approximation to the channel and feedback networks. This gen-
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eralizes the assumptions of Section III in that (i) the tail of the pulse 
response, g (t) , is no longer described by a single exponential, and (ii) 
the high-frequency behavior of the channel allows its time response to 
exceed two pulse intervals. To isolate these effects, however, perfect 
feedback tail cancellation is still assumed and we return to a binary 
message format. 

It is convenient to represent the output rectangular pulses of the 
nth repeater as the impulse response of a filter F(s) = (1/ s)[1 - e- stO

] 

where to is the pulse width. Including this filter in the forward path 
of Fig. 1, the overall channel link between repeaters, T(s) = F(s)C(s) 
E(s)G(s), is assumed to be characterized by a rational function as 
follows: 

T(s) 
s1l[ pes) 

Go~----- X --N--~---
II (s + ai) II (s + (3i) 
i=1 i=1 

with its associated impulse response 
11[ N 

get) = L Aie- Clit + L B ie- f3it
• 

i=1 i=1 

Note, the impulse response of T (s) is the same as the rectangular 
pulse response of yes) = C(s) E(s) G(s) and is thus denoted as be­
fore by g (t). All poles are assumed to be simple, but in general may be 
complex. The terminology used henceforth will refer to the set {ai}, 
i = 1, 2, . . . , J.11 as low-frequency poles and the set {,si}, i = 1, 2, 
... ,N as high-frequency poles. The inference here is that the ,si'S are 
predominantly responsible for signal shaping and the ai's determine the 
low-frequency cutoff of the channel. 

A low-pass quantized feedback path H(s) is proposed which in the 
absence of noise would provide perfect low-frequency tail cancellation 
at all sampling instants beyond the input pulse peak (the effect of im­
perfect low-frequency compensation will be discussed in Section V) . .y, 

Thus, if 

H(s) = Ho 11[ NCs) e- STO 
, 

II (s + ai) 
i=1 

where TO represents the physical delay in the feedback path beyond the 
occurrence of the input pulse peak at t = tmax , then, the response to a 

* It is to be emphasized at this point that all of the following is easily gener­
alized in terms of MacColl's conception of quantized feedback7 wherein restora­
tion of both low- and high-frequency signal components is attempted. 
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positive regenerator output pulse at t = tmax would be 
M ]If 

h(t) = L Die-ao<t-t max-To-to) = L Eie- ait for t ~ tmax + To + to • 
;=1 ;=1 

Ideally, for perfect low-frequency tail compensation, we desire 

M M 

L Eie-
ait + L Aie-

ail = 0 
;=1 ;=1 

at all instants tmflx + nT, n = 1, 2, "', where T is the uniform sam­
pling period. 

Letting hk and gk represent the values of the pulse responses h (t) 
and g(t), respectively, at the kth sample point the above statements 
may be expressed in brief as follows: 

(i) 

(ii) 

(iii) 

ho = 0 
N 

h; + gi = Lei,n i~O 
n=1 

{

n = 1,2, ... ,N 
ei,n = Znei-1,n i ~ 2 

eO,n = 0 

Zn = e- i3nT 

M 

h· = "h· t L...J t.,n 

n=1 

hi, n = r nh i -1 ,n{n = 1, 2, ... ,lYI 

i ~ 2 

The term ei,n represents the residual intersymbol interference at the 
ith timing instant due to the nth high-frequency pole. To simplify 
what is to follow and at the same time allow a better comparison with 
the previous work of Zador, we introduce the following vector nota­
tion: 

f1 0 0·······0 Z1 0 0·······0 

o Z2" ••••••• ·0 

R Z= 
o o 

. . o· ............ 'r"'f 6· ............ ';.v 
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h O,1 h 1 ,1 h 2 ,1 h 3 ,1 h k ,l 

H= h O,2 h 1 ,2 h 2 ,2 h 3 ,2 h k ,2 

hO,M h 1 ,M h 2 ,M h 3 ,M hk,M 

I 00,1 01,1 02,1 03,1 Ok,l l 
G= 00,2 01.2 02,2 03,2 Ok,2 

19o.~'+N 01, Jl+N 02,M+N 03,M+N Ok,M+N_ 

0 e 1 ,1 e2,1 e 3 ,1 

::::j. E= 0 el,2 e Z ,2 e 3 ,2 

0 el,N eZ,N e 3 ,N ek,N 

Using H as an example, the ith row written as a column vector is de­
noted by hi and the ith column by the vector hi . Also any vector written 
not in bold face is by definition the scalar representing the sum of its 
elements (e.g., hi = L:;=1 hp,i)' Finally, we denote the column vector 
obtained by summing all rows of H (i.e., whose ith component is hi) 
by h. All of the above statements~are equally applied to the matrices 
R, Z, G, and E. 

In terms of the above, (i), (ii) , and (iii) may now be rewritten as: 

(i) ho = 0, go > 0 

(ii) h+g=e 

ei = Zei-l, i ~ 2 

(iii) hi = Rhi- l , i ~ 2. 

Some further interpretation of the above statements in terms of 
the actual system operation might prove helpful at this point. (i) 
indicates a positive input pulse peak (00 > 0) and a delay in the feed­
back path (ho = 0). Statements (ii) indicate that perfect feedback tail 
cancellation is achieved at the sample points starting with the second 
except for the effects of the high-frequency poles ((31 , (32, ..• , (3N)' 
In contrast to the previous sections, we do not assume that the high­
frequency components of the response have died out before the oc-
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currence of the next input pulse peak. Feedback cancellation of only 
the channel low-frequency poles is described by statements (iii). 

For the binary message case, the threshold detector box of Fig. 1 
reduces to a simple ideal slicer element operating between + 1 and 
-1 levels. The input sequence {d.} is a random train of + 1 and -1 
impulses represented by the vector d "\yith elements d •. 

The total reshaped input at the k + 1 th timing instant, Sk , and the 
feedback voltage at the same instant, Ck , are described by, 

Sk = (d * gh 
Ck = (b * h)k 

k=0,1,2,···, 

where the kth element of b, bk = sgn {Sk + Ck + nk} is the kth regenerator 
output digit. The notation (a * b)k represents the convolution of two 
k + 1 dimensional vectors a and b (i.e., L~=o aibk-J. 

Considering first operation in the absence of noise, we see by in­
spection bo = do . (This tacitly assumes that no intersymbol interference 
due to precursors is present.) Proceeding as in Zador/ if bm = dm for 
m = 0, 1, ... , k - 1, then 

Sk + Ck = (d * e)k = godk + (d * e)k-1 . 

From this, one concludes that if 
k-l 

go > L I ei I, 
i=1 

then bk = dk and the eye is open. The system will therefore operate 
error-free in the absence of noise for any length input sequence if 

co 

go > L I ei I· 
i=1 

If all N high-frequency poles «(31 , (32, ... , (3N) have positive residues, 
the above criterion reduces to 

N 

go> L~' 
,,=11 - z" 

The above implies that the eye is open if the total high-frequency 
contribution at all sample points beyond the first is smaller than the 
pulse peak. 

More specifically, the values of eI,n and Zn may be related to the 
allowable amount of degradation of the eye. That is, for any eye which 
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is X percent closed. 

~ el,n X 
~--- = -go. 
n=l 1 - Zn 100 

Turning now to the more realistic situation in the presence of noise 

Sk + Ck = godk + (d * g)k-l + (b * h)k-l . 

Consider subdividing the vector d into two parts d' and d" in such 
a way as to separate the input digits into two classes corresponding 
to bi = d i and bi ~ d. respectively. That is, 

d~ = d. ; 

=0 

(Obviously d = d' + d".) 
Then, using (ii) , 

d~' = 0 {i; bi = dd 

{i; bi ~ dd. 

Uk = (d * ET)k_l ; Vk = -2(d * HT)k_l 

Sk + Ck = godk + Uk + Vk 

= gOdk + Xk , 

where (d * G)k-l is a vector whose ith component is the convolution of d 
with theithcolumnofG. Again omission of the bold face notation indicates 
summation over all the components and T is the transpose operator. 

The first term in Xk denoted by Uk represents intersymbol inter­
ference due to residual high-frequency tail components irrespective of 
previous decisions. The second term Vk again represents the cumulative 
effect of any and all errors prior to time k. 

The expression for error probability on the kth digit is identical 
to that given by Zador, namely, 

p(k) = p i: N( - 00 - x) dF,,(x) + q i: [1 - N(Oo - x)] dFk(X). 

The only difference being the nature of the distribution function Fk(X), 
The recursive properties of the intersymbol interference Xk are now 

examined. 

If bk ~ dk , then 

Xk+l (e l - 2hl )dk + zT(d * ET)k_l - 2rT(d" * HT)k_l 

(e l - 2h1)dk + ZTUk + rTvk • 
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If bk = dk , then 

Xk+l = eIdk + zT(d * ET)k_l - 2rT(d" * HT)k_l 

= eIdk + ZTUk + rTvk . 
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Letting a = - 2hl , the intersymbol interference sequence Xo, Xl , 

X2 , ••• may be expressed as a random jump process,5.6 with the following 
transition states: 
If dk = 1 ~ bk , then with probability PI (Xk) 

,vhere 

bk , then with probability P2(Xk) 

Pl(Xk) = pN( - go - Xk) 

P2(Xk) = p[l - N( - go - Xk)] 

q[l - N(go - x k)] 

q[N(go - Xk)]' 

In the above, N (x) is the distribution function of the stationary noise 
process, and P and q are the a priori probabilities of a plus one and 
minus one, respectively. In terms of the above elementary probability 
density functions, the error probability on the kth digit may be ex­
pressed as: 

We propose a vector extension of Zador's procedure, namely; an:Al + N 
dimensional iteration scheme in which each of M + N variables is re­
placed by a linear transformation on itself during each iteration. To 
elucidate the meaning of .111 + N dimensional iteration and at the same 
time recall some of our earlier vector notation, the first-order itera-
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tion function V1! is written in summation notation as: 

It follows that the probability of error on the kth digit is 

where Vk is the kth M + N dimensional iterate of V1. The convergence 
of p (k) in the limit as k -7 co has not been examined for an M + N 
dimensional branching process. From Zador's work on one-dimensional 
branching processes6 we may conjecture that absolute system stabil­
ity (i.e., all poles in left-half plane) implies convergence in the multi­
dimensional case. 

Although the notation in the foregoing analysis appears formidable 
(quite an understatement) the procedure and its usage are straight­
forward (at least analytically) for a particular example. At the ex­
pense of being redundant, we once again point out that even in simple 
cases, numerical results are hard to come by. 

V. IMPERFECT LOW-FREQUENCY TAIL CANCELLATION 

It is relatively simple at this point to include the effect of imperfect 
low-frequency cancellation in the results of Section IV. As an example, 
such a phenomenon might be caused by a delay of amount T in the 
feedback path. Defining an L matrix by 

I~ 
l1,1 l2,1 l3'l lk,l 

L= l1,2 l2,2 la,2 lk,2 

II l1,M l2,M l3,M lk,M 
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where 

l'.m ~ h •. m[ 1 - exp ( - f, log. :JJ m = 1, 2, ... ,111, 

statement (ii) of Section IV may be modified as follows: 

(ii) h + g = e + 1 

Ii = Rl i - 1 i ~ 2 
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The effect of this on the recursion relationship for Xk is as follows: 

If bk ~ dk , then 

Xk+l = (el + II - 2hl)dk + ZTUk + rTvk + rTwk. 

If bk = dk , then 

Xk+l = (el + ll)dk + ZTUk + rTvk + rTwk , 

where Wk = (d * LTh_l . 

If dk = 1 ~ bk , then with probability PI (Xk ) 

Xk+l = ZTUk + el + rTVk + a + rTWk + ll' 
bk , then with probability P2(Xk) 

Xk+l = ZTUk + el + rTvk + rTwk + ll' 
If dk = 1 ~ bk , then with probability P3(Xk) 

where Pl(Xk), P2(Xk), P3(Xk), and P4(Xk) are still defined as in Section IV. 
The lcth bit probability of error is now evaluated by a 2M + N 

dimensional iteration scheme where the first-order iteration function 
U1t is written as 
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+ P4(t Om + ~ SOm + .t. ~m) 
.t[ t, (ZnOn - e,.n) + }; (rm<Pm) + j;; (r.n"Ym - l,.m) 1 

It once again follows that the probability of error on the kth digit is 

p(lc) = Uk[Pl + P3] /0. '" .,,(=0 , 

where Uk is the kth 2M + N dimensional iterate of U1
• 

To reward the reader for his patience up to this point, we will at 
least demonstrate that the general expression for p(lc) given above 
reduces to Zador's result for the single low-frequency pole, perfect 
cancellation case. The assumption of no high-frequency signal shaping 
and perfect cancellation imply that 8, el , and y, 11 are, respectively, 
zero. Furthermore, a single low-frequency pole results in r1 , SOl , and 
al being the only nonzero components of r, <g, and a, respectively. Under 
these conditions, 

where 

U1! = Pl(so)!(rlsol + a1) + P2(sol)!(r1sol) 

+ P3(sol)!(r1so1 - al) + P4(SOl)!(r1so1) 

which is identical to Zador's result upon combining P2 (CPI) and P4 (CPI)' 

VI. THE EFFECT OF NOISE CORRELATION 

In this part, the emphasis is placed upon removing the restriction of 
uncorrelated noise while at the same time arranging the results in a 
form which allows easy comparison with the uncorrelated case. The 
approach to be followed is the reformulation of Zador's work into 
an operational iteration procedure which acts on the joint distribution 
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of the noise samples. The details are presented for the simple binary 
case with perfect feedback cancellation considered by Zador. With 
sufficient patience, extension to the more general situations covered in 
the foregoing sections can be accomplished, but that is not done here. 

To review, the operation of the simplified system may be described 
by the equation 

where 
k-l 

Xk = 2 I: gk-id. 
i=O 

b;=-d; 

represents the intersymbol interference accumulated 
result of errors (d. ~ bi ) prior to that time. 

The system output bk is in error when 

nk + Xk < - go and dk 1 

and dk = -1. 

(1) 

(2) 

at time tk as a 

(3) 

Since the noise samples are not assumed to be independent, the random 
variables nk and Xk are not independent. Hence, the distribution of the 
effective noise nk + Xk is not simply the convolution of the distributions 
of nk and Xk. Instead, the expression for error probability p(k) = 
prob {bk ~ dk } must be written as 

p(k) = p i: i~O-Xk 1n2(nk , Xk) dnk dXk 

+ q i: 1~-Xk 1n2(nk , Xk) dnk dXk , (4) 

where 1n2 (nk' X,J is the joint density function of nk and Xl;, and p and q 
are the a priori probabilities of a + 1 and -1, respectively. 

A careful examination of the branching process described in Refs. 5 
and 6 for the uncorrelated case shows that a similar process governs 
in the correlated noise case. Define the integral operators pdx), P2 (x), 
P3(X) by 

Pl(X) = P i~o-x 

P2(X) i: - P i~o-x 
q 1~-x (5) 

P3(X) q I: .. 
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Note that the action of each of these three ope~ators on a single di­
mension Gaussian density function results in the three transition prob­
a bilities defined by (13) of Ref. 5. If f (x) is defined analogously (but 
operationally) as 

(6) 

then the first-order iterative operator Vf(x) is expressed as in Zador, 
namely: 

Vf(x) = Pl(x)f(rx - a) + P2(x)f(rx) + P3(x)f(rx + a) (7) 

with a = -2g1 • We note that after separating f(x) into its two com­
ponents parts, each term of (7) represents a double integration and 
thus (7) has meaning only when applied to a second-order density 
function. Proceeding as in Zador, the error probability on the k+ lth 
digit in a random input sequence is expressed as the kth iterate of the 
operator Vf(x) acting on the k+l dimensional joint density function 
of the noise process Vk+ 1 (Y1, /,2, •.. ,Yk+1) evaluated at x = 0, i.e., 

(8) 

The meaning of iteration for the operators defined here is the same 
as in Zador's functional case. As an example, we write out p (1) III 

detail: 

pel) = Vf(x) [V2('YI ,1'2)] /x=o = p2 L~O L~o+a V2('YI ,1'2) d'Yl d'Y2 

+ pq L~O l~+a Vl'Yl ,1'2) d'Yl d'Y2 + p i: i~o Vl'Yl ,1'2) d'Yl d'Y2 

+ q L: 1~ V2('YI ,1'2) d'Yl d'Y2 - p2 i~O i~O V2('YI ,1'2) d'Yl d'Y2 

- pq L~O 1~ Vl'Yl ,1'2) d'Yl d'Y2 - pq l~L~O V2('YI ,1'2) d'Yl d'Y2 

- q2 1~ 1~ V2('YI ,1'2) d'Yl d'Y2 + pq 1~ i~o-a V2('YI ,1'2) d'Yl d'Y2 

+ q2 frJ'J fr:I':J V2('Yl, 1'2) d'Yl d'Y2 . 
rio uo-a 

(9) 

* The convergence of the operational iteration procedure defined by (7) and 
(8) has not yet been proven. Nonetheless, we proceed with our results. 
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The above expression for p(l) can be simplified for a symmetric den­
sity function V2. It is further emphasized that the arguments of each 
term in the operator as defined by (7) determine the limits on the 
integrals in (9) (i.e., the region of integration). 

VII. CONCLUSIONS 

The analysis presented in this paper might in a broad sense be 
described as vector and operational extensions of the work of Zador. 
In addition to simply considering a vector of low-frequency poles, 
however, the vector approach has enabled us to remove certain other 
restrictions from the basic regenerator problem such as lack of high­
frequency signal shaping and perfect tail cancellation. Although, the 
question of convergence of the operational iteration scheme for cor­
related noise samples remains as yet unanswered, the formulation itself, 
is of interest. Little has been suggested for solving the exact computa­
tional problem. A future paper will discuss some useful approximations 
to cases of relatively low dimensionality. This will generalize results 
given in Ref. 8. 
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Factoring Polynomials 
Over Finite Fields 

By E. R. BERLEKAMP 

(Manuscript received May 9, 1967) 

We present here an algorithm for factoring a g'£ven polynomial over 
GF(q) into powers of irreducible polynomials. The method reduces the 
factorization of a polynomial of degree mover GF(q) to the solution of 
about m(q - l)/q linear equations in as many unknowns over GF(q). 

There are many applications in which one wishes to factor poly­
nomials. Some programming systems, such as Brown's ALP AK,t deal 
with polynomials and rational functions with integer coefficients. In 
such a context one is interested not in approximate numerical values 
for the real and complex roots, but rather in irreducible factors which 
are themselves polynomials with integer coefficients. One of the stand­
ard tricks mentioned by J ohnson2 for finding such irreducible factors 
is to reduce all of the coefficients of the original polynomial modulo 
some prime, p, and then factor the reduced polynomial over the Galois 
Field, GF (p). If the reduced polynomial factors, one gets certain 
constraints on the factors of the original polynomial; if the reduced 
polynomial does not factor over G F (p), then one may conclude that 
the original polynomial is irreducible over the integers. The success 
of this method for factoring polynomials over the integers clearly de­
pends upon having an efficient procedure for factoring polynomials 
over GF(p). 

The problem of factoring polynomials over finite fields arises di­
rectly in Golomb's study 3 of feedback shift register sequences. In 
Golomb's words, this study" ... has found major applications in a wide 
variety of technological situations, including secure, reliable and ef­
ficient communications, digital ranging and tracking systems, deter­
ministic simulation of random processes, and computer sequencing and 
timing schemes." The properties of all cyclic error correcting codes, 
including the important Bose-Chaudhuri4-Hocquenghem5 codes, de-
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pend on the factors of their generator polynomials in some finite field. 
Such codes have been studied extensively by Peterson6 and Mac­
Williams.7 Recent advances in decoding techniques by Berlekamp8 

make these codes even more attractive from the practical standpoint. 
We present here an algorithm for factoring a given polynomial, 

m 

fez) = L fkl, fi £ GF(q) , 
k=O 

into powers of irreducible polynomials. 
First, we construct the m X m matrix Q over GF(q) , whose ith 

row represents Z(l(i-l) reduced modulo fez). Specifically, 

m-l 

z(li == L Qi+l.k+lZk mod f(z). 
k=O 

The Q matrix may be computed with a shift register wired to multiply 
by z mod fez). The register is started at 1, which is the first row of Q. 
After q shifts, the register contains the second row of Q; after q more 
shifts, it contains the third row of Q, ... , etc. After q(m - 1) shifts, 
it contains the last row of Q. 

Given any polynomial g(z) of degree <m over GF(q) , g(z) = L~:~ gii, 
we may compute the residue of (g(z))(1 mod fez) by multiplying the 
row vector [go, gl , , gm-l] by the Q matrix. This follows from the 
observation that 

Similarly, we could compute (g(z))(1 - g(z) mod fez) by multiplying 
the row vector [go, gl, ... , gm-d by the matrix (Q - 1), where 1 
is the m X m identity matrix over GF(q). 

Second, we find a set of row vectors which span the null space of 
(Q - 1). This may be done by appropriate column operations on the 
matrix (Q - 1).8 Each such row vector in the null space of (Q - 1) 
represents a polynomial g(z) which satisfies the equation (g(z))(1 -
g(z) == 0 mod fez), and conversely, each g(z) which satisfies this equa­
tion is represented by a row vector in the null space of (Q - 1). 

Third, we select any of the polynomials g(z) found in the second step, 
and apply Euclid's algorithm to determine the greatest common 
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divisor of fez) and g(z) - s for each s t GF(q).* We then have the 
factorization 

fez) = II (g.c.d. (f(z), g(z) - s)). 
stGF(Q.) 

Remark: If g(z) is a scalar, then this factorization degenerates into 

fez) = g.c.d. (f(z), 0) II g.c.d. (b(z), s) 
8;0'0 

= fez) II 1. 
8;0'0 

However, if g(z) has positive degree, then the factorization is non­
trivial. 

Proof: Since (g(z))Q. - g(z) == 0 mod fez), fez) divides (g(z))Q. -
g(z) = IIsEGF(q) (g(z)) - s. Therefore, fez) also divides 

II8EGF(Q.) (g.c.d. (f(z), g(z) - s)). 

On the other hand, g.c.d. (f(z) , g(z) - s) divides fez). If s ~ t, and 
s, t t GF(q) , then g(z) - sand g(z) - t are relatively prime, as are 
g.c.d. (f(z), g(z) - s), and g.c.d. (f(z), g(z) - t). Therefore, 

IISEGF(Q.)(g.c.d. (f(z), g(z) - s)) 

divides fez). Assuming both polynomials to be monic, they must be 
equal since each divides the other. Q.E.D. 

Example I: Let fez) be the binary polynomial 1110001110001, or fez) = 

1 + z + l + Z6 + Z7 + l + X
12

• The successive powers of z are 

100000000000 
010000000000 
001000000000 
000100000000 
000010000000 
000001000000 
000000100000 
000000010000 
000000001000 
000000000100 
000000000010 
000000000001 

111000111000 
011100011100 
001110001110 
000111000111 
111011011011 
100101010101 
101010010010 
010101001001 
110010011100 
011001001110 
001100100111 

* In practice, there is no need to perform all of Euclid's Algorithm q separate 
times to determine all of the g.c.d.'s. A short cut will be seen in the example. 
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SO 

100000000000 
001000000000 
000010000000 
000000100000 
000000001000 
000000000010 

Q = 111000111000 
001110001110 
111011011011 
101010010010 
110010011100 
001100100111 

000000000000 
011000000000 
001010000000 
000100100000 
000010001000 

and 000001000010 
Q - I = 111000011000. 

001110011110 
111011010011 
101010010110 
110010011110 
001100100110 

If we number the columns of Q - I from 0 to 11, then the upper 
right quarter of the Q - I matrix may be zeroed if we add the 3rd 
column to the 6th column, the 1st, 2nd, and 4th columns to the 8th 
column, and the 5th column to the 10th column. The lower right 
quarter of the Q - I matrix then becomes 

011000 
111110 
011001 

R = 010110' 
011110 
001110 

The equation [g6, g7, •.. , gll]R = 0 is found to have solutions 
[g6 , g7, ••• , gu] = [A, 0, 0, A, 0, A] where A = 0 or 1. The first six 
coordinants of g are then readily found from the equation g(Q - I) = 0, 
with solutions g = [B, A, 0, A, A, 0, A, 0, 0, A, 0, A]; A, B t GF(2). 
Finally, we apply Euclid's algorithm to fez) = 1110001110001 and 
g(z) = 810110100101. By letting t = 8 + 1, and leaving 8 as an in­
determinate, we may effectively find the g.c.d. of 111000111001 and 
010110100101 with the same computation that computes the g.c.d. 
of 111000111001 and 110110100101: 

1110001110001 
810110100101 

1 t001110101 
810110100101 
sO t11101 

1 tO01110101 
1 tOs1s01 
sO t11101 
ttttOt 
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If t = 0, the g.c.d. is 10011101; if s = 0, the g.c.d. of 1110001110001 
and 010110100101 is equal to the g.c.d. of 111101 and 11001001, which 
is 111101. Both 111101 and 10011101 are irreducible and the factoriza­
tion is complete: 
(1 + z + Z2 + Z6 + Z7 + Z8 + i2) 

= (1 + z + l + Z3 + z5)(1 + Z3 + Z4 + Z5 + Z7) over GF(2). 

In general, suppose fez) = IIi (pCi)(z))e i
, where each p(i)(z) is 

an irreducible polynomial over GF(q). Then fez) divides 

IIatGFc<l)(g(z) - s) 

if each (pCi)(Z))'i divides g(z) - So for some Si £ GF(q). On the other 
hand, given any set of scalars SI , S2, •.. , Sft £ GF(q), then the Chinese 
remainder theorem guarantees the existence of a unique g(z) mod fez) 
such that g(z) == s. mod (pCi)(z))ei for all i. Since there are q" choices 
of SI , S2 , •.. , Sn , there are exactly qn solutions of the equation (g(z))<l -
g(z) == 0 mod fez). Therefore, 

The number of distinct irreducible factors of fez) is equal to the dimen­
sion of the null space of (Q - J). 

In particular, the polynomial fez) is the power of an irreducible 
polynomial iff the null space of (Q - J) has dimension 1. In this case, 
the only solutions of (g(z))<l - g(z) == 0 mod fez) are scalars in GF(q), 
and the null space of Q - J contains only vectors of the form 
[s, 0, 0, ... , 0]. If the null space of Q - J has dimension n, it has a 
basis consisting of n monic polynomials: g (1) (z), g (2) (z), .•• , g (n) (z). 
Without loss of generality, we may assume that g(n) (z) = 1 and that 
the other n - 1 basis polynomials have positive degree. 

When we apply Euclid's algorithm to fez) and g(l) (z) - s, we obtain 
a factorization of fez). If this gives fewer than n factors of fez), then 
we may compute the g.c.d. of g(2) (z) - S and each known factor of 
fez). By this process, we may continue to refine the factorization of 
fez). The following argument shows that this process must eventually 
yield all n irreducible-powers which are factors of fez). 

Let C be the n X n matrix over GF(q) defined by the equations 
g(j)(z) == Ci,i mod (p(i)(z))ei. Then C must be nonsingular. For if 
:Ej AiCi ,i = 0 for all i, then :Ei Aig Ci ) (z) == 0 mod (p(i)(Z))el for 
all i, whence Li Ajg(j)(z) = 0, contradicting the linear independence 
of g(l) (z), g(2) (z), ... , g(n) (z). When we apply Euclid's algorithm to 
fez) and gCj)(z) - s, we obtain a factorization of fez) into as many 
different factors as there are distinct elements in the jth row of C. 
The irreducible-powers (p (i) (z)) e, and (p (k) (Z))'lo are separated iff C i ,i ~ 
Ck,j • Since C is nonsingular, for every i and k there exists some j such 
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that Ci ,i ~ Ck •i • Thus, any two irreducible-power factors of fez) 
will be separated by some g<il (z). 

The factorization of any power of an irreducible polynomial is 
readily accomplished by applying Euclid's algorithm to the poly­
nomial and its derivative. 

We conclude with another example. 

Example II: Following a suggestion of R. L. Graham, we let fCz) 
zn - 1 over GF(q) , where nand q are relatively prime. Then Qi+1 .;+1 = 1 
if qi =j mod n. Specifically, suppose n = 15 and q = 2. Then 

100000000000000 
001000000000000 
000010000000000 
000000100000000 
000000001000000 
000000000010000 
000000000000100 

Q = 000000000000001 
010000000000000 
000100000000000 
000001000000000 
000000010000000 
000000000100000 
000000000001000 

.000000000000010 

000000000000000 0 
011000000000000 1 
001010000000000 2 
000100100000000 3 
000010001000000 4 
000001000010000 5 
000000100000100 6 

Q - I = 000000010000001 7· 
010000001000000 8 
000100000100000 9 
000001000010000 10 
000000010001000 11 
000000000100100 12 
000000000001010 13 
000000000000011 14 

By suitably permuting the rows and columns, we can bring Q - I 
into the form 

o 0000 0000 0000 00 0 ----------
011000000000000 1 
001100000000000 2 
000110000000000 4 
010010000000000 8 ----------
000001100000000 7 
000000110000000 14 
000000011 000000 13 
000001001000000 11 ----------
000000000110000 3 
000000000011000 6 
000000000001100 12 
000000000100100 9 ----------o 0000 0000 0000 11 5 
o 0000 0000 0000 11 10 
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A basis for the null space of Q - I is seen to be 

g(l)(z) = z + Z2 + Z4 + l 
g(2)(Z) = Z7 + Z14 + Z13 + Zll 

g(3)(Z) = i + l + Z12 + Z9 

g(4)(Z) = Z5 + ZIO. 

In general, if fez) = z" - 1 over GF(q), then we may choose 

g(z) = L: l, 
keG 
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where C is any set of numbers which is closed under multiplication 
by q mod n. Each such polynomial g(z) has some nontrivial factor in 
common with zn - 1. 
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The Enumeration of Information 
Symbols in BCH Codes 

By E. R. BERLEKAMP 

(Manuscript received May 9, 1967) 

This paper presents certain formulas for I(q, n, d), the number of 
information symbols in the q-ary Bose-Chaudhuri-H ocquenghem code of 
block length n = qm - 1 and designed distance d. By appropriate ma­
nipulations on the m-digit q-ary representation of d, we derive a simple 
linear recurrence for a sequence whose mth term is the number of informa­
tion symbols in the BCH code. 

In addition to an exact solution of all finite cases, we obtain exact as .. 
ymptotic results, as nand d go to infinity while their ratio nj d remains 
fixed. In this limit, the number of information symbols increases as nS. 
Specifically, we show that for fixed u, 0 ~ u ~ 1, 

lil11,q- msI(q, qm -l,uqm) = 1, 
m-+OO 

where s is a singular function of u. The function s( u) is continuous and 
monotonic nonincreasing; it has derivative zero almost everywhere. Yet 
s(O) = 1 and s(1) = O. For q = 2, s(u) is plotted in Fig. 1. 

Any cyclic code of block length n over GF(q) may be defined by its 
generator polynomial, g(x), which is some factor of xn - lover GF(q), 
or by its check polynomial, hex) = (xn - l)jg(x). The number of 
check digits in the code is given by the degree of g(x); the number of 
information digits, by the degree of hex). We assume that nand q 
are relatively prime. It is most convenient to work in a particular ex­
tension field of GF(q), namely GF(qm) , where m is the mUltiplicative 
order of q mod n. In this field, xn - 1 factors into distinct linear factors: 

n 

xn - 1 = II (x - a i) . 
i=l 

Here a is any primitive nth root of unity in GF(qm); an = 1. From the 
factorization xn - 1 = g(x)h(x), we see that every power of a is a root 
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1.0--= ... ----,-------r-----,------,----,...---.,.----,------. 
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(/) -
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. 
0.2~--+_--4_--____t__--___+_--_+--___t---+_-~ 

0.11----+---_t_--____t__--_t__--_+--___j---+--__I 

O~ ___ ~ __ ~ ___ ~ ____ _L ___ ~ ____ ~ _____ ~ __ __ 

o 0.0001 0.0010 0.0011 0.0100 0.0101 0.0110 0.0111 0.100 
U (IN BINARY) 

Fig. 1- Graph of s(u) vs. u. 

of either g(x) or of h(x), but not both. Thus, a cyclic code partitions 
the powers of a into two sets: those powers which are roots of the 
generator polynomial, and those powers which are roots of the check 
polynomial. If g(x) and hex) were permitted to have coefficients in 
GF(qm) , then any partition of the powers of a would define a cyclic 
code. However, the coefficients of g(x) and hex) must lie in the ground 
field GF(q). Consequently, if a

i is a root of g(x), then so are the con­
jugates of ai, namely aitJ., a ia ', aia', •••• Conversely, if all conjugates 
of roots of g(x) are also roots of g(x), and all conjugates of roots of 
hex) are also roots of hex), then all of the coefficients of the polynomials 
g(x) and hex) lie in GF(q). 

The previous remarks hold for all cyclic codes. 
A q-ary BCH code of block length n over GF(q) may be defined as 
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the cyclic code whose generator's roots include only a, a
2

, , a
d

-
1 

and their conjugates. This code is capable of correcting any combina­
tion of less than d/2 errors; (cf. Berlekampl) the minimum Hamming 
distance of this code is at least d. For this reason, d is called the designed 
distance of the code. 

The first result on the number of information symbols in BCH codes 
is the following lemma: 

Classz'cal Lemma I: Let I(q, n, d) be the number of information symbols 
in the q-ary BCH code of block length n and designed distance d. 

Define r il by the equations 

i == r il mod nand 1 ~ r il ~ n. 

Then I(q, n, d) is the number of integers j, such that 1 ~ j ~ n andr jqkl ~ d 
for all k. 

Proof: a i is a root of the generator polynomial of the BCH code iff 
there exists some k(j) such that r jqkl < d. Conversely, a i is a root 
of the check polynomial iff r jqkl ~ d for all k. Q.E.D. 

The classical lemma enables one to compute the number of informa­
tion symbols in any q-ary given BCH code without doing any cal­
culations in GF(q) or its extensions. One need only enumerate certain 
types of residue classes mod n. In practice, this enumeration is still 
often tedious, particularly when nand d are large. 

In order to obtain more tractable results for large nand d, we prefer 
to start from an alternate form of the classical lemma: 

Classz'cal Lemma II: Let I(q, n, d) be the number of information symbols 
in the q-ary BCH code of block length n and designed distance d. 

Define L i J by the equations 

i == L i J mod nand 0 ~ L i J ~ n - 1. 

Then, I(q, n, d) is the number of integers i, such that 0 ~ i ~ n - 1 
and LiqkJ < n + 1 - d for all k. 

Proof: 1 ~ j ~ nand r jqkl ~ d for all k iff 0 ~ (n - j) ~ n - 1 
and L (n - j)qkJ ~ n - d for all k. Let i = n - j. Q.E.D. 

In the wide sense, BCH codes may be defined over any alphabet 
whose order, q, is a prime power, and for any block length, n, which 
is relatively prime to q. In the narrow sense, however, n is required to 
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be one less than a power of q. For narrow sense codes, the smallest 
extension field of GF(q) which contains the nth roots of unity is GF(n+ 1). 
For wide sense codes, this extension field is always larger, usually 
much larger. Since the decoder must perform certain computations 
in this extension field, narrow sense BCH codes are more easily im­
plemented than their more general wide sense counterparts. 

We shall enumerate the information symbols in narrow sense BCH 
codes by reducing the problem to the enumeration of certain kinds of 
sequences over the alphabet consisting of the integers 0, 1, 2, ... , q - 1, 
as first suggested by Mann.2 We begin by defining the appropriate 
manipulations with such sequences. 

We shall always use capital letters for sequences. We let (Q - 1) 
denote the sequence consisting of the single letter q - 1. Unless other­
wise stated, we allow every sequence to be either finite or infinite. 

Let V = Vl V 2 V3 ... be any finite or infinite q-ary sequence (i.e., 
a sequence of numbers Vi , where Vi is an integer, 0 ~ Vi ~ q - 1. 
We let V = Vl V2 V3 ... denote the complement of V, defined by Vi = 
(q - 1) - Vi for all i. If W = W l W 2 ••• W k is a finite q-ary sequence, 
then we may form the cyclic shifts of W: W 2W 3 ••• WkW l , W 3 lV4 

... W kW l W 2 , •••• If X is a finite q-ary sequence, X = X lX 2 ••• 

Xi' then we may form the concatenation X * V = X lX 2X 3 '" 

Xi Vl V 2 V3 .... This concatenation may be formed whenever V is 
a finite or infinite q-ary sequence. If V is a finite q-ary sequence, then 
V * X is a cyclic shift of X * V. 

The q-ary sequence Y is said to be a prefix of X iff X = Y * Z for 
some Z; Y is said to be a suffix of X iff X = Z * Y for some Z. A prefix 
must be a finite (or empty) sequence; a suffix may be empty, finite, 
or infinite. V is a proper prefix of X iff X = V * Z, and neither V nor 
Z is empty. Z is a proper suffix of X iff X = V * Z and neither V nor 
Z is empty. If X is a finite q-ary sequence, X = X lX 2 ••• X k , then we 
may form the iterated concatenation of X with itself, X = X lX2 ••• 

X kX l X 2 ••• X k •••• In particular, (Q ....:.. 1) denotes the infinite q-ary 
sequence all of whose letters are q - 1. 

vVe say X < Yiff there exists a j such that Xi = Y i for i = 1,2, ... , 
j - 1, but Xi < Y i • If X <t:: Y and Y <t:: X, then one is a prefix of 
the other. 

This ordering is similar to the numerical ordering of q-ary fractions, 
but there are important differences. For example, ! = 0.01 < 0.0101 = 
5/16, but the sequences 01 and 0101 are incomparable, because one is 
a prefix of the other. On the other hand, 0.0111111 ... = 0.1 = !, 
yet 01111 ... < 1. This type of example may be excluded by writing 
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all fractions in their terminating form if they have one. We may then 
assert the following: 

Let 

and V = VI V 2 1'3 ... , and suppose that (Q ...:.. 1) is not a suffix of U or V. 
Then 

U<V=}u<v 

JU < V 
u =:;;, v¢=}1 or 

U is a prefix of V. 

"\Ve say that X is an immediate subordinate of Y iff X is a finite se­
quence, X = X 1X 2X 3 ••• X k , and Xl = Y I , X2 = Y 2 , ••• , X k - l = 

Yk- l , but X k < Yk. The sequence Y has Y I immediate subordinates 
of length 1, Y 2 immediate subordinates of length 2, Y 3 immediate 
subordinates of length 3, ... Y k immediate subordinates of length k. 
If the sequence Y has only a finite number of nonzeros, then we may 
define the greatest immediate subordinate of Y. If the last nonzero in 
the sequence Y = YI Y 2 ••• is Yk , then the greatest immediate sub­
ordinate of Y is Y 1Y 2 ••• Yk-I(Yk - 1). If the sequence Y contains 
an infinite number of nonzeros, then Y has infinitely many immediate 
subordinates. All of them are less than Y itself, but none of them is 
the greatest immediate subordinate. 

Similarly, we say that Y is an immediate superior of X iff Y = Y 1 Y 2 Y 3 

... Yk , where YI = Xl , Y 2 = X2 , ••• , Yk- l = X1:-1 but Yk > X k . 
If X = X I X2 ••• X k and X k ~ (Q - 1), then the least immediate 
superior of X is Y = YI Y2 ••• Yk ; Y, = Xi for i = 1, 2, ... , k - 1, 
and Y k = X k + 1. It should be evident that the least immediate superior 
is among the longest immediate superiors, and the greatest immediate 
subordinate is among the longest immediate subordinates. 

Definition: If q is any integer, U is any infinite q-ary sequence and 
m is any integer, we define J(q, U, m) to be the number of q-ary m­
tuples all of whose cyclic shifts are less than U. 

Lemma III: (Complemented form of 1VIann's Lemma) 

If 
m 

n = qm - 1, n + 1 - d = L uiqm-i, 
.=1 
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U = U 1 U 2 ••• U m , and Y is any q-ary sequence then 

I (q, n, d) = J (q, U * Y, m). 

Proof: Lemma III reduces to Lemma II under the following cor­
respondence: The q-ary m-tuple U corresponds to the integer n + 
1 - d; another q-ary m-tuple TV = WI TV2 ••• W m corresponds to the 
integer w = L7'=1 wiqm-i. The first cyclic shift of W is the sequence 
W 2lVa ••• W m WI , which then corresponds to the integer 

m-l 

L w iqm+l-i + WI = qw - (qm - 1)W1 • 

i=1 

Modulo n = qm - 1, the integer corresponding to the first cyclic shift 
of W is seen to be congruent to qw. Therefore, the successive cyclic 
shifts of an m-digit q-ary sequence W correspond to the integers L w j, 
Lwqj, Lwq2j, ... , Lwqm-lJ. These integers are all <n + 1 - d iff all 
cyclic shifts of Ware < U, which is true iff all cyclic shifts of Ware 
< U * Y, for any Y. Q.E.D. 

The choice Y = 0 has an interesting interpretation: 

= (.t uiqm-i)/(qm - 1) = 1 _ Cd - 1). 
i=1 n 

Thus, the sequence 0 is the q-ary expansion of 1 - (d - l)/n. For 
this reason, we may investigate the behavior of I(q, n, d) for large n 
and d with a fixed fractional error correction capability, (d - 1)/2n, 
by studying J(q, 0, m) as a function of m for fixed q and O. 

We shall temporarily ignore the periodicity of the 0 sequence, 
and consider the function J(q, V, m) for an arbitrary q-ary sequence 
V. We assume only that the sequence V has no terminal zeros. 

From the definition of the immediate subordinates of V, it is clear 
that if an m-dig'Z"t q-ary sequence W is less than V, then some immediate 
subordinate of V is a prefix of W. For if W is less than V, then there 
exists a k such that Wi = Vi for i = 1, 2, ... , k - 1, but W k < V k , 

and the sequence WI W 2 ••• W k is a prefix of Wand an immediate 
subordinate of V. 

N ow suppose that some m-digit sequence Wand all of its cyclic 
shifts are less than V. Since W itself is less than V, some prefix of W 
must be an immediate subordinate of V. Are all possible immediate 
subordinates of V possible prefixes of W? In general, they are not, for 
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some immediate subordinates may have suffixes which are greater 
than V. If X * Y is an immediate subordinate of V and Y is greater 
than V, then X * Y cannot be a prefix of W. For, if TV = X * Y * Z, 
then one of the cyclic shifts of W is Y * Z * X which is greater than V. 

For example, consider the ternary sequence V = 20212. Its im­
mediate subordinates are 0, 1, 200, 201, 2020, 20210, and 20211. The 
immediate subordinate 20210 has the suffix 210 which is greater than 
V. Therefore, if 20210 is the prefix of W, then the second cyclic left 
shift of TV is greater than V. Similarly, V's immediate subordinate 
20211 has the suffix 211, which is also greater than V. 

For some sequences V, this difficulty does not arise. If V exceeds 
all of its own proper suffixes, then we have the following theorem: 

Theorem 1: Let V be a q-ary sequence which exceeds all of its own 
proper suffixes. Then: 

(i) No immediate subordinate of V is a proper prefix of any other 
immediate subordinate of V. 

(ii) Every suffix of every immediate subordinate of V is a concatena­
tion of other immediate subordinates of V. 

(iii) If Wand all of its cyclic shifts are less than V, then W can be 
uniquely decomposed into a concatenation of immediate subordinates of V, 
including a (possibly empty) end-around immediate subordinate. Spe­
cifically W = W(l) * W(2) * ... * Wei} * W(i+l) * W(i+2) * ... * W<i- l) * 
WW; W(l), TV(2) , ... , W(j-l) are immediate subordinates of V; WW * 
W(l) * W(2) * ... * Wei) is the end-around immediate subordinate. The 
end-around immediate subordinate has a prefix, W(f), which is a suffix 
of W, and a suffix W(l) * W(2) * ... * Wei) which is a prefix of W, as 
well as a concatenation of the shorter immediate superiors W(1), W(2) , 
... , W(i).· 

(iv) Every concatenation of immediate subordinates of V, including 
a (possibly empty) end-around immediate subordinate yields a sequence 
which has the property that all of its cyclic shifts are less than V. No 
such sequence of length m can exceed the maximum m-digit concatenation 
of immediate subordinates of V. If Y is the maximum m-digit concatena­
tion of 'immediate subordinates of V, and Y ~ U ~ V, then J(q, V, m) = 

J(q, U, m). 

(v) 
m-l 

J(q, V, m) = mVm + L VkJ(q, V, m - k), 
k=l 

where V j is taken as ° if j exceeds the length of the sequence V. 
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(vi) Let 

n = qm - 1, o ~ Di < q, 

If 
iT * (Q ...:. 1) < D ~ 

least m-digit concatenation of immediate superiors of V, 

then, 
I(q, n, d) J(q, V, m). 

Proofs: 

U) This property of immediate subordinates does not even depend 
on the suffix condition on V. From the definition of immediate sub­
ordinates, each immediate subordinate must disagree with V only 
in the immediate subordinate's last digit, and hence no immediate 
subordinate can be a prefix of any other. 

(ii) Let us first prove the weaker assertion: 
(a) Every proper suffix of every immediate subordinate of V has 

a prefix which is a shorter immediate subordinate of V. 
Let S be an immediate subordinate of V, and let S(2) be a suffix 

of S. We may write S = S(l) * S(2). Since S differs from V only in its 
last digit, S(l) is a prefix of V, and V = S(l) * V(2). Since S < V, 
S(2) < V(2). Since V exceeds all of its own proper suffixes, V(2) < V. 
Therefore, S(2) < V. Therefore, some prefix of S(2) is an immediate 
subordinate of V. 

(b) If every suffix of an immediate subordinate has a prefix which 
is an immediate subordinate, then every suffix of every immediate 
subordinate is a concatenation of immediate subordinates. 

For, suppose F is a suffix on an immediate subordinate, then F = 
B(l) * F(2), where B(1) is an immediate subordinate. Since F(2) is a suffix 
of F, it is also a suffix of an immediate subordinate, and F(2) = B (2) * F(3), 

where B (2) is an immediate subordinate ... F = B (1) * B (2) * B (3) * .... 
(iiz) Since W < V, it contains a prefix W(1) which is an immediate 

subordinate of V. After shifting this prefix around to the end, we may 
similarly identify W(2), W(3), ... , W<i-O, each of which is an im­
mediate subordinate of V. The sequence WW * W(I) * W(2) * ... * 
W<i-1) is a cyclic shift of TV, and so it must have a prefix, P, which 
is an immediate subordinate of V. P is not a prefix of WW, so TV w 

must be a prefix of P. Suppose that W Ul * W(I) * ... * Wei) is a prefix 
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of P, but that WW * W(l) * ... * liV(i+l) is not a prefix of P. (This 
defines i.) Then P = liV w * W(1) * ... * Wei) * S, where the (possibly 
empty) sequence S is a proper prefix of TV(i+I). Since S is a suffix of 
P, which is an immediate subordinate of V, S is itself a concatenation 
of immediate subordinates of V. But no immediate subordinate of V 
is a proper prefix of any other immediate subordinate of V, so S must 
be empty. 

(iv) This is the converse of (iii). Suppose we are given the sequence 
W = S(f) * W(l) * W(2) * ... * W Ci - I ) * pw, where W(l), W(2), ... , 
W(i-l) and W Cil = pcn * Scn are immediate subordinates of V. We must 
show that all cyclic shifts of Ware less than V. Any cyclic shift is of the 
form C = S(k) * W(k+l) * W<k+2) * ... * WW * WCI) * W(2) * ... * 
W<k+l) * p(k), where W<k) = p(k) * S(k). If S(k) is empty, C has the 
prefix W<k+l), which is an immediate subordinate of V. If SCk) is not 
empty, by (ii) it has a prefix which is an immediate subordinate of V, 
which is a prefix of C. In either case, C has a prefix which is an im­
mediate subordinate of V. Therefore, C < V. 

(v) V has V m immediate subordinates of length m, each of which 
has m distinct cyclic shifts. Thus, W may be chosen as a single end­
around immediate subordinate of V in m V m ways. 

If W is a concatenation of several immediate subordinates of V, 
W = W(ll * TV(2) * ... * liV U -

I ) * liV w where W(1), W(2), ... , W U -
1

) 

are immediate subordinates of V and WW is a (possibly empty) proper 
prefix of the immediate subordinate liV(i) * liV<I) * ... * W<i), then the 
length of TV is the length of lV Ci

-
ll plus the length of W(l) * W(2) * ... * 

W Ci
-

2
) * TVw. For each k, there are V k choices of W Ci

-
I

) of length k, 
and J(q, V, m - k) choices for W(l) * liV(2) * ... * W Ci -

2) * W(i). 
(vi) Least special case: Suppose D is the least m-digit q-ary sequence 

greater than iT * (Q ...:.. 1). Letting 

it is evident that d + v n + 1 and v = n + 1 - d. According to 
Lemma III, I(q, n, d) = J(q, V, m). 

(vi) Greatest special case: Let D be the least m-digit concatenation 
of immediate superiors of iT. Complementing, D is the greatest m-digit 
concatenation of immediate subordinates of V. In the notation of 
part (iv), D = Y. Letting a = "J;Diqm-i, a = n - d. Letting n + 1 -
d = "J;uiqm-i, U > Y because n + 1 - d > n - d. Theorem follows 
from part ('iv) and Lemma III. 

(vi) The general case follows because J(q, U, m) is a monotonic 
function of U. Q.E.D. 
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Example I: Let V be the binary sequence 1101. We compute 

Bose distancet Designed distance 
m J(q, V, m) Binary Decimal Binary Decimal 

1 1 1 1 1 1 
2 3 01 1 01 1 
3 4 011 3 010 2 
4 11 0011 3t 0011t 3 
5 16 00111 7 00110 6 
6 30 001101 13 001100 12 
7 50 0011011 27 0011000 24 
8 91 00110011 51 00110000 48 
9 157 001100111 103 001100000 96 

10 278 0011001101 205 0011000000 192 
11 485 00110011011 411 00110000000 384 
12 854 001100110011 819 001100000000 768 

Here J(q, V, m) is computed by Theorem Iv. The designed distances 
are computed according to Theorem lvi, using iT = 0010, with im­
mediate superiors 1, 01, and 0011. iT * (Q -=- 1) = 001011111111 .... 

Evidently, the binary BCH code of block length 212 - 1 and designed 
distance 768 is identical to the binary BCH code of block length 212 - 1 
and designed distance 769 or 770 or ... or 819. This code has 854 
information symbols. This code is distinct from the binary BCH code 
of block length 212 - 1 and designed distance 820. This is true in 
general, because the least m-digit concatenation of immediate superiors 
of iT is necessarily minimum among all of its own cyclic shifts. This 
"greatest designed distance" is called the Bose distance. 

It happens that the binary BCH code of block length 212 - 1 and 
designed distance 768 is also distinct from the binary BCH code of 
block length 212 - 1 and designed distance 767, because the 12-digit 
binary expansion of 767 is minimum among all of its cyclic shifts. 
This, however, need not be true in general. For example, the binary 
BCH code of block length 24 - 1 and designed distance 3 is not distinct 
from the binary BCH code of block length 24 - 1 and designed distance 
2, because the 4-digit binary expansion of 2 = 0010 is not minimum 
among its cyclic shifts; the minimum is 0001. 

t Defined later in the text. 
:j: This code is identical to the binary BCH code of block length 15 and de­

signed distance 2. 
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In general, we would like to determine the number of information 
digits in the q-ary BCH code of block length n = qm - 1 and designed 
distance d = };Diqm-i. The previous theorem gives us a solution to 
this problem if we can find a sequence V which is greater than all of 
its own suffixes and has the property that 

iT * (Q ..:. 1) < D ~ 

least m-digit concatenation of immediate superiors of iT. 

Complementing this condition gives 

V>D~ 

greatest m-digit concatenation of immediate subordinates of V. 
or 

v > D * (Q ..:. 1) > 

(
greatest m-digit concatenation) 

of immediate subordinates of V * 0 > X, 
where X is the greatest immediate subordinate of V. We may assume 
that V has no terminal zeros, and that the length of V does not exceed 
the length of D. Since X and V have the same length, X is a prefix of D. 

Since V is the least immediate superior of X, the problem of finding 
V is reduced to the problem of finding X, which is a prefix of D. The 
solution is as follows: 

Theorem 2: Let X be the shortest prefix of D such that 

D = X * F, F * (Q ..:. 1) ~ D * (Q ..:. 1), 

and let V be the least immediate superior of X. Then 

('t) iT * (Q ..:. 1) < D ~ 

least m-digit concatenation of immediate superiors of iT. 

(ii) V exceeds all of its own proper suffixes. 

Proof of (i): 

Since X is a prefix of D and V is an immediate superior of X, V 
is an immediate superior of D. SO V > D and V > D * (Q ..:. 1). 

Complementing gives iT * (Q ..:. 1) < D * 0, so V * (Q ..:. 1) < D. 

~--k --+-

Let X<k) = X * X * ... * X. Then F * (Q ..:. 1) ~ D * (Q ..:. 1) is 
equivalent to X<O) * F * (Q ..:. 1) ~ X(1) * F * (Q ..:. 1). Therefore, 
X * X<O) * F * (Q ..:. 1) ~ X * X(l) * F * (Q ..:. 1) or X(l) * F * (Q ":'1 ) ~ 
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X(2) * F * (Q -.:. 1). By induction, X(k) * F * (Q -:. 1) ~ X(k+l) * F * 
(Q -.:. 1) and jj * (Q -.:. 1) ~ X(k) * F * (Q -.:. 1) for all k. Since this is 
true for arbitrarily large k, jj * (Q -:. 1) ~ X. Complementing, D * 0 ~ 
X ~ any infinite concatenation of immediate superiors of V. There­
fore, D ~ any m-digit concatenation of immediate superiors of if. 
Proof of (ii): 

Let X = Y * Z * L, where Y and Z are arbitrary (possibly empty) 
and L is the final digit of X. We have 

V = Y * Z * (L + 1) 

jj = Y*Z*L*F 

F * (Q -.:. 1) ~ Y * Z * L * F * (Q -:. 1) = X * F * (Q -.:. 1); 

X * F * (Q -.:. 1) = Y * Z * L * F * (Q .:. 1) > Z * L * F * (Q -.:. 1), 
else Y would be a shorter prefix than X which satisfied the same condi­
tions. 

No proper suffix of V can equal V, for the suffix must be shorter. 
If some proper prefix of V, say Z * (L + 1), (Z possibly empty) 

exceeds V, then 

Z * (L + 1) > Y * Z * (L + 1) > Y * Z * L = X. 

If Z * L > X, then Z * L * F * (Q -.:. 1) > X * F * (Q -.:. 1), a con­
tradiction. If Z * L is a prefix of X, then X = Z * L * G and from 

X * F * (Q -.:. 1) > Z * L * F * (Q -.:. 1) 

we have 

Z * L * G * F * (Q -.:. 1) > Z * L * F * (Q -.:. 1) 

G * F * (Q -.:. 1) > F * (Q -.:. 1) ~ X * F * (Q -..:. 1). 

Now Z * L is a shorter prefix than X, a contradiction. Therefore, 
Z * (L + 1) < Y * Z * (L + 1), i.e., V exceeds all of its own proper 
suffixes. Q.E.D. 

Example II: Let q = 9, n = 728 = 93 
- 1, d = 217. Then D = 261, 

jj = 627, jj * 8 = 627888 ... , X = 62, V = 63, if = 25. 

Bose distance 
m Jt q-ary decimal 

1 6 3 3 
2 42 26 24 
3 270 263 219 

t In this and subsequent tables we use the Bingle later J as an abbreviation 
for J(q, V, m). 
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Example III: Let q = 2, n = 511, d = 185. Then D 010111001, 
15 = 101000110, 15 * 1 = 101000110111111 ... , X = 101000, V = 

101001, V = 010110. Immediate superiors are 010111, 011, 1. 

m J Bose distance Smaller designed distance 

1 1 1 1 
2 1 11 11 
3 4 011 011 
4 5 0111 0111 
5 6 01111 01111 
6 16 010111 010111 
7 22 0101111 0101110 
8 29 01011111 01011100 
9 49 010111011 010111000 

Example IV: Let q = 2, n = 511 = 29 
- 1, d = 187. Then D = 

010111011, D = 101000100 = X, V = 101000101, iT = 010111010. 

m J Bose distance 

1 1 1 
2 1 11 
3 4 011 
4 5 0111 
5 6 01111 
6 10 011011 
7 22 0101111 
8 29 01011111 
9 49 010111011 

The answer agrees with Example III, although the recurrence is 
different. This illustrates the general nonuniqueness of V. Theorem 
2 specifies one satisfactory method of finding V, but as seen from 
this example, this V need not be unique. The simplest recurrence 
rule generally arises from the shortest possible V, which corresponds 
to the greatest V, or the least D. This can generally be found by first 
reducing D insofar as permissible. 

Example V: Let n = 211 - 1, d = 411. Then D = 00110011011. 
We could take 15 = 11001100100 = X and proceed. However, we 
instead consider d = 410, D = 00110011010. Since D has a cyclic 
shift smaller than itself, the code is unchanged. But 15 = 11001100101, 
X = 1100110010 does not look much easier, so we continue. Each 
prime marks the starting point of a smaller cyclic shift. 
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D 
I 

0011001101 0 
00110011'001 
00110011 '000 
0011'0010111 
0011'0010110 

0011'0010000 
0011'0001111 

0011 '0000000 
00101111111 

Since 00101111111 has no cyclic shift less than itself, this designed 
distance is the Bose distance of a different BCH code. We must instead 
use D = 00110000000, jj = 11001111111, X = 1100, V = 1101. The 
recurrence is given in Example I: 1(2, 211 - 1,411) = 485. This 
same V is obtained if we started with D = 00110011000, or any D 
in the region 

00110000000 ~ D ~ 00110011000 

Example VI: Let q = 2, n = 215 
- 1, D = 001010010100111, jj * i = 

1101011010110001111· .. , X = 110101101011000, V = 110101101011001, 
iT = 001010010100110 

m J Bose distance 

1 1 1 
2 3 01 
3 4 011 
4 11 0011 
5 16 00111 
6 36 001011 
7 64 0010101 
8 115 00101011 
9 211 001010011 

10 378 0010100111 
11 694 00101001011 
12 1256 001010010101 
13 2276 0010100101011 
14 4112 00101001010111 
15 7474 001010010100111 
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Although the brute force method just used gives the right answer, a 
more devious approach proves easier. Instead of D = 001010010100111, 
let us consider D = 001010010100101, X = 11010, V = 11011, V = 

00100. This yields a different set of codes, with a much simpler re-
currence: 

m J Bose distance 

1 1 1 
2 3 01 
3 4 011 
4 11 0011 
5 21 00101 
6 36 001011 
7 64 0010101 
8 115 00101011 
9 211 001010011 

10 383 0010100101 
11 694 00101001011 
12 1256 001010010101 
13 2276 0010100101011 
14 4126 00101001010011 
15 7479 001010010100101 

The code with D = 001010010100111 has 5 less information digits 
than the code with D = 001010010100101, corresponding to the 5 
distinct cyclic shifts of 001010010100101. 

1. ASYMPTOTIC RESULTS 

Let us define the enumerator 
co 

J(q, U; z) = L J(q, U, m)zm. 
m=l 

Given a sequence V which is less than all of its own proper suffixes, 
we may also define 

so that 

z V'(z) 

The recurrence 
m-l 

J(q, V, m) = mVm + L VkJ(q, V, m - k) 
k-l 

I 
\ 
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becomes 

J(q, V; Z) = zV'(Z) + V(Z)J(q, V; Z) 

whose solution is 

,. _ zV'(Z) 
J(q, 1 ,Z) - 1 _ V(Z) 

Let PI, P2, ••• be the (not necessarily distinct) complex reciprocal 
roots of 1 - V(z). Then 

1 - V(z) = II (1 - PiZ) 
i 

- V'(z) = - L Pi II (1 - PiZ) 
i i¢i 

z V'(z) 
1 - V(z) 

Therefore, 

J(q, V;z) 

so 

J(q, V, m) = L p7, 
i 

where Pi are the complex numbers defined by the equation 

1 - V(z) = II (1 - PiZ). 
i 

Although this gives an explicit expression for J(q, V, m), the expression 
depends upon the complex numbers Pi' For finite values of m, it is 
usually easier to compute J(q, V, m) directly from the recurrence 
relation of the previous section, since these calculations involve only 
integers. For asymptotic results, however, the above equation is very 
useful. 

Definition: Let P = max I Pi I, let s = logq p. 
i 

Since all coefficients of the polynomial V(z) must be nonnegative 
integers not exceeding q - 1, it is easily seen that the Pi with the 
maximum absolute value is real and positive, and 1 ~ P ~ q. Clearly, 

J(q, V, m) ~ pm 



INFORMATION SYMBOLS IN BCH CODES 1877 

for large m, in the sense that 

lim p-m J(q, V, m) 1. 
m->oo 

Similarly, 

log a J(q, V, m) ~ m loga p = ms. 

If 
00 

u = L: Uiq-i, 
;=1 

and 

x ~ 0 ~ V * 0, 
where V exceeds all of its own suffixes and X is the maximum sub­
ordinate of V, then 

In other words, if we fix the fraction din = u and let nand d grow 
large, then 

I ~n8 

or, more precisely, 

( ) 1
. logq I(q, qm - 1, uqm) 

s u = 1m . 
m->oo m 

For given q, the function s(u) is a rather complicated animal. To 
compute it, one must first write u in q-ary. If 0 exceeds all of its proper 
suffixes, set V = 0; otherwise write 0 = X * F where X is the shortest 
prefix such that 0 ~ F. V is then taken to be the least immediate 
superior of X. Then, s is defined as the logarithm (base q) of the maxi­
mum reciprocal root of 1 - V(z). 

It may easily be shown that s is a continuous, monotonic nonincreas­
ing function of u. It may also be shown that the derivative of s with 
respect to u is either 0 or it is undefined. There are two kinds of points 
at which the derivative s'(u) is undefined. First, there are the end­
points of the intervals on which s(u) is constant. u is a lower endpoint 
of such an interval iff 0 is a finite sequence which exceeds all of its 
own proper suffixes; u is an upper endpoint of such an interval iff 0 
is a periodic sequence, equal to some of its suffixes but not less than 
any others. At these endpoints, s(u) is undiff~rentiable because it has 
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only a right derivative or a left derivative, but not both. There is 
only a countable number of points of this type. 

The more interesting points are those at which s(u) has neither a 
right derivative nor a left derivative. This happens iff 0 is an infinite 
sequence which exceeds all of its own proper suffixes, and 6 is not a 
suffix of 0. 

The set of points u such that s(u) is not differentiable is uncountable, 
but it has measure O. Professor T. Pitcher of the University of Southern 
California has also shown3 that this set has Hausdorf dimension 1. 
This appears to be entirely due to the large density of these points 
in the vicinity of u = O. In general, I conjecture that the Hausdorf 
dimension of the set of points in the interval a ~ u ~ b [where 0 ~ a, 
b ~ 1, sea) ~ s(b)] is sea). In some sense, almost all of the nondif­
ferentiable points in any interval seem to lie very near the leftmost 
cluster point of the interval. 

When Mann2 first obtained results identical to those here in the 
special cases u = q-k, he also showed that p is the only reciprocal 
root of 1 - V(z) with magnitude greater than 1. Thus, not only is 

but in fact, for sufficiently large m, 

where (.) denotes the nearest integer to ".". Unfortunately, this 
strengthened result is not true in general. For some values of u, 1 - V(z) 
has only one reciprocal root with magnitude greater than 1, but for 
other values of u, 1 - V(z) has many reciprocal roots with magnitude 
greater than 1. Little is known about the behavior of the smaller 
complex reciprocal roots of 1 - V(z) as a function of u, although 
B. F. Logan4 has obtained a few preliminary results in this area. 

II. ACTUAL DISTANCE 

As one increases the designed distance, the number of information 
symbols in the resulting code must either remain constant or decrease. 
Thus, 

I(q, n, d) is the maximum number of information symbols in any of the 
q-ary BCH codes with designed distance ~ d. 

We must be careful to distinguish between I and 1, defined by 
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l(q, n, d) is the maximum number of information symbols in any of the 
q-ary BCH codes with actual distance ~ d. 

It is obvious that l(q, n, d) ~ 1(q, n, d). 
For example, there are three binary BCH codes of block length 23, 

having 23, 12, and 1 information symbols. The code with 23 informa­
tion digits has Bose distance = actual distance = 1, but the code 
with 12 information digits has Bose distance 5, actual distance 7. 
The code with 1 information digit has Bose distance = actual distance = 
23. Therefore, 1(2, 23, 6) = 1(2,23,7) = 1, but 1(2, 23, 6) = 1(2,23,7) = 
12. For all values of d ~ 6 or 7, 1(2, 23, d) = 1(2, 23, d). 

The known cases in which 1(q, n, d) > 1(q, n, d) are relatively sparse. 
Peterson, Kasami, and Lin5 and Berlekamp6 have investigated this 
question for narrow sense binary BCH codes (where q = 2 and n = 
2m 

- 1). They proved that 1(2, 2m 
- 1, d) = 1(2, 2m 

- 1, d) if d divides 
2m 

- 1, or if d is one less than a power of 2, or if m' divides m and 
1(2, 2

ml 
- 1, d) = 1(2, 2

ml 
- 1, d) > 1(2, 2"" - 1, d + 1), or if m is 

sufficiently small, or if d is sufficiently small, or if d and/or m satisfy 
any of various other number theoretical. constraints. More recently, 
Peterson and Lin7 have shown that if 1(2, 2m 

- 1, d) = 1(2, 2m 
- 1, d) > 

1(2, 2m 
- 1, d + 1), and 1 ~ j ~ m - d then 1(2, 2m 

- 1, 2id + 2i - 1) 
= 1(2, 2m 

- 1, 2id + 2i - 1). No examples are known in which 1(2, 
2m 

- 1, d) > 1(2, 2m 
- 1, d), and it has been conjectured that 1(2, 

2m 
- 1, d) = 1(2, 2m 

- 1, d) for all m and d. 
Although this conjecture remains open, we can obtain certain results 

about the asymptotic behavior of 1(2, 2m 
- 1, u2m) from the known 

classes of special cases in which 1(2, 2m 
- 1, d) = 1(2, 2m 

- 1, d). 
We would like to define 

"( ) ? l' log2 1(2,2
m 

- 1, u2m) s u = 1m • 
m-->oo m 

Unfortunately, however, we have no assurance that the limit exists. 
In order to discuss the asymptotic behavior of the best BCH codes, 
we define 

"( ) l' log2 1(2, 2
m 

- 1, u2m) 
S U = 1m sup . 

"'-+00 m 

Clearly s(u) ~ s(u). Like s(u), s(u) must be a monotonic nonincreasing 
function of u, because if d' > d, the codewords of the q-ary BCH code 
of distance d' are a subset of the codewords of the q-ary BCH code of 
distance d. 
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We can prove that s(u) = s(u) for certain values of u, as indicated 
by the following theorem: 

If u ~ 2-\ then s(u) ~ s(2-k) 

Proof: We know that if u ~ 2-\ then 

1(2, 2m-\ u2m) ~ 1(2, 2m - 1, 2m- k - 1) 

= 1(2, 2m 
- 1, 2m

-
k 

- 1) 

Hence, 

So 

s(u) :::; lim log 1(2, 2
m 

- 1, 2
m

-
k 

- 1) = S(2-k) 
- m-+<X) 1n 

because s(u) is continuous. 

m~k 

Q.E.D. 

, This shows that s(u) = s(u) if u = !, i, i, .... Similarly, one can 
show from the recent theorem of Peterson and Lin that s(u) = s(u) 
for certain other values, ofu. 

We conjecture that s(u) = s(u) for all u. This is a weakened form 
of Peterson's conjecture that 1(2, 2m 

- 1, d) = 1(2, 2m 
- 1, d) for 

all m and d. 
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Equations Governing the Electrical 
Behavior of an Arbitrary Piezoelectric 

Resonator Having N Electrodes* 

ByP. LLOYD 
(Manuscript received May 24, 1967) 

In a paper by J. A. Lewis (B.S.T.J., 40,1961, pp. 1259-1280) general 
formulas for the electrical admittance of a piezoelectric resonator, having 
essentially one pair of electrodes, were derived in terms of motional param­
eters associated with the normal modes of vibration of the device. The logical 
extension of this work to a resonator with N electrodes is presented here. 
Expressions are given for both the admittance and impedance matrices 
of the resonator. These matrices are expressed in terms of motional param­
eters associated with, respectively, (i) the normal modes of vibration with 
all electrodes connected together, and (ii) all electrodes left open circuited. 
The electrical equivalent circuit for the 2-port characteristics of the N 
electrode resonator is given for two particular examples. 

1. INTRODUCTION 

General formulas for the electrical admittance of a piezoelectric 
resonator having essentially one pair of electrodes were derived by 
Lewis.1 These formulas are consistent with those derived earlier for 
special cases such as long bars and large plates (see, for example, 
Mason2

). In Lewis' work the admittance function is expanded about 
its poles in an infinite series. The residue at one of these poles deter­
mines the strength of the contribution of the normal mode, associated 
with the pole, to the overall vibrational behavior of the resonator 
when it is driven at a frequency close to the natural frequency of the 
mode. Surprisingly, the work of Lewis seems to have seen little ap­
plication, as far as can be judged, except for that of Lloyd and Red­
wood/ and Byrne, et aU 

* Most of the work described here is based on part of the author's doctoral 
thesis (University of London, 1966). 

1881 
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With the current interest in multi-electroded resonators, such as the 
monolithic crystal filter/ it is pertinent to consider the logical exten­
sion of the work of Lewis to the case of an arbitrary resonator having 
N electrodes. A discussion of this problem has previously been pre­
sented by the author/ and also by EerNisse and Holland.7 

Included in Section II of this paper are the basic equations govern­
ing the piezoelectric resonator, presented here for completeness. 

In Section III various integral relations are derived for use in Sec­
tion IV where the properties of the admittance and impedance matrices 
are investigated. The electrical equivalent circuits for two particular 
2-port configurations of the N electrode resonator are also derived in 
Section IV, in order to illustrate the application of the admittance 
and impedance matrices. 

A brief list of the principal symbols used in the text is given below. 

1.1 List of Symbols 

p Mass per unit volume. 
p. Mass per unit area of an electrode. 
Ui Particle displacement vector. 
Skl Strain tensor. 
Tkl Stress tensor. 
Ti Traction (stress vector). 
l/> Electric scalar potential. 
Ei Electric field vector. 
Di Electric displacement vector. 
C~ikl Elastic stiffness tensor (measured at constant electric field). 
enii Piezoelectric constant tensor. 
€~n Dielectric constant tensor (measured at constant strain). 
ni Unit vector normal to, and outwards from surface of body. 
1>p Electric potential on the pth electrode. 
Qp Total charge on the pth electrode. 
B Volume of the body. 
A Unelectroded area of the body. 
Ap Area of the pth electrode. 
w Angular frequency. 
A == c/. 

The tensor components above are referred to orthogonal Cartesian 
coordinate axes Xi • The comma notation is used to indicate differentia­
tion, e.g. Di ,i = iJDJiJxj , and the repeated index summation conven­
tion is used, e.g., Di ,l = D1 ,1 + D2 ,2 + D3 ,3 • 
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II. BASIC EQUATIONS OF A PIEZOELECTRIC RESONATOR 

The equations describing the steady vibrations of a piezoelectric 
body are listed below. 
The equations of motion: 

PAUi + T ij ,; = O. 

The divergence equation of electrostatics (for an insulator): 

Di,i = O. 

The piezoelectric constitutive relations: 

where 

and 

The symmetry relations 
E E E E 

Cijkl = Cijlk = Ciikl = Cklii , 

s S 
Emn = Enm • 

2.1 Boundary Conditions 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

The boundary conditions for the resonator shown in Fig. 1 will now 
be discussed. 

On the unelectroded portion of the surface A 

Ti = 0, on A, 

on A, 

(10) 

(11) 

that is, no surface tractions and zero external electric field exist normal 
to the surface. Note that (11) is an approximation which in practice is 
usually valid for materials with large values of E~m/ Eo. The driving 
electrodes are assumed to be very thin metallic conductors with infinite 
conductivity. Potential Pp and charge Qp exist on the electrode area 
A;p • External electrical connections to the electrodes will not be specified 
at present. We pause to note, however, that cp = 0 at some point ex-
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A 

4>=0 

1 
Fig. 1 - Arbitrary piezoelectric resonator with N electrodes. 

ternal to the resonator. Since we have neglected the effects of the 
external potential distribution, this "earth" point only has significance 
in connection with the topography of the external electrical circuit. 
The latter is assumed to interact only with the currents Jp and potentials 
cf>p on the electrodes of the resonator. The mechanical properties of 
the electrode are assumed here to be nonexistent except for a surface 
mass density Pa • The surface of the resonator beneath an electrode is, 
therefore, assumed responsible only for exerting a force consistent 
with maintaining the acceleration of the electrode. The boundary 
conditions at the electrode can therefore be written as 

T, = PaAU, , on All, (12) 

cf>= constant, on All (13a) 

and either 

cf>= <Pp or (13b) 

f Din; dAp = -Qp. (13c) 
Az> 

Note that the choice between (13b) or (13c) as a primary condition 
is unimportant. 

III. PROPERTIES OF SOLUTIONS 

As is well known, the solution of the equations reviewed in Section 
II for a practical case is a formidable problem, and it is often neces-
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sary to resort to some approximate method of solution. In this paper, 
we will not discuss the methods for solving the equations, but rather 
the nature of the solution assuming that it has been found. 

Equations (1) through (13) can be expressed in terms of u, and cp, 
from which it follows that 

subject to the boundary conditions 

with 

and either 

or 

and 

C~jklUk,lnj + ekijcp,knj = 0, 

ejklUk,lni - e;kCP,kni = 0, 

cP = constant on Ap 

cP = cJ>p 

on A, 

on A, 

(14) 

(15) 

(16) 

(17) 

(18a) 

(18b) 

(18c) 

(19) 

We now note that (14) through (19) become homogeneous when <Pp = ° 
for all p. This latter condition represents one of the eigenvalue problems 
associated with Fig. 1, namely, that of mechanical vibrations possible 
when all electrodes are connected directly to the reference point. Other 
eigenvalue problems associated with Fig. 1 include those where some 
electrodes are open-circuited (Qp = 0) and the remainder are short­
circuited (CPr = 0) (i.e., connected to the reference point). 

3.1 Reciprocal Theorem 

Consider two solutions of (1) through (13) denoted, respectively, 
by (A', u~ , cp') and (A", u~', cp"). The two solutions could be, for example, 
those associated with two different sets of forcing parameters at dif­
ferent frequencies. 

From (1) we have 

i pA"u~u~' dB + i u~T~:'i dB = 0, (20) 
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and from (2) 

1 ,I,.'D~'· dB = 0 'f' I,t , 

B 
(21) 

where B is volume of the body exclusive of the electrodes. Using the 
divergence theorem, (20) may be written 

1 PA"U~U~' dB - f S~·T~~ dB + f u~T~~n· dA = 0, (22) tt 1111 t111 
B B A 

and (21) 

-i ¢' 'iD~' dB + i ¢' D~'ni dA = O. (23) 

Subtracting (23) from (22), and substituting for the surface condi­
tions given by equations (10) through (13) we have 

= i (T~~S~i - E~D~') dB. (24) 

Equation (24) is still valid when the primed and double-primed quan­
tities are interchanged. Using this fact, we have 

The quantity on the right~hand side is zero by virtue of the con­
stitutive equations (3) and (4). 

Equation (25) then becomes 

N 

(A" - A') V(u~u~') L (ip~Q~' - ip~' Q~) , (26) 
p=1 

where 

V(u~u~') = fB pu~u~' dB + t f P.u~u~' dA. (27) J 1 p=1 Ap 

Equation (26) is a special case of the reciprocal theorem given by 
Lewis l and discussed by Loves for the purely elastic case. 
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3.2 Orthogonality of the Eigensolutions 

Consider two eigensolutions, (A (n), u~n),. cP (n») and (A (m), u~m), cP (m») 
of the same homogeneous boundary problem. That is, <I>;m) = 0 if 
<I>;n) = 0 and Q~m) = 0 if Q~n) = O. Thus, for two solutions of the same 
eigenset 

(28) 

and from (26) 

A (n) :;:e A(m). (29) 

Thus, two solutions of the same eigenset satisfy the orthogonality 
condition (29). Also we have from (24), the Rayleigh quotient for the 
eigenvalue A (n) 

A (n) 

where 

2 = Wn = 
2 is H(u~n) , cP (n») dB 

V(u~n)u~n») 

3.3 Expansion in Terms of Eigensolutions 

(30) 

(31) 

The solution to the inhomogeneous boundary value problem in­
dicated by Fig. 1 can be expanded in terms of any of the sets of eigen­
solutions. These expansions are very important when electrical behavior 
is of prime interest. We will show here how the forced vibrational 
solution (A, Ui , cP) may be expressed in terms of two of the possible 
expansions, namely: (i) the eigensolutions (A sCn

" uf(n), cPs(n») which 
correspond to the normal modes of vibration of the resonator with all 
its electrodes connected to the reference point, and (ii) the eigen­
solutions (AO(n), u~(n), cP°(n») for the normal modes with all the electrodes 
open circuited. 

For expansion (~) we set 

00 

Ui = u;o) + L a Cn)u~ (n) (32) 
n=l 

and 

00 

cP = cP(o) + L aCn)cPS(n); (33) 
n=l 
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and for expansion (ii) 
<Xl 

Ui = u~o) + L b (n)u~ (n) (34) 
n=l 

and 
<Xl 

1> = 1>(0) + L b(n)1>0(n) , (35) 
n=l 

where (u~o), 1>(tJ» is the solution to the boundary value problem of 
(1) through (13), as A ~ o. 

Since we have not specified the means by which the electrodes are 
connected to the external electric circuit we will allow the parameters 
<I>p and Qp to be of the general form 

<I>p = <I>;o) exp (jwt) , 

<I>;O) = I <I>;O) I exp (jOp) , 

Qp = Q;O) exp (jwt) , 

Q;O) = I Q;o) I exp (jy;p). 

(36) 

(37) 

Although it is immaterial how the charges Qp and potentials <I>2' are 
set up in relation to the external circuit, Qp and <I>p are of course not 
independent. 

The coefficients a (n) in the first expansion can be found by noting 
that the equations of motion (1) and boundary conditions (12) require 

<Xl 

pAU~O) = p 2: (A sen) - A)a(n)uf(n) , in B (38) 
n=l 

and 
<Xl 

PsAU;o) = Ps L (AS (n) - A)a (n)uf (n) , (39) 
n=l 

On multiplying (38) and (39) by uf (m) and carrying out the indicated 
integrations and adding we have: 

f 
pAu;o)uf(m) dB + ± f psAU~o)U~(m) dAp 

B p=l Ap 

= f a(n)(AS(n) - A)[f puf(n)uf(m) dB + ± f psuf(n)uf(m) dApJ. 
n=l B p=l Ap 

(40) 

We note from (27) that (40) may be written 
<Xl 

AV(u;o)uf(rn» = La(n)(AS(n) - A)V(uf(n)uf(m». (41) 
n=l 
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From the orthogonality condition (29), all terms on the right are zero 
except the term in a(m), giving 

(42) 

By a similar argument we have for the coefficients in the second ex­
pansion 

(43) 

Remembering the definition of u~o) , u~(m) and u?(m) we have the follow­
ing as a consequence of the reciprocal theorem (26): 

N 

XS(m) V(u~o)u~(m») = L: ip;o)Q:(m) , (44) 
p=l 

and 
N 

_ '""" Q(o)<I>0(m) 
L..J p p , (45) 
p=l 

since 

Using (44) and (45) with (42) and (43) 

p=l (46) 

N 

- X L: Q;o) <I>~ (m) 

b(m) = p=l • 

(X oem) _ X)X oem) V(u~(m)u~(m») (47) 

From (46), we see immediately that the contribution of the S(m)th 
m{)de (eigensolution) in the expansion (32) and (33) is dominant when 
X ~ AS(In), if ip;O) is held constant with frequency. We also note that 
the amplitude of a (m) depends on the charge on the electrodes when 
the resonator is executing free vibrations corresponding to the S(m)th 
mode (i.e., with all electrodes short-circuited). 

Equation (47) shows similarly that the contribution of the O(m)th 
mode is dominant in the expansion of (34) and (35) when X ~ A ° (m) 

if Q;o) is held constant. Also the amplitude b(m) depends on the po­
tentials on the electrodes when they are open circuit with the resonator 
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executing free vibrations corresponding to the O(m)th mode. When 
applying the expansions (i) and (ii) it should be realized that assump­
tions have been made concerning the completeness of the eigensets. 

IV. THE ELECTRICAL ADMITTANCE AND IMPEDANCE MATRICES 

4.1 General Considerations 

The admittance matrix YPQ for the N-electrode piezoelectric resonator 
is defined by 

N 

Ip = L Ypqipq • (48) 
Q=l 

Similarly ZPC/ , the impedance matrix, is here defined by 

N 

Pp = L zpQIC/ + R, (49) 
C/=1 

where 

(50) 

and R is a constant depending on the external circuit configuration. 
The relationships (48) and (49) are postulated on the basis that the 
equations of the resonator are linear and that their use is restricted to 
steady vibrations. 

We will now derive various properties of ypq and Zpq . First we note 
from (13c) and the divergence theorem that 

t Jp = jw t Qp= -jw t f D.n; dAp = -jw f Di,i dB = O. 
p=l p=l p=l Ap B 

(51) 

Equation (51) is simply Kirchhoff's current law, for the conservation 
of charge. We note from (48) and (51) that 

N N 

L L ypqPq = 0, (52) 
p=l q=l 

and since Pq is arbitrary, the sum of each column of the ypq matrix is 
zero, i.e., 

N 

LYpC/ = o. (53) 
p=l 

We will now use the reciprocal theorem to show that both ypq and Zpll 

are symmetric. Consider the solutions for two sets of potentials ip~ 
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and cI>~' having the same frequency. Then from (26) 
N 

L (cI>~Q~' - cI>~'Q~) = 0. 
p=1 

Using (48) and (54) 
N N 

L L (ypqcI>~cI>~' - ypqcI>;/cI>~) = 0, 
p=1 q=1 

and (49) and (54) 
N N N 

(54) 

(55) 

jw L L (zpqQ~Q;' - ZpqQ~'Q~) + R L (Q~ - Q~') = 0. (56) 
p=1 q=1 p=1 

Since cI>~ and cI>;' are arbitrary in (55) we must have 

YP'l = Y'lP • 

N 

In (56) Q; and Q; are arbitrary and L Qp = 0, so 
p=1 

As a consequence of (57) and (53) 

'l=1 

(57) 

(58) 

(59) 

It has been shown in this section that the impedance and admittance 
matrices of an N-electrode piezoelectric resonator have properties 
similar in many ways to those of an N-terminal passive electrical 
network. 9 

4.2 Expansions for the Electn:cal Parameters 

We may now make use of the eigensolution expansions of (32)-(33) 
and (34)-(35) to inquire into the admissible forms for YV'l and ZP'l as 
functions of frequency. 

For expansion (a) 

00 

Qp = Q;O) + L a(m)Q;(m) (60) 
m=1 

00 

cI> = cI>(o) + '"' a(m)cI>S(rn) 
p p L...J p 

cI>;O) , all cI>;(m) being zero. (61) 
m=1 

Then using (46) and (60) 

Qp 
= Qp(o) ~ ~ I\C;;) cI>~o) 

+ ~ !-:t (1\ SCm) - 1\) , (62) 
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where 

(63) 

For expansion (b) 
co 

Qp = Q;O) + L b(m)Q~(m) Q;O) , all Q~(m) being zero, (64) 
m-1 

and 
co 

<Pp = cp;O) + L b(m)<p~(m). (65) 
m=l 

So using (47) and (65) 

cp = cp(o) _ ~ ~ AF;;)Q~O) 
p p ~ !-::t (Ao(m) - A) , (66) 

where 
cpO (m) cpo (m) 

F(m) = p q • 

pq A oem) V(u~(m)u~(m») 
(67) 

We now define the charge-potential relations for the solution of the 
static boundary value problem (A = 0) as follows: 

N 

Q;o) = L C' cp(o) pq q (68) 
q=l 

and 
N 

cp(o) = L F(o)Q(o) +R. p pq q (69) 
q=l 

It is assumed, from now on, that the static parameters such as C~q 
are such that quadratic forms like C~qCPpCpq are positive definite. Proof 
of this depends on energetic considerations. 

We now put 

A Oem) = w!m and A SCm) = W~m , (70) 

and define 
co 

C;~) = C~q - L C;;) • (71) 
m=l 

We obtain from (62) and (71) the admittance matrix of (48) in the 
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form 

(72) 

From (66) and (69) the impedance matrix of (49) is of the form 

= l {F(O) _ i w
2F;;) }. 

Zpq jw pq m=l (W~m - w2
) 

(73) 

Restricting our interest for the moment to an element ypq of the 
admittance matrix, we observe that the form of (72) is analogous in 
form to the admittance of the electrical network in Fig. 2. However, 
from (59), which is valid for all frequencies, we require 

N 

L C;;) = 0, (74) 
q=l 

but from (63) 

C;;) > 0, (75) 

so 
N 

L C;;) < 0. (76) 
q=l,qr'p 

Therefore, several elements of C;;) may be negative. 
The form of an element of the impedance matrix (72) suggests an 

analogy with the circuit of Fig. 3 but, in view of the proceeding dis­
cussion, it is again probable that several of the elements F;;) are negative. 
It should be noted, however, that F;;) > 0. 

4.3 Driving Point Functions 

From (49) the driving point impedance Zp~, at the two terminals 
p-q, when all other terminals are left open-circuit is given by 

Fig. 2 - Electrical network for admittance representation. 
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C, C2 C m 

~~---1!J--l 
z ~ WI W 2 Wm I 

..J 

C - /F(o) C - I/F(m) -FOR Zpq. 0 = 1 pq' m = pq AND Wm = WAm 

Fig. 3 - Electrical network for impedance representation. 

(77) 

In terms of the expansions for Zpfl. given by (73), we have from (77) 

where 

and 

1 
[ 

00 2F(m) ] 
Z D = _ F(o) _ ~ W 
pfl.· L...J -2"---~2 , 

JW m=l WAm - W 

(<p~(m) _ cI>~(m»)2 

A 0 (m) V(u~ (mlu7 (m») 

(78) 

(79) 

(80) 

So, clearly F(m) > 0 and therefore, the analogue circuit of Fig. 3 js 
"physical" for Z:;' . 

At first sight, it would appear that one could easily derive a driving 
point admittance for the p-q port when all other terminals are shorted., 
In fact, it must be found by appropriate manipulation of either YPfl. 

or Zpfl. and, in general, the expression includes many elements of either 
matrix. We can, however, define a driving point admittance for the. 
p-terminal, when all other terminals are connected to the reference 
point, i.e., 

(81) 

The analogue electrical circuit for ypp , namely Fig. 2, is again physical. 

4.4 "Black Box" Matrices for a Two-Port 

Before calculating any "black box" transfer matrices it is convenient 
to define a transformed admittance matrix valid for the resonator and 
its external circuit. In Fig. 4, the terminals of the resonator are all 
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interconnected, there being a physical component with admittance 
yp~ connected between terminals p and q. The currents flowing into 
the N-terminal network and resonator as a whole are 

N 

I' = P L y~qCPq , (82) 
q=l 

where 

y~q ypq E - ypq (83) 

and 
N 

E L E (84) ypp = ypq . 
q=l,q"'v 

ypq is defined by (48) and yp~ = Yq! , as can be seen from Fig. 4. We 
may now form two-port networks. For the purposes of further dis­
cussion, any connections made externally to the two-port will be as­
sumed to be consistent with 

4.5 Electrically Symmetric Two-Port Resonator 

Further discussion, with all Yp~ finite for the N-terminal resonator, 
will not be continued. The reduction of a N-terminal network to a 
2-port is discussed by Weinberg. 7 

4.5.1 Two-Port With N-2 Terminals Shorted 

We will now consider a simple case where all terminals except p 
and q are connected directly to 8, and an admittance Yp~ is connected 

r; I' p 

Fig. 4 - External electrical connections to the resonator. 
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between p and q as shown in Fig. 5. We will also assume that the con­
struction of the resonator is such that it is electrically symmetric 
with respect to the ports. We have under these circumstances 

I~ = y~p V p + y~'l V'l (86) 

I~ = y~'l V p + y~p V'l , (87) 

"\vhcre 

y~p = ypp + Y:'l (88) 

and 

/ E 
YP'l = YP'l - YP'l • (89) 

We now consider the electrical lattice network of Fig. 6 as an analogue 
of transfer characteristics of (86) and (87). The analogue (Fig. 6) is 
physical if Ya and Y b are realizable with physical components. 

Now 

Y a = YPP - YP'l , (90) 

and 

(91) 

Using (72) and (63), Y a and Y b can be expressed in terms of the eigen­
solution expansion as follows: 

[ 

00 (QSCm)QSCm) _ Qscm)Qscm)] 
y - 'w (C Co ) - CCo) + '"' p p p q 

a - J pp P'l ~ (AScm) _ A)V(U~Cm)u~cm) , 

y - 'w Cc{)) CCo) P P P 'l • 
[ 

00 (QSCm)QSCm) + Qscm)Qscm)] 
b - J (pp + P'l) + ]; (ASCm) _ A)V(U~cm)u~Cm) 

I' p 

I ' p s r 

I ' q 

I ' q 

Fig. 5 - Two-port system for N -2 electrodes short-circuited. 

(92) 

(93) 
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E 2Ypq 

Fig. 6 - Electrical analogue of Fig. 5. 

Also since we have taken ypp = Y(J.rl' then from (63), either 

(94) 

It therefore follows that the S(m)th eigensolution may only contribute 
to one of Yo and Y b , depending on sign of Q:(m) /Q:(m). We also see 
that the electric circuit of Fig. 2 is a physical analogue for both Yo 
and Y b • 

4.5.2 Two-Port With (N-4) Terminals Open Circuit 

The symmetrical resonator with (N-4) terminals open circuit is 
shown in Fig. 7. We now use the Zpq matrix of (49), (67), and (73) to 
derive the impedance matrix of this two-port, again subject to the 
restrictions of (85). We find that 

where 

and 

From (82) and (67) 

Zpq = -J:- [G;~) 
JW 

00 AG(m) ] 
]; (X o(m)p~ A) 

(95) 

(96) 

(97) 

(98) 

(99) 
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p q Iq 

s r Iq 

Fig. 7 - Two-port system for N -4 electrodes open-circuited. 

where 

G(m) 
pq 

(<I>~(m) _ <I>?(m»2 

AO(m)V(u?(m)u~(m» , 

(cf>~(m) _ <I>?(m»(cf>~(m) _ cf>~(m» 

A ° (m) V(u~ (m)u~ (m» 

G;~) = F;~) + F!;) - F;;) - F;~). 

Also since the resonator has been taken to be symmetrical, i.e., 

it follows, from 67, that 

(cf>~(m) _ cf>?(m» = ±(cf>~(m) _ cf>~(m». 

(100) 

(101) 

(102) 

(103) 

(104) 

(105) 

If we represent the transfer equations (95) and (96) in terms of the 
lattice analogue of Fig. 8, subject to the restrictions of (85), we have 

Z = 1.. [(G(O) _ G(o» 
a jw PP pq 

z = 1.. [(G(O) + G(o» 
b jw pp pq 

<I>?(m»(cf>~(m) - cf>?(m) - cf>~(m) + cf>~(m»J 
(AO(m) - A) V(u?(m)'Lt?(m» 

cf>~(m»(cf>~(m) _ cf>?(m) + cf>~(m) 
(X ° (m) _ X) V(u? (m)u? (m» 

(106) 
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Za 

Fig. 8 - Electrical analogue of Fig. 7. 

We note by virtue of (105) that the O(m)th eigensolution only 
contributes to one of Za and Zb depending on the sign of (q,~(m) _ cp~(m») 

/(q,~(m) _ q,~(m»). It also follows that each of Za and Zb have the circuit 
of Fig. 3 as a physical analogue. 

V. DISCUSSION AND CONCLUSIONS 

It has been shown how the electrical behavior of a piezoelectric 
resonator with N electrodes, represented by an admittance or im­
pedance matrix, can be determined from the eigensolutions for free 
vibrations of the resonator. The results for the admittance obtained 
by Lewis! are contained here as the special case N = 2 in (72). The 
impedance of the two-electrode resonator is described by (73). This 
result was not given by Lewis! since he did not consider the alternative 
expansion of the open circuit eigensolutions. It could be argued that 
since impedance is simply the reciprocal of admittance, residues of 
one could be found from the other. This would, however, involve 
rather cumbersome calculations. Furthermore, if an approximate 
theory is used to generate the eigensolutions, the expansions may only 
be valid in a small frequency range, thus making the calculation of, 
say, the residues of the impedance from the admittance expansion 
impossible. 

Returning to the general case of the N -electrode resonator, the elec­
trical behavior can be predicted in terms of the admittance or im­
pedance matrices of (72) and (82). If external electrical components 
are to be connected between the N electrodes, and a two-port com­
posite network is to be formed, its transfer characteristics can be 
deduced from either matrix. In the particular case of the symmetric 
resonator with N-2 of its electrodes connected together, the admittance 
matrix provides simple results, whereas the impedance matrix is use­
ful for the case of N-4 open-circuited electrodes. 

Before concluding, it might well be asked what reasons there are 



1900 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1967 

for preferring a motional parameter representation of the electrical 
characteristics over the direct method of determining the impedance 
or admittance matrices from the solution to the inhomogeneous bound­
ary value problem. These are essentially twofold. Firstly, if a two­
port N -electrode reasonator is to be designed to realize some transfer 
function or driving impedance, or so on, an appropriate synthesis 
procedure will usually automatically yield these motional parameters, 
leaving only the task of physically realizing a resonator with these 
parameters! Secondly, if the inhomogeneous boundary value prob­
lem is being solved, the inevitable numerical calculations are least 
likely to be accurate in just those ranges which are of prime interest, 
namely, the poles and zeros of the admittance or impedance matrices. 
Furthermore, considerable computing time would be lost, compared 
with the motional parameter method, if some transfer characteristic 
of the derived two-port were to be obtained for a large number of 
frequencies in a narrow band. 
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Properties and Device Applications of 
Magnetic Domains in Orthoferrites 

By A. H. BOBECK 

(Manuscript received August 15, 1967) 

It has been shown that isolated magnetic domains in thin platelets (~2 
mils thick) of orthoferrites can be manipulated to perform memory, logic, 
and transmission functions. The purpose of this paper is to discuss 
the properties of orthoferrites that make them suitable for magnetic device 
applications and consider magnetostatic problems relevant to domain 
structures found to be useful. Included is a brief indication of how memory, 
logic, and transmission can be accomplished; however, the details will 
be reserved for a later paper. 

The stability conditions of a cylindrical domain are discussed in detail 
and data is reported to support the conclusions. Of particular interest are 
the sizes of cylindrical domains available in the various orthoferrites. Such 
data has been taken on five of the fourteen possible orthoferrites and it is 
found that the thulium orthoferrite, TmFeOa, gives the smallest stable 
domain diameter (2.3 mils) and LuFe03 the largest. The stability results 
lead to a direct method for obtaining CTw , the domain wall energy density. 
For TmFeOa , as an example, CTw = 2.8 ergs/cm2

• 

It is concluded that the orthoferrites are well suited indeed for device 
applications. Experimentally, 3 mil diameter domains have been manip­
ulated and there is every reason to believe that operation of sub-mil domains 
will soon be realized. 

I. INTRODUCTION 

Recently, P. C. Michaelis described a technique for propagating 
isolated magnetic domains in thin anisotropic ferromagnetic films.1 
He obtained controlled motion along either the easy (e) or hard (h) 
anisotropy axis although he used distinctly different mechanisms to 
obtain propagation in these directions. 

Michaelis' ferromagnetic films were processed to have a uniaxial 
anistropy (i.e., hard and easy axis) in the plane. of the film. Magneti-

1901 
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ANISOTROPIC 
NLFe FILM 

Fig. 1-An isolated magnetic domain can be moved along the easy (e) or 
the hard (h) anisotropy axis. 

zation lies in the plane of the film and a magnetic domain, as illus­
trated in Fig. 1, is seen to be an isolated reverse magnetization area 
bounded by a domain wall. The disparity in the propagation modes 
for the e and h directions is due to anisotropy inherent in the film 
itself. Propagation of domains along the diagonals is possible using 
conventional wall propagation and, in fact, Spain2 has recently dis­
cussed such a technique. 

Complete generality in the propagation (and interactions) of mag­
netic domains, however, demands that the magnetization be aligned 
normal to the surface of the film. Furthermore, it would be useful if 
the magnetic properties were isotropic (or essentially so) in the plane 
of the film. A cylindrical domain in such a material is drawn in Fig. 2. 
These conditions are met in orthoferrites as first pointed out by R. C. 
Sherwood. Other similar materials are magnetoplumbite, barium fer­
rite, and manganese bismuth. 

This memorandum will describe some of the results of generat­
ing and propagating cylindrical domains. Related magnetostatic 
problems are introduced and discussed. It will be shown that the 
stability conditions for cylindrical domains lead to a method of 
determining wall energies and results obtained so far on orthoferrites 
are tabulated. Finally, a brief description is given of some of the 

Fig. 2 - An ideal material permits magnetization normal to platelet surface 
and is otherwise isotropic. 
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device properties; however, this aspect will be treated in much more 
detail in a later memorandum. 

II. ORTHOFERRITES 

An excellent treatment of orthoferrites can be found in Ref. 3. 
Orthoferrites of the general formula lVIFeOa, where M is any rare 
earth ion are antiferromagnetic with a weak ferromagnetism caused 
by a slight canting (0.5°) of the antiparallel spins. The molecular and 
magnetic unit cell is an orthorhombic cell of sides a, b, and c with the 
c side about twice the length of a or b, as illustrated in Fig. 3. The anti­
parallel Fe 3+ spins align along the a-axis with the c-axis exhibiting 
the weak ferromagnetism (471"1118 ::::; 100 gauss). The lone exception is 
SmFeOa which has its net moment along the a-axis at room tempera­
ture. The Neel temperature for all orthoferrites is about 400°C. 

The orthoferrites have a remarkable set of magnetic properties. 
When magnetized to saturation, fields of several thousand oersteds are 
needed to effect a flux reversal. This field (nucleation field H N) is an 
order of magnitude greater than the magnetic moment of a typical 
orthoferrite. Thus, platelets having the c-axis normal to the planar 
surface are magnetically stable without an applied field even when 
fully saturated. Furthermore, once domain walls are present they can 
be moved with fields (wall coercivity H(J less than one oersted. Thus, 

Fig. 3 - Locatoll of Fe3+ spins in typical orthoferrite orthorhombic cell. 
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the orthoferrites are ideally suited for device applications which utilize 
materials with a reentrant B-H hysteresis characteristic. 

Orthoferrites can be grown from a PbO flux and all of the speci­
mens evaluated during the course of this work were so prepared by 
J. P. Remeika and L. J. VanUitert. Occasionally, a particular run will 
yield nearly perfect single crystal platelets of orthoferrite. Dimensions 
vary with 0.1 inch by 0.2 inch by 2 mils thick being typical. For­
tunately, most of these platelets grow with the c-axis normal to the 
plane and are thus ideally suited for cylindrical domain observations. 

The tendency to grow platelets is not characteristic of all orthofer­
rites. For this reason, it has been necessary to develop techniques 
for preparing platelets from larger crystals. 

Orthoferrites are optically transparent, especially to the red spec­
trum. Magnetic domains in a thin platelet (2.3 mils thick) of TmFe03 
are readily seen using the Faraday rotation of transmitted light. Note 
in Fig. 4 the random orderliness of the areas magnetized up (dark) 
and down (light). Magnetostatic and wall energies balance to de­
termine the general shape as well as the dimensions of the domains. 
It is only with a great deal of reluctance that these domains yield 
to an inhomogeneous field. 

III. MAGNETOSTATICS AND STABILITIES OF STRIPS AND CYLINDERS 

Assume, as pictured in Fig. 5, that a loop of wire is placed in 
contact with the surface of an orthoferrite platelet. 'Vhen a current 

XiS 

Fig. 4 - Faraday observation of magnetic domains III TmFe03. Note the 
isolated oval domain. 
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I 

(a) BEFORE (b) AFTER 

Fig. 5 - In the process of generating a cylindrical domain a current applied to a. 
loop alters the static domain pattern of (a) to that of (b). 

is applied to the loop the resulting field pattern will perturb the exist­
ing domains. Areas of magnetization seeing a favoring applied field 
will grow - others will shrink. To produce a cylindrical domain, note 
that it will be necessary to "pinch off" at several points. To maintain 
a cylindrical domain when the applied current, I, is removed, it is 
usually necessary to apply a dc bias field normal to the surface of the 
platelet. The conditions under which the cylindrical domain is stable 
will be analyzed in this section. 

3.1 Magnetic Strip Domain 

To a first approximation, the field necessary to "pinch" a strip 
domain to produce a cylindrical domain can be equated to the field 
required to compress a strip domain to zero width. The strip resists 
compression since a high magnetostatic energy state is generated. The 
magnetostatic field effective when the strip approaches zero width 
can be obtained by inspection and is 471"1118 (see Fig. 6). One im­
mediately sees the significance of the low moment of the orthoferrites 
since the applied fields necessary to generate cylindrical domains will 
be directly related to the magnetic moment. 

Fig. 6 - The internal magnetostatic field in a uniformly magnetized platelet 
is 41l"M •. 
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Hz = 2M sO 

Fig. 7 - Normal magnetostatic field component generated by a strip of mag­
netic charge is related to the angle o. 

The relationship between the width W of a strip domain and the 
applied field H 8 will now be discussed. (Refer to Fig. 7.) Consider a 
strip of magnetic charge located in the xy plane and extending to 
infinity in the +y and -y directions. The magnetic field component 
perpendicular to the xy plane, Hz, is directly related to the angle () 
subtended by the strip and is given by Hz = 21lfsB. (A similar rela­
tionship exists for a strip carrying a uniform current.) 

Consider a strip domain of width W in an orthoferrite platelet of 
thickness h. This case is illustrated in Fig. 8. By means of the angle 
relationship discussed above the z-component of field, produced by the 
magnetic surface charges, can be quickly obtained. For example, the 
field at the midpoint of either domain wall (sides of the strip) is 

Fig. 8 - The applied field necessary to sustain a strip domain is derived in the 
text. 
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H(z = hj2) = 8.111. tan-1 hj2TV. (1) 

The polarity of this field is such as to cause the strip to widen. An 
applied field, equal in magnitude and opposite in sign, is, therefore, 
needed to maintain the strip at a width W. 

More significant is the average field effective on the walls under the 
assumption that the walls are rigid (do not bulge outward). In 
Appendix A the desired relationship is derived and is 

H. 2 [ -1 (h) TV I ( + h2

)] 
47r1l1. =;. tan TV - 2h n 1 lV2 • 

(2) 

A similar expression is found in Kooy and Enz.4 Equation (2) is 
plotted in Fig. 9. Note that as the strip narrows (W --? 0) the normal­
ized field approaches unity as discussed previously. For a very wide 
strip the field effective on the wall tends to zero and the walls are 
stable in position without an external applied field. 

Equation (2) tells us to what extent the surface charge of the 
strip and the sheet cancel. As TV increases, the walls see cancelling 
fields from the surrounding magnetic charge and the wall field re­
duces to a low value. If the strip is driven closed, however, the 
quantity of nullifying charge on the strip itself goes to zero and the 
full internal field 47l'Ms is felt. If the wall coercivity, He) is very low 
only very wide strips (W»h) will be stable in the absence of an 
applied field. 

3.2 Cylindrical Magnetic Domains 

In the derivation of equations which related to the performance of 
a strip domain, it was not necessary to include a domain wall energy 

1.0 

0.3 

" MAGNETOSTATIC" 
___ WALL FIELD 

// FOR STRIP 

o~ ______ ~ ______ ~ ______ ~ ______ ~ 
o 2 

W/h 
3 4 

Fig. 9 - An applied field of 471'M. is necessary to collapse a strip to zero width. 
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term since the walls maintained constant area. Such is not the case 
for a cylindrical domain. 

Consider as shown in Fig. 10 a cylindrical domain of radius r in a 
platelet of orthoferrite of thickness h. Assume that the domain wall 
which defines the cylindrical domain has straight sides, i.e., the shape 
is neither "hour-glass" nor "barrel" like. The total energy, relative to 
a uniformly downward magnetized platelet can be written as 

~T (total) = ~lV (wall) +~D (magnetostatic) + ~1I (applied) 

or, 

~T = 27rrhuw - ~D + 2MsHA7rf2h, 

using CGS units where the domain wall energy density UlV is in 
ergsjcm2. The partial derivative of the energy with respect to r gives 
the force on the wall. 

a~T a~n H a;: = 211'huw - a;: + 47rrhllf. A' 

It is assumed that auwjar is negligible. In terms of fields, 

(3) 

(I) (II) (III) (IV) 

Equation (3) is a stability relationship in terms of magnetic fields. 
It relates the net effective field on the wall (1) to the wall field (II) 
trying to compress the cylindrical domain, the demagnetization field 
(III) trying to expand that domain, and the applied field (IV). If the 
net field (I) is positive the domain will compress, if it is negative it 
will expand. 

It is convenient to express the "wall energy" and "magnetostatic" 
contributions as fields. Term (II) can be equated to a wall field, 

Fig. 10 - A cylindrical domain in a platelet of thickness h. 
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termed H lV , since it is the field contributed by the wall energy density, 
O"lV. So 

o"w 

Hw = 2rA1 . 
8 

(4) 

Note that this field, which goes as l/r, is the eventual cause of the 
collapse inward of the smallest domains. The importance of (4) which 
is plotted in Fig. 11 cannot be overstressed since it points out the 
significant role that wall energy will play in orthoferrite devices. 

A. Thiele5 has obtained an expression in closed form for (III) the 
magnetostatic field which we shall designate as H D • A derivation of 
the magnetostatic energy ~D is not readily obtainable. An alternative 
derivation, somewhat simpler but less rigorous than the technique 
employed by Thiele, is presented in Appendix B. The result (by either 
method) is 

t;. ~ ~ [ -~ + Vi + (4ri/h')E(k, ,,/2) ] ' (5) 

where E (k, 71'/2) is the complete elliptic integral of the second kind 
and 

lc2 1 
= 1 + (h2/4r~' 

The normalized magnetostatic field plots much (see Fig. 12) as the 
strip field of Section 3.1. The sense of HD is always to attempt to 
expand the cylindrical domain. Equation (5) is plotted in detail in 
Fig. 24. 

1.0 
"WALL ENERGY" 

...-- WALL FIELD 
./ FOR CYLINDER 

o~ ____ ~~ ______ ~ ______ ~ ____ ~ 
o 2 3 4 

2r/h 

Fig. 11- The wall energy, O"w, generates a field of a sense to collapse a cylin­
drical domain. 
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1.0 "MAGNETOSTATIC" 
.__- WALL FIELD 

/' FOR CYLINDER 

0.4 

o~ ______ ~ ______ ~ ________ ~ ____ ~ 
o z 

zr/h 
3 4 

Fig. 12 - The magnetostatic energy generates a' field which attempts to expand 
a cylindrical domain. 

It is probably well to reiterate that the fields HA , H lV , and HD 
are assumed to be acting on a rigid cylindrical domain wall and HlV 

and HD have no significance unless applied to the domain wall itself. 

3.3 The Stability of a Circular Domain 

We are now in a position to discuss the stability of a cylindrical 
domain. Three cases will be considered. They are (i) r « h, a very 
thick platelet, (ii) r » h, a very thin platelet, and (iii) r ~ h, a "just 
right" platelet. Case (i) will be magneto static energy dominated, case 
(ii) wall energy dominated, and case (iii) will have these energies 
somewhat in balance. 

3.3.1 Very Thick Platelet 

For a cylindrical domain of radius r in a platelet of thickness h, 
where r « h, the magnetostatic field HD of (5) may be approximated 
as 471'1\.18' In this case the critical radius, ra , is obtained by equating 
the magneto static field to the wall field. This is graphically done in 
Fig. 13. Analytically, 

and 

O'w 

ra = 87l'M;' (6) 

For typical orthoferrites, ra is the order of 0.5 mil. Domains of a 
radius greater than ra will expand uncontrollably while those of radius 



t 
H 
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UNSTABLE 
EQUILIBRIUM 

/ /HD=4~MS 
/ / 

Fig. 13 - Metastable equilibrium exists with "very thick" platelets. 
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less than ra will contract to oblivion. The significance of ra is that it 
gives an absolute lower bound on the stable domain size. Note that 
the problem of initially establishing a domain of radius ra has been 
carefully avoided. 

3.3.2 Very Thin Platelet 

At the other extreme are the conditions that exist in a very thin 
platelet, i.e., r » h and the wall field completely dominating the mag­
netostatic field. Note Fig. 14. In the absence of a coercivity the criti-

Fig. 14 - Stability condition for a "very thin" platelet. 
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cal radius rc will approach infinity. With a wall coercivity He the 
minimum stable radius can be obtained from 

H=~ 
c 2r.M. 

or (7) 
(Tw 

rc = 2M$H
c

' 

For typical orthoferrites, rc is 40 mils. Indeed, difficulty is experienced 
in generating domain patterns of any kind in very thin (less than 
one mil) platelets. 

3.3.3 " Just Right" Platelets 

We have seen that cylindrical domains in very thick platelets are 
completely unstable. Also, that in very thin platelets only excessively 
large domains are stable and then only if some form of wall pinning 
is assumed. 

A stable cylindrical domain can be obtained if the thickness h of 
the platelet is chosen so that at the point of intersection of the Hn 
and H lV curves 

1 a~~n 1 > 1 a~~w I· (8) 

In general, a bias field (Hbias) is needed to secure the intersection at 
"b" which satisfies (8). Refer to Fig. 15 and note that anH w + Hbifl.s curve 

t 
H 

H B1AS 

/HBIAS+Hw 
£" 

Fig. 15 - A stable cylindrical domain can be obtained if a suitable bias field 
is applied. 
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is plotted. For a radius somewhat greater than rb the combined wall 
and applied fields close the domain to rb . If the starting radius is less 
than rb but greater than r! the dominant magnetostatic field will 
open the domain to rb . Any domain of radius less than r! will collapse. 
By adjusting the bias field rZ, can be varied somewhat. For example, 
in TmFeOa , 2.3 mils thick, rb can be varied from 2.8 mils to 1.2 mil 
as the bias field is changed from 26 Oe to 36 Oe. 

As H bias is increased, r; and rb approach each other and become 
equal when the H w + Hbias curve is tangential to the HD curve. With 
a further increase, all cylindrical domains become unstable and col­
lapse. This leads to a direct method of obtaining the wall energy 
density, O"w • 

IV. WALL ENERGY DENSITY, O"lV 

The cylindrical domain radius rb as a function of an applied field 
H bias has been measured for a number of rare earth orthoferrites. A 
typical curve of domain radius vs applied field is plotted in Fig. 16. 
This experiment, as was pointed out above, is a direct method for 
obtaining O"lV the domain wall energy density. 

For the 2.3-mil thick platelet of TmFe03 described previously the 
minimum r observed is 1.15 mil at an applied field of 36 Oe. Since 
h = 2.3 mils, 2r/h = 1. From Fig. 24, HD/47rJ.1Js = 0.58. For TmFe03 
47rMs = 140 gauss so HD = 81 Oe. Thus, HlV = HD - H bias = 81 
36 = 45 Oe. Therefore, 

O"w = 2rH will 8 

= 2.80 ergs/cm2
• 

40~----------------------------------~ 

~ 30 

~ 
rJ) 

« 
in 20 

I 

/ 
BUBBLE 

COLLAPSE 

2 

rb IN MILS 

--
/ 

STRIP TO 
BUBBLE 

3 4 

Fig. 16 - Cylindrical domain size as a function of an applied bias field. 
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The average results obtained on orthoferrites for which platelets 
were available are tabulated in Table 1. Note that in addition to the 
measured values of rmin that a calculated 27!"ra (Section 3.31) is also 
included. Thiele5 has shown that 27rra is the optimum platelet thick­
ness. Platelets of thickness 27rra will sustain cylindrical domains of the 
minimum possible diameter and this diameter will be approximately 
27rra. Note that TmFe03 has the lowest calculated 27!"ra (as well as 
the lowest observed domain size), and is thus a prime contender for 
device applications. It is hoped that some other orthoferrite such as 
YFe03 which has a reported7 <Tw of 1.0 erg/cm2 and 47rMs of 105 gauss 
may give yet smaller domains than TmFe03. 

v. GENERAL COMMENTS AND OBSERVATIONS 

The sequence of pictures of Fig. 17 give a pictorial display of much 
of the material described in the preceding sections. An "as grown" 
TmFe03 platelet, 2.3 mils thick was subjected first to an increasing 
bias field applied parallel to the c-axis (perpendicular to the planar 
face) and then to a decreasing field. 

The platelet is demagnetized, i.e., equal areas of magnetization up 
and down, if no field is applied (a). The average width of a domain 
is the consequence of a magnetostatic and wall energy balance and 
as such can be used to obtain a crude estimate of the wall energy. It 
is an observation that for very thick or very thin samples the strip 
width is increased from that shown. 

As the field is increased, the dark strips narrow and there is a 
general reshuffling of domains. At (g) one of the "dumbell" domains 
has collapsed into a cylindrical domain. Further increase in field finds 
a total of five such domains (i). At 37 Oe applied field, three of the 
five have collapsed (j) and the remaining two would also collapse if a 
few more tenths of an oersted was applied. However, at this point 

TABLE I 

Observed Calculated 

471"M.6 O"w 2rmin Field Thickness 271"ra 
Orthoferrite (gauss) (ergs/cm2) (mils) (Oe) (mils) (mils) 

HoFeOa 91 2.0 4.6 12 2.1 3.8 
ErFeOa 81 1.7 6.0 8 2.0 4.1 
TmFeOa 140 2.8 2.4 36 2.3 2.2 
YbFeOa 143 3.0 3.8 59 4.4 2.3 
LuFeOa 119 3.9 8.8 4 1.4 4.3 
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the field was slowly reduced and the two cylindrical domains grew 
in size. At 27 Oe they became unstable as circles and blew out into 
strips (k). The circle to strip to circle process can be repeated with a 
field perturbation of 1.5 oersted. Thus, the wall coercivity, He, is 
probably less than 1.5/2 = 0.75 oersted. If the field is reduced to zero 
a pattern superficially like (a) appears. 

By passing the tip of a fine magnetized wire over the surface of 
a demagnetized platelet it is possible to "cut" through the strip do­
mains. Then as the bias field is applied large numbers of "bubbles" 
appear such as in Fig. 18. Our next problem is to look at the ways in 
which these "bubbles" can be manipulated to do logic and storage. 

It will suffice, for the purposes of this article, to just indicate very 
briefly some of the operations that are possible. These are illustrated 
in Fig. 19. Since in the correct environment cylindrical domains have 
been shown to be stable, storage is readily available. Transmission of 
a domain from location 1 to location 2 is achieved by energizing a 
conductive loop located at position 2. The domain, in seeking the 
lowest energy state, readily moves to position 2. To obtain a com­
plete set of logic functions an interaction is required. The magneto­
static repulsion which exists between domains ensures that only one 
domain will move into position 2 if that loop is energized. New 
domains can be created by replication. This involves literally tearing 
a single domain into two halves which then expand to full size. The 
use of the full set of operations allows the possibility of data process­
ing applications. 

It is apparent that a multi-dimensional shift register can be built 
using transmission with a three-phase drive source to achieve the 
desired directionality. Information is inserted by selective replication 
at the input of the register. Most of the early device work has cen­
tered on the design and operation of multi-dimensional shift registers. 
Initial success was obtained when a 2.2-mil thick platelet of HoFeOa 
was combined with a waffle-iron like high-permeability ferrite base­
plates The baseplate consisted of a matrix of 10-mil by 10-mil posts 
positioned on l5-mil centers. Single turn windings were wrapped about 
selected posts and series connected to form the five distinct propa­
gation phases identified in Fig. 20 (f). The waffle-iron posts served to 
facilitate the wiring procedure as well as to precisely define the ap­
plied field patterns. Assume as shown in (a) that domains exist in 
the orthoferrite platelet at the upper left and middle left <PI locations. 
The location of the domains can be ascertained by viewing the results 
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(a) ZERO FIELD (b) 16.0 oe 

(c) 20.60e (d) 21.S oe 

(e) 22.7oe (f) 24.50e 

Fig. 17 - Faraday studies of a platelet TmFeOa orthoferrite, 2.3 mils thick, 
c-mcis normal to the surface. Sample originally demagnetized (a). Field applied 
normal to the surface, first increased, then decreased. Note at (g) that the strip 
in the upper left~hand corner became a cylindrical domain. This, and the other 
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(9) 24.6 oe (h) 26.50e 

(L) 28.00e (j) 37.00e 

(k) 27.0 oe ('L) ZERO FIELD 

Fig. 17 - (continued) 
cylindrical domains which formed, reduced in size until (j) when three of five 
collapsed. As the field is decreased the remaining two bubbles open into strips 
(k) and eventually grow to fill the entire platelet 0). 
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b-AXIS 

< a-AX IS 

X16 

Fig. 18 - Numerous cylindrical domains produced by "cutting" strip domains 
with a magnetized wire. 

of a magnetic colloid interaction with the domain walls defining the 
cylindrical domains. Application of a current pulse to cI>2 causes the 
pair of domains to step one post position to the right. In this manner 
the domain patterns of (b) through (d) are generated. The sequence 
123145132154 ... causes domains to propagate clockwise in the upper 
and lower loops resulting in a residual pattern (e) being generated by 
the colloid. 

More recent work has been directed toward improving the storage 
density of the shift register. Operation with 3.5-mil diameter domains 
has been achieved and there is every indication that sub-mil domains 
can also be propagated. The final storage density of the device ap-

TRANSMISSION 

INTERACTION ~ ~ ~ 
2 3 ~ 3 

REPLICATION 

Fig. 19 - Illustration of transmission, interaction, and replication. Shaded areas 
represent cylindrical domains, circles the drive loops, and underlined numbers 
the energized loops. 
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pears to be limited by wiring pattern resolution rather than any 
magnetic property. 

VI. CONCLUSIONS 

A variety of experiments have been performed on orthoferrites. 
These include cylindrical domain stabilities, strip stabilities, magneto­
static interactions, and device applications. It has been found that the 
concept explained in the body of this memorandum of considering 
the magneto static and wall energies as generating equivalent fields, 
is useful toward a first order understanding of the phenomenon ob­
served. 

Cylindrical domain stability has been studied in detail. The wall 
energy density ·crw and the magnetic moment 47rMs are seen to be sig:" 
nificant factors limiting the minimum available diameter of a cylindri­
cal domain. With experiments completed on five of fourteen orthofer­
rites the results have shown that TmFeOa has the smallest stable 
domain diameter, 2.3 mils. There is every reason to expect that sub­
mil domains will be realized in other orthoferrites. 

This paper has discussed idealized, elastic, domains. However, most 
of the early successes in manipulating domains in shift register, logic, 
and memory structm'es were accomplished with rather thin, high 
coercivity platelets. Further study will be required to determine the 
optimum blend of operating characteristics. 
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APPENDIX A 

It is desired to derive the average z-component field j( acting on 
the domain walls which define a strip of magnetization reversal of 
width W located in an infinitely large magnetic platelet of thickness 
h. See Fig. 21. Consider the domain wall located in the X = 0 plane. 
Note that the surface magnetic charge of the strip itself and that of 
an image strip also of width W will produce cancelling fields at any 
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(a) BUBBLE STARTING 
POSITIONS 

(c) PULSE <1>3 

(b) PULSE <1>2 

Cd) PULSE <1>1 , TH EN <1>4 

Fig. 20 - Sequence of photographs illustrating two-dimensional shifting of 
cylindrical magnetic domains in HoFeOa orthoferrite. Operation was obtained on 
a ferrite waffle-iron baseplate and observed with a 3M Colloid Viewer. 
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(e) RESIDUAL PATTERN 
IN COLLOID VIEWER 
AFTER CONTINUOUS 
123145132154 SEQUENCE 

(f) IDENTIFICATION 
OF DRIVE LOOP 
DESIGNATIONS 

Fig. 20 - (continued) 

"z" and thus need not be considered. The field at "z" due to the upper 
right-hand sheet of charge is 

Hz 1 -1 (z ) 
41r.Llf. = 21r tan W' 

Now 

- 1 t 
Hz = h J

o 
Hz dz. 

This equation assumes that the domain wall is rigid and therefor'e 
that the force acting on the wall can be averaged. 
So 

4~ZI. = 2!h faA tan-
1 (tv) dz 

~ 2~ [tan-' C~T) - ~~ hl (1 + )~,)} 
Since four sheets of magnetic charge are acting on the wall (producing 
components identical in field direction and magnitude) the total 
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+ + + + - + + + 

Fig. 21- Identification of parameters used in the derivation of the strip 
magnetostatic field. 

average field becomes 

~ = ~ [tan-1 (~) - WIn (1 + h
2

2)J. 
41rM, 11" W 2h W 

In the body of the text (Section 3.1) the z-component of field for 
the strip is designated Hs and the above expression is entered as (2). 

The assumption that the walls defining the strip domain are rigid 
(and straight) is a good approximation for VV » h and poor for 
W « h. In the latter case, the average force acting on the walls 
differs significantly from the maximum forces experienced by the 
walls. It is expected that for W « h the walls will bulge outward. 

APPENDIXB 

The calculation of the average wall field Hz produced by surface 
magnetic charge, for a circular magnetic domain proceeds in much 
the same manner as for the strip. As in the strip case the domain wall 
itself is assumed to be rigid. The mathematics are simplified if it is 
recognized that a cancellation cylinder exists as shown in Fig. 22. 
Only one quadrant wiII be considered with a factor of eight included 
to account for all four quadrants plus a top and bottom. 

In general, as defined in Fig. 23, 

H = J M. co~ a dA 
Z r 

so 
He [11"12100 pz dp de 

8M. = J 0 2ro sin 0 (/ + l)!' 
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dA =pdpdfJ 

Fig. 22 - Figure useful in the derivation of the average wall field of a cylindrical 
domain produced by surface magnetic charge. 

Using 

It ~ J Hz dz 

llzh 17r/2 r'" lh z dz p dp dO 
8111. 0 J2rosinO 0 (/+i)! 

r7r/2 J'" p dp dO Ih 
- J o 2ro sinO (/ + i)i 0 

1
7r/2

1°O [ p ] 1 - 2 2! dp dO 
o 2ro sin 0 (p + h ). 

Fig. 23 - Figure showing field Hz is related to M, and the angle a. 
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H 
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-rr-* I T 
HS 

0.2 
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W OR 2T' 
h h 

Fig. 24 - Cylinder and strip magnctostatic fields. 

17r /2 ( 4r~. 2 )t 
= h 0 1 + 7 SIll e de - 2ro . 

Letting sin2e = 1 - cos2e, 

But 

IIzh _ h~l + 4hr~ 17r/2 r1 8kI. -

L 

4r~/h2 2 el! de 
4 2 COS . 

1 + ~~ J 

17r/2 (1 - e cos2 e)! de = l1r/2 (1 - k2 sin2 e)! de. 

So the final result can now be written as 

[ 
1 Jil sin

2 eJ! de. 
1 + 4 2 ro 
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The integral is the complete elliptic integral of the second kind 
E (k, 71"/2) where 

1 

1 + l:~' 
4r~ 

In the text, the magnetostatic field effective on the cylindrical domain 
wall is designated HD thus the final expression, which is (5), becomes 

HD 2 [ 2ro Mr~E(7 /)] -- = - -- + 1 + -2 1 jf,,7r 2 . 
47rM8 7r h h 

Equation (5) and (2), representing the magnetostatic field of the 
cylinder and strip, respectively, are plotted in detail in Fig. 24. 
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Interpolation of Data With 
Continuous Speech Signals 

By M. R. SCHROEDER and S. L. HANAUER 

(Manuscript received March 1, 1967) 

In some communications systems, the need arises for temporally 
interpolating data or signalling information during continuous speech.1 
If the required time gaps are created by simply interrupting the speech 
signal, severe degradation of speech quality and some loss in intel­
ligibility results. 

The reason for the degradation is twofold: 

(i) The interruptions introduce discontinuities in the speech signal­
two for every interruption. 

(ii) The interruptions, unless occurring pitch synchronously, create 
an inharmonic signal. 

In the following, a proposal is described which avoids discontinuities 
and is pitch synchronous-without the need for pitch detection. Average 
"off-time" ratios of 30 percent have been achieved for continuous speech 
without audible degradation. These results were obtained by computer 
simulation of a sampled data system. The instrumentation for a real­
time analog system is simple. 

The gaps created by this method occur at irregular intervals in time. 
Thus, for a steady flow of data or signalling information, some buffer 
storage and coding that distinguishes "gaps" (interpolated data) from 
speech is required. 

In the proposed interpolation system, the speech signal set) is divided 
by its envelope 

(1) 

where set) is the Hilbert transform2 of set). The resulting signal is 
then multiplied by a modified envelope 

fi( t) = {a( t) _ c} + == {a( t) - c if a > c (2) 

o if a ~ c, 

where the function.{ } + equals its argument. for positive arguments 
and is zero otherwise. 

1931 
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The combination of these two operations results in the desired in­
terrupted signal 

sCt) 
Si(t) = aCt) {a(t) - c} + • (3) 

The average off-time ratio depends on the magnitude of the constant 
c. For Gaussian signals, this ratio is given by 

[ 2/2 r off = 1 - exp -c a] . (4) 

In one of the computer simulations, c was chosen equal to 0.5 ii. 
For a Gaussian signal, this choice corresponds to 

c = H7ra2]t. (5) 

Thus, the average off-time becomes 

roff = 1 - exp [-7r/16] = 0.18 = 18%. (6) 

The actually observed off-time ratios for c = 0.5 a for two test sentences 
were 26 percent for male speech and 16 percent for female speech. 
(a was obtained by averaging aCt) over 20 msec with a rectangular time 
window.) 

Fig. 1 shows microfilm outputs from a computer simulation. The 
constant c was chosen equal to 0.9 a in order to achieve off-time ratios 
near 50 percent. The first line shows the original signal s( t), the second 
line the interrupted signal Si(t) and the third line the "switching func­
tion" 11 - c/a(t)}+ • The actual off-time ratio for the total utterance 
(one sentence, male speaker) was roff = 55 percent. 

The speech quality for this rather large off-time ratio was judged 
somewhat nasal but as intelligible as the original. It is possible that 

(c) 

Fig. 1- (a) Original signal set). (b) Interrupted signal s,(t). (c) "Switching 
function" {I - O.9a(t)!a(t)}+ 
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Fig. 2 - Possible implementation of a system for interpolation of data with con­
tinuous speech signals. 

even better results might be achieved by "smoothing" the switching 
function, by filling in short gaps and by eliminating short speech bursts. 

A possible implementation is shown in Fig. 2 in block diagram form. 
The division by aCt) indicated in (3) can be effected by single-sideband 
modulation followed by infinite clipping. The function { . } + corresponds 
to standard half-wave rectification. The multiplication by {a(t) - c} + 

can be effected by a switch-type modulator. The desired interrupted 
signal is obtained by a downward frequency shift of the modified­
envelope single-sideband signal. 

The problem of interpolating signalling information with speech 
arose in a new mobile communication system for trains and was brought 
to our attention by Mr. C. E. Paul. 
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