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of course, it is recognized that the fading must be associated with the 
motion of the irregularities in the atmosphere. The object of the internal 
reflection hypothesis is to relate the average received field to the rate 
of decrease in atmospheric density, and hence to eliminate some of the 
arbitrary parameters required by the scattering concepts. JVlany theorists 
have concluded that the internal reflections cancel, or at least that their 
effect is too small to be important. 

If the problem of inhomogeneous atmosphere could be solved rigor­
ously, there would be no difference of opinion, but a rigorous solution 
that can be readily evaluated has not yet been achieved without signifi­
cant approximations, and the relative accuracy of the different approxi­
mations is in question. 

The purpose of this paper is to present a new approach that to the 
present author seems to bridge the gap between the internal reflection 
concept and the scatter hypotheses. Although the method is not as 
rigorous as would be desired, it does provide quantitative predictions 
that are in excellent agreement with experimental data without the use 
of arbitrary numerical factors. 

II. METHOD 

The procedure is to find first the magnitude of the intel'nall'efiection 
from a smooth exponential atmosphere and then to superimpose ran­
dom variations on the exponential decrease. 

The difference in dielectric permittivity E between two horizontal 
planes at heigh,ts Yl and Y2 is assumed to be a random variable with a 
Gaussian distribution. The average value depends on the average index 
of refraction -at the surface, together with the exponential decrease in 
atmospheric density with height; the variance at any height depends on 
the variance in the surface index of refraction together with the same 
exponential,decrease with height. The assumed rate of exponential de­
crease or scale factor cuts in half the atmospheric density, mean value 
of permittivity �~�n�~�l� variance in permittivity for each increase in eleva­
tion of 7 or 8 kilometers. These quantities are based on meteorological 
data and are independent of transhorizon radio experiments. 

It is further assumed that the reflection coefficient is proportional to 
the change in dielectric permittivity and hence is also Gaussian dis­
tributed. The average reflection coefficient is derived from electromag­
netic theory>', as a function of the average exponential decrease in per­
mittivity. 
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Finally, it is assumed that the variance of the reflection coefficient is 
related to the variance of the dielectric permittivity by the same func­
tion that relates the average reflection coefficient to the average permit­
tivity. 

The resulting reflection coefficient is Gaussian distributed and has 
both positive and negative values, which are almost equally probable 
when the standard derivation £r is large compared with the mean value 
p,. For comparison with experimental data it is necessary to find the mean 
of a Gaussian distribution taken without regard to sign, and this is given 
with sufficient accuracy by either the mean value p, or vf27;£r, which­
ever is the larger. The former is usually controlling below 100 mc and the 
latter is usually controlling at UHF and above. 

This paper is not intended to be a complete description of all tropo­
spheric phenomena. Some variations exist in the horizontal plane but 
they are small compared with the variations in the vertical plane and 
have been neglected in order to simplify the presentation. The resulting 
modified Gaussian distribution is similar to a Rayleigh distribution; 
consequently, this derivation has a fading component, but it does not 
give quantitative results on either the speed of fading or on the associ­
ated problem of useful bandwidth. There is a hint that the speed of fad­
ing depends on the number of Fresnel zones in the common volume and 
that the useful bandwidth varies inversely as this quantity, but further 
work is needed. 

In addition, this paper is concerned only with the effects of the at­
mosphere that have been neglected in the smooth sphere diffraction 
theory. The latter will be controlling at short distances and low fre­
quencies. 

III. EFFEC'.r OF SMOOTH EXPONENTIAL PROFILE 

The permittivity of the atmosphere is assumed to vary only in the 
vertical direction, and to have a mean value and a variance, both of 
which decrease exponentially with height. Specifically, the mean value 
of dielectric permittivity € at any height illustrated on Fig. 1 is assumed 
to be 

(1) 

It follows that the change in dielectric permittivity in the region between 
Y = Yl and Y = Y2 is given by 

.6.€2,1 = €2 - €l = (1 - €8)e- b
(YI-Y.l[1 - e-b

(Y2-Yll] (2) 
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Fig. 1 - Geometry of transhorizon path. 

where Es dielectric permittivity at the surface (y = Ys) 

b = rate of exponential decrease 

~ 0.14 pcr kilometer. 

The parameter b is primarily a measure of the rate of decrease in at­
mospheric density, which is in turn determined by the laws of gas dif­
fusion and the law of gravity. The average value of b varies from about 
b = 0.12 per km near the earth's surface to about b = 0.10 per km at 
elevations greater than 7 or 8 kilometers, but it can be considered a 
constant in this application.* 

* The parameter b is related as follows to the widely used efTeetive earth radius 
factor k (which is limited to regions where 1 - e-by ~ by) 

where 

1 
k=---

1 + ~ df 
2 dy 

1 

1 - 2b (No) 
.. 314 

(f. - 1) 
N. = --- X 106 = (n. - 1) lOG 

2 

n = index of refraction 

a = true earth radius = 6370 km 

For the typical case of N. = 314 and b = 0.125/km, the effective earth radius factor 
is k = 4/3. 
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When a change in dielectric permittivity occurs at a sharp boundary 
as shown on Fig. 2 (a), the reflection coefficient q for either polarization 
can be derived from Snell's law with the following result 

(3) 

or 

where a is the angle between the ray and the boundary. This result as­
sumes I E2 - El I < 4 sin2 a and sin a ~ a. The corresponding reflection 
coefficient for an exponential decrease illustrated in Fig. 2 (b) is derived 
in a later section with the following result 

4a
2
q = (E2 - El) b +b i2A Fl (4) 

where 

A = dcp = 27ra» b 
dy A 

cp = 27rya 
A 

A = wavelength 

F 1 = [
1 - exp l- (b + i2A) (Y2 - Yl)] 

1 - exp [-b(Y2 - Yl)] 

= [1 -cxp (~) exp (-i2M .. l] 
(

-bD{3) 1- exp -2-

D = path distance 

{3 = antenna beamwidth ~ ~ (Y2 - Yl) 

JJI = number of pairs of Fresnel zones in the common volume 
formed by the intersection of the two antenna beams 

D 
a{3 >: . 
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Fig. 2 - Idealized variation in dielectric permittivity. 

The factor Fl is unity whenever M is an integer; this is the minimum 
value and this is the case of interest. * The assumption of fractional 
Fresnel zones would lead to I Fl I > 1, but realizable antenna patterns 
cannot cut off sharply enough to make this assumption meaningful. 
Nonexponential models of the atmosphere lead to factors analogous to 
F 1 which are either zero or indeterminate, and presumably this is the 
basis for the widespread assumption that internal reflections cancel. 

Substitution of (2) into (4) leads to the following expression for the 
reflection coefficient of a smooth exponential atmosphere 

_ [( €8 - 1) -bDa/4] 
q - 40:2 e 

[ 

[ b ( Yl )]] exp - - - Y 
. [~] [1 _ e-bDJ3/2]Fl ~ 8 • 

4~0: 1 _ 2bA 
47r0: 

(5) 

* The use of pairs of Fresnel zones is an artifice introduced by Fresnel to solve 
related problems in optics. By this means, a difficult vector addition problem is 
changed into a much easier scalar one because the phase shift in each pair is 
exactly 360 0 by definition. A small percentage change in the number of pairs of 
zones cannot change the sum significantly, so the exact number of pairs is not 
critical. If, however, the summation is taken over a region that cuts off sharply 
at an odd or fractional zone, the sum depends critically on the exact nature of 
the cutoff. In this case, the magnitude of the vector sum oscillates over a rela­
tively wide range and mathematically the summation is very difficult or indetermi­
nate. 
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The term in the first brackets represents the reflection coefficient that 
would have been expected if all the decrease in dielectric permittivity 
had occurred at a sharp boundary at height VI = Da/2. The term in the 
second brackets is the effect of an exponential decrease for wide-beam 
antennas, (as long as this factor is less than unity). The third brackets 
show the effect of narrow-beam antennas, which depends on distance as 
well as beamwidth. As discussed above, the factor Fl can be set to unity. 
The term in the right-hand brackets can also be neglected for a rela­
tively smooth earth path, because VI ~ 2Vs for this case. 

Typical values of the reflection coefficient q computed from (5) are 
shown in Table I for wide-beam antennas; that is, only the first two 
bracketed terms are used. 

The estimated losses given in Table I are much closer to the meas­
ured results than are those obtained from smooth earth diffraction 
theory but they are still 10-30 db greater than the median measured 
data. In addition, (5) is incomplete because it is not quite adequate in 
other respects. 

TABLE I 

Distance beyond Line of Sight 20 log I q I. decibels 
a 

km miles 300 me 1000 me 3000 me 

100 62 0.45 0 -49 -59 -69 
200 124 0.9 0 -68 -78 -88 
500 310 2.25 0 -97 -107 -117 

1000 620 4.50 -133 -143 -153 

The experimental results on the variation of the received voltage with 
frequency seem, on the average, to be closer to V~ rather than A as 
shown in (5). Seasonal and climatic effects are known to be significant, 
but the only possible variable in (5) is (fs - 1), and the seasonal 
changes in (fs - 1) are too small to account for the observed results. 
Finally, the fixed exponential atmosphere assumed in (5) cannot hope 
to explain the fading phenomena unless the variations in the atmosphere 
are considered. 

IV. EFFECT OF ATMOSPHEHIC VARIATIONS 

Random fluctuations in atmospheric pressure, temperature and 
humidity are superimposed on the average value. The resulting varia­
tions in the index of refraction (n = V~) at the earth's surface have 
been measured in many experiments, but perhaps the most complete 
and reliable results can be obtained from long-term weather data. 7

-
1o 



2856 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1963 

An analysis of meteorological data for 8 years from 45 U.S. weather 
stations indicates that the standard deviation of the surface index of 
refraction has a long-term average in the vicinity of Washington, D.C. 
of 10-15 N units, which corresponds to a variation in Es of 0-( Es) ~ 20 to 
30 X 10-6

• In the northern part of the U.S., 0-( Es) may be as low as 
4 X 10-6 (2 N units) and along the Gulf and in Florida it may be as 
high as 52 X 10-6 (26 N units) in certain hours and seasons. The vari­
ance at the earth's surface can be defined as 

(6) 

Since (Es - 1) is of the order of 600 X 10-6
, the average value of 10 to 

15 N units corresponds to 0 = 3 to 5 per cent at the surface. 
At very great heights the variance of E must approach zero. If the 

dielectric permittivity followed a smooth exponential decrease and Es 

were the only variable, the standard deviation 0- would decrease at the 
same rate as the mean value given in (2), but this does not agree with 
the experiment. Experimental data based on meteorological measure­
ments indicate that the standard deviation 0- decreases more slowly than 
the mean value. tO A better fit with experimental data can be obtained by 
assuming that the variance (0-2

) and not the standard deviation 0- de­
creases at the same rate as the mean value. Quantitatively this means 
that the standard deviation of the dielectric permittivity, which 
is measured to be 3 to 5 per cent of the mean value at the sm·face, is 
taken to be about 8 per cent of the mean value at an elevation of 14 
kilometers, 16 per cent at 28 kilometers, 32 per cent at 42 kilometers, 
etc. At higher elevations this model breaks down because the standard 
deviation cannot be greater than the mean value in a nonionized me­
dium. Heights greater than 50 kilometers are approaching the ionosphere 
and, hence, are outside the usual range of interest for tropospheric trans­
mission. On this basis, the variance at Yl over the interval Y2 - Yl is 
given by 

variance (E2 - 1:1) (7) 

or 

"-('2,1) = 0(" - 1) exp (-b(Y1
2 

- y,») VI - "O(y,-'1'. 

The dielectric permittivity of the atmosphere, as used in this paper, 
has now been specified to be uniform in the horizontal plane and to have 
an exponential variation in the vertical coordinate with a mean value 
given by (2) and a variance given by (7). The mean value for the re-
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flection coefficient corresponding to (2) has been given in (4) and (5). 
Inasmuch as the irregularities superimposed on the exponential decrease 
cause the variance of the dielectric permittivity to vary as its mean, it is 
assumed that the variance of the reflection coefficient is also proportional 
to its mean value. This critical assumption leads to 

which by means of (7) leads to 

,,( q) = [o( "4:; 1) e -bOa/8 ] 14~a V 1 - e-b"PI2 V FJ 

The interpretation of (8) is essentially the same as for (5). The first 
two terms to the right of the equality sign are the important ones for 
wide-angle antennas, the third of the five factors is the correction for 
narrow-beam antennas and the two factors on the right are unity in 
most applications and hence can ordinarily be neglected. 

When the standard deviation (8) is comparable to or larger than the 
mean value (5), the resulting distribution of reflection coefficients con­
tains both positive and negative values. The significance of a change in 
sign is to introduce an uncertainty in phase delay of one half cycle, which 
is unmeasurable and unimportant in most radio applications and tests. 
In order to compare with experimental data it is necessary to "fold over" 
the negative part of the distribution, add it to the positive part and 
then to find the mean value of the resulting distribution. 

The mean value of the folded distribution approaches the mean value 
J1. of the Gaussian distribution when (J' « J1. and approaches V2(;o 
when (J' » J1.. More precisely, the mean value of the folded distribution 
is given by 

jL'(foldeddistribution) = I~" e-,'/2., + jL erf C0) 
where J1. and (J' refer to the original Gaussian distribution. 

The folded distribution indicates that fading is to be expected, at least 
on a diurnal and seasonal basis. The use of meteorological data taken at 
hourly intervals does not provide quantitative information on the fast 
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fading, but it does not preclude it. Moreover, the fading can be larger 
and at a faster rate than indicated by the variance in the dielectric 
permittivity taken over the entire vertical height of the common volume. 
The fading depends on the variations within each pair of Fresnel zones 
rather than on the standard deviation of the entire region. The standard 
deviation of the variation within each pair of zones is of the order of 
VM times the standard deviation of their sum, where M is the number 
of pairs of Fresnel zones. 

In addition to the reflection coefficient of the atmosphere, the trans­
mission loss between two ground-based antennas relative to free space 
is also affected by ground reflections near each terminal. Ground reflec­
tions introduce image antennas which in effect double the amplitude of 
the received field intensity. This factor of 2 (or more precisely 1 + 1 r I, 
where r is the reflection coefficient of the ground) appears in plane-earth, 
smooth-sphere and scatter theories, and it is unimportant numerically 
whether it is considered as twice the free-space field incident on the 
atmosphere with no effect near the receiving terminal or considered to be 
a power addition of the antenna and its image at both terminals. 

Consequently, the mean value of transmission loss (relative to free 
space) to be compared with experimental data is the larger of 2g from 
(5) or 2Y2/7rcr from (8). At frequencies above 300 me the latter is 
controlling, and typical values are shown in Table II for o( Es - 1) = 
25 X 10-6

, which corresponds to a standard deviation at the earth's 
surface of 12.5 N units. 

For comparison with the scatter hypothesis, the first two terms in 
(8) lead to the following ratio for the average received power relative 
to free space for wide-beam antennas 

P = [2Y2/7rcr]2 b}..[cr(Es )]2e-bDa/4 (9) 
Po 87r2a 5 

v. INTERPRETATION OF RESULTS 

The computed transmission losses shown in the above table for wide­
beam antennas are compared on Fig. 3 with the average experimental 

TABLE II 

Distance Transmission Loss Relative to Free Space, 
decibels 

a 

km miles 300 mc 1000 mc 3000 mc 

100 62 0.45 0 44 49 54 
200 124 0.9 0 60 65 70 
500 310 2.25 0 82 87 92 

1000 620 4.5 0 106 111 116 
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Fig. 3 - Transhorizon transmission loss for widebeam antenna. 

data as given in a recent CCIR Study Group report. Since the computed 
values are based on the distance between the two horizons, while the 
experimental data are based on total path length, the computed values 
have been plotted on Fig. 3 at a distance of 30 km greater than given in 
the above table in order to allow for the line-of-sight distance between 
each terminal and its horizon. This assumption corresponds to an antenna 
height of about 50 feet over smooth earth. Any other reasonable assump­
tion is not likely to change the comparison significantly. 

The computed values are somewhat lower than the average experi­
mental data as given in the CCIR Study Group Report, but at least 
part of the difference (in decibels) may be due to the assumed value of 
antenna to medium coupling loss used in the analysis of the original ex­
perimetal data. As shown in the following paragraph, the effect of 
narrow beam antennas derived herein is ordinarily less than obtained 
from the method used in the CCIR Study Group Report.l1·12 

The antenna degradation factor given in (8) is 

VI - e-bDB / 2 = VI - e-b (Y2-Y l), 

and is evaluated in Table III. 
The db loss shown in the second column of Table III depends on the 

height of the common volume (Y2 - Yl). When the path is symmetrical 
and the two antennas have equal beamwidth, the corresponding path 
length for a given loss and beamwidth is shown by the right-hand col-
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TABLE III 

Decrease in Effective Distances for Various Beamwidths 

(Y2 - Yl) Antenna Gain 
(Both Antennas) 

fJ = 20 fJ = 1° fJ = 0.5 0 

300 meters 13.9 db 17 km 34 km 69 km 
1000 8.9 58 115 230 
3000 4.7 172 345 690 

10,000 1.2 575 1150 2300 
20,000 0.27 1150 - -

umns. These results are compared on Fig. 4 with typical values of the 
antenna-to-medium coupling based on scatter concepts for a 1° antenna. 
Although most of the experimental data are near the crossover region, 
the opposing trends provide a good basis for a critical experiment. 

A previously unexplained experimental result at 400 mc on a 1000-km 
path is that antennas up to 120 feet in diameter (beamwidths greater 
than 1! 0) showed less than 1 db loss in effective antenna gain when 
measured at one terminal only.13 This result agrees with the present 
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Fig. 4 - Loss in effective antenna gain. 
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method but is in sharp disagreement with earlier predictions. At the other 
extreme, measurements at 9000 mc on a 46-mile path with 4-foot and 
I-foot antennas (about 1.6° and 6.6°) showed a loss of about 9 db when 
a change in antenna was made at both terminals.14 The data on Fjg. 4 
would indicate no more than 6 db for a 4-to-l change at short distances, 
but is closer to the measured result than the earlier methods which in­
dicate 2 to 4 db. 

Long-term comparisons between 8-foot and 50-foot antennas at 4000 
mc (1.9° and 0.25°) on a 171-mile path indicated about 12 db loss in an­
tenna effectiveness. I5 On the average the signal received on the 50-foot 
antenna was 5.7 db greater than on the 8-foot antenna, rather than 17.5 
db, as would be expected in free space. The resulting loss of 11.8 db com­
pares with an expected value of 10 log 5 = 7.8 db, since the path profile 
given in the reference indicates that the height of the common volume 
was reduced by a factor of 6. 

The conclusion on the loss in effective antenna gain is that although 
the data on Fig. 4 seem a few db too low, the general shape of decreasing 
loss with increasing distance is to be preferred to the opposite trend de­
rived from scatter theory. 

It will be noted that the voltage ratio given in (8) varies as yx, 
which is in general agreement with experiment, and that variations in 
B( €s - 1) can be 20 db or more with variations in climate, season and 
time of day. At UHF and above, the standard deviation (8) is large com­
pared with the mean value (5), so considerable variation with time is to 
be expected; in the lower VHF and below, the standard deviation for 
the usual distances is less than the mean value, and this is consistent 
with the reduced amplitude of fading at the lower frequencies. 

The remainder of this paper outlines the derivation of the reflection 
coefficient of a smooth exponential atmosphere, which was stated without 
proof in (4) and (5). 

VI. DERIVATION OF REFLECTION FROM A SMOOTH EXPONENTIAL ATMOS­

PHERE 

Some reflections must occur whenever the dielectric permittivity 
changes. When the change occurs at a sharp boundary, the reflection 
coefficient is proportional to the difference in dielectric permittivity; 
when the dielectric permittivity is constant with height, the reflection is 
zero. The problem is to find the reflection coefficient for the intermediate 
case of a gradual change in permittivity. 

A useful formulation of this problem was published by Schelkunoff in 
1951.16 The geometry and three possible variations are indicated on Fig 
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Fig. 5 - Idealized geometry for reflection from stratified media. 

5. It is assumed that the region in which the dielectric permittivity is 
changing is sandwiched between two uniform media of dielectric permit­
tivity El and E2 , respectively. The reflection coefficient q of the stratified 
medium is derived from wave equations with the following result 

where 

K = 12; (E - El + sin2 a) 

KdE 
dK ~ 2 . ? 

Sln~ a 

cp = 27r~a = Ay; 27rHa e = -- = AH 
A 

A = wavelength in same units as height y 

H = Y2 - Yl· 
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~ 1 18 
d€ -i2cf> 

q ~ 4 . 2 -d e d¢. sm a 0 ¢ 
(10) 

For a linear variation corresponding to 

the reflection coefficient reduces to 

R sin 0 -ilJ 
q = -0- e , 

The factor R is the reflection coefficient expected for a sharp boundary 
with the same total change in dielectric permittivity, and 0 is the total 
phase change in the inhomogeneous media. 

In a similar manner, the reflection coefficient for the antisymmetrical 
cubic illustrated by case 2 is given by 

R 3 (sin 0 0) -if) q = (j2 -0 - - cos e . 

The above examples for linear and S shaped curves are given by 
Schelkunoff. The same general method has been used more recently by 
du Castel, lVIisme and Voge to obtain the reflection coefficient for the 
additional cases of parabolic, sinusoidal and hyperbolic variations.17 

Their results can be summarized as follows: 

. sin 0 
lmear I q I = R -0-

sinusoidal I q I = R cos 0 
1 - 0 

__ R (Sino 0)2 parabolic I q I 

hyperbolic I q I = R . °h 0 . 
sm 

(11) 

(12) 

(13) 

(14) 

In each case, as 0 approaches zero, the reflection coefficient approaches 
the value given by Snell's law for an abrupt change. 

The effect of a gradual decrease in dielectric permittivity is to reduce 
the reflection coefficient below what would have been expected if all of 
the change occurred at a sharp boundary. The reduction in reflection 



2864 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1963 

coefficient depends on the slope of transition and not on the boundary 
conditions alone. For the linear case it varies as 1/ () and for the hyper­
bolic case it ultimately decreases exponentially. As () approaches infinity 
the reflection coefficient goes to zero for these particular cases, but before 
reaching the conclusion that q always goes to zero as the upper limit goes 
to infinity, it is instructive to formulate the general case. 

In general, the dielectric permittivity E can be represented by 

where the parameter m can be any function that varies from m = 0 at 
the lower boundary (E = El) to m = 1 at the upper boundary (E = E2)' 
The corresponding reflection coefficient is 

q = R if} dm e-i2 cJ> dcf>. 
o dcf> 

(15) 

An exponential decrease with height provides a better match to the 
average atmospheric variation than is possible with any of the above 
models. Consequently, it is instrnctive to consider the case of m = 1 -
e-by, where b is the rate of decrease in atmospheric density. The magni­
tude of b is about 0.14 per km and is determined by the characteristics 
of gases and the law of gravity. For the case of a smooth exponential de­
crease, the reflection coefficient given by (10) or (15) reduces to 

where 

q = R If! be-by dy e -i2cJ> dcf> (16) 
o dcf> 

i
ll 

= Robe -(Hi2A)y dy 

- R b [1 _ e-(b+i2A)Il] 
- b + i2A 

E2 - El b [1 _ e-(Hi2AW] (17) 
4 sin2 ex b + i2A 

() = Ali 

cf> = Ay. 

It will be noted that the upper limit H appears only in the exponential 
factor and that the term in brackets approaches unity as H ~ 00. The 
reflection coefficient for a smooth exponential atmosphere is the reflec-
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tion coefficient R that would result if all the change in dielectric permit­
tivity occurred at a sharp boundary, multiplied by b/(b + i2A). In 
the atmosphere, b « A for VHF and above, as long as a is greater than 
0.01 degree. 

The bilinear model (uniform decrease with increasing height until 
E = 1) was used extensively in earlier studies, but its usefulness was 
questioned because of the discontinuity at the upper boundary H = lib. 
In the present nomenclature the reflection coefficient for the bilinear 
model with a slope b is 

b 
q - R [1 _ e- i2AIl] • 

- i2A (18) 

This is equivalent to the derivation of equation (2) in Ref. 2. The similar­
ity between (17) and (18) shows that the use of the exponential decrease 
removes the effect of the upper discontinuity without any significant 
change in the magnitude of the reflection coefficient. 

The foregoing analysis has been based on a rectangular coordinate 
system centered on the lower boundary to facilitate comparison with 
earlier papers. It is now desirable to shift to the geometry illustrated in 
Fig. 1. In this case 

m= 1 - e -bey-us) 

E = E8 + [1 - e -u(Y-Y S )][1 fs] (1H) 

1 + (Es -
1 )e--b(Y-U"l 

dE -(Es - l)be-
b
(u- Y s ldy (20) 

where Es is the dielectric permittivity at the surface. 
Substituting (20) into (10), 

q = _ (Es - 1) eUY. b jAY2 e-(Hi2A)Y dy d¢ 
4 sin2 a AYI d¢ 

(Es - 1) by s b 1Y2 
-(b+i2A)y d 

-4'2 e e y 
SIn a Yl 

which reduces to 

= _ (Es - 1) e -b(YI-Y s) e -i2AYI b [1 _ e -(Hi2A)(Y2-Yl l ]. (21) 
q 4 sin 2 a b + i2A 

From the geometry in Fig. 1 it can be seen that for the symmetrical 
case the grazing angle a ~ 2yI/ D and the antenna beamwidth {3 ~ 
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(2/D)(Y2 - VI)' In addition, each successive Fresnel zone corresponds 
to a change in phase of 71" radians, so Y2 - YI = 1'II7I" / A, where I'll is the 
nnmber of pairs of Fresnel 7;Olles. With these snbstitntiolls (21) can he 
rearranged as follows 

f.9 - e -uDa/4 _ II _ e - bD f3/ 21 - e e ( 1 ) b [1 -uDf3/2 -i211l7rJ 
q = 4 sin2 a 2A 1 - e-bDf3 / 2 

This equation has already been given by (5). The first bracket to the 
right of the equality sign is equivalent to equation (27) in Ref. 18 except 
that the latter is 2.24 times larger to account for the effect of the earth 
and for a gradual cutoff near the horizon. 

This completes the derivation of (5), but a better understanding of 
the physical problem can be obtained by introducing the factor (1 -
e-b1r/A) in both numerator and denominator as follows 

The terms inside the first brackets represent the magnitude of the 
reflection coefficient that would result if the change in dielectric permit­
tivity within one pair of Fresnel zones (phase change of 360°) were 
concentrated at a sharp boundary. The middle bracket corrects for a 
gradual change instead of a sharp boundary. The right-hand brackets 
represent the sum of M pairs of Fresnel zones and will be recognized as 
the sum of a geometric progression of M terms whose common ratio is 
e-b7r/Ae-i27r. The factor (1 - e-

b7r
/
A

) is the fraction of the reflected energy 
that remains in each pair of Fresnel zones after the almost complete 
cancellation caused by opposite phase in two adjacent Fresnel zones. 

The concept of Fresnel zones is used to simplify the problem of adding 
a large number of components with a wide range of phases. By grouping 
into blocks of 271" radians, the contribution from each block adds in phase, 
and it is easy to see that the inclusion of weak components beyond nomi­
nal boundaries does not cause the answer to disappear. The cutoff merely 
neglects this contribution and the true answer is slightly greater than the 
computations indicate. In other words, the effect of the "discontinuity" 
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at the lower limit of integration, which has proved troublesome in some 
formulations of the problem, seems to have a negligible effect on the 
magnitude of the signal returned from the atmosphere. 

Although the Fresnel zone concept provides a clearer understanding of 
the problem, it is easier for computation purposes to use (5). 
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The Effects of Time Delay and Echoes 
on Telephone Conversations 

By J. W. EMLING and D. MITCHELL 

(Manuscript received August 9, 1963) 

A brief history of the problem of echoes and delay in telephone connections 
is first given. Actual delays involved in typical circuits are shown. This is 
followed by a discussion of the effects of delay only on typical conversations. 
The sources of echo in typical telephone connections are then discussed, to­
gether with measures which have been taken to reduce echo by improving 
return loss. Methods of controlling the effects of delayed echo are then sum­
marized; the summary includes a brief introduction to echo suppressors and 
some of the new problems they introduce. 

I. INTRODUCTION 

About 30 to 40 years ago, the effects of time delay and echo became 
of great concern to engineers planning transcontinental telephone sys­
tems. As a result, much effort was devoted to understanding these ef­
fects and finding ways to control them.1 Fortunately, the development 
of high-speed transmission systems made the problem less severe than 
originally anticipated, and satisfactory ways were found to handle the 
amounts of delay that were then involved. As a result, interest in the ef­
fects of delay declined and little work has been carried out in this field 
during the last twenty years. But, as happens so often, the historical 
cycle is beginning to repeat. With the growth of intercontinental tele­
phony and particularly the proposal of satellite systems involving one­
way path lengths of 50,000 miles or more, the problems of delay have 
again come to the fore. 

Because of this renewed interest, Bell Laboratories has resumed its 
studies of echo and delay. The basic problems, first considered 30 or more 
years ago, have been reviewed to see if improved solutions might result 
from the technology that has evolved in the intervening period. This 
work has been addressed not only to technical problems but also to 
new testing techniques for the evaluation of echo, delay and the control 
of these factors. Throughout the recent program, emphasis has been 
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placed on the longer delays which are the unavoidable result of expand­
ing the telephone network to provide a truly world-wide service. 

This paper summarizes the earlier information on the effects of delay 
and echo, and outlines the fundamental problems they introduce. It 
thus serves as a guide to the literature of the past and also as an intro­
duction to two companion papers dealing with the more recent studies 
in this area. The paper by Brady and Helder2 traces the evolution of the 
echo suppressor, outlines the basic design problems involved and covers 
recent work aimed at applying modern technology to its design. The 
paper by Riesz and Klemmer3 covers recent work on the subjective 
evaluation of delay and echo suppression in telephone communication. 

II. HISTORICAL BACKGROUND 

The problem of delay became acute during the 1920's and 1930's be­
cause voice-frequency circuits 500 miles and more in length were being 
set up for the first time in loaded cable. The propagation speed of these 
facilities was much slower than that of the open wire used previously, 
and the delay became sufficient to cause objectionable echoes. This in­
itiated activity which led to the invention of the echo suppressor and also 
to intensive efforts to improve hybrid balance. Echo suppressors are capa­
ble of minimizing the most serious effects of echoes, but it was soon found 
that they also introduced other difficulties by interfering with the free 
two-way flow of speech. These impairments become more severe as the 
echo suppressor has to cope with longer delays. It was also found that 
delay alone introduces difficulties when it becomes large enough. 

These facts naturally stimulated the development and use of the 
higher-speed carrier systems. Since the 1930's the use of these systems 
has grown rapidly, and at present practically all circuits of over 25 miles 
transmit at speeds of at least two-thirds that of light. 

Table I shows the delays encountered on typical circuits of 30 years 
ago, on present-day circuits and on those which may be in service in the 
future through the use of satellites. This table clearly brings out the 
reasons for the intense interest in delay in the earlier period, the reduc­
tion of interest as high speed circuits were introduced, and the renewed 
current interest. 

III. FUNDAMENTAL PROBLEMS 

Problems due to echo and delay fall in three general categories. First 
are those due to the delay alone; second, those due to echo; and third, 
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TABLE I-AMOUNT OF DELAY IN LONG TELEPHONE CIRCUITS 

Circuit 

I

APprox. Length I 
(miles) Facility 

I 

Approx. Signal I Approx. Onc-
Velocity Way Delay· 
(mi/sec) (msec) 

New York to 
Chicago 

New York to 
Dallas 

(a) Actual Circuits in the 1930's 

900 

1,850 

VF on loaded cable 
(H-44) 

20,000 

(b) Considered in the 1930's but Not Established 

New York to I 
San Francisco 

3,200 

(c) Present-Day Circuits 

New York to 
Hagerstown 

New York to 
Chicago 

New York to 
San Francisco 

Ne\v York to 
London 

Ha waii to Lon­
don 

260 

900 

3,200 

4,100 

10,000 

VF on loaded cable 
(H-44) 

K carrier 

TD-2 

submarine cable and 
others 

submarine cable + 
3000 mi of TD-2 

(d) Circuits Involving Satellites 

New York to 13,000t to 
London 18,000 

49,000 

Hawaii to Lon- 29,000t to 
don 38,000 

98,000 

6,000-mile satellite 
+ TD-2 

24-hour satellite + 
TD-2 

two 6,000-mile sat­
ellites + 3,000 
miles of TD-2 

two 24-hour satel­
lites + 3,000 miles 
of TD-2 

* Includes an allowance for terminals 
t Length of path varies with satellite position. 

20,000 

110,000 

186,000 

120,000 
for cable 

186,000 

186,000 

186,000 

186,000 

13 

93 

160 

13 

8 

19 

35 

80 

70 to 97 

265 

160 to 210 

530 

those introduced by echo suppressors. This paper concentrates largely 
on the first two categories, leaving the last to the companion papers. 

When two persons who are separated by a large distance wish to con­
verse, there are two fundamental factors which must be taken into ac­
count. In their simplest form, these are illustrated in Fig. 1. This shows 
customer A at the left and customer B at the right connected by a four­
wire circuit all the way from microphone to receiver (each line in the 



2872 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1963 

CUSTOMER A CUSTOMER B 

-
~LOSS V- GA1N -1 ~ ~ DELAY 

Fig. 1 - Four-wire toll circuit - no echo. 

diagram actually represents two wires). There will be losses, indicated as 
Ll and L2 , which must be compensated by gains G1 and G2 or the two 
will not be able to talk at all. In addition, there will be time delays be­
tween them, indicated by Dl and D2 , for which no compensation is pos­
sihle. In a practical case, the losses, gains, and delays are roughly equal 
in the two directions; they are not lumped as indicated in the figure, but 
are distributed over the entire circuit. For most long circuits, the net 
loss (L - G) is made positive but close to zero. 

Unlike losses that can be reduced as desired by amplification, delay 
cannot be reduced below an absolute minimum set by nature. This mini­
mum equals the distance divided by the speed of light (18G,000 mijsec). 
As indicated previously, many of the older transmission facilities had 
speeds well below the speed of light, but current facilities achieve speeds 
closely approaching the theoretical maximum, and hence are minimum­
delay facilities. 

Delay changes the conversational process in a fundamental manner. 
We shall have more to say about this later, but for the moment it is only 
necessary to point out that when one talker stops talking he cannot hear 
the other reply until a time Dl + D2 , or about 2Dl , later. 

For very long circuits, requiring the use of much gain, the separation 
of the two directions of transmission is economical, and it permits the 
use of high gains with a minimum of complication to avoid singing. On 
shorter circuits, however, it is far more economical to use "two-wire" 
circuits - that is, the same path for the two directions of transmission. 
Since by far the largest number of telephone circuits are short in length 
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(i.e., customers' loops and local trunks), the aggregate economic benefit 
of using two-wire transmission on these circuits is very large. In addition 
to the greater economy of the facilities themselves, it is obviously more 
economical from the standpoint of switching (or interconnecting) cir­
cuits to use two wires instead of four. 

Thus, the usual long distance call today involves both two- and four­
wire circuits, much as shown in Fig. 2. The long four-wire toll circuits 
are converted to two-wire for transmission over short trunks between 
long distance and local offices, and over the customer's loop. At the end 
of the loop, the telephone reconverts to four-wire for connection to the 
customer's transmitter and receiver. 

The conversion from a four-wire path to a two-wire path is accom­
plished by a hybrid coil. The effectiveness of the hybrid coil depends on 
the degree of match (or balance) between the impedances of the line and 
the network N. This balance is never perfect and therefore results in 
some of the incoming energy being returned as echo El or E2 . 

It has been found that echo becomes increasingly objectionable as the 
delay is increased. This is because close-in echoes tend to be masked by 
sidetone speech, but the masking effect decreases rapidly after speech 
ceases. Echo can be made less objectionable by increasing net loss, but 
loss obviously must not be increased beyond the point where talking is 

TRANSMITTER 

CUSTOMER A 

RECEIVER 

I 
I 

\ / I 
\ I I 
\ I 
\ _I 

H I 
1- \ I-I 

: 1\ ,/ I I 
! I \ E2

/ : 

! I I ! 
LOCAL / I L6cAL 
PLANT PLANT 

~-------- TOLL CIRCUIT -------~ 

-A.f\.I'v- LOSS 

V GAIN 
DELAY 

~NETWORK 

-@-HYBRID 

RECEIVER 

CUSTOMER B 

TRANSMITTER 

Fig. 2 - Four-wire toll circuit operated two-wire has echoes El and E2 . 
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relatively comfortable. It was this situation which led to the invention of 
the echo suppressor. The fundamental point to be observed, however, 
is that increasing the delay results in two serious effects. rfhe first is the 
increase in the response time and the second is increase in the severity 
of echo effects. 

IV. EFFECTS OF DELAY ALONE 

Delays of tenths of seconds are in the region of typical human reaction 
times and can be expected to have important effects on the structure of 
conversation even with four-wire circuits which are completely free from 
echo. 

Fig. 3(a) illustrates a short portion of a typical conversation. The to­
and-fro speech is shown for a case where there is zero delay in the tele­
phone circuit. Line A shows the "talk spurts" TS from talker A at one 
end of the connection. A "talk spurt" is broadly defined as a portion of 
speech coming entirely from one talker. 

In line B, the responses of talker B are shown. As is indicated, the talk 
spurts of each party vary considerably in length; and also the response 
times may vary. The "response time" RT, as shown, is defined as the 
interval from the time one party hears the other stop speaking until he 
himself starts speaking. RT may bc negative if one party starts before 
the other stops. 

TALKSPURTS ~ 
/_----;.-:;~-- (AVG. 4.1 SECONDS) ';-:.....-:,.---- ....... 

/' 1/ I \ \ '\ " 
/ I '\ 1 \ \ 

I I~ I \ r-~-...., 
I I I \ 

(a) _A __ ~~ ____ ~~--~-r------~~3_7._~~_._.~l_.~----~ 
I B 

o 2 

I-t-
I I 

'\ 1/ 
'~RESPONSE TIMES..1-.-" 

(AVG. 0.4 SECOND) 

3 4 5 6 7 8 

TIME IN SECONDS 

~_------D7LAY------__ , 

~I 
I I 
\ 

\ RESUMPTION 
...... TIME 

9 10 11 

,/ I ' 
I ( , 

12 

(b) A I ! I;l / [3J \ 
B HEARD I I f Will .,. I 2 I 1 I 1 t"T'W-3---'r---TG]-3-,-r--

ATA 1,.,1 ~ I~ I ~I I~I 
I '\ \ / / 

RESPONSE- j '-'---\'" RESPONSE .-L~-.// 
Fig. 3 -- Typical time intervals in a two-way telephone conversation: (a) 

no circuit delay, (b) same conversation observed with added round-trip delay 
of 0.6 second. 
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Talk spurts, as defined, are not necessarily continuous. This is illus­
trated toward the right of line B by a break between B3 and B/ which 
provides an interval defined as "resumption time." * 

In Table II some data are given showing typical TS and RT times as 
determined some years ago in observations made by A. C. Norwine and 
O. J. Murphy on actual telephone conversations.4 These data were taken 
on slightly over 2800 telephone calls over a New York-to-Chicago pri­
vate line used exclusively for Bell System business. 

It is of interest that there are a rather large number of very short talk 
spurts. Thus the most frequent value (mode) is only 0.25 second. This 
probably represents the usual frequent monosyllabic replies. On the 
other hand, the median TS is two seconds and the average is a little over 
four. There are also occasional quite long talk spurts. 

TABLE II-TALK SPURT (TS) AND RESPONSE TIME (RT) 
INTERVALS (IN SECONDS) 

Min. Mode Median Mean Max. 

TS 0.09 0.25 2.0 4.14 143.8 
RT -3.95 0.24 0.32 0.41 5.04 

For response times, the differences between mode, median and mean 
are less but there are a few long pauses and some negative times which 
represent double talking. 

The time diagram in Fig. 3(b) illustrates one way in which large round­
trip delays can affect conversation. This is a somewhat oversimplified 
model in that it assumes that the delay does not affect conversational 
structure. The added response time of 0.6 second is actually almost 
three times the mode of the normal RT and about twice the median value. 
Thus, if people did not change their conversational habits, this increase 
in response time would substantially add to the amount of time required 
to carryon a given amount of two-way conversation. The percentage 
increase in total time depends also on the length of typical talk spurts. 
Using the figures given in the preceding table, it can be estimated that the 
average conversation might be lengthened by from 6 to 12 per cent if the 
talkers continued to talk in just the same manner as before. 

Experience with long delays, which is covered in the Riesz-Klemmer 
paper,3 however, indicates that the effect of delay is considerably more 
complex than this simple model. Actually, calls tend to be shorter in­
stead of longer when long delay is present. Apparently there are subtle 

* Some workers in this field define B3 and Ba' as separate talk spurts. 
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factors of annoyance and discomfort which cause the talkers to change 
their conversational structure and which make them wish to terminate 
the conversation sooner. 

The simplified illustration, however, shows that even if talkers learned 
to adapt themselves to delay and discipline themselves to wait patiently 
for replies, there still would be degradation. Thus it seems inescapable 
that the addition of delays of one-half second or more will substantially 
reduce the true value per unit time of a toll connection. The very essence 
of most telephone calls is the ability to conduct a rapid exchange of 
ideas. This may not apply to some other types of communication, how­
ever, which involve relatively large amounts of one-way information. 

The illustration is perhaps even more useful in pointing out the possi­
bility that delay modifies the conversational pattern. As noted previ­
ously, even with zero delay some response times are negative. That is, 
there is a tendency to start talking before the other user has completed 
his talk spurt. With zero delay, this interruption is noted promptly, and 
the period of "double talking" is small. With long delays, however, the 
person who breaks in may talk for some time before the other is aware 
of the attempted interruption. In fact, it may be associated with a later, 
and quite different, part of the talk spurt than that which occasioned the 
break-in. If a response is long delayed, the original talker may resume 
his conversation before it is received, in which case the response to one 
piece of conversational material may appear as an interruption to a later, 
and possibly different, idea. 

Thus, delay not only increases the tendency to double talk, but also 
increases the potential for confusion. As will be shown elsewhere,3 these 
characteristics greatly complicate the suppression problem. 

v. ECHOES AND THEIR EFFECTS 

5.1 Sources of Echo 

Any impedance mismatch in a transmission system will reflect energy 
back toward the source and be a potential cause of echo. If there is a 
mismatch at each end of a transmission line, the energy will be repeatedly 
reflected back and forth until dissipated by the line. In a strictly four­
wire system, these reflections are ordinarily of no moment to the tele­
phone user, since the amplifiers are one-way transmission devices and 
confine the echoes to small sections of the system with short transmission 
time and sufficient loss to rapidly damp out the reflections. 

Echoes are likely to become important, however, as soon as two-wire 
transmission is employed, since the echo can now be returned with not 
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much more attenuation than is encountered by the direct wave. Even 
though the major part of the system is four-wire, the effect of the two­
wire portion needs to be considered since it usually controls the magni­
tude of the echoes. 

As noted earlier, a commercial telephone connection always involves 
some two-wire transmission: a typical situation is illustrated in Fig. 2. 
Within the telephone station, the user's inherent four-wire transmission 
is converted to two-wire to fit into the exchange plant. At a toll office, 
it is reconverted to four-wire for transmission over long distances, and 
corresponding conversions are made at the far end. In practice, there may 
be other conversions, since four-wire transmission is sometimes used in 
the local plant, but is converted to two-wire for switching. Two-wire 
transmission is seldom employed in the toll plant, but some conversion 
from four-wire to two-wire for switching does occur. We need not con­
sider these additional conversions for an understanding of the echo prob­
lem, but it should be appreciated that they complicate its solution. 

Four-wire to two-wire conversions are made by means of a hybrid 
coil circuit. This is a form of bridge in which a network is provided to 
balance the line as shown in Fig. 4. If the impedance of the balancing 
network N is equal at all frequencies to the impedance of the two-wire 
line, the energy from the incoming four-wire branch is equally divided 
between the line and the network and the conversion is accomplished 
without echo. The "balance" in the hybrid circuit is then considered 
perfect. If there is any mismatch between the line and network imped­
ances, the balance will be less than perfect and some of the energy will 
be transferred to the outgoing branch of the four-wire system. 

Referring to Fig. 2, it will be noted that speech from customer A can 

FOUR-WIRE PLANT 

CENTRAL OFFICE 

TELEPHONE 
INSTRUMENT 

STATION 

Fig. 4 - Occurrence of echo in two-wire local plant. 
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be transferred from one side of the four-wire circuit to the other at either 
his own telephone set, in which case it is called "sidetone," or at the dis­
tant, or B toll office. In this latter case, it is called "talker echo." 

The principal difference between sidetone and talker echo is one of 
timing. Within the telephone station, transmission is essentially in­
stantaneous and the sidetone appears concurrently with the talker's 
speech. The time for transmitting sounds to a distant toll office may, 
however, be many milliseconds. The talker echo may consequently be 
returned with a noticeable delay, in which case he will hear his own words 
reflected back much as if he were talking toward a cliff or other source of 
acoustical reflection. 

Some of the talker echo can also be reflected at office A and back again 
toward the listener at the B office. This is referred to as "listener echo," 
since it is the distant listener who hears this some time following the 
arrival of direct speech. This process continues until the losses in the 
circulating path reduce the echo below audibility. This is illustrated in 
Fig. 5, reproduced from a paper5 by G. M. Phillips. 

It is customary to simplify discussions of echoes, as we have just done, 
by considering the transfer of energy as if it occurs at the hybrid coil in 
Fig. 4 (i.e., at the two to four-wire conversion point). In dealing with 
steady-state conditions, this is permissible. The magnitude of the steady­
state echo is determined only by the relative impedances of the network 
and the line at the frequency of interest, and it can be computed if the 
steady-state impedance of the line is known at all frequencies. In prob­
lems involving transients, however, it is important to realize that the ac­
tual reflection occurs at any point or points in the two-wire line between 
the office and the station at which an impedance mismatch occurs. The 
time at which an echo occurs is therefore determined not only by the 

DIRECT TRANSMISSION .. 

FIRST ECHO-LISTENER 

TALKER ------- SECOND ECHO-LISTENER 

SECOND ECHO-TALKER 

FIRST ECHO-TALKER 

LISTENER 

>--- -
FIRST EC.':!~_ (!fi1. 

SECOND ECHO ~ 

Fig. 5 - Telephone echo paths in a typical four-wire circuit. 
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transit time to the distant office but also by the transit time between 
the hybrid coil and the point of reflection. 

Reflections do, in fact, occur at many places in a two-wire transmis­
sion line. Unless transformers have very large mutual inductance, they 
will usually cause some reflection at low frequencies. In voice-frequency 
circuits, variations in cable mutual capacitance and irregularities in the 
spacing of loading coils will introduce many small reflections. Thus in 
practice the echo tends to be a "smear" of many reflections. 

However, by far the largest irregularity and associated reflection usu­
al1y occur at the telephone station. Voice-frequency telephone lines will 
ordinarily have a characteristic impedance with a negative angle varying 
from a few degrees in the case of loaded lines to as much as 45 degrees 
with nonloaded lines. The magnitude of the impedance may be reasona­
bly constant with frequency, for loaded lines, or decrease rapidly with 
increasing frequency for nonloaded. The telephone station impedance, 
on the other hand, is largely affected by the nature of the receiver. The 
angle is positive and the magnitude increases with frequency. It is evi­
dent that this is a very poor match with the line and a large source of 
echo. 

Another important reflection may occur at the local central office. If 
the circuit (loop) from this office to the customer consists of loaded cable, 
it will provide a reasonably good match to the facility connecting the 
local office to the toll office. Where it is nonloaded cable, however, the 
match is poor because of the low magnitude and large negative angle of 
this facility. 

The station and loop mismatch are problems of long standing, and 
there has been continuing effort devoted to their reduction. The problem 
is not so much technical as it is economic. The station and the loop con­
necting it to the central office are the most numerous elements in the 
plant (the Bell System has over 65,000,000 stations), and methods for 
solving the echo problem by improving their impedance characteristics 
would involve very large aggregate costs because of the large multiply­
ing factor. Instead, it has proved more economical to reduce echo by 
measures applied to trunk circuits, since they are far less numerous. 

The impedance of the two-wire local plant is a highly variable quan­
tity. For anyone loop, it varies greatly with frequency and also varies 
with the type of set and the length and type of facility. Thus, it is im­
practical to balance these impedances perfectly, and it is customary to 
select a network which provides the best compromise balance over the 
range of conditions commonly encountered. This network is 600 ohms 
in series with a capacitance of 2 mf in most toll offices, but 900 ohms 
with the same capacitance is used for local offices and some toll offices. 
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The most convenient way to express the amount of echo quantita­
tively is by using the concept of return loss, that is, the difference in db 
between the energy delivered to the circuit at a given point and the 
energy returned at this point as echo. * Obviously, the return loss of the 
local plant relative to the compromise network is a very complex matter, 
since it involves both frequency and facility. From the standpoint of 
echo, the frequencies between 500 and 2500 cps are of most importance, 
and it is customary to use a single value "average" over this band as a 
description. The effects of the various types and lengths of facility are 
expressed in terms of a statistical distribution of this "average" return 
loss or more particularly in terms of the mean and standard deviation 
of this distribution. 

Typical values for return loss on telephone connections with com­
promise networks are a mean of 15 db with a standard deviation of 3 db 
at the toll office. At the user's local office, the corresponding figures are 
11 and 3 db. The higher mean at the ton office is largely accounted for 
by the attenuation of the toll connecting trunks between the local and 
toll offices. 

Return losses in the toll plant between one toll circuit and another 
are usually considerably higher than these values, and as noted earlier, 
return losses at the occasional points where toll circuits are switched on a 
two-wire basis are usually not controlling in the connection. 

A long and continuing effort has been aimed at improving local return 
losses. So far, it has not proved economical to greatly reduce the unbal­
ance at the telephone loop and station; however, impedance equalizers 
are used extensively on the toll office end of the exchange trunks giving 
access to the toll plant, and similar arrangements for other parts of the 
local plant are being developed. It appears that these and similar 
measures will achieve small but significant further improvements in 
local return loss over the next few years. 

5.2 Effects of Echo 

Not all echoes are harmful. For example, the telephone user likes some 
sidetone (which is talker echo without delay) because it gives him the 
impression that the circuit is "alive." Recent tests at Bell Labora­
tories7 have indicated that the preferred sidetone volume is comparable 
to the volume he would like to receive from the distant talker. One 
reason for preferring this much sidetone is the high level at which the 
talker hears his own speech (largely via paths within the head) when he 

* Appendix A discusses the return loss concept at somewhat greater length. 
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covers one ear with a telephone receiver. Obviously, his telephone side­
tone must be noticeable compared to the head sidetone to obtain the 
desired impression of a live circuit. 

When a telephone user is not talking, he does not have the masking 
due to his own voice, and he notices much weaker echoes. Delay which 
displaces talker echoes so that they can fall in silent intervals between 
speech sounds increases the chance that the talker will hear them. When 
the delays are short, the effects are small, since they are not much dis­
placed from sidetone, and are manifested as sidetone having.a hollow 
sound. With longer delays, the echoes clearly stand out, and, if the round 
trip delay is about one-quarter second and the returned echo is suf­
ficiently loud (roughly 10 db above sidetone), it becomes so distracting 
that talking is virtually impossible. Even at very low levels, such long­
delayed echoes are very annoying. 

The annoyance of talker echo was recognized in the early days of long 
distance telephony, and tests to determine the tolerable echo were re­
ported by Clark and lVlathes6 in 1925. In 1953, this work was repeated 
with current telephone circuits5 with the results shown on Fig. 6. This 
shows the relation between round-trip delay and the minimum loss re­
quired to attenuate the echo sufficiently to provide a commercially 
tolerable condition in the judgment of an average listener. "Commer­
cially tolerable" means that although an echo was discernible it was not 
loud enough to be objectionable. The curve represents the average toler­
ance to echo of all the listeners, but any individual may differ from the 
average by a considerable amount. About 68 per cent of customers have 
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a tolerance to echo lying within ±5 db of this average curve. The remain­
ing 32 per cent would be about evenly divided above and below but 
differing by more than 5 db from the average. 

These tests were made with a typical loop connecting the talker to his 
local central office .. The round-trip losses and delays shown are measured 
from the talker's central office to the point of reflection and return to the 
same central office. In a practical case, the loss in the echo path is made 
up of twice the net loss plus the far end return loss. 

It might be thought that listener echo would be more troublesome than 
talker echo, since the user is then always in the "listening" condition, 
and hence does not have the masking effect of his own sidetone to reduce 
the effect of echo. In actuality, it has been found that where the round­
trip delay is around one-quarter second or more, a given amount of 
talker echo is just about as annoying as the same amount of listener 
echo. Hence, talker echo is controlling on typical telephone circuits be­
cause the listener echo is always additionally attenuated by a second 
(near end) return loss. 

5.3 Controlling the Effects of Echo 

There are two fundamental ways in which echo can be controlled: 
(a) by reducing the delay and (b) by increasing the loss in the echo path, 
i.e., controlling echo magnitude. The use of carrier systems with their 
high propagation speeds has reduced the delay on a large part of the 
land line system to the point where echo is negligible. Since the speed 
is now close to that of light, little further reduction of delay is possible, 
and control of echo magnitude must be adopted where length is great 
enough to cause significant delay. 

Control of echo magnitude has, over the years, taken many forms. 
Four-wire circuits and four-wire switching are used very largely in the 
long distance plant and have largely eliminated echoes except from the 
end links. * As noted earlier, it has so far not proved economical to 
reduce greatly the reflection at the telephone station. 

Another way to reduce the effects of echo is to increase the loss be­
tween the talker and the point of major echo. It is to be noted that each 
db added will decrease the echo by 2 db. Attractive as this may be from 
an echo standpoint, it is obvious that it must not be pushed to the point 
where the direct transmission path is adversely affected. 

* Even though the toll transmission paths are almost entirely four-wire, two­
wire switching is still used extensively at smaller toll offices. By careful adjust­
ment of the balancing networks and office wiring, the reflections from the four­
to two-wire conversions are kept minor compared to the end link reflections. 
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The approaches just discussed are all simple, direct attacks on the 
problem. There is also a slightly more sophisticated approach, the echo 
suppressor, which is discussed in more detail in a companion paper.2 
This is a voice-operated switching device which reduces echo by intro­
ducing loss in the return transmission path of the four-wire system. Other 
sophisticated devices are conceivable. For example, since the return loss 
problem arises from the inability to obtain good return loss from a 
single balancing network facing a large variety of line impedances, it 
might be possible to make available a series of balancing networks from 
which the one giving the best balance for the particular circuit in use 
would be selected. This solution has been looked into quite extensively 
but, so far, the relatively small benefits which might result have not ap­
peared to warrant the complications of implementation. 

Another proposal frequently advanced has been the use of a self­
balancing hybrid. Most of these schemes involve the measurement of 
current and voltage associated with the line impedance and the intro­
duction of compensating currents or voltages in the balancing arm. F. B. 
Llewellyn has shown that this result is theoretically unattainable with 
any linear networks, i.e., with any arrangement for which the inserted 
compensating voltage or current is instantaneously, linearly related to 
the line value. This formerly unpublished document is reproduced in 
Appendix B with the author's permission. 

In effect, this proof applies to a single fixed network which might of 
course be a complex device. However, it should be noted that this does 
not outlaw some more sophisticated approaches involving nonlinear 
networks or networks which are adjusted in accordance with some 
combination of the incoming signal and its echo. The latter class of de­
vice is sometimes called a "linear adaptive system." Although such ar­
rangements may be technically achievable, they too have up to now 
appeared to be too complex and expensive to justify their use. 

5.4 Echo Control in the Bell System 

The use of four-wire circuits, four-wire switching and careful office 
balancing in two-wire offices has essentially eliminated echoes except 
from the end links. Also, some return loss improvement has been achieved 
through impedance correcting networks. Thus, for circuits with round­
trip delays under about 45 milliseconds, it is possible to assure acceptable 
echo conditions on about 99 per cent of the calls by engineering the long 
distance circuits to have enough 10ss.8 

When round-trip delay gets beyond about 45 milliseconds, however, 
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the losses required would be unacceptable. Such circuits are operated at 
a low loss with echo suppressors. In general, these devices are used on 
most circuits over 1000 to 1500 miles in length. Under these circum­
stances, acceptable echo conditions are obtained on most calls, and the 
received volume of direct speech approaches the preferred value. 

In principle, the echo suppressor is very simple and can be illustrated 
by the central echo suppressor invented by Clark and Mathes6 in the 
early twenties. This device, shown schematically in Fig. 7, consists 
basically of two voice-operated switches. Speech from A traversing the 
upper four-wire path operates switch X 2 , which disables the lower re­
turn path for the time necessary to prevent the return of echoes gener­
ated at the B end. Similarly, speech from B operates the switch Xl and 
blocks echoes genera ted at the A end. 

It is apparent that such a device may well interfere with normal con­
versational patterns. When the device is fully effective against echoes, 
it modifies the transmission system so that it is no longer a full duplex 
link capable of carrying intelligence in both directions simultaneously. 
Instead, it approaches a half duplex system which can be used in either 
one direction or the other but not in both at once. This will interfere to 
some extent with the free two-way flow of conversation, especially in 
those cases noted in Section IV where talk spurts overlap, most often 
caused by one talker trying to interrupt the other. 

The echo suppressors now commonly in use are considerably more 
sophisticated than indicated by the simple model described above. 
Since these devices are discussed in detail in a companion paper, it suf­
fices here to point out that they have been used with considerable success 
over a period of 30 or more years with the round-trip delays of 50-100 
milliseconds currently encountered. We should also add that an echo 

r---------------- D ----------------1 
XI I 

I --- I 
I H=D+A 

Fig. 7 - Central echo suppressor; H is slow release time of switch. 
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suppressor is essentially a compromise device. There is theoretically no 
great difficulty in suppressing echoes. The problem arises in accomplish­
ing this while working with the wide variation in circuit characteristics, 
noise, and speech volume of the commercial telephone system. At the 
same time, there should be little interference with the rapid interchange 
of ideas which gives telephony so much value. lVIany of the requirements 
tend to be conflicting, and good design involves weighing the relative 
effects of a considerable number of subtle psychological factors. 

Additional problems arise when several echo suppressors are used in 
tandem. Obviously the probability of interfering with normal conversa­
tional patterns increases with the number of suppressors used on a 
circuit. A particularly serious interference can occur where two or more 
complete suppressors are used with delay between them. In such a case 
it is possible to completely block both directions of transmission. This 
phenomenon is called "lock-out." 

Lock-out can arise with the situation illustrated in Fig. 8. Let us as­
sume that A has momentarily stopped talking and the transmission path 
is functioning in each direction. If B starts talking he will first operate 
switch 3 and at time D later he would also operate switch 1. However, 
if talker A resumes talking before time D his path is open to his sup­
pressor and he will operate switch 2. Now both directions of transmis­
sion will be blocked and remain so until one party stops talking. Since 
neither one knows that the other is talking the "lock-out" may continue 
for a long period. 

It should be noted that the important factor in producing lock-out is 
the delay D between X 2 and X3 . This delay provides a time storage which 
allows each talker to independently capture control of the suppressor 
nearest to him. 

r----dl----r-----D----t----d2 ---1 
I t x, --------- x, I I 

I i ~ I 
I I 

~ i 
I X2 ~X4 

----------+--"*""-----' 
Fig. 8 - Multilink switched connection with two complete echo suppressors -

lock-out can occur. 
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Lock-out was studied at length by A. W. Horton in the 1930's.9 He 
showed how the probability of its occurrence can be calculated from a 
knowledge of the circuit and speech parameters. 

Some protection against lockout can in theory be provided through 
echo suppressor design, but in the long run it may be more desirable to 
avoid the use of tandem suppressors by suitable switching arrangements. 

VI. CONCLUSION 

In resuming the work on echo and delay, we found ourselves with a 
solid background of fundamental knowledge but were faced with a num­
ber of new problems. Perhaps first in importance was the determination 
and evaluation of the effect of using delays far longer than those experi­
enced hitherto. Second, and closely related, was the question of designing 
suppressors to control these larger delays, and particularly the applica­
tion of modern techniques in the expectation that they would provide 
more effective devices than those designed for the shorter delays. These 
are the main subjects of the papers which follow. 

APPENDIX A 

Further Notes on Return Loss 

While return loss, in principle, can be measured at any point in a 
circuit, it is most conveniently specified and measured at the four-wire, 
two-wire junction. At this point, both the incident and the reflected 
wave can be determined from measurements on the transmitting side of 
the hybrid using a signal source on the receiving side. The relative 
strength of the wave delivered to the two-wire line is determined by 
opening the network: that is, producing a complete unbalance. The 
relative strength of the echo is then determined by connecting the net­
work and measuring again. The difference between these two measure­
ments, both expressed in db, is the return loss. If the network exactly 
balances the impedance of the line, there will be no reflected wave, and 
the return loss will, of course, be infinite. 

It should be noted that it is the difference between the measurements 
made with the network leg open and terminated in a network that ex­
presses the return loss; not the total loss from receiving to the trans­
mitting side. This latter, or transhybrid, loss exceeds the return loss by 
the losses inherent in the hybrid coil. Referring to Fig. 4, the incident 
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energy at E will be seen to be lower than at B by the coil loss B to E (ideally 
3 db and practically about 3.5 db). Similarly, the reflected energy at C 
is lower than that at E by the coil loss. Thus, the transhybrid loss B to C 
exceeds the return loss by twice the coil loss (about 7 db in practice). 
If amplifiers were introduced to just compensate for the coil losses, the 
difference in levels between A and D would be the return loss. 

Return loss may also be expressed in terms of impedances. At the 
hybrid 

return loss = 20 log I;: ~ ;:/ 
where ZL and ZN are the line and network impedance respectively. At 
any point in the two-wire circuit the return loss is also defined as above, 
where Z Land Z N are interpreted as the sink and source impedances. 

Return loss is a function of frequency. From the standpoint of echo, 
the frequencies between 500 and 2500 cps are of most importance. Often 
a band of resistance noise covering this band is used as a source for 
measuring "average" return loss. 

It will be appreciated that the reflections which give rise to echo can 
also cause oscillation or singing if the gain aro~nd the four-wire loop 
equals the loss at any frequency. Usually the high and low frequencies 
are controlling and return loss at the most critical frequency is referred 
to as a "singing" return loss to distinguish it from the loss at the fre­
quencies important from an echo standpoint. 

Return loss is often used to describe impedance characteristics and the 
uniformity of transmission lines. It is not practical to manufacture all 
cable pairs with precisely the same mutual capacitance; there will be 
some variation with length and from pair to pair. Similarly, it is not 
practical to introduce loading coils at precisely the theoretical spacing; 
some departures will be required to fit the geographical situation. It is 
customary to describe the effects of such variations in the impedance of 
the facility in terms of the "structural return loss." This is the return 
loss of an infinitely long (or a suitably terminated) practical cable com­
pared to the impedance of an ideal cable with no irregularities. Typically, 
structural return losses run about 20-25 db for exchange plant circuits. 
Toll grade cable traversing areas which place few restrictions on the 
location of loading coils may have structural return losses of about 30-35 
db. This is much higher than the 11-15 db typical of local return 
losses. 
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APPENDIX B 

Proof That a Self-Balancing Hybrid Cannot Be Constructed with Linear 
Networks* 

By F. B. Llewellyn 

In hybrid coils, the degree of balance that may be realized between 
the balancing network and the attached load impedance is one of the 
fundamental limitations in the design of telephone systems. From time to 
time, the proposal has been made that some means of producing an 
automatic self-balancing coil should be sought. Various schemes for 
accomplishing this have been suggested. Essentially most of them, in one 
way or another, involve the idea that it should be possible to insert 
vacuum tubes in such.a way that they measure the current and voltage 
associated with the line impedance and introduce compensating values 
into the arm containing the balancing network. In this way, it was hoped 
to maintain the hybrid balance regardless of changes in the line im­
pedance. 

The following offers a proof that this result is theoretically unattain­
able with any linear networkt whatever, regardless of whether it con­
tains amplifiers, negative impedances, gyrators or any other linear ele­
ments, active or passive, that have been conceived in the past or may be 
thought of in the future. Of course, this does not rule out the possibility 
of obtaining operating improvements by certain nonlinear devices, and 
voice-operated echo suppressors provide a good example of such a 
nonlinear device. 

As a starting point in the proof, Fig. BI on the accompanying sketch 
shows the generalization of the configuration to be considered. The box 
contains the network elements of the hybrid itself while the four pairs of 
terminals represent, respectively, the attached line ZL, the balancing 
network Z N, the transmitting impedance Z T, and the receiving im­
pedance ZR . Signal generators may exist in all of these except the bal­
ancing network ZN. Consequently, the figure may be generalized even 
further, as shown in Fig. B2, by allowing ZN to be included as part of 
the network within the box. 

* This proof was prepared as a Bell Telephone Laboratories internal document 
dated October 13, 1950 and is published here with the author's permission. 

t Note added by author in 1963: "With the exception of the line impedance 
ZL all of the other impedances in the network are taken to be independent of time. 
Though implied in paragraph 1, this point has caused some confusion." 
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Fig. Bl- General prototype of hybrid terminations. 

The conditions for an operative hybrid balance are three in number 
and may be set down as follows: 

1. When the system is driven from V R (that is, when V L = V T = 0), 
the current IT is zero. 

2. When the system is driven from V R (that is, when V L = V T = 0), 
the current I L is not zero. 

3. When the system is driven from V L (that is, when V R = V T = 0), 
the current IT is not zero. 

The requirement for self-balance is that these three balance conditions 

ZN IS WITHIN 
THE BOX 

VT 
Fig. B2 - Equivalent of Fig. Bl for present analysis. 
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shall remain in force regardless of changes in the value of the line im­
pedance ZL . 

Let us see what these conditions mean when applied to the general 
linear equations which describe the external behavior of the configura­
tion in Fig. B2. These may be set down as follows: 

IR IL IT 

Zll + ZR Z12 Z13 VR 
Z21 Z22 + ZL Z23 V L 
Z31 Z32 Z33 + ZT V T (1) 

where the Z's with double subscripts are general impedance constants 
representative of the self-impedances and transfer impedances of the 
network within the box. Thus they are independent of the terminating 
impedances ZR , ZL, and ZT . 

When the system is driven from V R (that is, when V L = V T = 0), 
the current IT becomes, from (1) 

ITR = :R [Z21Z32 - Z31(Z22 + ZL)] (2) 

where A is the determinant of the matrix in (1). According to the first 
of the three balance conditions, this current must be zero, which requires: 

(3) 

If self-balance is to be imposed then (3) must remain satisfied regard­
less of changes in Z L • This can be accomplished only if both of the fol­
lowing are true: 

(4) 

(5) 

To repeat this in words, we have found that the condition for self­
balance requires that Z31 should be zero, and, moreover, that either Z21 
or Z32 should be zero. 

Let us see what these requirements mean in terms of the second and 
third of the three balance conditions. To do this, we need the equation 
for I L when V L = V T = 0 and the equation for J T when V R = V T = O. 
From (1) these are, respectively: 

I LR = :R [Z31Z23 - Z21(Z33 + ZT)] (6) 

(7) 
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In the event that (4) is satisfied, these become 

ILR = - :R [Z21(Z33 + ZT)] 

ITL = - :L [Z32(Zn + ZR)]' 

2891 

(8) 

(9) 

Then when (5) is satisfied in addition, we see that I LR is zero in the event 
that Z21 = 0 and I TL is zero in the event that Z32 = o. 

It therefore must be concluded that the self-balance condition cannot 
be satisfied without violating either the second or the third of the three 
general hybrid balance conditions. Consequently, the proof is complete 
that a self-balancing hybrid cannot be constructed with linear networks. 
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Echo Suppressor Design in Telephone 
Communications 

By P. T. BRADY and G. K. HELDER 
(Manuscript received August 9, 1963) 

A n elementary echo suppressor is described which consists of a single 
voice-operated switch located at each end of a four-wire toll connection. It is 
shown that this circuit is unsuitable for telephone conversations if there is an 
appreciable delay between the speakers. Jl;lodifications and additions to the 
elementary echo suppressor are made in an effort to improve its perform­
ance. Acl'ion in the presence of break-in speech is discussed in some detail. 
The operation oj Jour present-day echo suppressors is described. 

1. INTHODUC'l'lON 

In a companion paper by .J. W. Emling and D. lVIitchelJ,l it was shown 
that the problems due to telephone echoes increase as the propagation 
time between speakers increases. As a result of the recent interest in 
satellite transmission, efforts have been made by several groups within 
and outside of Bell Telephone Laboratories to build echo suppressors 
particularly suited to the long delays encountered in such communica­
tions. In the first part of this paper, an elementary echo suppressor is 
described so that the reader may become familiar with some of the 
terminology used in this field and problems associated with the use of 
echo suppressors. Then, additions and modifications made to the simple 
echo suppressor to improve its performance are discussed. Finally, some 
of the more recent suppressor designs are illustrated. The echo suppres­
sors to be described in the later sections of this paper are the same echo 
suppressors used in the subjective tests reported in a companion paper 
by Riesz and Klemmer.2 

II. AN ELEMENTAHY ECHO SUPPUESSOH 

2.1 Functional Description 

Assume a telephone circuit of the type shown on Fig. 1 is set up be­
tween two speakers A and B. The round-trip delay is appreciable, and is 
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shown for illustrative purposes as lumped and equal to 600 msec. Since 
the match of network N to the impedance Z of the 2-wire line at the 
hybrid is never perfect, echo is generated at the hybrids. If no devices 
were used to control the echoes on this circuit, it would be at best con­
fusing and frustrating for the speakers if they attempted to converse. 
To block the echoes, a simple voice-operated relay or echo suppressor, 
as illustrated, can be installed at each end of the 4-wire portion of the 
circuit. Now, if speech from B appears at point 1 (generally called the 
"odd" side of the echo suppressor), the relay operates to open the line 
completely from A to B at point 2, the "even" side of the echo suppressor. 
These relays are effective in eliminating virtually all echoes, but they 
introduce other difficulties. 

Assume that speaker B is talking and speaker A is silent. The trans­
mission path from A to B will be blocked at point 2. If A now begins to 
talk at the same time B is talking (a condition called "double talking"), 
it is apparent that A cannot interrupt B's speech no matter how loud he 
talks. However, A has no way of knowing that his interrupting speech 
has failed to get through to B, and he may think that B is being impolite 
in not responding to his speech. This type of degradation would occur 
even if there were no delay between the speakers, and by itself could be 
a serious drawback of this echo suppressor design. 

The delay coupled with the suppressor action causes an additional 
effect which is more pronounced and is very irritating. Assume B talk­
ing, A silent. At time to , B pauses momentarily, then at time to + 0.3 
sec, A hears 'this pause, and immediately interjects a short comment, 
such as "Uh huh," or "Yes, of course." Because there is no speech at 
point 1 (Fig<' 1), A's comment gets through to B. Assume now that B 
had resumed talking at time to + 0.2 sec. At to + 0.6 sec, A's comment 
arrives at the echo suppressor near B and suppresses B's continuing 
speech for the length of A's comment. Then, at to + 0.9 sec, A detects 
a short interruption of B's speech. 

Two disturbing events have thus occurred. First, B heard A's comment 
at an inappropriate time, after he had resumed speaking, and second, 
A heard a break in B's speech. Although the second event is intuitively 
the more disturbing one, the first could well cause B to stop talking so 
he could hear the interrupting speech. Normal conversation would then 
come to a halt and be replaced by a frustrating attempt by each speaker 
to establish what the other person was trying to say. This and similar 
sequences could occur many times in a conversation and result not only 
in annoying the speakers but also in causing them to waste time repeat­
ing their remarks and commenting on the bad circuit. 
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The intermittent interruptions which the echo suppressors introduce 
are commonly referred to as "chopping." Chopping is most serious when 
the conversation alternates rapidly between speakers, and is nonexistent 
if only one person is talking. It becomes more objectionable as the delay 
between the speakers increases. 

Methods to reduce this objectionable chopping have been devised 
and will be discussed later, after some characteristics of the simple echo 
suppressor are further described. 

2.2 Characteristics of a Simple Suppressor 

2.2.1 Amount of Suppression 

It has been found that in circuits with long round-trip delays (say 200 
msec and longer) and with echoes at their present-day levels, consider­
able attenuation must be supplied by the echo suppressors to reduce 
echoes so they are not annoying. Typically, about 50 db or more attenua­
tion is provided. The present trend is to use some type of solid-state 
switching to introduce the loss, but a relay which short-circuits the line 
is very effective. In most recently designed echo suppressors, the attenua­
tion introduced is so great that for all practical purposes the transmission 
path is completely blocked. Some suppressors, however, insert only a 
moderate amount of loss if the speech signal at point 1 of Fig. 1 is very 
weak, and insert larger amounts of loss for strong speech signals. They 
employ a "variolosser" which inserts a loss whose magnitude is a smooth 
function of the controlling signal. This would appear to be a good method 
of applying suppression since only the amount required is present at any 
time, and hence double talking should be easier. However, the vario­
losser provides satisfactory echo suppression only when it begins to in­
sert loss on very weak speech signals. For signals of more typical mag­
nitudes, at least 50 db suppression is required, and hence the variolosser 
is not much different from a relay. Further discussion of the operation 
of an echo suppressor will be with reference to relay operation, although 
an echo suppressor employing variolossers will be described later. 

2.2.2 Sensitivity 

The local sensitivity of the echo suppressor can be defined as the level 
of a 1000-cps tone, applied at the odd input, just sufficient to cause the 
speech detector to operate the relay. The signal level is specified as a 
power level in dbm working into a 600-ohm load. The local sensitivity 
includes within it an adjustment for the transmission level point at 
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which the suppressor is operated. Since it is much simpler to discuss its 
operation at the zero transmission level point (OTL) , * all references to 
sensitivity hereafter will apply to the zero-level sensitivity, i.e., the 
sensitivity at OTL. 

If the speech detector shown in Fig. 1 has a flat frequency response, 
it will generally provide marginally acceptable suppression of long de­
layed echoes if its 1000-cps sensitivity is about -32 dbm. Greater 
(lower-level) 1000-cps sensitivities are required if the frequency response 
of the detector is weighted in such a way that it is less sensitive to fre­
quencies below and above 1000 cps. 

It would seem advisable to build a suppressor which has a very high 
sensitivity to assure complete suppression of echoes of all speech sounds. 
But if the sensitivity is too great, the suppressors will operate on noise 
as well as speech, which certainly is not desirable. Recent data on noise 
on telephone circuits indicate that less than 1 per cent of the longer toll 
calls have a noise level at OTL greater than about 51 dbrnc. t This 
equates to -37 dbm if the noise is flat over the voice spectrum. Thus the 
sensitivity of an echo suppressor with flat bandwidth should not be 
greater than -37 dbm if operation on noise less than 1 per cent of the 
time is desired. 

The sensitivity for adequate suppression and for minimal noise opera­
tion depends on the shaping of the dectector sensitivity characteristics. 
Previous studies have shown that a flat bandwidth between 500 to 
3000 cps with reduced sensitivity is preferable for adequate suppression 
to a bandwidth with higher sensitivity at some of the frequencies in the 
band, if both suppressors are set for equal noise operation. The flat 
bandwidth helps to improve the sensitivity for initial consonants from 
many talkers. t 

2.2.3 Pickup Time 

By definition, the pickup time is the time required for the suppressor 
to operate after the receipt at the odd input of a 1000-cps signal with a 
power level 3 db greater than the sensitivity. The pickup time should be 
short, since a long pickup time would cause the speaker to hear brief 
spurts of echo. These would sound like short "blips" and could be 

* The zero transmission level point is a point to which all level points in a toll 
system can be referred. It is analogous to citing altitude by referring to height 
above sea level. The zero-level point is at the transmitting toll switchboard of the 
system under consideration. 

t 51 dbrn as measured on a 3A noise meter with C message weighting. 
:/: See Ref. 3, page 1458. 
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annoying even if they were not recognized as echo. A pickup time of 
about 5 msec is satisfactory, but this may produce operation on impulse 
noise, which again is not desirable. However, the bad effects of impulse 
noise operation can be minimized by proper control of the hangover, as 
discussed in Section 2.2.4. 

2.2.4 Hangover 

When the speech signal appearing at the odd input ceases, the sup­
pression relay should remain operated briefiy,for two reasons: 

1. The speech signal may not terminate abruptly, but rather may 
bontain low-level energy, such as that provided by a fricative. This 
speech may be below the sensitivity of the suppressor, but it should 
still be suppressed .. 

2. The echo may appear at the even side after speech appears at the 
odd side, due to the delay in the telephone circuit between the echo 
suppressor and the near telephone set (commonly called end delay). 
, To suppress these weak speech endings or delayed echoes, the echo 
suppressor is supplied with a slow release, or hangover time, which holds 
suppression after the speech level at the odd input has fallen below the 
sensitivity. The required hangover is dependent on at least three factors: 

1. the end delay, 
2. the echo suppressor sensitivity, and 
3. the total circuit delay. 

Generally, more hangover is required for long end and circuit delays 
and for lower sensitivities. No one hangover can be said to be acceptable 
in all cases. In the Bel1 System, where circuit delays of 30-40 msec and 
end delays of 20 msec are typical, the Western Electric IA echo sup­
pressors, having a detector with a shaped frequency response and a 
IOOO-cps sensitivity of -31 dbm, have a suppression hangover of 50 
msec. 

If impulse noise operates the echo suppressor as described above in 
Section 2.2.3, the suppression hangover could chop appreciable portions 
of the speech if full hangover were applied for impulses. Most impulse 
noise is of very brief duration, and therefore the adverse effects of im­
pulse noise operation can be minimized by providing a deferred or 
variable hangover which reaches full value only for speech sounds longer 
than about 50 msec. 

2.3 Full vs Split-Terminal Echo Suppressors 

In the suppressor just described the echo suppressor is split, with 
half located on either side of the major delay. The configuration shown 
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in Fig. 2 can also be used. In this case the echo suppressors for both 
speakers are located at one terminal. The echo suppressor indicated as 
1 operates in an identical manner to the one described previously, but 
a very long hangover is required for echo suppressor 2 because the delay 
between speakers causes the echo of party A to appear at the suppression 
point long after the speech appears at the detection point. The combina­
tion of echo suppressors 1 and 2 is known as a full echo suppressor. A 
full echo suppressor is frequently used for circuits in which the round­
trip delay is not very great (e.g., .50 msec or less). The hangovers re­
quired for full echo suppressors on circuits with long delay considerably 
increase the difficulty in conversing. * 

FULL ECHO SUPPRESSOR r----------------------l 
I I 

I ~ L ________________ ~----~ 

LONG HANGOVER 
REQUIRED 

Fig. 2 - A full echo suppressor installed at one terminal. 

The echo suppressors shown in Fig. 1 overcome this difficulty, and are 
called split-terminal echo suppressors because the functions of the full 
echo suppressor have been delegated to two units, located at the termi­
nals of the intertoll trunk. Since the full echo suppressor requires only 
one installation, it has obvious economic advantages over the split­
terminal echo suppressor, but because of its unsuitability for use in 
long-delay circuits, almost all recent design efforts have been devoted to 
developing an improved split-terminal echo suppressor. 

III. DIFFERENTIAL ACTION 

The conversational difficulties introduced by the echo suppressors of 
Fig. 1 arise from the failure to take into consideration the rapid inter-

* Years ago a full suppressor was sometimes installed midway between the 
speakers, and the long hangover previously required for one echo suppressor was 
divided between the echo suppressors. Such use today is in most cases impractical, 
since many circuits are multiplexed from end to end and revert to voice frequency 
only at the terminals. 
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changes of speech and the occurrence of simultaneous or double talking. 
The simple design which provides for silencing the even side at all times 
that speech appears at the odd side is not sufficient to provide a good 
communication path. A modification must be found which allows the 
echo suppressor to operate in a different mode if "break-in" speech is 
present at the even side at the same time that speech appears at the odd 
side, i.e., when double talking is taking place. 

Ideally, during periods of double talking, the suppression should be 
removed so that free to and fro conversation can take place. Of course, 
when the suppression is removed, the echo is also transmitted with its 
degrading effects. The problems associated with double talking are dis­
cussed below. 

3.1 Detecting Break-in Speech 

Recognition of break-in speech in the presence of distant party speech 
is a most difficult problem in echo suppressor design, and no completely 
successful solution of this problem has been achieved. The nature of the 
problem is illustrated in Fig. 3, which is a simplified schematic of one 
end of a long distance telephone connection. Speech received from B 
appears at point 1, and speech from A appears at point 2 along with the 
echo of B's speech. 

A simple speech detector installed at point 1 will easily recognize 
B's speech, and only B's speech, since the isolation amplifier prevents 
A's speech from reaching this point. But there is no point at which A's 
speech appears by itself, except of course at A's transmitter which is, 

I 
I 

/ 
A SPEECH PLUS 
B SPEECH PLUS 

SOME OF B ECHO 

A SPEECH PLUS .... 

B ECHO r-~~------l 
~ I EVEN 

ISOLATION 
AMPLIFIER 

2 I 
I 
I 
I 
I 
I 
I 
I 

ECHO I 
I SUPPRESSOR i 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

I I 
I \ I 
L----T---...J 

ODD 

'B SPEECH 

TOB 
VIA DELAY 

FROM B 
VIA DELAY 

Fig.3 - Speech signals at various points in a two-wire to four-wire connection. 
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unfortunately, inaccessible. A's speech is present at point 3, but B's 
speech is also present here, traveling not only toward A's telephone set 
but also reflected from the telephone set toward the hybrid. Further­
more, point 3 is generally inaccessible. It may be located miles away 
from the echo suppressor and is frequently not permanently associated 
with the same trunk on which the suppressor is installed. It is apparent 
that point 2 is the only point which can conveniently be examined for 
A's speech. 

A simple speech detector, such as that used for suppression, installed 
at point 2 to detect break-in speech and remove the suppression, will 
operate on echo as well as local speech and is thus inappropriate as a 
local speech detector. However, many properties of the echo are known, 
because the echo is a distorted reflection of the signal at point 1. All 
existing break-in speech detectors compare a signal derived from point 2 
with a signal derived from point 1. This "reference signal" derived from 
1 is a measure of what the echo is expected to look like. If the signal at 
2 possesses only those characteristics which the echo would contain, 
that is, if the signal derived from 2 is contained within the reference 
signal, then echo only is assumed at point 2. If, however, the signal at 2 
is sufficiently different from the reference, speaker A is assumed to be 
talking and the break-in detector is activated. A good break-in detector 
should be as sensitive as possible to the break-in speech, but it should 
not operate when echo alone is present. A break-in detector triggered by 
echo alone is said to exhibit "false break-in." 

:JUany different break-in detectors have had as their basis for design 
the method outlined above. Two of these devices are described in more 
detail. 

3.2 The 1 A Break-in Detector 

Fig. 4 is a block diagram of the suppression and break-in scheme of 
the Western Electric lA Echo Suppressor. (This suppressor is more 
fully described in Section IV.) The speech signals from points 1 and 2 
are amplified, rectified, and applied directly to the differential device as 
illustrated. The return loss at the hybrid has an average value of 15 db 
with a standard deviation of 3 db.1 Thus, the echo at 2 is certain to be 
at least 6 db below the signal at 1 if both points are at OTL. The differ­
ential comparator is therefore adjusted so that if echo of this level or 
less is present at 2, the differential will yield a positive output. When this 
happens, relay 1 blocks the even path at point 4 with a hangover of 50 
msec and also blocks the negative output of the differential at point 3. 
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ISOLATION AMPLIFIER 
OR SIMILAR DEVICE TO 
PREVENT SHORT AT 4 FROM 
BLOCKING SIGNAL AT 2 ..... , 

EVEN 

DIFFERENTIAL 

~ 

+ \ 
'ACTUALLY ADDS 

TWO VOLTAGES OF 
OPPOSITE POLARITY 

A MODIFICATION MUST BE 
MADE ON THE STANDARD 
I-A TO PROVIDE HIGH 
SUPPRESSION LOSS 

/ 

4/ TO B 

FROM B 

ISOLATION 
AMPLIFIER x = RELAY BLOCKS THIS PATH 

WHEN IT OPERATES 

Fig. 4 - Block diagram of a lA echo suppressor used in split-terminal fashion. 

If speaker A begins to talk, the signal at 2 will occasionally override 
the differential and cause it to have an output on the negative side. If 
this occurs for ,50 consecutive msec, relay 1 drops out and removes the 
block which it put in at points 3 and 4. Relay 2 now operates with an 
18-msec hangover, assuring break-in for at least this hangover period. 
Break-in will continue until the differential becomes positive for at 
least 18 msec, in which case suppression will be restored. If no one is 
speaking, the differential has a null output and neither relay will be 
operated. 

The "reference signal" referred to in Section 3.1 is in part the recti­
fied signal derived from 1, but it also is contained in the hangover of the 
relays. For example, if B talks and then stops (A is silent), the echo may 
be delayed in reaching point 2. The echo could operate the differential 
for a brief period (up to about 20 msec) after speech ceases at 1, but the 
50 msec hangover of relay 1 will prevent false break-in. 

3.3 Break-In Detection by Means of Smoothed Rectified Speech 

The majority of suppressors designed in the past few years employ 
a break-in scheme which uses a differential to compare two speech signals 
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which have been full-wave rectified and smoothed, as opposed to the lA 
differential action which employs negligible smoothing. Fig. 5 shows a 
typical full-wave rectified speech signal which could appear at the odd 
side of the echo suppressor. The echo at the even side of the suppressor 
is certain to be at least 6 db (one-half amplitude) below the speech on 
the even side. It can also be delayed up to a maximum of about 20 msec. 
This "worst case" of echo is shown, full-wave rectified, as the dashed 
line of Fig. 5. Because of the delay, there are many times in which the 
echo signal exceeds the odd speech signal. But if the original signal is 
smoothed with an Re network so the voltage decays to one-half value 
in?O msec, the echo will never exceed this smoothed signal. The smoothed 
signal is the reference signal and is indicated in Fig. 5. In practice, the 
echo signal is also smoothed, but with a smaller time constant (any 
value less than the time constant of the other). If the signal from the 
even side should ever exceed the reference, the local speaker must have 
been talking, and the break-in detector is activated. The break-in detec­
tor is completely independent of the suppressor relay operation, as 
opposed to the lA action. 

A block diagram of the instrumentation is shown in Fig. 6. A negative 
signal of sufficient strength from the differential (a simple voltage adder) 
will trigger the threshold and cause break-in to be indicated. Once 
break-in speech has been detected, the suppression is removed and the 
echo suppressor is in the break-in mode. The manner in which the 
suppressor operates in the break-in mode varies with different suppres­
sors, and illustrations of various break-in modes of operation will be 
gi ven later in this paper. 

FULL-WAVE 
RECTIFIED 

SPEECH 
AT ODD SIDE 

\ , 
'-, 

REFERENCE SIGNAL 
DECAYS TO 1/2 VALUE 

/' IN 20 MS 
/ (OR LONGER) 

/ 
/ 

I 
I 
I 
I 

______ ~ ____ _L ____ ~~~~ __ ~L_~~ __ _J~~~~ __ ~~~~~~ 

~----20 MS ---~ "'-..... ECHO AT EVEN SIDE} 
6-DB RETURN LOSS WORST CASE 

20-MS DELAY 

TIME ~ 

Fig. 5 - Typical waveforms appearing in rectified speech break-in detector. 
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3.4 Sensitivity and Pickup of the Break-In Detector 

The parameters of the break-in detector will be discussed with refer­
ence to Fig. 6, with both the odd and even sides assumed at OTL. These 
parameters are not, however, restricted to this circuit but apply to any 
break-in detector. 

The break-in sensitivity is the 1000-cps signal power in dbm applied 
at the even input which will just cause the break-in detector to operate. 
This tone is applied with no signal at the odd side. A typical value is 
- 32 dbm re OTL. This sensitivity determines the ability to remove 
suppression during the suppression hangover after speech has disap­
peared from the odd side. It is also important in recognizing local speech 
just prior to the arrival of distant speech at the odd side. The break-in 
hangover ( discussed later) will then prevent the local speaker from being 
immediately cut off. 

The time required to operate the break-in detector or pickup time 
should be fairly fast, say .5 msec, but this is not so critical as suppressor 
pickup time. As shown before, long pickup times on the suppressor 
cause some echo to be returned. Long pickup times on the break-in 
detector cause initial fragments of speech sounds to be omitted or clipped 
if break-in is occurring when the suppressor is operated. Informal listen­
ing tests have shown that such front-end clipping is not very objection­
able even when pickup times are as long as 20 or even 30 msec. 

3.5 Differential Sensitivity 

The differential sensitivity is a measure of the signal level at the even 
side required to operate the break-in detector in the presence of a signal 
at the odd side. A IOOO-cps tone is applied to the odd terminal 3 db 
louder than the suppressor sensitivity. Then a IOOO-cps tone is applied 
at the even side and is increased in level until break-in is detected. The 
difference in levels between the break-in signal and the odd signal is 
the differential sensitivity. 

For example, assume the OTL suppressor sensitivity is - 32 dbm. A 
- 29-dbm tone is applied at point I in Fig. 6. Break-in occurs when a 
-28-dbm tone is applied at the even terminal, point 2. The differential 
sensitivity is (- 28) - (-29) db or + I db. 

The negative threshold detector requires a fixed voltage difference to 
operate. Its threshold is set to establish the break-in sensitivity by ad­
justing the amplifier on the even input, and the differential sensitivity 
is established by adjusting the indicated amplifier in the odd input. 
Because the threshold detector operates on a voltage which is the differ-
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Fig. 6 - Rectified speech break-in detector. 

ence between the voltages at the even and odd inputs, if the differential 
sensitivity is 1 db for a - 29-dbm signal at the odd input, the differential 
sensitivity will decrease for louder odd signals (but will still remain 
positive). For example, if the odd input is a tone of -15 dbm, the same 
voltage difference a~ the negative threshold detector will be required to 
overcome this signal, but the voltage ratio will be lower. This is why the 
definition of differential sensitivity must specify the magnitude of the 
test signal applied at the odd input. 

3.6 Break-In Hangover 

The break-in detector operates to remove suppression when the even 
speech is sufficiently louder than the odd speech. Because of this, it is 
apparent that loud speech at the odd input may prevent the break-in 
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detector from operating. In this case the echo suppressor reverts to the 
simple echo suppressor of Fig. 1, resulting in considerable speech mutila­
tion. However, even when the odd speech volume is much greater than 
the even speech volume, because of the irregular nature of speech there 
are times when the even speech peaks will be sufficient to initiate break-in 
detector action and remove suppression. Shortly thereafter, the odd 
speech will once again be great enough to reinsert suppression. This 
alternate suppression and nonsuppression produces objectionable speech 
chopping. 

To overcome this difficulty, a hangover is usually introduced on the 
break-in device. Once the local talker has broken in, he does not have 
to depend entirely on the differential, since the hangover will maintain 
break-in. Also, if he is talking and speech arrives from the distant 
talker, his speech will not be cut off by the suppressor for at least the 
break-in hangover period. (However, in the circuit of Fig. 6 if the dis­
tant speaker is talking and the local speaker breaks in, he does not 
have to wait for the suppression hangover to release before suppression 
is removed. The opposite is true in the 1A echo suppressor.) 

If the break-in hangover is very long, practically no chopping wil1 
occur, but the break-in detector will remain activated when the local 
speaker has finished talking. During many of these times, distant speech 
will be present, and if transmission is allowed on the even side at these 
times, echo will be returned. This also can be very annoying on long­
delay circuits. 

The difficulties of achieving good break-in ability may now be sum­
marized: 

1. To avoid false break-in, the differential circuit must be made 
relatively insensitive to signals at the even side because the expected 
echo levels can be fairly high. This will cause chopping of local speech. 

2. To avoid chopping, hangover is introduced on the break-in circuit. 
But this allows more echo to get through after the local speaker has 
stopped talking. 

The break-in hangover is usually adjusted to effect a compromise 
between excessive chopping and echo. A typical value for recent de­
signs is 150-200 msec. This is much longer than the lS-msec break-in 
hangover of the lA suppressor. If a very good break-in detector could 
be built, the hangover would not need to be as long, and a better com­
promise between chopping and echo could be made. Also, if return 
losses could be improved (made greater), the existing break-in detectors 
could have even lower diffe~ential sensitivities, which would reduce the 
need for long hangovers. The accomplishment of either of these objec-
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tives would be of considerable value in improving present-day echo 
suppressors. 

3.7 Asymmetry in Echo Suppressor Environment 

Little attention has yet been given in this paper to the speech levels 
at the suppressors. If each speaker is a "normal" talker and has rela­
tively little loss between his subset and the suppressor, his speech will 
appear at OTL at a long-term average level of roughly -15 dbm. 
There can be wide variations from this level. The speaker may be an 
especially loud or weak talker, or he may be prone (as many people are) 
to holding the transmitter under his chin, or there may be additional 
loss between him and the suppressor. 

Fig. 7 is an illustration of a long-delay circuit in which two loud 
talkers with equal speech volumes are connected. The losses LA and LB 
af'count for all the speech level variations due to the factors described 
above. If LA equals LB , then each speaker has the same ability to break 
into the other's speech. Consider though, the case in which LB equals 
zero and LA equals 10 db. Speaker B will have more difficulty than A 
in conversing for two reasons: 

1. The echo returning to A is 20 db less than that returning to B 
(assuming equal return losses at both hybrids). Therefore, B wi1l hear 
louder echoes during break-in than will A. 

2. A has 10 db more difficulty in breaking in than B; consequently B 
will hear more chopping. 

If the losses LA and LB differ by 10 db because of the actual circuit 
configuration, as may happen, the circuit is said to have 10 db asym-
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Fig. 7 - Asymmetry in an echo suppressor connection; the difference in losses 
LA and LB is a measure of the asymmetry. 



2908 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1953 

metry. An asymmetry of only 10 db is sufficient to often cause one 
speaker to have considerable difficulty, whereas the other speaker may 
hardly notice anything wrong with the circuit. Differences in talker 
levels at the two ends, which may frequently occur, are also causes of 
asymmetry, much as if the physical losses differ. 

IV. TYPES OF ECHO SUPPRESSORS 

Four echo suppressors are described below to illustrate the various 
approaches taken to the problem of designing echo suppressors which 
permit double talking. All of the echo suppressors are similar in that 
they employ a suppression device and a differential circuit. However, 
each has some peculiarity which distinguishes it from the others. 

4.1 1 A Echo Suppressor 

This echo suppressor has been standard in the Bell System since the 
late 1U30's. About twenty thousand are presently in use on long distance 
continental and ocean cable circuits. 

A simplified schematic of the 1A echo suppressor (used as a full echo 
suppressor) is shown on Fig. 8. * In the quiescent state with speech in 
neither the odd nor even path, the DA tube CUl'l'ent flowing through the 
E1VI and 01V1 relays is such that 01\/1 is operated and E1\1 is not. If the 
tube current decreases, 01\/1 releases; if it increases, E1\1 operates. 

Consider speech in the odd path. Part of this speech enters the odd 
amplifier via the hybrid, t is amplified and half-wave rectified, and is 
then applied to the cathode of the DA tube. This makes the cathode 
more positive with respect to the grid, which decreases the tube current 
and releases relay OlVI. Release of OlVl removes ground from one wind­
ing of the OH relay and applies ground to the second OH winding, 
causing it to operate. Operation of OH places a ground return path in 
parallel with the EM relay, which prevents its operation and also re­
moves ground from the hybrid balancing network N in the even path. 
Network N now balances the input impedance of the even amplifier 
and this provides a high (35 to 40 db) transhybrid loss across the hybrid 
in the transmission path which suppresses the echo. Suppression hang­
over is supplied by the RC network in one winding of the OH relay. 

* The block diagram shown in Fig. 4 is for the split-terminal suppressor and is 
not a representation of the full suppressor of Fig. 8. 

t The echo suppressor hybrids are branching devices for transferring energy 
from the speech path to the suppressor circuitry and should not be confused with 
the terminating hybrids that convert the 2-wire line to a 4-wire line. 
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If speech is present in the even path, the operation is similar except that 
the DA tube current is increased and the EIVI relay operates, causing the 
ER relay to operate and place loss in the odd path. 

When speech is present in both paths during double talking, the echo 
suppressor operates as follows. Assume initially that speech in the odd 
path occurred first. This speech operates the 01\11 and OR relays, sup­
pressing the even path with a hangover of 50 msec. If the even speech 
level is less than the odd speech level, the suppression remains in. If 
the even speech level rises above the odd speech level for .50 msec, 
the OR relay releases and the EM and ER relays operate. This removes 
suppression in the even path but places suppression in the odd path 
with a hangover of 70 msec. For about equal-volume talkers, the sup­
pression will alternate between the two paths as the syllabic or peak 
power points of the speech in both paths alternate. Almost all echo will 
be suppressed, but the speech during doubJe talking will be chopped or 
mutilated. 

Operation in the manner described above occurs with a full suppressor. 
Split echo suppressor operation is obtained by permanently grounding 
the balancing network in the odd path, with the hangover on the ER 
relay set to its minimum value of about 18 msec. Two echo suppressors 
with this modification are used on one circuit - one at each end. The 
operation during double talking is similar to that of a full echo suppres­
sor. 

The :35-40 db suppression supplied by the hybrid balance is sufficient 
for most circuits today, but the longer-delay cable circuits or future 
satellite circuits require more suppression than this. A modification 
(shown on Fig. 9) was made to the echo suppressor to increase the 
suppression for tests on long delay circuits. The OR relay, instead of 
balancing the hybrid, applies a short circuit across the even path to 

N 

HYBRID 

EVEN 
AMPLIFIER 

600 

OH 

Fig. 9 - lA echo suppressor modified for greater suppression. 
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suppress the echo. Two split suppressors modified in this fashion were 
subjectively tested on long-delay circuits at Bell Telephone Laboratories. 
The results of the subjective tests are given in a companion paper.2 

4.2 BH Echo Suppressor 

This echo suppressor, one of several experimental echo suppressors 
designed at Bell Telephone Laboratories, differs primarily from the 
1A echo suppressor in that its suppression and break-in functions are 
independent of each other, while in the 1A these functions are combined 
into one differential circuit. A simplified schematic of the BH split 
echo suppressor is shown on Fig. 10. 

If speech is present in the odd path, relay S operates and places a 
short across the even transmission path (provided relay B is operated) 
which suppresses the returning echo. Operation of suppression relay S 
is controlled by speech in the odd path only and is independent of 
speech in the even path. (This differs from the 1A where relay 01\11 is 
controlled by speech in both paths as determined by the DA tube cur­
rent.) Relay S provides a suppression hangover of about 50 msec. 

Speech in the even path is amplified, rectified, and applied to the grid 

EVEN PATH ~ 

~ ODD PATH 

6-DB LOSS 

ENABLE 
WHEN 

GROUND 
REMOVED 

SUPPRESSOR­
AMPLIFIER 

Fig. 10 - BH echo suppressor. 
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of tube D. The negative signal applied to the grid reduces the tube cur­
rent which releases normally operated relay B. Release of B prevents 
or removes any suppression caused by operation of relay S and also 
removes ground to enable a speech compressor in the odd transmissjon 
path. (This is discussed later.) Once relay B has released, it remains 
released for a hangover time of 200 msec. 

When speech is present in both paths, during double talking, the oper­
ation is as follows. Assume that speech in the odd path occurred first. 
This speech operates the S relay suppressing the even path with a hang­
over of 50 msec. If the even speech level is less than the odd speech level, 
relay B stays operated, and the suppression remains in. Since the even 
speech may be the echo of the odd speech, this speech must not operate 
relay B to remove suppression. Echo is prevented from operating relay 
B by proper choice of gains in the odd and even amplifiers and the RICI 
time constant. (This was discussed in Sections 3.1 and 3.3 above.) 
When true break-in speech of sufficient level is present in the even 
path, it will release relay B and remove the suppression for 200 msec. 
If relay S is operated when relay B releases, 6 db loss is inserted in the 
even path. Also, anytime relay B is operated, a speech compressor is 
enabled in the odd path. When the echo suppressor is used at OTL, the 
speech compressor is adjusted to supply 0 db loss for a -50-dbm signal 
in the odd path and to smoothly increase this loss to 12 db for a O-dbm 
signal. The 6-db loss in the even path and the speech compressor in the 
odd path are used to reduce the echo occurring during the double 
talking interval, when relay B is operated and suppression is removed. 

If prolonged double talking is simultaneously present at the echo 
suppressors at both ends of the connection, all echoes would be attenu­
ated by two compressors and two 6-db pads. This is not generally the 
case, however. Many echoes return at a time when the local talker is 
silent, and they are often reflections of speech generated when there 
was no distant speech. It is more accurate to say that all echoes are 
attenuated by at least one compressor and at least one 6-db pad. 

4.3 GN Echo Suppressor 

This split echo suppressor, also designed at Bell Telephone Labora­
tories, is unique in that it uses variolossers for suppression and thus ap­
plies a variable amount of suppression depending on the odd speech 
level. A simplified schematic is shown in Fig. 11. * 

Speech present in the odd path is amplified, rectified, and applied to 

* A more complete description of this echo suppressor is given in Ref. 4. 
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the variolossers VL1 and VL2 • 'rhe combined suppression loss of VL1 

and VL2 is shown on Fig. 12. It is seen that for very low-level speech 
the suppression slope is moderate, but for higher-level speech the sup­
pression has a steep slope and rapidly reaches 80 db suppression. By 
proper choice of odd and even amplifier gains and the time constant 
on the odd input to the trigger circuit, echo is prevented from removing 
this suppression. 

During periods of double talking, the operation is as follows. If odd 
speech is present first, suppression is applied. When break-in speech of 
sufficient amplitude then occurs, it is recognized as such at the input to 
the trigger circuit, which operates relay B. Operation of relay B removes 
the suppression of VL2 to allow even speech to pass through the echo 
suppressor. It also reduces the suppression of VL1 and places a 4-db loss 
in the odd path to reduce the echo. The suppression of VL1 during double 
talking is shown on Fig. 12. Relay B provides a break-in hangover of 
about 400 msec. 

4.4 AM Echo Suppressor 

This echo suppressor, an experimental model by a United States 
manufacturer, differs primarily from other echo suppressors in its action 
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during double talking. A simplified block diagram of the AM echo sup­
pressor is shown on Fig. 13. 

If speech is present in the odd path, threshold detector TD2 operates, 
producing a signal passing through gate 1 and enabling the transistor 
suppressor, which has about 60 db loss. Suppression hangover (about 
100 msec) is supplied by hangover control HC2 . 

Speech in the even path is amplified, rectified and applied to the differ­
ential amplifier. If the output of the differential amplifier operates 
threshold detector TDI as described in Section 3.3, gate 1 is inhibited, 
preventing suppression. The inhibit signal has a hangover time of about 
200 msec. 

When speech is present in both paths during double talking, the oper­
ation is as follows. Assume that speech in the odd path occurred first. 
This speech operates TD2 , suppressing the even path with a hangover 
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of 100 msec. Echo is prevented from operating TDI through use of 
propel' time constants in the differential amplifier. When true double 
talking speech of sufficient volume is present in the even path, the 
differential amplifier will cause TDI to operate, removing suppression 
for at least 200 msec. TD2 is still operated by speech in the odd path, 
and when TDI and TD2 are operated, a 6-db loss is introduced in the 
amplifiers in the even and odd paths to reduce the echo. The operation 
of TDI also effectively inhibits a gate in the odd speech input to the 
differential amplifier. This inhibit signal prevents the release of TDI 
as long as the even speech is greater than the even sensitivity, irrespec­
tive of the speech present in the odd path. Thus, as long as the even 
speech level does not fall below the even sensitivity for over 200 msec 
(the hangover time of He I ), gate 1 will always inhibit suppression no 
matter what the level of the odd speech. This action reduces the mutila­
tion of even speech but also increases the unsuppressed echo, as dis­
cussed below. 

Suppose the odd speech maintains an average level 10 db higher 
than the even sensitivity and the echo of the odd speech is reduced by 
an 8-db return loss such that the odd echo is 2 db higher than the even 
sensitivity. This echo will not by itself remove suppression because of the 
comparison action of the differential amplifier. However, if a short 
burst of break-in speech is present in the even path, TDI will operate 
to remove suppression and inhibit gate 3. Now the echo of the odd speech 
is sufficient to maintain TDI on, and gate 1 will be inhibited until the 
echo of the odd speech falls below the even side sensitivity for more 
than 200 msec. This action has been observed to produce considerabJe 
echo for some combinations of talkers and return loss. 

V. CONCLUSIONS 

In this paper we have discussed some of the design features of a par­
ticular type of echo suppressor. The philosophy behind the design of 
this type of echo suppressor is that a telephone channel should allow 
as much two-way conversation as possible consistent with proper echo 
control. Thus every effort is made to provide ease of break-in during 
double talking. Unfortunately, this generally results in a compromise 
between having too much echo or too much speech chopping during 
double talking. The echo and chopping are very disturbing to some 
people, and the disturbing effects may, in some cases, outweigh the 
beneficial aspects of attempting to provide a two-way circuit during 
simultaneous talking. 
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Ease of break-in is not the only principle which can be followed in 
designing echo suppressors. Other approaches have been suggested. 
For example, one echo suppressor has been proposed which is designed 
to train the conversants not to double talk by increasing the received 
volume of the distant speaker whenever the local speaker tries to 
interrupt, thereby "shouting down" the interrupter. Another proposal 
is aimed at preventing the chopping effect during double talking by 
allowing only one-way conversation at any time, the allowed direction 
being determined by examining which conversant spoke first. 

All of these proposals include voice switching, and all produce trans­
mission degradations. It is impossible to predict the subjective reaction 
to the degradation introduced by these various proposed echo suppres­
sors merely by examining the design features of the suppressors. This 
reaction can be determined only through subjective tests, one type of 
which is described in a companion paper. 
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Subjective Evaluation of Delay and Echo 
Suppressors in' Telephone 

Communications 

By R. R. RIESZ and E. T. KLEMMER 

(Manuscript received August 9, 1963) 

The effect of transmission delay upon the quality of a telephone circuit 
was investigated using naturally occurring telephone conversations. Round­
trip delays of 600 and 1200 msec went almost unnoticed at first when no 
echo sources or echo suppressors were present in the circuit. After exposure 
to pure delays of up to 2400 msec, considerable dissatisfaction, indicated by 
rejection of the circuit, developed with the 600- and 1200-msec delays. 
When echo sources and echo suppressors were added to the circuit, some 
dissatisfaction developed i1711nediately for round-trip delays of 600 and 1200 
msec. No adaptation to the effects of delay occurred; in fact dissatisfaction 
increased with experience under certain conditions. 

1. IN'l'RODUCTION 

The preceding two papers describe the nature of the problems intro­
duced into telephone circuits by delay and echo and the attempted 
solution of these problems through the design of echo suppressors. The 
present paper describes recent determinations of the degradation of 
transmission quality caused by pure delay and delay plus echo and echo 
suppressors. The studies reported were all done by the human factors 
research department of Bell Telephone Laboratories. 

Other groups have studied the effect of delay upon voice transmission. 
These include the research department of Bell Telephone Laboratories, 
Stanford Research Institute, Italian Telecommunications Administra­
tion and the British Post Office. Unfortunately, none of this work has 
yet been published. In general, these studies have found little degrada­
tion with pure delay, even for round-trip delays oyer one second, al­
though some objection did occur in one experiment with natural con­
versations with 1410-msec round-trip delay. These same subjects did 

2919 
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not find the delay objectionable during structured conversation, how­
ever. 

All of the experiments described in the present paper were performed 
by introducing experimental circuits into naturally occurring telephone 
conversations. This method was chosen because of the previous finding, 
here and elsewhere, that the subtle conversational difficulties produced 
by delay and echo suppressor action do not often occur in structured 
conversa tions. 

The general plan of the study was first to evaluate the effect of pure 
delays and then evaluate the effect of echoes, echo suppressors and 
delays for several different echo suppressors described in a companion 
paper.! When it became obvious in the first two experiments that 
continued exposure to long delays had a marked effect upon the user's 
reaction to shorter delays, a third experiment was conducted in which 
each subject was exposed for some weeks to only a single value of a 
given delay. 

The primary measure of transmission quality in the present studies is 
the percentage of calls on which the circuit was rejected as unsatis­
factory by the users for normal use. In addition, for some of the calls 
made under each condition, the users were called back and asked about 
the circuit. 

II. SIMULATION Al'l'ARA'l'US: SIBYL 

The simulator called SIBYL, which permits the insertion of experi­
mental circuits into existing telephone lines, has been previously de­
scribed by H. D. IrVill.2 With this device it was possible to introduce 
controlled delay through the use of magnetic disc delay units (Echovox 
Sr.), echo suppressors and return loss to simulate field echo conditions. 
The simulator could be inserted into any call originated by any member 
of a panel of users without letting him know of its insertion. 

III. EXPERIMENT 1: DEGRADATION IN TRANSMISSION QUALITY DUE TO 

ADDED PURE DELAY 

3.1 Apparatus 

For the pure delay tests a complete four-wire network was employed 
as shown in Fig. 1. Artificial sidetone was provided, and loss and noise 
were adjusted to values representative of the standard circuit. None of 
the calls were monitored; that is, complete privacy of conversation was 
maintained. For each call through the simulator, the originating number, 
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Fig. 1 - Circuit used to introduce delay in experiment 1: (a) standard circuit 
between PBX subsets, (b) experimental circuit between four-wire subsets used to 
introduce transmission delay. 

called number and length of call were recorded as well as the time at 
which the call was rejected for the rejected calls. 

3.2 Subjects 

Eighteen members of the administrative staff at the Laboratories 
who called each other frequently were asked to serve as subjects. They 
were told that some of the calls that they originated would be routed 
over a simulated satellite circuit, but they did not know which calls 
would be affected or what the changes in the circuit were. They were 
instructed that if they found any circuit "unsatisfactory for normal 
telephoning" they could dial the digit "3" without hanging up or break­
ing the connection, and the standard circuit would be restored. Only the 
calling party was able to reject the circuit. 

3.3 Test Conditions 

Because of the necessity for a complete four-wire connection, the 
delay was inserted only on calls in which one of the subjects called 
another. The simulator was inserted on every such call unless it was in 
use by another pair of subjects. Since the simulator could handle only 
one call at a time, when one pair of subjects was routed through the 
simulator, all other subjects would receive the standard circuit even if 
they called each other. 
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The experiment continued for 12 weeks. The general plan of the 
experiment was to alternate between delays of 600 and 1200 msec each 
working day for 12 weeks. This schedule was changed in the fifth and 
sixth weeks, during which the 1200-msec delay was alternated each 
day with 2400-msec and the 600-msec delay was not used at all. The 
reason for inserting the 2400-msec delay in the fifth week was that 
there were almost no rejections during the first four weeks, which 
raised the question as to whether the subjects were not having any 
difficulty due to the delay or were not associating unusual conversa­
tional difficulties with the telephone circuit. It was correctly assumed 
that the 2400-msec delay would produce identifiable circuit-related 
difficulty. All but two of the 18 subjects made or received at least one 
call over the 2400 msec circuit during the two weeks it was used. The 
final six weeks at 600- and 1200-msec delay show the users reaction to 
these lesser delays after exposure to the longer delay. The trend during 
this six-week period is particularly important. The negative reaction of 
the users to the longer delay may be expected to generalize to the shorter­
delay calls which are made in close time proximity. That is, after ex­
posure to the 2400-msec delay, the users may reject any circuit on which 
they note any characteristics of a delay circuit. If this is the only effect, 
then the rejection rate should jump suddenly after exposure to 2400 
msec and then return (perhaps slowly) to the former level when the 
2400-msec condition is removed. 

If, on the other hand, exposure to the longer delay teaches the users 
to identify conversational difficulties which are also present at shorter 
delays, then the rejection rate should not fall after removal of the longer 
delay. Indeed, it may well be expected to continue to rise as the learn­
ing continues. 

3.4 Results 

The percentage of calls rejected for each two-week period of the 
experiment is plotted in Fig. 2 for each delay separately. The grouping 
of weeks by twos provides an average of 29 calls per point with a mini­
mum of 16 calls, whereas single weeks would have as few as six observa­
tions per point. None of the calls at 600 msec delay were rejected in the 
first four weeks and only 3 of 50 calls at 1200 msec were rejected by two 
different subjects. The 2400-msec delay was rejected more than half the 
time during weeks 5 and 6 when it was employed (18 of 34 calls). In 
the two weeks following exposure to 2400-msec delay there were still 
no rejected calls at 600 msec, but in the final four weeks 13 subjects 
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Fig. 2 - Percentage of calls rejected as a function of weeks for each pure delay 
condition separately. Combined data from 18 subjects, all of whom were exposed 
to all delays. Number of observations per point varies from 16 to 37. The 2400-
msec delay was used during weeks 5 and 6 only. Rejections on standard circuit 
calls were less than 1 per cent. 

made 61 calls at 600 msec and four of these subjects rejected a total of 
17 calls. * The 1200-msec delay showed an increasing rejection rate 
after week 5, and during the last four weeks, 17 subjects made 66 calls 
at 1200 msec and eight of these subjects rejected a total of 31 calls. t 

Because the circuit difficulties introduced by delay are not apparent 
until after some conversation has taken place, it is of interest to ask 
how long the call has been in progress before rejection occurs. The 
median time to dial out the simulator for all rejected calls was 22 sec­
onds. The median length of rejected calls was 133 seconds, including 
talking time both before and after rej ection. For comparison, the 
median length of nonrejected calls was only 94 seconds. Thus, rejected 
calls tend to be longer calls and they are rej ected fairly early in the call. 
Lest this finding be interpreted as implying that users are more likely 
to reject calls early that they anticipate will last long, analysis of later 
data shows that such is not the case. 

The rejection rates of the delayed calls may be compared to the 
probability of rejecting a call on the standard telephone circuit. In the 
pure delay experiment it was possible to record attempted rejections of 
standard circuits by the subjects. These numbered 36 in 6688 calls, or 
less than one per cent. 

* These four subjects rejected 1 of 6, 2 of 12, 5 of 11, and 8 of 22 calls respec­
tively. 

t These eight subjects rejected 1 of 2, 1 of 5,2 of 2, 2 of 3, 2 of 7,3 of 4, and 18 
of 21 calls respectively. 
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3.5 Discussion 

The extent to which the 2400-msec exposure, actually experienced 
by 16 of the 18 subjects, influenced the over-all results has not been 
established. It cannot be assumed that the high rejection rate at 1200 
msec would ever have been reached if 2400 msec had not been introduced. 
The rejection rate at 600 msec has undoubtedly been influenced by the 
exposure to 1200 and as well as 2400 msec. The importance of such 
interaction effects was not appreciated until after the more extensive 
tests at experiments 2 and 3. Regardless of the probable influence of the 
2400-msec exposure and the 600-1200 mixture on the results, it is signifi­
cant that the subjects show no sign of becoming accustomed to delay 
and adapting their conversations to its presence. 

Individuals vary widely in their reaction to delay. One of the test 
subjects rejected 27 of the 36 calls he made at 1200 msec. Since the 
remaining 17 subjects rejected 17 of their 118 calls over the 10-week 
period at that value of delay, it can be seen that this one subject had an 
important effect on the total results. Of course, such strong objectors 
cannot be ignored in planning communications systems. 

Because of the large differences in calling rate and rejection rate among 
the subjects and the small number of calls which could be sampled, the 
absolute levels of rejection rate shown in Fig. 2 cannot be taken as 
representative of larger populations of calls and users. The qualitative 
finding of increasing rejection rate with experience with the delays used 
is clear, however, for several of the subjects who must be assumed 
representative of a significant proportion of the total population. 

3.u SWn1nary 

Pure delays up to 1200 msec, round-trip, added to a telephone circuit 
did not result in much user dissatisfaction with the circuit for users with 
limited experience in using such circuits. 

After further experience, which included limited exposure to 2400-
msec delay, considerable dissatisfaction developed for delays of 600 
msec and 1200 msec when these were intermixed. 

IV. EXPERIMENT 2: DEGRADATION IN TRANSMISSION QUALITY DUE TO 

DELAY, ECHO AND ECHO SUPPRESSOR (INTERMIXED DELAYS) 

4.1 Apparatus 

The arrangement of the SIBYL simulator for experiment 2 is shown 
in Fig. 3. It differed from experiment 1 in that normal2-wire connections 
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were maintained between the telephone sets and hybrid transformers. 
Return loss3 was set at 12 db; about 15 per cent of normal long-distance 
connections have a return loss and echo worse than this value. 

The four echo suppressors employed are described in the preceding 
article by Brady and Helder.l They will be designated here, as in the 
previous article, by lA, BH, GN and AM. Delay was produced by 
Echovox, Sr. magnetic disc units in the 4-wire portion of the circuit. 

For each call through the simulator, the originating number, called 
number, length of call, and time of rejection (if rejected) were recorded. 

4.2 Subjects 

The subjects were 101 employees of the IVIurray Hill Laboratories 
representing a wide cross section of occupations and ages. None of the 
subjects were working on transmission quality or satellite projects. 
Because some of tbe subjects shared a telephone, there were only 94 
telephone lines. Any call originating from these telephones could be 
routed through the simulator regardless of its destination. This is 
different from experiment 1, in which only calls between subjects could 
receive the experimental circuit. 

4.3 Instructions 

As in experiment 1, the subjects were not informed as to the natul'C 
of the degradation which would occur, nor were they cued as to which 
calls were routed through the simulator. They were instructed that 
some of the calls they originated would be routed over a simulated 
satellite circuit, and that if they found any such call unsatisfactory for 
normal telephoning they could restore the standard circuit merely by 
dialing a "3" without hanging up or breaking the connection. 

4.4 Test Conditions 

In addition to the four different echo suppressors and several delays, 
several experimental circuits were employed which involved adding 
loss or noise to an otherwise standard circuit. This was done to estab­
lish a relation between percentage of calls rejected and the more conven­
tional types of circuit degradation. 

On anyone day of the experiment only one echo suppressor and four 
delays were employed; on other days the four loss conditions or the 
four noise conditions were employed. There were seven different daily 
conditions and four values of the appropriate parameter within each 
daily condition, as shown in Table 1. 
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TABLE I - DESCRIPTION OF TEST CONDITIONS USED 

IN EXPERIMENT 2 

Suppressor lA 
Suppressor BH 
Suppressor GN 
Suppressor AM 
Noise 
Loss 1 
Loss 2 

50 
50 
50 
50 
26 

6 
6 

200 
200 
200 
200 
32 

9 
10 

600 
600 
GOO 
GOO 
38 
12 
15 

1200 msec delay 
1200 msec delay 
1200 msec delay 
1200 msec delay 

44 dbrn noise* 
15 db added loss 
21 db added loss 
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* The noise was a recorded mixture of thermal noise and power hum selected 
to be representative of actual noise on telephone circuits. It was measured at the 
line terminals of the calling subject across his 500-type station set using a Western 
Electric 3A noisemeter with C-message weighting. 

The main experiment lasted for eight weeks. On three days of each 
five-day week, three of the echo suppressors were used; on one of the 
remaining days the noise conditions were used, and on the other day 
the loss conditions were used. The order of suppressors, noise and loss 
was varied so that each of these occurred on different days each week. 
In addition, the sequence of values within days was varied so that each 
value occurred at a different time each day. The values within days 
were changed every twenty calls. Thus, the first 80 calls each day were 
assigned to the four experimental values given in Table I in some 
previously determined order. On most days 100 calls were made through 
the simulator, the final 20 calls being over a standard circuit to provide 
a basis of comparison. As an example of the schedule, suppressor 1A 
might be used Monday with the first 20 calls at 600 msec delay, with the 
second 20 calls at 200 msec, with the third 20 calls at 1200 msec, and 
with the fourth 20 calls at 50 msec; the final 20 calls might use the 
standard circuit. On Tuesday, the four noise conditions might be in­
serted. 

Whether or not any particular subject received the simulator circuit 
when he placed a call was dependent upon whether or not the simulator 
was in use. It could handle only one call at a time. The other controlling 
factor was that no subject was given two calls on the simulator in im­
mediate succession. 

Echo suppressors BH and GN were used for the entire eight weeks of 
the experiment. Suppressor AM was not available until the fifth week, 
at which time it was substituted for suppressor lA, which had been 
used along with BH and GN during the first four weeks. 

Loss 1 (6-15 db range) was employed the first two weeks, during 
which time it became clear that the range was too small, whereupon 
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loss 2 (6-21 db) was substituted for the final six weeks. The noise condi­
tions were used one day a week for all eight weeks. 

Following the eight weeks of the main part of the experiment, an 
additional three weeks were run in which only one suppressor and one 
delay was used for the entire week. This was done in order to see if 
users would learn to adapt to the circuit changes with more practice 
under one condition. During the last of these additional weeks (week 11) 
the subjects were called back after each rejection and asked about the 
reason for rejection. After the eleventh week, the subjects were in­
formed that the experiment was over. 

Table II reviews the plan of the entire experiment by weeks. 

TABLE II - PLAN OF EXPERIMENT 2 BY WEEKS 

Week of 'Experiment 

2 3 4 5 6 7 8 9 10 11 

lA suppressor I AM suppressor BH at GN at BH at 
600 GOO 600 

BH suppressor msec msec msec 
only only only 

GN suppressor all all all 
week week week 

Loss 1 I Loss 2 

Noise 

(For variation within days during weeks 1-8, see Table I. Each horizontal row 
of Table II represents one weekday.) 

4.5 Results 

The percentage of calls rejected at each delay is shown in Table III 
for each suppressor separately. There is little difference among the four 
suppressors. Suppressor AM shows a slightly higher rejection rate than 
the other suppressors, but it was tested only during weeks 5-8 and the 
difference may well be due to an increased sensitivity after training on 
the delay circuits (suppressor BH showed exactly the same number of 
rejects as suppressor AM during weeks 5-8). A three-way analysis of 
variance confirms that there was no statistically significant difference 
in rejection rate among the four suppressors. * Therefore, the data from 
all suppressors are pooled in Fig. 4, which shows the rejection rate as 
the first eight weeks of the experiment. 

* Differences between suppressors can be demonstrated by special techniques 
other than natural conversation, as has been shown by M. B. Gardner and J. R. 
Nelson.4 Their acceptability in natural conversations would seem to be the ulti­
mate criterion, however. 
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TABLE III - REJECTION RATE FOR EACH SUPPRESSOR 

AND DELAY 

Round-Trip Delay in msec 
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Suppressor 50 200 600 1200 All Delays 

lA* 5 15 25 39 21 
BH 7 11 24 41 21 
GN 4 17 22 38 20 
AMt 9 20 36 40 26 

All suppressors 6 15 26 39 

Combined data for first eight weeks of experiment 2. Each table entry is based 
on 80 calls for suppressors lA and AM and 160 calls for suppressors BH and GN. 
Table entries are percentage of calls rejected. 

* Tested during weeks 1-4 only 
t Tested during weeks 5-8 only 

The standard condition is shown on Fig. 4 for comparison. Of 7GG 
calls over the standard circuit, 10 (1.3 per cent) were rejected. 

Fig. 5 shows the rejection rate for each value of added loss and the 
standard circuit with no added loss. All subjects are combined over the 
eight weeks during which the loss conditions were run. 

Fig. G shows the rejection rate for each value of noise for all subjects 
and weeks combined. The standard circuit for internal calls had a G-dbrn 
noise level and is plotted at that point. 
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Fig. 4 - Rejection rate as a function of delay: combined data from 101 sub­
jects using four echo suppressors for a total of eight weeks. All subjects were 
exposed to all delays and suppressors; each point represents 480 calls, except for 
the standard circuit point, which represents 766 calls. 
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Fig. 5 - Rejection rate as a function of added loss: combined data from 101 
subjects. The 9- and 12-db added-loss conditions were run during the first two 
weeks only, and represent 40 calls each. The other points represent 120 or 160 
calls each, except for the zero added-loss point (standard circuit), which repre­
sents 766 calls. 

4.6 Effect of Experience 

The above figures summarize the data over the first eight weeks of 
the experiment and thus leave unanswered the question about change 
in rejection rate with experience. Do the circuits with delays, echoes and 
suppressors show an increased rejection rate with exposure, as shown in 
Fig. 2 of the pure delay tests? Evidence on this question is presented in 
Fig. 7, which shows rejection rate as a function of weeks of the experi-
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Fig. 6 - Rejection rate as a function of noise level: combined data from 101 
subjects. Noise was a mixture of thermal noise and power line hum measured 
across the terminal set by a Western Electric 3A noise meter with C-message 
weighting. Each point represents 160 calls, except the 6 dbrn point, which repre­
sents 766 calls; the 6 dbrn point is the standard circuit condition. 
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Fig. 7 - Rejection rate as a function of weeks of experiment: data from 101 
subjects using all echo suppressors in use each week. Each point represents 120 
calls, except points for weeks 9-11, which represent 2G8 or 480 calls each. Only 
the GOO-msec delay condition was used on weeks 9, 10 and 11. 

ment for each delay condition separately. The data from all suppressors 
are combined since there was no meaningful difference among suppres­
sors. The changes in rejection rate over weeks shown in Fig. 7 are quite 
erratic, but for each delay above 50 msec the rejection rate was higher in 
the second half of the experiment than in the first half. The rejection 
rate at 50 msec actually decreased with weeks, but it should be pointed 
out that none of the changes with experience are statistically significant 
in this experiment. 

4.7 Interview Results 

The results of calling the subjects back after they had rejected a 
circuit is shown in Table IV. This procedure was followed only in week 
11, and included 70 calls. Chopping and echo rank first among types of 
annoyance, which is to be expected from the action of the suppressor. 
Noise and loss comments do not refer to experimentally added noise and 
loss, since these conditions were not employed in the eleventh week. 
The echo suppressor does put in loss during double talking and its ac­
tion does interrupt line noise originating at the other end of the circuit, 
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TABLE IV - RESPONSES OF SUBJECTS TO INTERROGATION CALL 

IMMEDIATELY FOLLOWING THEIR REJECTION OF THE 

CIRCUrr DURING WEEK 11 (BH SUPPHESSOH, 

600 MSEC DELAY) 

Why did you reject the circuit? 

Echo 
Chopping 
Noise 
Low volume 
Delay 

47% 
36% 
21% 
11% 
13% 

Would the circuit have been acceptable for a transatlantic call? 

No 51% 
Marginal 28% 
Yes 21% 

A total of 70 interviews was made. 

facts which may account for at least some of the loss and noise com­
ments. 

Table IV also shows the percentage of responses of several types to 
the question as to whether the circuit they had rejected would be accepta­
ble for transatlantic calls. (They had been instructed to reject circuits 
unacceptable for normal telephoning.) Almost 80 per cent of the re­
spondents said the quality would be unacceptable or marginal for trans­
atlantic service. 

4.8 Length of Calls 

The relation between length of call and re;ection rate was investi­
gated by combining the data from all suppressors and delays of 200 
msec or more. For 532 calls lasting 30 seconds or less the over-all rejec­
tion rate was 8 per cent. For 391 calls lasting 2.5 minutes or more the 
over-all rejection rate was 51 per cent. Another way of looking at the 
rela tion between length of call and rej ection is to consider the length 
of rejected and nonrejected calls. Nonrejected calls had a median length 
of about one minute. Rejected calls have a median length of about 2.5 
minutes and have a median time of rejection of about half a minute for 
the delay conditions. The probability of rejecting a call at any point 
was looked at as a function of the total length of the call. There was no 
relationship; that is, subjects do not show a tendency to quickly dial 
out calls which they know will last long. 

Calls going outside the Murray Hill Laboratory* are longer on the 

* The breakdown of calls by destination was: Murray Hill extension, 62 per 
cent; tie lines, 23 per cent; outside local, 14 per cent; DDD, 1 per cent. 
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average than calls to inside extensions and show a higher rate of rejec­
tion. There is no meaningful indication that the change in rejection rate 
for outside calls is either more or less than would be expected from their 
longer duration. 

4.9 Discussion 

In interpreting the results of experiment 2 it must be kept in mind 
that all subjects were potentially exposed to delays up to 1200 msec 
each week. * As in experiment 1, we must suspect that this exposure 
influenced the rejection rate at the lesser delays; experiment 3 provides 
data on this point. However, exposure of telephone customers to delays 
up to 1200 msec is not inconceivable in future satellite systems, and the 
present experiment - which gives the average user one such call every 
two weeks - is perhaps a reasonable approximation to one such system. 

Two facts should be borne in mind in extrapolating from the labora­
tory experiments to field usage. One is that the return loss in the labora­
tory tests was set at a level somewhat worse than the average field 
expectation. Return losses in operating systems would be expected to 
be equal to or worse than the laboratory value in only about 15 per cent 
of all calls. The other factor is that the average laboratory call is much 
shorter than the average long-distance call; our results show that longer 
calls are rejected at a much higher rate. Thus, the laboratory rejection 
rates cannot be applied directly to all field calls, but do indicate poten­
tial difficulty in a significant proportion of long distance calls with 
intermixed delays such as those in experiment 2. 

4.10 Conclusions 

(i) Intermixed delays from 200 to 1200 msec produce substantial 
rejection rates under the conditions of the present experiment. 

(ii) There was no meaningful difference among the four echo sup­
pressors tested. 

(iii) There is no evidence of increased tolerance of delay with ex­
perience nor on long distance calls. 

(iv) Rejection rate increases greatly with length of call. 

* Those people who made many calls did talk over the maximum delay each 
week. Many subjects who used their phone little did not talk over the maximum 
delay each week, but they do not influence the rejection rate as much, either. 
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v. EXPERIMENT 3: DEGRADATION IN TRANSMISSION QUALITY DUE TO 

DELAY ECHO AND ECHO SUPPHESSOH (FIXED DELAYS) 

In the previous experiments, delays up to 1200 msec were intermixed 
each week so that all subjects were exposed to the entire range of delays. 
Experiment 3 modified the procedure of experiment 2 in that no subject 
ever talked over a longer delay than that assigned to his group, and 
separate groups of subjects were exposed to maximum delays of 50, 
200, 400 and GOO msec. 

5.1 Apparatus 

The SIBYL simulator arrangement was the same as that used in 
experiment 2, except that only one echo suppressor was used (suppressor 
BH). Fig. 3 of experiment 2 shows a block diagram of the simulator 
which applies equally well to experiment 3. 

5.2 Subjects 

Eighty employees of the Murray Hill Laboratory served as subjects. 
None had served in any previous simulator experiment. During the 
course of the experiment 24 subjects changed rooms, left or otherwise 
became unavailable. Their data was removed from the analysis. 

5.3 Instructions 

The instructions to the subjects were the same as in experiment 2: 
that is, they were told to dial out any circuit which they found unsatis­
factory, but they were not told the nature of the degradation and were 
not cued as to which calls were routed through the simulator. 

5.4 Test Conditions 

During the first week of the experiment all subjects were exposed to 
the 50-msec delay condition only. That is, on any call they initiated 
they would receive the simulator with a 50-msec delay unless another 
subject was already using the simulator. After the first week the 80 
subjects were divided into four groups of 20 each, matched approximately 
on calling rate as determined from the first week. The sequence of delays 
to which each group was exposed is shown in Table V. Note that sub­
jects in each group were never exposed to delays longer than that 
assigned from the fifth through fourteenth weeks. 

Because the delay could not be changed instantaneously when any 
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TABLE V - SEQUENCE OF DELAYS FOR EACH GROUP OF 

EXPERIMENT 3; SUPPRESSOR BH WAS USED THROUGHOUT 

Week of Experiment 
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Group 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

1 
2 
3 
4 

50------) 6QO 
50 200·--------·----------~ 
50 200 400 --------------~ 
50 200 600 ) 

Table entries are round-trip delay in msec. 

particular subject picked up his telephone, it was necessary to divide 
the 8-hour day into four 2-hour periods and make the simulator, with 
appropriate delay, available to only those subjects who were assigned 
the same delay. The sequence of conditions within each day was rotated 
in such fashion that each group of users had access to the experimental 
circuit at a different time each day. Of course, they were not informed 
of this scheduling. 

Group 1, which had the 50-msec delay for the first four weeks, was 
changed to 600 msec on week five. Since so few calls at 50 msec were 
rejected, it was not considered necessary to continue the 50-msec 
condition beyond week four. Group 4 was changed to 600 msec in order 
to increase the number of subjects at this delay, which is perhaps the 
most important one for questions of satellite communications. In order 
to combine groups 1 and 4 for an equivalent number of weeks at the 
600-msec delay, data from two additional weeks (weeks 15 and 16) 
were taken from group 1. 

The noise and loss conditions of experiment 2 were not used in experi­
ment 3. Another difference from experiment 2 was that no control was 
exercised over the number of calls made each day under each of the 
experimental conditions. Rather, a time period was set aside each day 
for each condition, as previously described. 

As in the previous experiments, the data recorded consisted of calling 
number, called number, length of call, and time of rejection if any. 

During the eighth and fourteenth weeks the subjects were called back 
immediately afterrejecting a circuit and also were called on a sample of 
simulator calls which were not rejected. They were asked what, if any­
thing, they had noticed about the circuit on the previous call. 

Finally, after the above schedule had been completed, the subjects of 
groups 1 and 4 were given one week of mixed delays of 200,600 and 1200 
msec in a fashion similar to experiment 2. This was done to check the 
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possibility that differences in results between experimErnts 2 and 3 
might have been due to a chance difference in subjects. 

5.5 Results 

During the first week of experiment 3, when all subjects were on the 
50-msec delay, 73 of them made at least one call over the simulator. A 
total of 475 calls were made, of which eight, or less than 2 per cent, were 
rejected. Group 1 continued on 50 msec through the fourth ,week. During 
those four weeks they made a total of 376 calls, of which two, or less 
than 1 per cent, were rejected. In view of the low rejection rate and the 
fact that no calls at all were rejected during the third and fourth weeks, 
group 1 was changed to 600-msec delay on the fifth week. 

The 200-msec delay condition was given to all subjects except group 1 
during the second week and to group 2 only from the third through 
fourteenth weeks. During the second week 13 of 265 calls, or less than 5 
per cent, were rejected. 

The main body of results from experiment 3 is shown in Fig. 8, which 
plots rejection rate as a function of delay. In the solid curve, different 
subjects are represented at each delay; that is, each subject appears only 
at the delay value which was the maximum to which his group was 
exposed, except for group 1, which appears in both the 50-msec and 600-
msec conditions for the main part of experiment 3. This combined group 
was also given the added week of mixed delays, shown by the dashed 
line. Fig. 8 shows a low rejection rate at 200-msec delay (2 per cent), 
less than 8 per cent rejection at 400-msec delay and 14 per cent rejection 
at 600-msec delay. These figures may be contrasted with the rates from 
experiment 2 shown in Fig. 4 - which are roughly double these values -
and the rejection rates for mixed delays during the one-week extension 
of experiment 3, which are only slightly below those of Fig. 4. 

5.6 Effect of Experience 

Experiment 1, with pure delays presented in an intermixed fashion, 
showed a large increase in rejection rate with continued experience. 
Experiment 2, with echoes and suppressors added, showed little increase. 
The results of experiment 3 are shown in Fig. 9, which plots average 
rejection rate as a function of weeks of experience at maximum delay. 
The data from the 200-, 400- and 600-msec delay groups are plotted in 
this figure. Data from all groups are combined in such fashion that the 
first point plotted represents the first two weeks each group was at its 
maximum delay (not including the added week of mixed delays to 1200 
msec). 
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Fig. 8 - Rejection rate as a function of delay. Each point represents separate 
groups of 12 to 25 subjects, except that the 50-msec group (group 1) was later 
given 600-msec delay and is included with the subjects initially assigned to 600 
msec (group 4). The light dashed line shows the result of exposing this combined 
group (1 and 4) to the mixed delays of experiment 2 for one week. Each point of 
the solid curve represents 376-774 calls. Each point of the dashed line represents 
53-68 calls. 

Fig. 9 shows a trend toward increasing rejection rate with experience 
on fixed delays, but as in experiment 2 the increase is small compared to 
the pure delay condition in experiment 1. 

5.7 Interview Results 

The results of calling the subjects back after they had made a call 
over the simulator are shown in Table VI. This table is in two parts: 
one for the case in which the simulator call had not been rejected and one 
for rejected calls. If the call had not been rejected, more than half the 
subjects noticed nothing different about the circuit; other comments 
were spread over many categories, echo being the largest. If the call 
had been rejected, half the subjects reported objectionable echo and all 
other categories of comments were higher than for the nonrejected calls. 
As in experiment 2, the suppressor will introduce loss during double 
talking which will subjectively make the circuit sound low in volume, 
and it will sometimes chop and mutilate echo, room noise and even 
speech in such a way as to sound like line noise. It is very difficult for 
the user to identify the exact nature of difficulties with those circuits. 

5.8 Destination and Length of Call 

The findings of experiment 2 on destination and length of call were 
substantiated in experiment 3. Long calls are rejected at a higher rate. 
Outside calls are longer and are rejected more than inside calls. 
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Fig. 9 - Rejection rate as a function of weeks at maximum delay. Data from 
all groups of experiment 3 combined as of the start of their respective ,weeks at 
the maximum delay to which each was exposed (200, 400, GOO msec). The added 
week of mixed delays to 1200 msec is not included. Each point represents 47 to 163 
calls. 

VI. GENEHAL DISCUSSION AND SUMMAUY 

The effects of transmission delay upon the quality of a telephone 
circuit are not as obvious to the user as the more conventional degrada­
tions such as noise, loss and distortion. Indeed during most of a conver­
sation over a delayed circuit there is no degradation. When degradation 
does occur it can often be misinterpreted by the user as being due to the 
other speaker. Slow responses, excessive interruptions and complete 
failures to respond (because the question was lost in the circuit) are 
examples of such difficulties. 

It is not surprising, therefore, that in more than half the conversa­
tions involving pure delays of 1200 msec, or 600 msec plus echo and 
suppressors, the users are not aware that there is anything different 
about the circuit. * 

In the pure delay condition the effect is particularly subtle since echo 
and speech mutilation are absent. Experiment 1 shows that it takes 

* That there is an effect, however, is indicated by the fact that the users tend 
to talk for shorter times over these circuits. The median length of call over the 
600-msec circuit with echo and suppressors is 24 per cent shorter than call length 
on the standard circuit. 
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TABLE VI - RESPONSES OF SUBJECTS TO INTERROGATION 

CALL IMMEDIATELY FOLLOWING A CALL OVER 

THE SIMULATOR 

Rejected Calls 

Why did you reject the circuit? 

Echo 58% 
Chopping 10% 
Noise 22% 
Low volume 18% 
Delay 10% 

N onrej ected Calls 

Did you notice anything different on your last call? 

Noticed nothing 52% 
Echo 23% 
Chopping 7% 
Noise 0 
Low volume 13% 
Delay 11% 
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Only data from 600-msec delay (suppressor BH) are included, since rejection 
rates and therefore sample size at lesser delays were too small to be meaningful. 
Percentages are based on 40 rejected calls and 56 nonrejected calls. 

considerable experience, and experience with long delays, before the 
effects of pure delay are recognized and rejected. Because of the limited 
scope of experiment 1 it is not possible to say exactly how much pure 
delay can be tolerated in telephone transmission, but it is clear that 2400 
msec is completely unacceptable even on the first few calls and that 
intermixed 600 msec and 1200 msec are both rejected at fairly high rates 
by users who have been sensitized to delay circuits. 

When echoes and echo suppressors are added to the circuit and delays 
up to 1200 msec are intermixed, even the 200-msec delay shows up with 
a significant rejection rate (15 per cent). 

It might be thought that users would be more tolerant of long distance 
calls than internal calls and therefore that the rejection rates shown in 
all three of the present experiments are pessimistic. Analysis of the long 
distance calls made in experiments 2 and 3 does not support this view. 
In both cases the long distance calls were rejected at a significantly 
higher rate than internal calls. Although the difference in rejection rate 
can probably be attributed to length of call, long distance calls in 
operating systems average longer than those in the present study, and 
overseas calls are considerably longer on the average. 

Experiment 3 showed that the use of fixed maximum delay conditions 
for each subject decreases the user dissatisfaction with circuits of shorter 
delays compared to the intermixed situation. When separate groups of 



2940 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1963 

subjects were exposed to different values of maximum delay, the group 
exposed to 200 msec rejected only 2 per cent of the calls, and even at 600 
msec the rejection rate was only 14 per cent, compared to 26 per cent in 
experiment 2, in which delays up to 1200 msec were intermixed. 

Individual users' reactions to delay, echo and suppressor action dif­
fered widely. Among each group of subjects there was at least one who 
never rejected any of the simulator circuits. At the other extreme, the 
most critical subject had a rejection rate three to five times the group 
average. There was a slight tendency for the heavy users to be more 
critical, but this is likely due entirely to the increase in rejection rate with 
experience. 

There was no meaningful difference in rejection rate among the four 
echo suppressors tested. None offered a measurable advantage over a 
modified version of the suppressor most commonly used today. 

Finally, what do the results of these experiments mean for inteI'Ila­
tional communications? From the present experiments it would seem 
safe to conclude that noticeable degradation in transmission quality 
may occur under some circumstances with delays as low as 200 msec 
and with any of the currently available echo suppressors. The circum­
stances include low return loss and users who have been sensitized to 
the problems created by transmission delay. 

Degradation increases with delay until at 1200-msec round-trip delay 
and any present echo suppressor, more than one-third of the calls were 
rejected as being unsatisfactory under the conditions of these experi­
ments. An increase in circuit loss of approximately 20 db was required 
to produce the same rejection rate. 

The degradation due to transmission delay in any telephone trans­
mission system must be weighed against the cost and other degradations 
inherent in alternative transmission systems of less delay. It is clear, 
however, that the influence of delays of 200 msec or more should be 
considered in designing international voice communications systems to 
carry natural conversations. 
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Calculation of the Spin-Axis Orientation 
of the Telstar Satellites from 

Optical Data 

By D. W. HILL 

(Manuscript received July 17, 1963) 

The orientation of a satellite can be calculated if the aspect of two or more 
known reference vectors can be measured with respect to a body-fixed co­
ordinate frame. On the Telstar satellites one such line may be determined by 
solar aspect cells, but the other is determined by ground observation of 
flashes of sunlight reflected from three mirrors mounted on the spinning 
satellite. The simple geometric considerations are discussed, as are the 
optimum placement of the mirrors, the amount of data to be used, and an 
error analysis. Spin-axis orientation data are used as the basis for steering 
the spin axis by ground command of the current in a coil of wire around the 
equator of the satellite. 

I. INTRODUCTION 

A novel method was devised to determine the orientation in space of 
the Telstar satellites. The method used gre\\ out of limitations on weight, 
power, and telemetry facilities, and consists of three highly reflective 
mirrors and six solar aspect cells attached to the outside of the satellites. 
The mirrors reflect sunlight to a ground observation station, * and the 
solar aspect cells measure the direction of the sun with respect to refer­
ence coordinates in the satellite. The method has proved successful in 
determining the orientation of the Telstar satellites with sufficient 
accuracy both to deduce the residual magnetic moments of the satellites 
and to correct their precession by means of an equatorial torque coil. 
The remainder of the discussion concerns the details of the attitude 
determination scheme. See Ref. 1 for a description of the photoelectric 
equipment used. We will restrict the discussion to a spin-stabilized 

* The use of mirrors for this purpose was first suggested by D. Gibble of Bell 
Laboratories. 
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satellite and further assume that the precessional motion occurs at a slow 
rate. 

The orientation of a satellite can be calculated if the directions of two 
known lines in inertial space can be measured with respect to a body­
fixed reference frame. One such reference line can be measured by solar 
aspect cells, and, in the case of a spin-stabilized satellite, another can 
be determined by observing flashes of sunlight reflected from a mirror 
attached to the satellite. Because of the indeterminancy of the angular 
displacement about each reference being observed from the satellite, 
we know only that any given body axis must lie on a cone about the 
reference line. The semivertex angle of the cone is the angle between the 
body axis and the reference line, and is the quantity determined by the 
attitude sensing scheme. Consequently, if two reference lines are known 
with respect to the satellite, the orientation of any desired body axis 
must lie along one of the two lines of intersection of the two cones which 
have been determined. Since the inertial coordinates of the reference 
lines are known, the orientation of the body axis can be calculated. 
Any ambiguity between the two possible orientations can usually be 
resolved by the general knowledge of the observations, and in fact, no 
difficulty was experienced with the Telstar satellites in resolving the 
ambiguity. 

1.1 Mirrors Attached to Satellite 

There are three mirrors attached to the satellite, one being a plane 
mirror approximately 4 X 6 inches in size mounted so the normal to 
the mirror makes an angle of 68° with the symmetry or spin axis of the 
satellite; see Fig. 1. The other two mirrors are each approximately half 
the size of the first and both are mounted so the normal is inclined 95° 
to the spin axis. The two 95° mirrors are 120° apart in aximuth around the 
satellite and provide a coding of the flash train to enable the ground 
station to determine which mirror is flashing. 

If a train of flashes of reflected sunlight is observed at the earth and 
the mirror which is flashing can be identified, we know that the spin 
axis must lie on a cone of either 68° or 95° semiangle about the line 
normal to the mirror at the instant of a flash. This line can be calculated, 
since it lies in the plane of the sun, satellite, and ground station and 
bisects the angle between the incident and reflected rays. 

The angles 68° and 95° were chosen because mirrors placed at those 
angles would afford nearly the maximum number of flash observations 
for the nominal orbit and attitude. Calculations showed that these 
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Fig. 1 - Placement of mirrors. 

two mirrors would provide an average of more than one flash observa­
tion per night, weather permitting, for the first 55 nights, after which 
there would be no night passes for about one month due to precession of 
the satellite orbit and movement of the sun in the geocentric frame of 
reference. 

1.2 Solar Aspect Determination 

The determination of the sun's aspect is made on the satellite by six 
solar cells placed on the nearly spherical surface of the satellite. These 
solar cel1s are placed symmetrically and oppositely pointed on each of 
three orthogonal axes, Fig. 2. Each cell responds to sunlight over one 
hemisphere - i.e., 271" steradians - giving a current response approxi­
mately proportional to the cosine between the direction of the sun and 
the axis of the solar cell. Thus no more than three cells are illuminated 
at anyone time, and the direction of the sun with respect to the orthog­
onal triad through the solar cells is found by relatively simple calcula­
tions using the currents generated by the three illuminated cells. 

The orthogonal triad through the solar cells is located symmetrically 
with respect to the spin axis of the satellite, three axes piercing the upper 
hemisphere of the satellite and their opposite extensions piercing the 
lower hemisphere, the solar cells being attached at the intersections of 
the axes and the shell of the satellite. Thus the three axes in either 
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Fig. 2 - Solar aspect cell geometry. 

hemisphere each have a direction cosine of VT73 with the extension of 
the spin axis in that hemisphere. 

Once the aspect of the sun is determined with respect to the orthog­
onal triad through the solar aspect cells, the angle between the satellite­
sun line and the spin axis is thus easily computed. 

In principle this solar aspect scheme is satisfactory, but it does suffer 
from an inherent defect. Fundamentally, the method is an analog method 
depending on absolute values of solar cell current for solar aspect 
determination. Thus any drift, either in the properties of the cells or in 
the data amplifying and transmitting system, will cause inaccuracies in 
the aspect determination. In order to minimize these effects, the cells 
have been preirradiated to lessen the effect of radiation in the satellite 
environment. Further, thermistors are used to measure the temperature 
of the cells and a temperature correction is applied to the solar cell cur­
rent readings. Finally, two methods of computing the solar aspect are 
used to try to isolate any discrepancies that arise. However, there is no 
way to arrive at a correct aspect determination if the solar cells give 
erroneous readings. The best that can be achieved is to obtain some 
average result by distributing errors in some rational manner, such as 
distributing them in proportion to the currents measured in the! three 
illuminated cells. '." 

Consideration was given to correcting for angular rotation' of the 
satellite during the time required to read the solar aspect cell currents. 
The six cell currents are measured a nominal 100 microseconds apart, 
so at 3 revolutions/second the satellite rotates 0.540 from first to last 
reading. However, calculations showed that the solar aspect cell data 
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would need an accuracy in excess of the capability of the solar aspect 
cells and data encoder to show these effects. Therefore, no spin correc­
tion was included in the analysis. 

II. DETERMINATION OF SPIN-AXIS ORIENTATION 

In this section we want to consider the problem of determining spin­
axis orientation from observational data which give the directions with 
respect to the spin axis of two or more known reference lines. One of 
these reference lines will be the line normal to a mirror attached to the 
satellite at the instant a flash of reflected sunlight is observed at the 
ground station, and the other will be either a second such reference line 
or the line from the satellite to the sun. Since the change in the satellite­
sun line is very slow, two solar aspect observations are not very useful 
for determining spin-axis orientation, as the two cones would nearly 
coincide and hence yield results of questionable accuracy. Clearly, any 
pair of observations could be used for spin-axis determination, but for 
useful information on the spin-axis precession the observations should 
be made as close together in time as possible. There would be no advan­
tage in studying the use of three or more observations simultaneously, 
as the three or more cones would in general not have a common inter­
section because of observational errors. Thus the observed data should 
be used in pairs for determination of spin-axis orientation and any 
averaging should be done by operating on the resulting direction vectors. 

2.1 Reference Line Obtained from Flash Observations 

Let the inertial reference frame used be the x, y, Z frame, and let the 
associated unit vectors be i, j, and k, respectively. At the instant a 
flash of sunlight reflected from the mirror attached to the satellite is 
seen at the ground station, the sun, satellite, and ground station co­
ordinates in the x, y, Z frame can be obtained by well-known methods. 

Let the vector it from the earth mass center to the sun be (see Fig. 3) 

it = xsi + ys} + zsk. 

The vector Rg from the earth mass center to the ground station is 

Rg = xgi + y/i + zgk 

and the vector Rb from the earth mass center to the satellite is 

Rb = Xbt + Yb} + zbk. 
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Fig. 3 - Reference frame for calculations from mirror flashes. 

The vector Ri in the direction of the light ray incident to the mirror is 

Ri = Rb - Rs. 
Since the solar parallax is only a few seconds of arc even from the 

satellite, we could approximate Ri by - Rs, but this approximation 
will not be made, as very little simplification results. 

The vector l~r in the direction of the reflected ray is 

Rr = Ro - Rb • 

Let us adopt the symbol R to denote a unit vector, and the symbol 
R to denote the absolute value of a vector. The incident and reflected 
unit vectors are 

where 

Ri = xS + vd + z/c 
Rr = x/i + VrJ + zic 

~i = [(Xb - xs )2 + (Yb - Ys)2 + (Zb - zs)2r! 

~ ~, [ 1 + h (x,x, + Y,Yb + z,z,) ] 
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Rr = [(Xg - Xb)2 + (Yg - Yb)2 + (Zg - Zb)2]! 

[R/ + Rb2 - 2(XgXb + YgYb + ZgZb)]! 

[ 
2 2 2! d' f Rs Xs + Ys + ZS]", lstance rom geocenter to sun 

Rg = earth radius at ground station 

Rb = [Xb2 + Yb2 + Zb2]!, distance from geocenter to satellite. 
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The vector VI normal to the mirror is thus given by the expression 

VI = Rr - Ri 
since VI must bisect the angle between the incident and reflected rays 
and be normal to the mirror. 

If we let Xl, YI , Zl be the direction cosines of the unit vector VI , we 
can write 

where 

VI = [(xr - Xi)2 + (Yr - Yi)2 + (Zr - Zi)2]! 

[2 - 2(XI"{;i + YrYi + ZrZi)]!. 

The vector VI is our desired reference vector and can be computed 
explicitly by the above formulas for any time at which a flash is ob­
served. 

2.2 Second Reference Line 

vVe will let our second reference line be represented by the unit vector 
V2 

V2 = x2i + Y'lj + z/c. 

The vector V2 could represent the satellite-sun line in the case of a 
solar aspect determination, it could represent a second reference line 
determined from a flash observation, or it could be any other reference 
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line whose orientation is measured with respect to the satellite body 
axes as well as in the x, y, Z system. 

2.3 Spin-Axis Orientation 

First we let V3 be the unit vector in the direction of the spin axis. If 
we observe a flash from the satellite and can identify the mirror which 
reflected the flash, then we know the angle between the normal to the 
mirror and the spin axis, say a. Similarly, if we determine the sun's 
aspect with respect to the spin axis or if we observe a flash from a second 
mirror, we know that the spin axis makes an angle, say {3, with our 
second reference line. These two conditions give us sufficient information 
to determine the direction of the spin axis. If we know the spin axis 
makes an angle a with VI and an angle {3 with V2 , the spin axis must 
therefore lie along one of the two intersections of a cone of semianglea 
about VI and a cone of semi-angle {3 about V2 • In general we do not 
know which intersection is the correct location of the spin axis, but we 
should be able to resolve the ambiguity by the general knowledge of the 
situation. 

We can express the above statements analytically by the following 
set of equations 

VI' V3 = cos a = XIX3 + YIY3 + ZlZ3 

V 2 • V3 = COS {3 = X2X 3 + Y2Y3 + Z2Z3 

V 3 • V3 = 1 = x} + Y} + Z3
2

• 

The solutioll of (1 )-( 3) is found to be 

A + BY3 
X3 = C 

-(AB + A'B') ± [(AB + A'B')2 
_ (A2 _ C2 + A'2)(B2 + C2 + B'2)]! 

Y3 = ------------------B~2-+~C=2~+~B~'~2-----------------

-(A' + B'Y3) 
Z3 = ------C~----

where 

A = Z2 cos a - ZI cos {3 

B = ZIY2 - Z2Yl 

A' = X2 cos a - Xl COS {3 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
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B' = XIY2 - X2YI 

C = Z2XI - ZIX2 • 
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Given the direction cosines of the two reference vectors 1\ and V2 

plus a and {3, we can use (4 )-( 6) to calculate the direction cosines of 
the spin axis. The plus and minus square root term in (5) is due to the 
two possible locations of the spin axis. 

III. CONSIDERATION OF ERRORS 

It is of interest to know the effect of observational errors on the 
calculated orientation of the spin axis. In the following the significant, 
sources of error are discussed and the effects of these errors on the 
orientation of the spin axis are calculated. 

Since we know the positions of the sun, satellite, and ground station 
to within a small fraction of a degree of arc, we can reasonably assume 
that the direction of V2 is known with negligible error and that the 
uncertainty in VI is a fraction of a degree that does not exceed the errors 
in the observations themselves. Our main sources of observational error 
are in the determination of the aspect angles a and {3, so we will consider 
the effect of small errors in a and {3 on the orientation of the spin axis. 
The principal errors we can expect in a and {3 are 

1. Error in measuring the angle a between the spin axis and the 
normal to the mirrors. This is a mechanical error of approximately 
±1/2°. There is also the possibility of some wobble in the spin motion, 
although the nutation damper should minimize wobbling. 

2. Error in determining the direction cosines of the sun with respect 
to body axes. This gives an error in the other cone semi-angle, {3. This 
error has been about ±1/4° on most passes, but has been considerably 
worse on others, possibly due to interference from earth-shine. Since the 
sun subtends an angle of 1/2° at the satellite, not much increase in 
accuracy can be expected with the solar aspect system. 

3. Error in determining the center of the sun's image on the ground, 
i.e., ascertaining the time of the center of the train of light flashes. This 
error has the effect of changing the direction of the reference vector VI 
by ± ~1/4°, since the semi-angle the sun subtends at the ground station 
is 1/2° to 3/4°, depending on the flatness of the mirrors. We will simplify 
our error analysis by considering the effect of this error to be an addi­
tional error in a. 

4. The angular errors of VI resulting from the position ephemeris for 
the satellite would enter into the error analysis in a fashion similar to 
item 3. 
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3.1 Analysis 

First let ao and fJo be the values of the cone semiangles that determine 
the true orientation of the spin axis, and let Vo be the unit vector in 
the direction of the true spin axis. Similarly, let a and fJ be the observed 
.values of the cone semi-angles that determine the orientation of an 
estimated unit vector V. We will assume that a and fJ differ only slightly 
from ao and fJo, respectively, so that V and Vo differ only slightly. Once 
we have determined the reference vectors VI and V2 and the cone semi­
angles a and fJ, the orientation of the spin-axis unit vector is calculated 
from (4)-( 6). We are assuming that VI and V2 are known with negligible 
error and are considering only the effect on orientation of errors in a 

and fJ, so Xl , YI , Zl and X2, Y2 , Z2 are fixed quantities. The two unit 
vectors corresponding to the true and observed spin-axis orientation are 
thus 

Vo(ao, fJo) = xoi + Yo] + zofc 

Yea, fJ) = xi + yJ + zk. 

We let oV be the small vector difference between V and Vo , so we 
can write 

V = Vo + oV. 

For small changes of a and fJ we can approximate oV by the first- and 
second-order terms of a Taylor series. 

y = Yo + oV 

so 

~ Vo + a V I oa + a V I ofJ + ! a
2

v I oa2 

aa a=ao afJ a=ao 2 aa2 
a=ao 

{3={3o {3={3o {3={3o 

The small angle between V and Vo, denoted E, is found from 

V· Yo = cos E 

... (ay I aY I ) 
1 + Yo' aa la=ao oa + afJ a=ao ofJ 

{3={3o {3={3o 
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= cos € 

2 

= 1 -~ + 0 (€4). 

The effect of variations in Sa and 0[3 on cos € is of second order, so the 
term containing first derivatives of V in (7) vanishes, as can be readily 
verified. Thus for € we find 

( 
2 AI 2 AI 2 A I i = - Vo' a ~ oa2 + a -; 0[32 + 2 ~ oa 0[3. 

aa a=ao a[3 a=ao aa a[3 a=ao 
{3={3o {3={3o {3={3o 

(8) 

The reference vectors VI and V2 define a plane, so there is no loss of 
generality if we choose a ~ axis in the V2 direction and let VI lie in the 
~, 1] plane where we transformed from the x, y, z axes to ~, 1], taxes. 
The details of the transformation are unnecessary, since we seek only 
magnitudes of error in orientation and not direction. If el , e2 , and e3 
are the unit vectors in the ~, 1], t directions, respectively, then 

where 

VI = cos 'Y el + sin 'Y e2 

V2 = el 

VI' V2 = cos 'Y 

i.e., 'Y is the angle between the reference vectors VI and V2 • We infer 
from (1)-(3) that the unit vector V in the direction of the spin axis 
has the direction cosines 

~ = cos [3 

cos a - cos 'Y cos [3 
1] = 

sin 'Y 

I = ± [1 - cos' f3 - (cos a -"i:o~ 'Y cos (3)'J 
where a and [3 are the angles between the spin axis and V] and V2 , 

respectively. 
After rewriting (8) with the help of ~, 1], t we obtain for € 
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provided 

2 
€ 

oc? - 2 (COS "'I . - CO~ ao cos f3o) oa of3 + of32 
, sm ao sm f30 

1 _ (COS "'I . - cos. ao cos (30)2 
sm ao sm f30 

cos "'I . - cos. ao cos f30 ~ 1. 
sm ao sm f30 

(9) 

(10) 

The restriction (10) merely assures that the two cones have two 
intersections, i.e., 

"'I > I ao - f30 I 

"'I < ao + f3o. 

Vanishing of the denominator in (9) occurs for the singular instances 
when the two cones intersect in one line only or when they coincide. 
In these situations no solution exists if either ao or f30 is varied, and so 
the expression for €2 is not defined. 

There are four examples which are of interest, and these are examined 
next. 

3.2 Solar Aspect and Mirror Observation 

Usually the two reference vectors determined will be the satellite-sun 
line and the normal to the mirror, angles a and f3 being the angles be­
tween these reference lines and the spin axis. 

Let V2 be directed toward the sun. The satellite is intended to be 
aligned nearly perpendicular to the ecliptic plane, so we will set f30 
90°. Equation (9) becomes 

2 
E 

1 _ (C?S "'1)2 
smao 

and since there are two mirrors on the satellite having normals which 
are inclined 68° and 95° to the spin axis, ao can take on only the values 
68° and 95°. The variation in € with changes in "'I is displayed in Fig. 4. 
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3.3 Two-1l1irror Observations 

The three possible combinations of two mirror observations are 

ao = 68°, 

ao = 68°, 

ao = 95°, 

{3o = 68° 

{3o = 95 ° (or vice versa) 

{3o = 95°. 

The results of varying 'Y for these three possible combinations, among 
others, are also shown in Fig. 4. 

The curves of Fig. 4 show that if the angle between VI and V2 is be­
twccn .10° and ] 30° then 

I E I < + 2 Voa2 + o{32. 
If oa o{3 and 50° < 'Y < 130°, then 

E < 2.828 oa. 
Thus if the observational errors in a and (3 are 1°, the error in deter­

mining spin-axis orientation would be less than 2.828° provided 'Y, the 
angle between ill and V2 , satisfies the above inequality. 

IV. RESULTS 

The motion of the spin axis of the Telstar satellites has been derived 
from observations of flashes of sunlight reflected from the mirrors 
attached to the satellite and from use of telemetry data from the solar 
aspect cells mounted on the satellite. Figs. 5 and 6 and Table I sum-
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Fig. 5 - Motion of spin axis in geocentric coordinates. 
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270 0 

Ii'ig. G - Motion of spin axis in polar coordinates referred to ecliptic plane. 

marize the early precession of the Telstar I satellite. * The portion be­
tween passes 16 and 72 covers the period of time the torque coil on the 
satellite is known to have been activated (presumably from orbits 65 
thru 70). 

The accuracy obtained to date appears to be much higher than was 
originally anticipated. It is estimated that the angular error in deter­
mining the spin-axis orientation is less than 1/20 for all observations 
except pass 199. The orientation determined for pass 199 is questionable 
due both to poor geometric relations and to many inaccurate frames of 
telemetry data. Some more detailed information is given below for two 
of the fixes reported. 

No high-frequency precession or "coning" has been detected so far, 
so apparently the nutation damper is operating satisfactorily. 

* Right ascension is measured eastward from vernal equinox in the earth's equa­
torial plane; declination is measured plus or minus from earth's equatorial plane; 
latitude is measured plus or minus from ecliptic plane; longitude is measured 
eastward from vernal equinox in the ecliptic plane. 
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TABLE I - SPIN-AxIS ORIENTATION 

Pass Date Universal Right Declina tion ° LatitudeO LongitudeO No. Time Ascension° 

7, 8, 9 7/10 0849 81.96 -65.57 -86.60 13.22 
Hi 7/12 0214 84.39 -65.81 -87.62 15.52 
72 7/18 0553 86.8G -66.10 -88.G7 18.55 

135 7/25 0:328 91.22 -G5.8G -89.19 125.95 
199 8/1 m45 93.41 -64.58 -88.18 139.87 
272 8/9 0341 100.08 -G4.51 -85.36 158.43 

Sensitivity checks have shown that timing mirror flashes to the nearest 
second is accurate enough. 

4.1 Attitude Calculations 

The times at which mirror flashes have been observed arc the basis 
for attitude calculations; early observations for the Telstar I satellite 
arc listed in Table II. 

4.1.1 Passes 7, 8, 9 

Two mirror flashes were observed on each of passes 7, 8, and 9, thus 
providing a fix for each of these passes. The accuracy of these three 
fixes was not sufficiently great to permit determining the motion be­
tween passes, so all three were averaged to obtain a single fix. The 
motion between successive passes is about 0.03°, probably below the 
precision of the present methods to resolve, although additional efforts 
were made on the data for passes 7, 8, and 9 to try to obtain such pre­
cision. 

The results of various combinations of mirror flashes are given in 
Table III to show the scatter obtained. This exercise demonstrates that 

TABLE II - MIRROR FLASH OBSERVATIONS 

Observation No. Pass No. Date Universal Time, Mirror Observed h.m.s. 

M1 7 7/11 0235 + 26 68° 
M2 7 7/11 0250 + 47 68° 
M3 8 7/11 0518 + 08 68° 
M4 8 7/11 0535 + 36 68° 
M5 9 7/11 0817 + 22 68° 
M6 9 7/11 0821 + 30 95° 
M7 16 7/12 0214 + 19 68° 
M8 72 7/18 0553 + 26 68° 
M9 135 7/25 0328 + 07 68° 
MlO 136 7/25 0609 + 31 68° 
M11 199 8/1 0345 + 37 68° 
M12 272 8/9 0340 + 58 68° 



OPTICAL ATTITUDE DETERMINATION 2959 

TABLE III - RESULTS FOR PASSES 7, 8, AND 9 

Mirror Observations Right Ascensiono Declination° 

MI & M2 82.09 -65.73 
M3 & M4 82.59 -65.70 
M5 & M6 81.00 -65.23 
MI & M5 82.97 -65.74 
M2 & M5 81.27 -65.25 
M3 & M6 81.77 -65.77 

adequate attitude determination is possible from mirror data alone when 
solar aspect readings are unavailable or considered unreliable. 

4.1.2 Pass 135 

lVlirror flashes were obtained for each of passes 135 and 136 and were 
used to obtain fix number 1 given in Table IV. Additionally, all the solar 
aspect data for pass 135 was combined with the mirror flash for pass 135, 
and 17 selected aspect readings averaged to obtain fix number 2. The 
average of these two was used for the pass 135 attitude fix. 

4.1.3 Remaining Observations 

All other attitude fixes reported here were obtained by combining one 
mirror observation with all the solar aspect telemetry data for the pass 
during which the mirror was observed. 

4.2 Residual JJ1 agnetic 1110ment 

The average residual magnetic moment has been determined approxi­
mately by comparing the observed spin axis precession against theoretical 
predictions. The value obtained is 0.5 ampere-turn-meter2, which is of 
the same order of magnitude as the pre-launch estimates. 

V. CONCLUSION 

The conclusion drawn from these results is that it clearly is possible 
to track the motion of the spin axis with mirrors and solar aspect cells, 

No. 

1 
2 

TABLE IV - RESULTS FOR PASS 135 

Right Ascensiono 

91.10 
91.33 

Declinationo 

-65.80 
-65.97 
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and that controlling the spin-axis orientation slowly by means of a 
torque coil is feasible. Much more extensive tests of the procedure 
have been performed than described here, which cover the remaining 
life of the Telstar I satellite and the Telstar II satellite. The computa­
tional procedure has been modified so that no data from the solar aspect 
cells are required. In general, the resulting attitude angles fall well 
within the error estimates given in Section 3.3. A report on this work is 
being prepared by L. C. Thomas. 
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For a more complete description, the reader will wish to consult the full article. 
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On the Spectrum of Optical Waves 
Propagated through the Atmosphere 

By D. C. HOGG 

(Manuscript received July 25, 19(3) 

It is well known from our day-to-day experience that distant objects 
appear to shimmer, especially on still, hot days when relatively large 
temperature and humidity gradients may exist. It is true, however, 
that refractive index gradients are in the air to some degree at all times; 
that is, they may be present at night and also when the air is disturbed 
by the winds. It is not surprising therefore that the power received at 
some distance from an optical source fluctuates randomly and possesses 
a characteristic low-frequency power spectrum. 

The purpose of this note is to discuss typical low-frequency spectra 
resulting from propagation of 0.63-micron radiation over a 2.6-km path. 
A vertically polarized helium-neon maser! of power output 10 mw and 
a reflecting telescope of 9-cm diameter comprise the source. With all 
modes of the maser propagating, the beam spreads to an ill-defined 
and ever-changing disk of about 25-cm diameter. * The receiver is a 
refracting telescope of 5-cm diameter with associated filters, polarizers, 
and attenuators which feed a photomultiplier; it is located in the dense 
central region of the transmitted beam. The beamwidth of the receiver 
is large compared with that of the transmitter. For measurement of the 
power spectrum, the output of the photomultjplier is taken to a wave 
analyzer whose bandwidth is 4 cps. 

A typical power spectrum is shown in Fig. 1, the measured points 
being indicated by open circles. t The abscissa, F = 1 - 10, is sideband 
frequency, and the ordinate indicates relative received power. On this 
scale the direct-current level is 133 units; thus, the power in the lower 
frequency components is about 13 db below the dc level. The curve 
has been extrapolated from 10 cps to 1 cps. These data were obtained 
with the full aperture of the source telescope illuminated. 

At this point it is well to note that when the source is br~ught within 

* Dependent upon weather conditions. 
t Similar data, using an incoherent source, were reported by V. 1. Tatarski 

in Ref. 2. 
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Fig. 1 - Low-frequency spectrum: A = 0.63 J.L for a 2.G-km path length. 

the laboratory housing the receiver and the same measurement procedure 
is followed, no such spectrum is observed. 

Three theoretical distributions, P(F), shown as curves in Fig. 1, 
accompany the experimental data. Curve A is a Gaussian, B an ex­
ponential; in C, P(F) is of the form (1 + KF2)-1. In all cases, the theo­
retical curves have been fitted to the experimental data at F = 30 cps, 
where the spectrum has fallen to one-half its very-low-frequency value. 
The exponential appears to best represent the data. 

Fig: 2 shows the effect of change in source beamwidth on the width 
(and shape) of the spectrum. For curve 2, the source beamwidth is 
about ten times that for curve 1. One notes that the half width increases 
from 40 to 120 cps with that increase in beamwidth. From this measure-
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Fig. 2 - Low-frequency spectrum: A = O.G3 p. for a 2.G-km path length. 

ment we deduce that the fluctuation rate is roughly proportional to 
the square root of the beamwidth. It is interesting that the two spectra 
appear to coalesce at the higher frequencies; however, in interpreting 
these data, one must recall that the near field of the source extends well 
toward the receiver in the case of curve 1. 

Of course, when one listens to the detected envelope of the optical 
wave, it is heard as low-frequency audio noise. 

REFERENCES 

1. White, A. D., and Rigden, J. D., Continuous Gas Maser Operation in the Vis­
ible, Proc. 1.R.E. Correspondence, 50, July, 1962, p. 1697. 

2. Tatarski, V. 1., Wave Propagation in a Turbulent Medium, McGraw-Hill, New 
York, 1961. 



2970 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1963 

A Relation Between the Basis 
Functions of Periodically Varying 
Nondissipative Circuits 

By SIDNEY DARLINGTON 

(Manuscript received August 7, 1963) 

This note relates to circuits of linear, periodically time-varying, 
positive capacitors and inductors. More specifically, it notes a property 
of the basis functions, or natural modes which describe the transient 
behavior of the circuits. Some other properties of the basis functions are 
described in Ref. 1 in this issue. 

In accordance with Ref. 1 

I = (8 + pCp)Cf>, E = p<P (1) 

where I and E are column matrices, or vectors representing the excita­
tion currents into and the response voltages at the various nodes, and 
<I> is an auxiliary vector variable. The matrices C and S are the node 
matrices of the capacitances and of the reciprocals of the inductances. 
They are symmetric and at least positive semidefinite. We will assume 
that C is positive definite. If it is not so originally, a similar equation 
with a positive definite C can be derived from (1), for example by the 
transformatimis described in the Appendix of Ref. 1. The symbol p 
represents differentiation (not frequency) and operates on all quantities 
following it. 

Setting I = 0 in (1) makes it a homogeneous, second-order, vector 
differential equation in, say n dimensions, with periodically varying 
coefficients. Thus the well-known Floquet-Poincan~ theorem requires 
the solution to be as follows 

2n 

. <I> = 2: kuCPu , (2) 
u=1 

Here the ku's are arbitrary scalar constants and the cpu's are the basis 
functions, or natural modes. The characteristic exponents Su are scalar 
constants. The coefficients H u are time-varying vectors. When the 
su's are all different, the Hu's vary periodically. Otherwise, they are at 
most polynomials in t with periodically varying vector coefficients. 

The real parts of the su's indicate the damping of the basis functions. 
When the inductors and capacitors are fixed, all basis functions are 
undamped. However, when the components vary periodically some of 
the basis functions may have nonzero damping (as is well known). 
Some bounds on the damping are derived in Ref. 1. It is also known that 
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the sum of all the characteristic exponents must be zero (when the 
circuit is nondissipative). 

The purpose of this note is to point out the following: Corresponding 
to any nondissipative circuit of periodically varying positive inductors 
and capacitors, any characteristic exponents which have nonzero real parts 
occur in equal positive and negative pairs. Since complex exponents must 
occur in conjugate pairs, it follows that all the su's must fit into pairs or 
quadruplets of the following sorts: 

+ah + iWh 

+ah - iWh 

-ah - iWh 

-ah + iWh. 

(3) 

The theorem follows at once from certain general properties of ad­
jointly related differential equations, which are stated below without 
derivation. The solution of the nonhomogeneous equation (1) may be 
expressed in terms of functions of the excitation time, 'T, and the re­
sponse time, t. The adjoint equation is the equation whose solution 
corresponds to interchanging the two times, 'T and t. It can be shown 
that the characteristic exponents of the adjoint equation are the nega­
tives of those of the original equation. It can also be shown that equa­
tion (1) is self-adjoint. (The equation is its own adjoint.) Thus the 
negatives of the characteristic exponents of the original equation are 
also the characteristic exponents of the original equation. 

When the components are fixed, vectors I and E are related by a set 
of odd rational functions of a frequency variable. Then <P, whose deriva­
tive is E, is related to I by even rational functions. It appears that, more 
generally, self-adjoint differential equations are useful counterparts, 
for time-varying circuits, of even rational functions in the theory of fixed 
circuits. (See also Ref. 2.) 

Recall Foster's canonical fixed nondissipative one-ports, comprising 
series- or parallel-connected subcircuits of one or two components each. 
The grouping (3) suggests that there may be a time-varying counterpart, 
in which the most complicated subcircuits correspond to quadruplets 
of ± complex characteristic exponents. However, although the existence 
of the grouping (3) is necessary for such a configuration, it does not in 
itself prove, 01' even support a strong conjecture, that the configuration 
is, in fact, a canonical periodically varying nondissipative one-port. 
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A 5-Gigacycle Tunnel Diode 
Oscillator with 9-~filliwatt 
Output from a Single Diode 

By M. V. SCHNEIDER 

(Manuscript received September 24, 19(3) 

This brief paper describes a tunnel diode oscillator which has been 
built by using a single diode in a low-impedance strip transmission line. 

Tunnel diodes were made from p-type zinc-doped gallium arsenide 
with a doping level of 7 X 1019 carriers per cubic centimeter. Peak cur­
rents in the range of 150-300 rna are obtained by alloying tin pellets 
with a diameter of approximately 1 mil to the gallium arsenide wafer. 

A new type of mount has been used in order to reduce the package 
reactance as well as the contact resistance of the diode in the transmission 
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Fig. 1 - Tunnel diode mounted in balanced strip transmission line. 
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TABLE I-DIMENSIONS OF BALANCED STRIP TRANSMISSION LINE 

Ground plane spacing 
Width of center conductor 
Thickness of center conductor 
Distance diode to RF short 
Impedance of strip transmission line 

b 6 mils 
w 100 mils 
t 1 mil 
A 100 mils 
Z = 2.8 ohms 

line. The mount is shown in Fig. 1. A hole with an 8-mil diameter is 
made in the I-mil center conductor of the strip transmission line. The 
gallium arsenide wafer is alloyed to a 3-mil gold wire containing 3 per 
cent zinc. The diode is inserted into the hole, and the pellet is soldered 

Fig. 2 - Complete tunnel diode oscillator. 

to the tinned edge of the center conductor. A small drop of epoxy is 
used to lock the diode into the hole. The gold wire connects the upper 
and lower parts of the ground plane after the line is assembled. 

It is advisable to have a radio-frequency short close to the diode in 
order to prevent the oscillator from multimoding. The distance between 
the diode and the RF short determines the frequency of oscillation. The 
short shown in Fig. 1 consists of a symmetrical step in the ground plane. 
The center conductor is insulated from the ground planes by an evapo­
rated oxide film or a thin sheet of mica. This section serves at the same 
time as a bypass capacitor for the dc supply. The bias resistance consists 
of a thin nichrome film evaporated on Mylar. 

The dimensions of a particular assembly are given in Table 1. 
A special line transformer is used for matching the low-impedance 
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TABLE 11-ELECTIUCAL PARAMETERS OF GALLIUM ARSENIDE 

TUNNEL DIODE 

Peak current 
Valley current 
Peak voltage 
Valley voltage 
Junction capacitance 

210 rna 
12 rna 
225 mv 
560 mv 
12 pf 

structure into a 50-ohm coaxial line. The impedance transformation is 
obtained by increasing the ground plane spacing b from {) mils to ap­
proximately 300 mils. This type of transformation leads to a structure 
with relatively low losses. A broadband launcher is used for the transis­
tion from balanced strip transmission line to coaxial line. 

The complete oscillator is shown in Fig. 2~ An.output power of 9.1 
mw at 4.8f5 gc was obtained from a single diode. The electrical param­
eters of the diode are listed in Table II. 

The junction capacitance has been measured in the valley by using 
the techniques developed by D. E. Thomas.! Several attempts were 
made in order to determine the series resistance orhigh-current,diodes 
in a transmission line with the dimensions given in Table 1. It was found 
that the DeLoach method2 gives very satisfactory results. for relatively 
large ground plane spacings (10 mils and above); however, measure~ 
ments at smaller ground plane spacings are at the present time not 
possible because of increasing line losses and because of launchingprob­
lems. 

Several oscillators were built with diodes having peak currents in 
the range from 150 ma to 250 mao The output power ranged from {) mw 
to 10 mw and the frequency of oscillation from 3.5 gc to 5.5 gc. No 
degradation effects have been observed. One particular oscillator has 
been running continuously for two months with a power stability of 
better than ±2 per cent, measured with a temperature stabilized power 
meter. 

The author expresses his thanks to R. Neeld, who has developed the 
necessary techniques for assembling and mounting devices with an 
over-all size of several mils. 
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