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of a Voice-Switched Speakerphone 
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(Manuscript received November 23, 1959) 

The speakerphone offers the advantage of hands-free telephony by replac­
ing the familiar handset with a separate microphone and loudspeaker. The 
convenience of such an arrangement justifies extensive efforts to overcome 
its acoustic and transmission limitations. V oice switching overcomes some 
of the limitations but adds problems of its own. This study analyzes these 
problems and outlines a method that has proved helpful in the design of a 
voice-switched speakerphone and the evaluation of its performance. 

I. INTRODUCTION 

A speakerphonel is a telephone whose familiar handset, which places 
the transmitter close to the talker's lips and couples the receiver tightly 
to his ear, is replaced by a separate microphone and loudspeaker that can 
be set on a table a few feet from the user. This arrangement gives the cus­
tomer definite advantages. In addition to leaving his hands free during 
a telephone conversation, it is a great help for physically handicapped 
persons and offers other convenient features, such as the possibility of 
having a small group join in the conversation and the avoidance of fa­
tigue during lengthy calls. 

However, these advantages are obtained at the price of some limita­
tions.2 To make up for the loss introduced by moving the instruments 
away from the head, gain is required in both the transmitting and the 
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receiving paths. This gain is limited by a "singing" problem. A signal 
from the microphone reaches the loudspeaker via the sidetone path and 
comes back to the microphone through the acoustic coupling in the room. 
Too much gain in this loop causes singing. Even before reaching this 
condition, the loudspeaker-to-microphone acoustic coupling is the source 
of other undesirable effects. Incoming speech at the speakerphone end is 
fed back from the loudspeaker through the acoustic path to the micro­
phone, whence it is returned to the distant talker with a certain delay. 
This is a form of talker echo. Similar reasoning would show that the 
distant party is also subjected to listener echo. Furthermore, when a 
speakerphone is used, the acoustic properties of the room and the ambi­
ent noise level are important, and often have adverse effects. This is in 
contrast to the performance of the regular telephone, whose instruments 
are so close to the user's head that transmission is largely independent 
of the surrounding conditions. 

Voice switching is an answer to some of these limitations. Obviously, 
a voice-operated device that would apply to the speakerphone circuit the 
V odas technique,3 allowing only one direction of transmission to be fully 
active at a time, would eliminate both the singing problem and the talker 
and listener echoes. But the application of voice switching has problems 
and limitations of its own. There is the inherent limitation of one-way­
at-a-time communication, which certainly detracts from the naturalness 
of the conversation. This is a penalty that one would have to pay, but 
is probably well worth the advantages gained. Then there are the prob­
lems connected with the switching operation. It is the purpose of this 
study to make a systematic analysis of all these problems and to deter­
mine their relation to the circuit design. 

:::-----~ TVLr--........ ----! 
VTI 

LOUDSPEAKER 

Fig. 1 - The master circuit. 
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II. THE MASTER CIRCUIT 

The general circuit of the essential elements of a voice-switched speak­
erphone is shown in Fig. 1, and will be referred to as the "master circuit". 
It consists of a microphone and a loudspeaker connected to a transmit­
ting and a receiving branch with amplifiers to give the desired trans­
mitting and receiving gains. A hybrid coil connects the transmitting and 
receiving branches to the line and to the sidetone-balancing network. 
With the practical limitations in sidetone balance and the inevitable 
acoustic coupling between loudspeaker and microphone, a substantial 
amount of loss must be inserted in the transmitting or the receiving 
branches to avoid singing. Therefore, a transmit variolosser, TVL, and a 
receive variolosser, RVL, have been included in Fig. 1. It is obvious that 
the loss will have to be switched * from one branch to the other, depend­
ing on whether the circuit is transmitting or receiving, and that one con­
trol circuit must operate simultaneously on both variolossers to insure 
that the minimum loss be always present. 

The operation of the control circuit must be determined by some in­
puts. Four voltages whose ratio is not just a constant are available; 
these are two voltages, V Tl and V T2 , in the transmitting branch and two 
voltages, V Rl and V R2 , in the receiving branch. In general, all four volt­
ages could be used simultaneously for control purposes. 

III. THE SUB MASTERS 

The master circuit is general, but the use of four inputs to the control 
circuit makes it difficult to analyze its performance. Once the condition 
of the circuit (whether it is transmitting or receiving) and the amount 
of loss switched are known, the voltage V T2 is related in a definite man­
ner to V Tl , as is the voltage V R2 to V Rl • This means that there are only 
two independent variables, and therefore two inputs - one voltage 
from the transmitting branch and one from the receiving branch - are 
sufficient for control purposes. There are four possible combinations of 
input voltages that can be used, and these correspond to four different 
circuit configurations, which will be called the "submasters". They are 
shown on Fig. 2. 

If the control circuit is made intelligent enough, all the submasters 
can be made to give the same performance. Each one, however, has its 
own characteristics and will be examined individually later. 

* vVhile the term "switched gain" is often used in connection with a voice­
operated device, the following description will be in terms of switched loss. 
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(c) (d) 

Fig. 2 - The submasters: (a) submaster '111; (b) submaster '112; (c) submaster 
'113; (d) submaster '114. 

IV. STEADY-STATE AND TRANSIENT PROBLEMS 

The basic purpose of the voice-switching operation is to limit trans­
mission (at least at full gain) to one direction at a time in order to avoid 
singing. It is the function of the control circuit to choose the direction 
of transmission on the basis of the two inputs and to operate accordingly 
on the variolossers. The critical parameters on which good performance 
of the speakerphone depends are the criterion applied by the control cir­
cuit to decide in which direction to have full gain and the time required 
to take the necessary action. 

Starting, for instance, from a quiescent condition (which can be as­
sumed to be the receiving one), the control circuit should switch the 
speakerphone into transmit as soon as there is a microphone input, in 
order not to lose the initial part of the signal. This implies that it would 
be desirable to have the control circuit very sensitive to the transmit in­
put and to have a very short operating time. However, there are limita-
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tions to these requirements. For instance, if the circuit is too sensitive 
to microphone signals, room noise could easily impair reception of in­
coming signals. Also, if the control circuit were designed to switch back 
rapidly from transmit into receive every time the signal at the micro­
phone fell below a certain threshold, the weaker sounds, especially con­
sonants at the end of a word, would tend to be cut off and the trans­
mitted speech would sound "choppy". Consequently, it seems desirable 
for the control circuit to possess a certain "hangover" in the transmitting 
condition after the signal has ceased. However, there are restrictions to 
the duration of this hangover. The longer the circuit remains trans­
mitting, the more difficult it becomes for the distant party to break in. 
In other words, the initial part of an incoming signal might be lost. 
Therefore, the possibility of avoiding choppiness of the transmitted 
speech without impairing the received signal depends on the existence of 
satisfactory compromises for the sensitivity and the time constants of 
the control circuit. 

From this typical example of switching operation, it is apparent that 
a good performance of the speakerphone is often a compromise in a 
number of characteristics, such as how fast it switches, how easily it stays 
in one condition once it has switched, how sensitive it is to room or line 
noise, or how easy it is to break in during a back-and-forth conversation. 

In order to achieve the best compromise, it is helpful to classify the 
fundamental problems of voice switching into two groups, the steady­
state and the transient problems. The ones in the first group concern the 
performance of the circuit in each condition, transmitting and receiving, 
with steady or slowly varying input signals. The ones in the second group 
concern its performance under transient conditions during the short time 
intervals when the input signals are rapidly varying. 

The steady-state problems are: 
i. Singing. This occurs, as already mentioned, when not enough loss 

is present in the transmitting or in the receiving branches. 
ii. Transmit Blocking. In this case, the circuit is in the receive condi­

tion when it should be in the transmit condition. It can result from one 
of two conditions: a steady noise coming from the line may prevent the 
circuit from going into transmit, even with large signals into the micro­
phone (transmit blocking due to noise operation); or a poor sidetone bal­
ance in the hybrid may generate a sidetone voltage large enough to hold 
the circuit in the receive condition (transmit blocking due to false 
switching) . 

iii. Receive Blocking. This problem is analogous to transmit blocking, 
and can also result from one of two conditions: a steady room noise may 



270 THE BELL SYSTEM TECHNICAL JOURNAL, MARCH 1960 

prevent the circuit from going into receive (receive blocking due to noise 
operation); or the acoustic coupling between loudspeaker and micro­
phone may generate a pressure at the microphone large enough to hold 
the circuit in the transmit condition (receive blocking due to false switch­
ing). 

The transient problems can be classified as follows: 
i. Initial Clipping. This is the loss of the first part of a speech signal, 

and can occur either in transmitting or in receiving. It is, in general, a 
function of the operating time of the control circuit and switch. 

ii. Final Clipping. This is the loss of the last part of a speech signal, 
and also can happen either in transmitting or in receiving. It is a function 
of the hangover time of the control circuit and switch. 

iii. Echo. This problem is due to the finite decay time of the sound in 
a reverberant room. The sound put out by the loudspeaker is sustained 
in the room for a certain time after the incoming signal has ceased. This 
sound may be picked up and retransmitted by the microphone, giving 
the effect of a short, transient echo to the far end. The symmetrical prob­
lem of an echo effect in transmitting rather than in receiving is much 
subordinated, since there is no delay in the sidetone path through the 
hybrid, and any echo coming back from the line is very likely to be be­
Iowa troublesome level. 

v. THE SWITCHING DIAGRAM 

To analyze the performance of a speakerphone, it is helpful to use a 
plot that will be called the switching diagram. This graphical method 
offers the advantage over an algebraic analysis of showing at a glance 
the condition of the speakerphone and the margins against singing and 
blocking for any combination of input voltages. Furthermore, the dia­
gram can be used to represent the effects of nonlinearity in the different 
parts of the circuit and the performance of the speakerphone during tran­
sients. In one convenient form of the diagram, the abscissa represents the 
voltage at the loudspeaker terminals and the ordinate the voltage across 
the microphone, with both voltages being on a logarithmic scale. 

Rather than studying a single frequency, let us consider speech, as­
suming that the plotted voltages are weighted averages of some kind rep­
resenting the speech power in the frequency band of interest. For sim­
plicity, it will also be assumed that all the elements of the circuit have 
a flat response. Frequency shaping can be used advantageously, espe­
cially in eliminating some particular problems, such as receive blocking 
due to false switching and echo. Its effect could be analyzed in a similar 
manner by extending the application of the switching diagram. 
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5.1 The Acoustic Coupling and the Hybrid Sidetone 

In the switching diagram one can plot two lines, which will be called 
the acoustic coupling and the hybrid sidetone [Fig. 3(a)]. The first repre­
sents the voltage that appears at the microphone terminals for a given 
voltage at the loudspeaker because of the acoustic coupling between loud­
speaker and microphone. If all elements are linear, this is a 45° line whose 
position is a function of the acoustic environment, the distance between 
microphone and loudspeaker and the efficiencies of the two instruments. 
This line will be plotted for the limiting conditions in which we expect 
the speakerphone to operate, i.e., minimum distance between microphone 
and speaker and minimum room constant.4 If one allows for overloading 
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Fig. 3 - The switching diagram, showing sidetone, acoustic coupling and 
transition lines. 
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of the instruments, the acoustic coupling line will, in general, bend at 
high levels, as shown by the dotted line in Fig. 3(a). 

The other line, the hybrid sidetone, represents the voltage appearing 
at the loudspeaker for a given voltage at the microphone. If all elements 
are linear, this is also a 45° line whose position is determined by the 
transmitting and receiving gain, the sidetone balance and the amount of 
loss switched. In general, the amount of loss switched in the transmitting 
branch may be different from the loss switched in the receiving branch. 
In this case, we would have two sets of hybrid sidetone lines, one ob­
tained with the speakerphone in the transmit condition and one with it 
in the receive condition. The hybrid sidetone line for the poorest sidetone 
balance to be expected is plotted. If overloading of transmit and receive 
amplifiers is taken into consideration, the hybrid line will bend at high 
levels, as shown by the dashed line in Fig. 3(a). 

An immediate consideration is that, to avoid singing, the hybrid side­
tone line must lie above the acoustic coupling line. This is easily shown. 
A certain microphone voltage, V},f [Fig. 3(a)], will generate a loudspeaker 
voltage, V LS, because of electrical sidetone, and this in turn will de­
velop a microphone voltage, V},f', because of acoustic coupling. To pre­
vent singing, V},f' must be smaller than V},f , which is equivalent to say­
ing that the hybrid sidetone line must lie above the acoustic coupling 
line. As noticed before, the position of the acoustic coupling line is well 
defined once the conditions (distance between microphone and loud­
speaker and acoustic environment) under which the speakerphone is to 
operate are defined. The hybrid sidetone line, on the other hand, can be 
shifted in the plane by changing the amount of loss switched. The greater 
the loss switched, the farther the hybrid sidetone line moves above the 
acoustic coupling line. The amount of loss switched can, therefore, be 
used in the design to insure that the circuit is free from singing problems. 
Since these two lines are plotted for voltages that represent average 
speech energy, a certain margin must be included to take care of devia­
tions from the average due to standing waves in the room or poor side­
tone balance at single frequencies. 

This situation may be further illustrated by an example. Fig. 4 shows 
the signal levels in a typical speakerphone. For a power at the loud­
speaker terminals of 1 dbm, * the pressure at the microphone 30 inches 
away in a room with a constant of 800 is found to be 71 SL. t For a cer­
tain transmitter this corresponds to a power available at the microphone 

* Dbm is the power in decibels referred to one milliwatt. 
t SL, sound level, is the weighted sound pressure level at a point in a sound 

field, in accordance with ASA Z 24.1, 1951, Definition 1.380. 
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IDBM ~-- -37 DBM 

Fig. 4 - Signal levels in a typical speakerphone, illustrating the singing problem 

terminals of -71 dbm. These power values define the position of the 
acoustic coupling line shown in Fig. 3(b). With a gain in the transmit­
ting branch of 61 db, a gain in the receiving branch of 38 db and a hybrid 
loss in the coil of 13 db, it can be seen that the minimum loss to be 
switched is 14 db. In Fig. 4 the circuit is shown in the receive condition 
and the minimum loss of 14 db is inserted in the transmit variolosser. If 
the speakerphone switched this amount of loss, the hybrid sidetone line 
would lie exactly on top of the acoustic coupling line. If 20 db were 
switched, there would be a margin of 6 db, and the two lines would be 
separated by this amount, as shown in Fig. 3(b). 

5.2 The Transition Lines 

In Fig. 3(a) each point represents a combination of a microphone volt­
age and a loudspeaker voltage. For each such combination, the condition 
of the speakerphone, depending on the action of the control circuit, can 
be uniquely defined as being in transmit or receive, or it can be indeter­
minate, depending on the previous history of the particular combina­
tion of microphone and loudspeaker voltages. As shown in Fig. 3(c), 
the plane can be divided accordingly into three regions, transmit, re­
ceive and hysteresis, by two transition lines, the transmit-to-receive and 
the receive-to-transmit lines. 

To make clear the meaning of these three regions and the two transi­
tion lines, let us take the master circuit shown in Fig. 1 and open the 
sidetone and the acoustic coupling paths by opening the circuit at point 
A in the receiving branch and acoustically isolating the microphone from 
the loudspeaker. We can then apply a signal at A toward the left that 
will put the circuit in the receive condition and generate an independent 
voltage V LS at the loudspeaker. With this voltage kept constant, the 
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microphone voltage is increased until the circuit switches into the trans­
mit condition. If V M is the microphone voltage at which this happens, 
then V LS and V M define one point of the receive-to-transmit (R to T) 
transition line. Keeping the microphone voltage constant, we can now 
increase the signal applied at A until the circuit switches back into the 
receive condition. If V LS' is the loudspeaker voltage at which this hap­
pens, then V LS' and V M define one point of the transmit-to-receive (T to 
R) transition line. This is illustrated in Fig. 3 ( c). In similar manner, 
the remainder of the transition lines could be constructed and the plane 
divided into the three regions. 

For simplicity, at first, it will be assumed that there is no hysteresis 
region. This means that, for each point of the diagram, the control circuit 
uniquely defines the condition of the speakerphone. In this case, the two 
transition lines coincide, and the plane is divided into just two regions, 
transmit and receive. 

The position and shape of the transition line in the diagram is com­
pletely determined by the characteristics of the circuit that controls the 
voice swtiching, and can be chosen by proper design. It is easy to show 
that, in order to avoid blocking problems, the transition line must lie 
in the diagram between the hybrid sidetone and the acoustic coupling 
lines, so that the hybrid sidetone line will be in the transmit region and 
the acoustic coupling line will be in the receive region, as shown in Fig. 
3(d). Let us assume that this condition is not satisfied and that at least a 
portion of the hybrid sidetone line lies in the receive region of the dia­
gram. This means that, for some values of the microphone voltage, the 
electrical sidetone through the hybrid develops a voltage at the loud­
speaker large enough to put the speakerphone in the receive condition. 
This is the problem previously called transmit blocking due to false 
switching. Similarly, if the acoustic coupling line lies in the transmit re­
gion, the condition of receive blocking due to false switching develops. 

As an example, in Fig. 5(a) the transition line is shown crossing the 
hybrid side tone line at point A. For any microphone voltage greater than 
V M , the loudspeaker voltage due to the sidetone path through the hybrid 
is large enough to put the circuit in the receive condition. The transmit 
region is limited at the upper end by the horizontal line through A. If 
the user of the speakerphone talks at a level greater than the level cor­
responding to the voltage V M , he is "blocked out"; that is, the circuit 
stays in the receiving condition and his talking louder, which is the natural 
reaction, will not place the circuit into transmit. 

A similar situation is shown in Fig. 5(b), where the transition line 
crosses the acoustic coupling line at B and the receive region is limited to 
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Fig. 5 - Switching diagrams showing blocking problems. 

values of loudspeaker voltage smaller than V LS • For values of loud­
speaker voltage greater than V LS , the circuit tends to go into transmit 
because of the acoustic coupling between loudspeaker and microphone. 
This condition has been referred to as receive blocking. 

The requirement that the transition line lie between the sidetone and 
the acoustic coupling lines to avoid blocking problems is practically 
equivalent to the condition that the switching action be of a linear dif­
ferential type; i.e., the greater the voltage present at the loudspeaker, 
the greater, by about the same amount, the microphone voltage neces­
sary to switch the circuit into transmit. This is apparent in Fig. 3(d), 
where the transition line must be close to a 45° line in order to lie, in 
the range of interest, between the two other 45° lines. The sidetone and 
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the acoustic coupling lines could be spread further apart by switching a 
greater amount of loss in the transmit and receive variolossers, but this 
is not desirable, since it tends to make all the switching problems more 
critical and voice switching less natural. 

It should also be noted that, even though, as previously mentioned, 
the hybrid sidetone and the acoustic coupling lines may bend at high 
levels because of the effect of nonlinearity in the circuit, the transition 
line should not be allowed to bend sharply toward a vertical or a hori­
zontal direction, as in Figs. 5(c) and 5(d). For instance, if the transition 
line had the shape shown in Fig. 5(c), there would be no transmit block­
ing due to false switching (because the transition line does not cross the 
hybrid sidetone line), but the problem of transmit blocking due to noise 
operation could be present. This would occur for line noise levels large 
enough to develop a loudspeaker voltage equal to or greater than V LS • 

Then no microphone voltage could switch the circuit into transmit. An 
analogous situation, receive blocking due to room noise, could develop 
if the transition line were bent horizontally as in Fig. 5(d). In either case, 
the problem is present only if the bending of the transition line occurs at 
too Iowa level. Actually, horizontal bending of the transition line is very 
unlikely to be at a level to cause receive blocking due to room noise. But 
this problem may develop for other reasons, as will be shown later. 

5.3 Hysteresis 

Hysteresis, which we have, for simplicity, neglected so far, has im­
portant effects on the performance of the speakerphone. What is really 
of interest is knowing the condition of the circuit: whether it is in the 
transmitting, receiving or hysteresis region for each combination of the 
two independent variables, microphone voltage and incoming line volt­
age. 

For this reason, it is useful at this point to make a change of coordinate 
in the switching diagram and use the incoming line voltage rather than 
the loudspeaker voltage on the abscissa. It should be pointed out that 
by incoming line voltage we mean the voltage due to an incoming signal 
and not merely the voltage appearing across the line terminals, since 
this could be the voltage due to an outgoing signal from the microphone 
output or a combination of an incoming signal and an outgoing signal. 
To make this change in coordinate, we translate the voltage at the 
loudspeaker into a line voltage by applying to it a correction that takes 
into consideration, besides the change in impedance, the gain in the re­
ceiving branch and the losses in the receive variolosser and the hybrid 
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coil. In this way, a sidetone voltage is plotted in terms of an equivalent 
incoming line voltage that would give the same loudspeaker voltage. 

With these assumptions, the sidetone and the acoustic coupling lines 
can be drawn on the new diagram. Starting with the acoustic coupling 
line, it now becomes necessary to define the condition of the circuit­
whether it is in transmit or in receive - since the receive variolosser is in 
the path between the incoming line voltage and the voltage developed 
at the microphone. As shown in Fig. 6(a), the acoustic coupling line 
shifts by the amount of loss switched in the receive variolosser upon going 
from the receive to the transmit condition. Since linearity is assumed, 
the lines are straight at a 45° angle, and the shift can be considered to be 
either vertical or horizontal. When nonlinearities are present, as exempli-
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fied by the dotted line in Fig. 3(a), the shift should be considered vertical 
if they occur in the circuit before the receive variolosser, and horizontal 
if they occur after the receive variolosser. Similarly, the hybrid sidetone 
line has two positions, which are shifted by the amount of loss switched 
in the transmit variolosser, with similar rules determining whether the 
shift should be considered horizontal or vertical. 

In view of this, the two sets of lines in Fig. 6(a) correspond to the 
transmit and receive conditions. The line for hybrid sidetone in the 
transmit condition has been drawn below the line for acoustic coupling 
in the receive condition. This means that, when no loss is present in 
either the transmit or the receive variolosser, the circuit is not stable 
and will sing. If this were not true, there would be no reason to introduce 
voice switching. It follows that no single transition line can be drawn 
that will divide the plane into two parts satisfying the requirement that 
the hybrid sidetone lines lie in the transmit region and the acoustic cou­
pling lines lie in the receive region. It is necessary, therefore, to draw two 
transition lines, one to define the transmit-to-receive transition, the other 
to define the receive-to-transmit transition. The first will hold for the 
circuit in the transmit condition and the second for the circuit in the 
receive condition. These are shown in Fig. 6(b). 

It is evident from the figure that the two transition lines are necessarily 
distinct and, between them, define a hysteresis region that must have a 
width approximately equal to the average amount of loss switched. It 
does not matter how the transition line is shifted in the diagram - from 
the transmit to the receive condition horizontally, vertically, or both­
as long as we deal with the linear part of it. 

VI. SOME GENERAL CONSIDERATIONS 

As an application of the switching diagram, it may be useful to con­
sider, before discussing the merits of each submaster circuit, what other 
general objectives one should strive for in speakerphone design. 

We have mentioned that, to reduce switching problems, it is desirable 
to switch as little loss as possible, consistent with the stability of the cir­
cuit. From Fig. 6(a) it is also apparent that, to maintain the same sing­
ing margin in transmitting and in receiving, the amount of loss switched 
in the transmit variolosser should be about the same as that switched in 
the receive variolosser. 

We have also pointed out that, within reasonable limits, the transition 
line should be a 45° straight line. At high levels, however, the shape of 
the sidetone, acoustic coupling and transition lines will deviate from this 
straight line. As long as the levels at which this happens are high com-
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pared with those of normal speech, the shape of these curves becomes im­
material. At low levels, on the other hand, it may be advantageous to 
have the transition lines deviate from the linear characteristic in a pre­
determined fashion. It has been recognized5 that, when a voice-operated 
device selecting one of two directions of transmission on the basis of sig­
nal amplitude is located at a point where the signal-to-noise ratio com­
ing from one direction is poorer than that coming from the opposite di­
rection, it is advantageous to use an arrangement whereby the direction 
having the better signal-to-noise ratio is normally blocked and the direc­
tion having the poorer ratio is normally activated. In the case of a 
speakerphone, the incoming signal-to-noise ratio cannot be controlled 
and, therefore, can be poorer than the one from the near end. Thus, it is 
reasonable to design the control circuit so that, at low outgoing levels, 
the speakerphone is normally in the receive condition. This is equivalent 
to setting a threshold in the microphone voltage below which the circuit 
will only be in the receive condition. The transition line will then have 
the shape shown in Fig. 7(a). It is true that this shape implies transmit 
blocking for microphone voltages below the threshold, but, as previously 
mentioned, this may be desirable at very low levels. 

When the shape of the transition line is like that of the one shown in 
Fig. 7(a), the manner in which the line is shifted in going from the trans­
mit to the receive condition and vice versa becomes important. Fig. 7 (b) 
shows a completely horizontal shift, Fig. 7(c) a completely vertical shift 
and Fig. 7(d) a partly vertical and partly horizontal shift. In the first 
case, the transmitting threshold remains the same whether the circuit 
is in transmit or receive. The choice of the threshold level is rather critical 
in this case, since too Iowa level will tend to make receiving "choppy", 
especially in a noisy room, while too high a level will cause clipping in 
transmitting. With a completely vertical shift [Fig. 7(c)1 the threshold 
drops considerably when the circuit switches into transmit. It is possible, 
therefore, to choose the threshold level so that it is fairly low in the trans­
mit condition and high in the receive condition, resulting in a very stable 
circuit, both in transmit and in receive. In this case, however, it might 
be difficult to switch from transmit into receive, since even a relatively 
low room noise might keep the circuit in transmit (receive blocking due 
to noise operation). For these reasons it may be desirable to choose a 
compromise such as that indicated in Fig. 7(d). 

Another feature worth consideration is the volume control. For a 
speakerphone to work satisfactorily under widely varying room and line 
conditions, and also to suit different users' needs, it is necessary to 
have a volume control in the receiving branch. Adjusting the gain of the 
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Fig. 7 - Switching diagram, transition lines with threshold. 

receiving amplifier or inserting a loss in the receiving branch has the ef­
fect of shifting the acoustic coupling lines in the switching diagram with­
out moving the hybrid sidetone lines. Since the circuit must be stable 
even with maximum gain setting, it follows that, as the volume control 
is turned down, the acoustic coupling lines move away from the hybrid 
sidetone lines, as shown in Fig. 8(a), thus unnecessarily increasing the 
amount of singing margins. Keeping in mind the objective of switching 
only the amount of loss necessary to make the circuit stable, it is de­
sirable to arrange the volume control in such a way that, when turned 
down, it will reduce by the same amount the receiving level and the loss 
switched, in both the transmit and the receive variolossers. 6 This ar­
rangement has the effect [shown in Fig. 8(b)] of shifting the sidetone and 
acoustic coupling lines for the receive condition toward the correspond­
ing lines for the transmit condition. The lines for the transmit condition 
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(a) INCOMING LINE VOLTAGE IN DB -

(b) INCOMING LINE VOLTAGE IN DB -

Fig. 8 - Switching diagram, two types of volume control: (a) keeping the 
amount of switched loss constant; (b) varying the amount of switched loss. 

remain stationary and the margins stay constant. The control circuit, 
of course, must be so designed that, as the volume control is changed, 
the transition lines will always maintain the proper position with respect 
to the sidetone and acoustic coupling lines in the diagram. 

VII. FOUR SUBMASTER CIRCUITS 

7.1 Submaster 1t£ 1 

A block diagram for this type of speakerphone is shown in Fig. 2(a), 
with the inputs to its control circuit being V Tl and V Rl • Let us assume 
that the control circuit by itself has a simple linear characteristic with 
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a threshold such as the one shown in Fig. 9(a). The circuit is acted upon 
by the two input voltages and, depending upon their magnitudes, will 
be in either the transmit or the receive condition. Since the voltages 
V Tl and V Rl are directly proportional to the microphone voltage and to 
the incoming line voltage, there will be a single transition line in the 
switching diagram identical to the characteristic of the control circuit 
with no hysteresis. 

t T 

VT 

VR~ 

(a) 

t 
VTt 

(b) (e) 

(d) ( e) 

Fig. 9 - Control circuit characteristics. 
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From the previous discussions, it is clear that the lack of hysteresis 
gives blocking problems. Therefore, the characteristic of the control 
circuit must be somewhat more sophisticated and display some hystere­
sis, such as in Fig. 9(b). One way of obtaining this characteristic and of 
easily controlling the horizontal and vertical shift of the transition line 
is shown schematically in Fig. 10(a). Two extra variolossers are employed, 
TVL' and RVL', one for each of the two inputs of the control circuit. The 
loss of TVL' controls the amount of vertical shift of the transition line, 
and it is varied by the control circuit in the same manner as the loss 
in the transmit variolosser. The loss in RVL' controls the amount of hori­
zontal shift of the transition line, and it is varied in the same manner as 
the loss in the receive variolosser. The sum of the losses switched in TVL' 

and RVL' should approximately equal the average loss switched in the 
transmit and receive variolossers. This type of circuit has been used, for 
example, in a British speakerphone by Winston Electronics Ltd.7 It re­
quires extra components such as the two variolossers shown but results 
in a very flexible design. 

(a) 

(c) 

Fig. 10 - Some refinements of the submaster. 
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7.2 Submaster 1/: 2 

A block diagram of this type of speakerphone, with V Tl and V R2 as 
inputs to the control circuit, was shown in Fig. 2(b). It has the advantage 
that even a control circuit with the simple characteristic of Fig. 9(a), 
without built-in hysteresis, will give satisfactory performance. The rea­
son is that the receive variolosser is located between the incoming line 
voltage and the control circuit input voltage V R2. For a given micro­
phone voltage, the necessary line voltage required to switch the circuit 
from the transmit to the receive condition is larger than that required 
to hold it in the receive condition by the amount of loss inserted by the 
receive variolosser. This is illustrated in Fig. 7(b), where the horizontal 
shift in decibels can be taken to be exactly equal to the loss of the receive 
variolosser. 

However, to obtain the performance associated with a partially verti­
cal and partially horizontal shift of the transition line like the one in Fig. 
7(d), the control circuit must be more complicated and have a charac­
teristic of the type shown in Fig. 9(c). The threshold must be effectively 
lowered when the circuit is in the transmit condition; a simple arrange­
ment that will boost the gain of the control circuit when transmitting 
will give the desired characteristic. One way to obtain it is shown in Fig. 
lOeb), where TVL' and TVL" are two extra variolossers, one in each of the 
two inputs to the control circuit. Both these variolossers should be 
switched by the control circuit at the same time and in the same direc­
tion as the transmit variolosser. The amount of loss switched is about the 
same in the two variolossers and determines the vertical shift of the 
transition line. 

7.3 Submaster 1/: 3 

The inputs to the control circuit for this submaster are V T2 and V Rl , 

as shown in the block diagram of Fig. 2(c). This type of speakerphone 
could be considered analogous to the submaster 1J. 2 in the sense that a 
control circuit with a simple characteristic like the one shown in Fig. 
9(a) will also result in two transition lines shifted by the right amount 
in the switching diagram. However, in this case the shift is vertical, as 
in Fig. 7(c), and equals the amount of loss switched in the transmit vario­
losser. Receive blocking due to noise operation is likely to occur. As in 
submaster 1J. 2, a better performance could be obtained with a more com­
plicated control circuit characteristic. In this case the threshold should 
be raised when the circuit is in the transmit condition, as in Fig. 9(d). 
To accomplish this purpose, Fig. 10(c) shows an arrangement with two 
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extra variolossers, RVL' and RVL", which should switch an equal amount 
of loss. They are operated at the same time and in the same direction as 
the receive variolosser. 

7.4 Submaster 11: 4-

In the interest of completeness, the block diagram of this submaster 
is shown in Fig. 2(d), with the inputs to the control circuit being V T2 and 
V R2 • A simple characteristic like the one shown in Fig. 9(a) will give 
two transition lines in the switching diagram, shifted vertically and hori­
zontally by the amount of loss switched in the transmit and in the re­
ceive variolossers. This represents too large an amount of hysteresis. 
Therefore, as in the submaster 11: 1, the circuit will have blocking prob­
lems unless the control circuit characteristic is more complicated. The 
desired characteristic is shown in Fig. 9(e) and is analogous to that 
shown in Fig. 9(b) for the submaster 11: 1. Again, a way of obtaining the 
desired characteristic is to add two extra variolossers, as shown in Fig. 
10(d). 

VIII. TRANSIENTS 

8.1 Definition of Time Constants 

Since transients concern the time intervals during which the signals 
are rapidly varying, the time constants associated with the action of the 
control circuit are very important factors in determining the transient 
performance. As previously pointed out, two inputs are necessary to de­
termine the action of the control circuit, a voltage from the transmitting 
branch and a voltage from the receiving branch. It is convenient to 
define, for each input, two time constants related to the interval neces­
sary for a variation in the input voltage to be detected by the control 
circuit. Since the control circuit is made sensitive to some weighted 
average of the input voltages, this process of averaging generally in­
volves a delay. The delay associated with the detection of an increase 
in the input voltage will be called build-up time and will, in general, be 
different from the delay associated with the detection of a decrease in 
the input voltage, which will be called decay time. There will be, there­
fore, a build-up and a decay time, B T and D T , associated with the trans­
mit input and analogous time constants, BRand DR, associated with the 
receive input. This is shown graphically in Fig. 11, where, for simplicity, 
the input voltage is made to vary as a step function and the build-up 
and decay times are illustrated as the time constants of an exponential 
curve representing the voltage detected in the control circuit. 
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Fig. 11 - Illustration of time constants. 

Two more time constants can be defined that correspond to the actual 
time it takes for the control circuit to switch into transmit or into receive 
after having detected the two inputs. They will be called A and R, the 
attack and release times of the switch. 

It will be assumed in the following that the defined constants are in­
dependent, and that the speakerphone is stable in the receive condition 
when no signals are applied. The latter assumption is in agreement with 
previous statements about the desirability of having a threshold in the 
transition line of the switching diagram, as shown in Fig. 7. The delay 
due to the sound travel time from loudspeaker to microphone and room 
reverberation will be considered later. 

8.2 Relations Among the Time Constants 

Some general observations can be made about the effect of the six 
time constants on the performance of the speakerphone. When the micro­
phone and the incoming line voltages are varying rapidly, the voltages 
being detected by the control circuit are affected by the build-up and 
decay times previously mentioned. Therefore, at each instant one can 
define effective microphone and line voltages that, under steady-state 
conditions, would cause the same voltages to be detected by the control 
circuit as are detected during these transients. The effective voltages 
are not uniquely defined, since their difference from the actual values 
depends on how fast the latter ones are varying and on the previous 
history. 

Fig. 12(a) shows qualitatively the shape assumed in some typical 
cases by the sidetone and acoustic coupling lines when they are plotted 
in terms of the effective microphone and line voltages. As an example, 
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let us assume that the circuit is in the receive condition and that an in­
coming line voltage varies between the values V L1 and V L2. Under 
steady-state or quasi-steady-state conditions, the operating point of the 
speakerphone on the switching diagram would move along the straight 
acoustic coupling line and the circuit would remain in the receive con­
dition all the time. If, however, the line voltage increased very rapidly 
from V Ll to V L2 , the effective line voltage would follow the variation, 
with a certain delay determined by the build-up time of the receive in­
put, and would not reach V L2 until some time later. Also, the effective 
microphone voltage, which represents the acoustic coupling, would fol­
low the increase with a certain delay, determined in this case by the 
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build-up time of the transmit input. As a consequence, the operating 
point of the circuit on the diagram would trace an acoustic coupling 
curve whose shape was, in general, a function of the two build-up time 
constants. In particular, the operating point would follow a curve that 
lay above the steady-state acoustic coupling line when B T was smaller 
than BRand lay below the line when B R was smaller than B T , as shown 
in Fig. 12(a). Only when the two build-up times were identical would the 
operating point during the transient move in a linear path along the 
acoustic coupling line, as in the steady-state condition. Similar reason­
ing would apply when the line voltage decreased rapidly from V L2 to 
V Ll • The acoustic coupling line would assume new configurations that 
are a function, in this case, of the decay time constants D T and DR. 
These are also shown in Fig. 12(a). 

Perfectly analogous is the case of the transmit condition, when the 
microphone voltage varies rapidly between V Ml and V M2 • The hybrid 
sidetone line will assume different shapes, which are again functions of 
the same four time constants, as shown in Fig. 12(a). By making the 
voltage V Ll or V Ml approach zero (- 00 on a logarithmic scale) one can 
see the shape assumed by the acoustic coupling and the hybrid sidetone 
lines when a line voltage or a microphone voltage is applied or removed 
suddenly. This is shown in Fig. 12(b) for different combinations of build­
up and decay time constants. 

From all these curves it is apparent that, unless B T = BRand D T = 

DR, the margins against false operation of the control circuit will be 
reduced during the transient either in receiving or in transmitting. For 
instance, if B T is smaller than B R , or if DR is smaller than D T , the acous­
tic coupling line will shift upward closer to the transition line; and, vice 
versa, if B R is smaller than B T , or if D T is smaller than DR, the hybrid 
sidetone line will shift downward toward the transition line. If the transi­
tion line is crossed during a transient, clipping of the signal is likely to 
occur. Therefore, it is desirable, in general, to satisfy the relations B T = 
BRand D T = DR. 

However, it should be noted that these relations are not very critical. 
First of all, even with a ratio of 1: 2 in the build-up or the decay times 
and a sudden variation of 20 db in one of the inputs, the maximum de­
parture of the operating point during the transient from the steady-state 
line would only be about 6.5 db. A smaller or slower variation would 
tend to reduce this amount. Secondly, even though the transition line 
might be crossed by the acoustic coupling or the sidetone lines, if this 
happens for only a very short interval the control circuit will not have 
time to switch, due to the finite attack and release times, A and R, of 
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the switch. Strictly from this point of view, long attack and release times 
help prevent clipping. 

Other conditions to be imposed on the time constants can be deduced 
by considering a switching operation. As pointed out at the beginning 
of Section IV, it is desirable to have the circuit switch into transmit as 
fast as possible to avoid initial clipping. This means that the build-up 
time of the transmit input and the attack time of the switch should be 
very short. Experience shows that, with a total switching time of 10 
milliseconds, clipping is hardly noticeable, and there is little to be gained 
by making this time shorter. How to divide this time between B T and A 
does not seem to be critical as long as their sum is short. Since the circuit 
should remain for some time in the transmitting condition to avoid final 
clipping of the transmitted speech, it is desirable to make the sum of 
the decay time of the transmit input and the release time of the switch 
rather long, but not long enough to impair the break-in ability of the 
distant party. Experience has shown that a good compromise for the 
sum of these two time constants D T and R is around 150 milliseconds. 
This value and the way it is divided between the two constants are not 
critical. 

8.3 Effects of the Acoustics of the Room 

The time it takes for sound to travel from the loudspeaker to the micro­
phone (a few milliseconds) adds to the values of the build-up and decay 
time of the transmit input only when we are considering the acoustic 
coupling during a transient. According to the criteria previously outlined 
and illustrated in Fig. 12, an increase in B T actually improves the margin 
against clipping while the circuit is in the receiving condition. An in­
crease in D T would tend to decrease the margin, but the few milliseconds 
added are generally negligible compared with the value of DT . Since the 
hybrid sidetone line or the other time constants are not affected, there 
is hardly any problem introduced by this effect. 

The reverberation in a room, on the other hand, is the cause of the 
"echo" problem previously described. It has the effect of making the 
microphone voltage due to acoustic coupling decay at a slow rate after 
an incoming line signal has ceased suddenly. The reverberation time 
constant, R v , therefore combines with DT in determining the shape of 
the acoustic coupling line. If, for simplicity, we at first neglect DT com­
pared with Rv ,the acoustic coupling line assumes one of the forms shown 
in Fig. 13. These are similar to the lines shown in Fig. 12(b) for different 
ratios between DT and DR . Point A is the operating point for a steady 
line voltage V L • As this voltage is suddenly removed, the microphone 
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Fig. 13 - Effect of room reverberation. 

voltage shows a fast drop, due to the abrupt interruption (within a few 
milliseconds) of the direct energy coming from the loudspeaker. Then 
the operating point moves along a straight line whose slope is a function 
of the ratio between R v and DR. The larger this ratio, the greater is the 
chance for the acoustic coupling line to cross the transition line and cause 
"echo". Therefore, to avoid this problem DR should be designed to be 
about equal to Rv . 

If D T is not neglected, the curves on Fig. 13 will be slightly different 
and will be determined by, among other factors, the way the circuit 
combines the two time constants D T and R v . In general, the initial drop 
will not be so abrupt, and the shape will be more like that of the dashed 
lines. The same conclusions will still be valid. 

The reverberation time may vary over quite a range, depending on the 
size and acoustic treatment of the room, and it may be necessary to ad­
just the value of DR at each installation. Experience has shown, however, 
that, by choosing a fairly long DR, one can take care of the echo problem 
in most of the rooms encountered in practice without further adjust­
ment. Of course, D T must also be made relatively long to avoid final 
clipping of the transmitted signal in a room with short reverberation 
time. This follows from previous considerations, pointing to the desira­
bility of making the two decay times DR and D T about equal. 

The general relations derived for the time constants in these sections 
can be summarized as follows: the build-up and decay times of the trans-
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mit input must be approximately equal respectively to the build-up and 
decay times of the receive input. The sum of the build-up time and the 
attack time of the switch must be relatively short (about 10 milli­
seconds), while the sum of the decay time and the release time must be 
relatively long (about 150 milliseconds). The decay time must be long 
enough in each case to take care of room reverberation. 

8.4 Other Considerations Affecting the Transients 

Important characteristics that affect the performance during the 
transients are the loss-time curves of the two variolossers. These are the 
curves that give the variation of the loss with time during the switching 
interval. To insure proper margin against singing at any instant, the 
sum of the two losses introduced by the transmit and receive variolossers 
must be at least equal to the total loss in the steady-state condition. This 
means that, if the two loss-time curves are plotted on a diagram like 
the one of Fig. 14(a), the curve for the transmit variolosser TVL must lie 
at least slightly above the one for the receive variolosser RVL, as indi­
cated by the solid and dashed lines. 

That this condition be satisfied is particularly important when the 
volume control is of the type described in Section VI, which changes the 
receiving level and the loss switched in TVL and RVL at the same time 
and by the same amount. A convenient way of arranging this is to have 
the volume control operate directly on the variolossers, shifting their 
steady-state receiving condition as shown in Fig. 14(b). As the volume 
is turned down, a fixed (nonswitchable) loss is introduced in RVL in the 
receive condition, thus reducing the receiving level by this amount. At 
the same time, an approximately equal amount of fixed loss is taken out 
of TVL. The requirements of this volume control arrangement are met if 
the two loss-time curves satisfy the condition of minimum singing margin 
at all times. 

Besides the relative position of these two curves, their shape is also 
of interest, because it has a bearing on the unnatural effects of voice 
switching. To minimize these effects it is desirable to make the rate at 
which the loss is switched vary in inverse fashion with the amount of 
energy being changed. For example, in the transmitting variolosser the 
rate of loss removal in going from the receive into the transmit condition 
can be rapid at the start of the switching interval, but it should be slower 
in the final stages when the signals put out on the line are greater. Simi­
larly, in going from the transmit into the receive condition, the restora­
tion of loss should be at a slow rate in the initial stages so that bnck-

Tile SIl..::rrod Library 
EAST TENNESSE~ STATE UNIVERSITY 

Johnson City, Tennessee 



292 THE BELL SYSTEM TECHNICAL JOURNAL, MARCH 1960 

t 
" ......................... . 

•••••••••••• RVL 
co 
o 
z 
(/) 
(/) 

o 
-I 

--l 
> 
I-

t 
RECEIVE 

CONDITION 

t 
co 
o 
~ 
(/) 
(/) 
o· 
-I 

--l 
> 
I-

...... 

TIME 
'( :'t 

.... .... .... 

T TO R R TO T 

RECEIVE 
CONDITION 

-, .. , 
'. 
". 

(a) co 
o 
z 
(/) 
(/) 

o 
-I 

.•.. 3 
... a:: 

\""" ~ 
t 

TRANSMIT 
CONDITION 

(b) co 
o 
z 
(/) 
(/) 

o 
-I 

--l 
> a:: 

TRANSMIT 
CONDITION 

Fig. 14 - Loss-time characteristics of variolossers. 

ground noise is not chopped off abruptly after each talk spurt, but a 
faster rate could be used in the final stages. The resulting shape is the 
one shown in Fig. 14(a) for the transmit variolosser. 

If the same criteria were applied to the receive variolosser, the RVL 

loss-time curve should have the shape of the dotted line in Fig. 14(a). 
It is obvious that this RVL curve is not compatible with the chosen TVL 

curve if the singing margin must be maintained at all times. However, 
it is more important to minimize the unnatural effects of voice switch­
ing in transmitting than in receiving, since the circuit tends to remain 
stable in receiving when no signals are applied. On this basis, the loss­
time curves for the transmit and receive variolossers should assume the 
shapes shown in Fig. 14(b). 
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IX. ANALYSIS OF SOME SPECIAL FEATURES 

A problem commonly encountered in the use of speakerphones is sensi­
tivity to local noises, whether they are sharp loud noises like the slam­
ming of a door or the steady type like that of a fan. In the case of sharp 
noises, if B T and A are short and D T and R are long, as was shown to be 
desirable, the noise will switch the circuit into transmit and keep it there 
for some interval, interfering with the reception of the incoming signal. 
One way to reduce this interference is to design the control circuit so 
that DT and R are short for sounds of very short duration and have the 
normal long value only when a sound persists for a period equal to the 
shortest duration of speech sounds. This "deferred hangover" principle 
has been successfully used in T ASI. 8 

With steady noise, the problem is to keep the circuit from switching 
into transmit and causing receive blocking. A simple solution consists 
in raising the threshold of the transition line. However, in order not to 
impair the performance of the speakerphone in a less noisy environment, 
the threshold should be adjusted in each case to be just above the noise 
level. There are ingenious circuits that make this adjustment automati­
cally. In order to operate properly, they must discriminate between 
speech and steady noise, so that the threshold will not be affected by the 
former but will be raised by the latter. The fluctuating characteristic of 
speech energy compared with noise is used for this discrimination. 

X. SUMMARY 

In the design of a speakerphone circuit and in the evaluation of its 
performance from both the steady-st.ate and the transient viewpoints, 
the switching diagram described in this paper has proved a useful tool. 
The fundamental problems of voice switching have been classified, and 
criteria for avoidance of them have been given in terms of the diagram 
characteristics and the circuit time constants. 

Four submasters representing general configurations of a speaker­
phone with only the essential features, have been examined. Each of 
them can be made to give comparable performance, and the choice in 
general will depend on circuit design considerations, mainly on which 
type results in the simplest and most economic design for a given appli­
cation. 

At the cost of some increase in complexity, features can be added to 
the submasters to give improved performance in a particular characteris­
tic. Some of the ingenious features that have been used or previously 
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suggested have been examined. In general, these can be analyzed and 
evaluated by means of the switching diagram. 
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Integrated Magnetic Circuits for 
Synchronous Sequential Logic Machines 

By U. F. GIANOLA 

(Manuscript received November 16, 1959) 

The magnetic switching core is a small, reliable and inexpensive com­
ponent for digital logic circuits, but conventional core circuits also include a 
large number of auxiliary semiconductor components. As a result, the cost 
and reliability of core circuits are not very different from those built entirely 
with semiconductors. The possibility of building logical systems that use a 
minimum of nonmagnetic components is examined. Except for the provision 
of clock-pulse sources, fully integrated magnetic machines are feasible in 
principle. Suitable circuits must contain provision for gain, memory and 
unilaleral transmission of data. These requirements can be met by taking 
advantage of the threshold characteristics of ferromagnetic materials that have 
a rectangular hysteresis loop. Two approaches are selected for consideration. 
In the first, a binary digit is represented by the remanent state of magnetiza­
tion of a ferrite core. Upon the application of clock pulses its state can be 
transferred to adjacent cores by means of electrical interconnections. In the 
second approach, a binary digit is represented by a discrete flux pattern in 
a continuous flux conductor. These patterns can be propagated in a step­
by-step process through the flux conductor by means of clock pulses. Ex­
amples are given of experimental synchronous sequential circuits using com­
mercially available multiapertured cores. The capabilities, limitations and 
organization of these circuits are discussed. 

1. IN'l'RODUCTION 

The ferrite memory core has many attractive features as a switching 
element for digital computer circuits.1 ,2,3,4,5,6 It combines a memory 
function with the circuit equivalent of a switch, and it is small and in­
expensive. Furthermore, as a magnetic amplifier it can provide gain. It 
is also believed to be reliable, the only ambients to which it is susceptible 
being temperature, external magnetic fields and mechanical stress. In 
spite of this, its use in logical circuits has been mostly limited to access 
circuitry for magnetic memories. 

295 
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Why is this? One reason is that the maximum rate at which present­
day cores can be cycled is around 1 mc, the limitation being the rise in 
temperature produced by hysteresis losses. However, this speed is suf­
ficient for many systems, and materials are being continually improved 
in this respect. A more pertinent reason is to be found in the circuit ap­
proaches that have been used. Additional circuit components, and diodes 
and transistors in particular, are usually included. The result has been 
that the total count of semiconductor components in some cases - for 
example, shift registers - is not materially reduced compared to the 
equivalent all-semiconductor circuits. Thus, the reliability and cost are 
set mostly by the semiconductor components. In addition, in order to 
provide a correct impedance match between the magnetic and semi­
conductor components, it is necessary to use multiturn windings on the 
cores, and this considerably increases the cost of assembly. Therefore, 
the more general use of magnetic core logic is dependent upon the design 
of new circuits that materially reduce or eliminate semiconductor com­
ponents. This article describes the possibilities that have been examined, 
and it will be shown that an almost complete integration in terms of 
magnetic components may be possible. Means rather than applications 
will be stressed. 

Section II is tutorial in nature, and is intended to introduce the reader 
to the basic tenets of magnetic core circuitry including the terminology 
and models used, and also to the requirements of a fully integrated cir­
cuit. In Section III the requirements of combinational and sequential 
logic machines are discussed, and possible approaches to the design of 
a magnetic machine are introduced. An approach based upon the use of 
multiapertured cores is described in detail in Section IV, and experi­
mental data are presented. Section V describes approaches based upon 
the step-by-step propagation of flux patterns through a continuous flux 
conductor; there is little experimental information available in this case. 
Finally, the state of the art is summarized in Section VI. A full treat­
ment of this nature may help elucidate the possibilities and limitations 
of this particular approach to an integrated computer technology. It is 
hoped that dividing the article into sections in the manner described 
will simplify the selection of points of interest. 

II. GENERAL PROPERTIES OF CORE CIRCUITS 

For completeness, an account will be given of the properties of memory 
cores and the requirements of an integrated circuit. 

We shall be concerned with ferromagnetic materials that have the 
rectangular hysteresis characteristic shown in Fig. 1.7 ,8 Note the sharp 
threshold for switching from an upper to a lower state of magnetization, 
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Fig. 1 - B-H characteristic of a typical fast switching memory core ferrite. 

or vice versa. An objectionable feature is the fillet, which is found in ~ll 
of the ferrite materials and to a lesser degree in the permalloys, since it 
means that the switching threshold must be exceeded by an appreciable 
factor if a complete reversal is to be obtained. Sometimes it is perfectly 
satisfactory to operate on a minor loop, in which case the fillet is not 
troublesome, but for many of the circuits to be considered it would be 
better if the fillet were eliminated. It is to be hoped that materials will 
be developed to accomplish this. 

In the majority of cases to be considered, lines of magnetic flux can 
be completed entirely within the material, and the effect of air leakage 
can be neglected. This means that the magnetic field H, in oersteds, 
produced by an applied drive NI, in e.m.u., is given approximately by 
the expression H "-' 47rNI/L, where L, in centimeters, is the mean 
peripheral length of the core, irrespective of the manner in which the 
winding is placed on the core. This approximation may be invalid in 
cases where portions of the magnetic path are saturated. If a constant­
current drive is used to reverse the flux, the rate of change of flux as a 
function of time, dcp/dt, has the form shown in Fig. 2. The switching 
time, T, is normally defined as the separation between the 10 per cent 
points of the cp versus t waveform, and is approximately inversely pro­
portional to the applied switching field, as is shown in Fig. 3.8 The re­
sultant total flux reversal, 

i cpdt, 
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varies with drive in the manner shown in Fig. 4. At large drives the total 
flux reversal approaches a constant value CPo The gradual rise to this 
value can be attributed to the fillet. 

It is customary when analyzing core circuits to make the following 
approximations:2 (a) dcp/dt is constant during switching; (b) T(H -
H 0) = constant = 810 ; (c) the material has an ideal rectangular loop. 
In other words, it is assumed that it is possible to replace the wave­
form of Fig. 2 by one that is rectangular with the same enclosed area 
and time duration T; that of Fig. 3 by a straight line having the same 
mean slope and axis crossing; and that of Fig. 4 by a step function 
having the same mean amplitude <I> and axis crossing H 0 • These assump­
tions lead to the useful approximation for large drives 

dcp r-..J ~ r-..J cp(H - Ho) r-..J 47rcp (N1 _ 1
0
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where N I is the resultant constant-current drive and lois the threshold 
current for switching using a single-turn winding. Units are in e.m.u. 
Typical values for existing ferrites are Sw = 0.7 X 10-6 oersted-second * 
and <I> = 4 X 103 X A gauss-cm2

, where A is the minimum cross section 
of the core. The model is a crude one, but it has been found to give 
quantitative values useful for designing circuits that use either simple 
toroidal cores or multiapertured cores. 

It is customary to describe magnetic circuits schematically by means 
of mirror symbols.2 Toroidal cores are represented by heavy vertical 
lines, which may be regarded as end view projections. Winding leads 
are represented by horizontal lines and the winding turns coupled to 
the cores are indicated by short diagonal line segments ("mirrors") at 
the intersections. A simple example is given in Fig. 5. The sense of the 
field produced in the core is obtained by "reflecting" the applied current 
at the corresponding mirror surface. Thus, in Fig. 5, I will set the first 
core downwards. The sense of the voltages produced in coupled wind­
ings by a flux change are obtained by reversing the applied field and 
"reflecting" it at each mirror surface. Thus, in Fig. 5 as the core is set 

* Switching time may also be defined as the time interval between 10 per cent 
<I> and 90 per cent <I> points. For this definition, Sw ~ 0.2 X 10-6 oersted-second. 
The relevance of either definition will vary with the application. 
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Fig. 5 - Example of the mirror representation of a core circuit. 

downwards an emf is induced in the upper winding from right to left, 
that is, in a direction to oppose I. It will also induce an emf in the lower 
winding from left to right, that is, in a direction to produce a current i 
in the winding coupling the first and second cores. The current i is in a 
direction to set the second core upwards. 

The wiring complexity of a core circuit can often be reduced, and its 
efficiency increased, by using more complicated magnetic structures in 
place of the simple toroidal cores.9,10,l1,12,13 In order to follow the opera­
tion of these structures, it is only necessary to keep in mind two facts. 
First, flux continuity must be preserved. Second, when an mmf exceed­
ing threshold is applied, a flux reversal will first take place in the switch­
ing path presenting the lowest reluctance in preference to the remaining 
paths.1o With few exceptions, the lowest reluctance path is the shortest 
path having flux available for the reversal. 

Most multiapertured cores can be reduced to one of two types, or to 
a combination of the two. Representative of the first is the laddic struc­
ture,l° which has the property that all important flux paths are flux­
limited to the same extent. Representative of the second type is the 
transfluxor,9 which has the flux capacity of one path equal to the sum 
of the flux capacities of the remaining paths. In a sense, the laddic can 
be considered as consisting of a number of toroidal cores interconnected 
in series by magnetic linkages, while in the transfluxor the toroidal cores 
are interconnected in parallel. The magnetic linkages make possible a 
transfer of flux from one core to another without the use of a coupling 
winding. The latter, because of added resistive losses, reduces the effi­
ciency of circuits . 

. A modified mirror symbol representation will be used to describe 
circuits made with multiapertured cores. The procedure is illustrated 
in Fig. 6 for a two-hole transfluxor. Each leg of the core shown in Fig. 
6(a) is represented by a heavy vertical line in Fig. 6(b), the notation at 
the bottom giving the flux capacity set by the minimum cross section 



INTEGRATED MAGNETIC CIRCUITS FOR LOGIC MACHINES 301 

of the corresponding leg. The horizontal striated lines are included 
simply to draw attention to the fact that the legs are connected mag­
netically, so that a flux reversal in one must be balanced by an opposite 
reversal in one or both of the other two in order to maintain flux con­
tinuity. The preferred flux return will be through the closest available 
path. Apart from these last restrictions, each vertical may be treated as 
a separate core. As an example, assume that leg 1 is initially set up, legs 
2 and 3 down. Application of a current I to the winding shown will 
drive flux downwards in leg 1, and maintain downwards saturation in 
leg 3. The result will be that one flux unit (el» will be reversed in leg 1 
and returned through leg 2, which will be left set in the upwards direc-

(c) 
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Fig. 6 - Transfluxor, its mirror-symbol equivalent, and flux patterns. 
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tion. Applying the normal mirror circuit procedure, it will be seen that 
the result of setting flux up in leg 2 will be to induce an emf in the wind­
ing ab in a direction to drive current from terminal a through the winding 
to terminal b. This notation simplifies the explanation of the more 
complicated circuits. 

It is often helpful in describing the operation of these structures to 
represent the state of magnetization graphically by means of closed flux 
patterns. As an example, three of the possible states of magnetization 
of the transfluxor are shown in Figs. 6(c), (d) and (e). In this case, each 
of the flux arrows represents the saturation remanent flux capacity of 
each of the smaller legs. Thus, in Fig. 6(c) all legs are fully saturated; 
whereas in Figs. 6(d) and (e) legs 2 and 3 only are saturated, leg 1 hav­
ing zero resultant magnetization-which, it should be remarked, is not 
arrived at by a sinuosidal demagnetization, but by a partial reversal 
from a saturated state. A further subdivision of the flux patterns may 
be introduced if necessary, provided that the condition of flux continuity 
is maintained. It should be kept in mind that such flux patterns are 
merely a convenient fiction, and that the actual domain structure will 
be considerably more complicated. Nevertheless, the model is helpful 
and adequate for most purposes. It is usually sufficient to represent the 
state of magnetization of the individual legs by upwards or downwards 
pointing arrows, each representing one unit of flux, as in Fig. 6(b). 

Frequently, a multiapertured core can be replaced by an equivalent 
toroidal core circuit.l3 For example, the transfluxor shown in Fig. 6 can 
be replaced by the circuit shown in Fig. 7. The three magnetically linked 
legs of the transfluxor are replaced by three electrically coupled toroidal 
cores having appropriate flux capacities and thresholds. If the coupling 
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Fig. 7 - Equivalent core circuit of a two-hole transfluxor; 10 > i02 > i 01 , in 
order to allow for the difference in switching path lengths between the correspond­
ing legs of the transfluxor. 
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winding has zero resistance, then flux may be transferred from core 1 
to core 2 by II , and then from core 2 to core 3 by a current-limited 
drive 12 , as between the corresponding legs of the transfluxor. In general, 
however, the operation of the multiapertured core equivalent is simpler to 
explain. It is also inherently more efficient, because one part of the ad­
vance sequence is carried out by a flux transfer within the core itself, 
so that for this flux transfer there is no power dissipated in coupling 
windings. Furthermore, the use of multiapertured cores reduces the cost 
of assembly, since the cost of putting in coupling windings appears to 
be the most important single factor. 

It is possible to obtain a flux gain between stages of a core circuit by 
using an adequate turns ratio in the coupling winding. In order to 
illustrate this point, consider the circuit shown in Fig. Sea). Two cores 
are coupled by a closed winding of resistance R having n turns on core 
1, but only one turn on core 2. Let core 1 be initially set up and core 2 
set down by II. Now apply 12 to reverse the flux in core 1. Simultane­
ously a current i will be induced in the coupling winding in a direction 
to reverse the flux in core 2. The distributed inductance and capacitance 
of the winding can be neglected in a practical instance. Thus, consider­
ing instantaneous electromotive forces in the coupling winding, 

iR = n dCPl _ dq:2 
dt dt ' 

where the subscripts 1 and 2 denote core 1 and core 2, respectively. 
Accordingly, 

it dCP2 = n it dPI - it iR dt. 

Clearly, when R ~ 0 the flux change produced in core 2, if its flux 
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capacity is sufficient, will be n times larger than that produced in core 
1, and, for a finite value of R, it may be made at least equally large by 
a suitable choice of n. 

However, the provision of a turns ratio is not in itself always suf­
ficient for providing gain. To illustrate this point, consider the circuit 
shown in Fig. 8(b). Cores 1 and 2 are coupled together as previously, 
but in this case core 2 is also coupled to a following core by a similar 
winding. Core 1 is initially set up and cores 2 and 3 set down by 1 1 • 

Core 1 is now driven down by 12 in order to transfer its setting to core 2, 
as previously. However, in this case, the resultant mmf acting on core 
2 is reduced, because an opposing current i2 is induced in the winding 
coupling core 2 to core 3. Considering instantaneous electromotive 
forces in the coupling windings: 

Note that there is no cP3 term, because there is no flux reversal in core 3. 
Furthermore, according to the approximate model for the core circuit 
described previously, 

dcp2 I"V ! I"V 47r<p (i
l 

- ni2 - 1
0

) • 

dt 72 swL 

Therefore, introducing the values of i l and i2 in terms of cPl and cP2 , 

dcpl 
n(Ji - loR 

1 + n2 + s~~:· 
It follows that, for R > 0, the maximum rate of switching of core 2 
is less than one-half that of core 1. Thus, it is impossible to transfer 
even one-half of the flux setting of core 1 to core 2 for any value of n. 
Therefore, some method of decoupling forward coupling windings during 
the advance phase is necessary in addition to a turns ratio if flux gain 
is to be obtained. 

An additional reason for including a decoupling feature is the need 
for preventing adverse backwards propagation of a flux setting. This 
situation can be explained by reference to Fig. 8(c), which again shows 
a series of interconnected cores. In this case flux is initially set up in 
core 1 and down in the remainder by 1 l. During the advance phase 
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the flux in core 1 is to be driven downwards by 12 , in order to advance 
its initial setting to core 2, as previously. However, in this case a current 
io is also induced in the back winding coupling core 1 to core O. This 
current is in a direction to set flux upwards in core 1, and therefore 
there must also be provision for preventing this. 

In conventional core circuitry the necessary decoupling is achieved 
by including a diode or transistor in the coupling windings. It is its 
function that must be replaced by magnetic components in a fully 
integrated circuit. 

The question of decoupling and gain has been dealt with at some 
length because its understanding is crucial to the design of integrated 
magnetic circuitry. The need for gain to compensate for circuit losses 
and to permit fanout is obvious, but the failure to recognize the need 
for decoupling is a common pitfall. The analysis presented here is based 
upon a relatively crude model of a core circuit, and the behavior of an 
actual circuit may be somewhat worse or possibly better, depending 
upon the actual properties of the cores. It may be better if the core has 
a re-entrant hysteresis characteristic of the kind found in some of the 
permalloys,14 In these materials once the static threshold (H 0) is exceeded 
and switching commenced, the threshold for continued switching de­
creases as shown in Fig. 9. This can result in an additional flux gain 
relative to that calculated from a model based upon the ideal rectangular 
characteristic. However, this possibility has not been studied extensively 
and so will not be considered further. 

III. REQUIREMENTS OF COMBINATIONAL AND SEQUENTIAL CIRCUITS 

Simple logic machines, which must generate a unique Boolean func­
tion of a set of input variables that are coincident in time, are best 
constructed with combinational circuits for fastest performance. For 
these systems the situation is fairly satisfactory. For example, any 
switching function can be generated by a single laddic or a combination 
of other magnetic components. Semiconductor components may be re­
quired in the input and output circuits in many cases, but the total count 
relative to completely semiconductor circuits is small for complicated 
switching functions. 

More complicated machines, particularly general-purpose machines, 
must be constructed with sequential circuits. The logical inputs in this 
case are presented sequentially in time, and the outputs obtained at 
any particular time are used to provide the inputs during the next phase 
of the sequence. In other words, the state of magnetization of a magnetic 
circuit set during a first phase must be capable of determining the setting 
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Fig. 9 - Example of a re-entrant hysteresis loop found in stressed 59-permal­
loy. In order to initiate a flux reversal a field exceeding the static threshold, value 
H 0 , must be applied. However, once switching ha~ commenced it can continue 
under an applied field less than H 0 . The normal loop (N) is measured in the con­
ventional way. The dynamic loop (D) is obtained by first applying a field exceed­
ing H 0 to initiate switching and then immediately reducing it. 

of another during a second phase. There must, therefore, be provision 
for storage, gain and unidirectional transfer of a sequence of bits. The 
remainder of this paper will be mainly concerned with this kind of 
organization. 

There are two basic approaches possible. The first, which is considered 
in Section V, is more in the nature of a true magnetic circuit concept in 
that it involves the step-by-step propagation of discrete flux patterns 
through a continuous magnetic structure. It is the more elegant ap­
proach because the bit information may be kept in magnetic form 
throughout an entire sequence of logical operations, being translated 
to electrical form only at the input and output terminals. 

The second approach is more conventional; separate cores are used 
for each combinatorial phase of the operation and are interconnected 
by coupling windings. The core itself provides the required storage 
function, and, as discussed in Section II, a flux gain between stages can 
be obtained by means of a suitable turns ratio in the coupling windings, 
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provided that there is also provision for decoupling at the appropriate 
times and for preventing backwards propagation of the bit information. 
As mentioned previously, in conventional core circuits the decoupling 
is obtained by including a diode or transistor to block undesired cur­
rents. It is the function of these diodes that must be reproduced. It 
should be noted that only the nonlinear resistance property of the diode 
is important. Other nonlinear components could be used, but the present 
discussion will be limited to consideration of the use of the nonlinear 
property of the cores themselves. The fact that a current drive must 
exceed a certain amplitude before it can produce a flux reversal means 
that the core can be considered to have a current sensitive switch in 
series with its input. The function of the diode could be replaced by 
such a switch. All circuits proposed so far using both simple toroidal 
cores and multiapertured cores make use of this feature. I5 ,I6,17 As men­
tioned in Section II, multiapertured core circuits have definite ad­
vantages. For this reason circuits using simple toroidal cores will not 
be considered. Rather, in Section IV the discussion will be limited to a 
consideration of a multiapertured core circuit that fulfills the basic re­
quirements. Because a certain amount of flux steering can be accom­
plished within the multiapertured cores, their use actually represents a 
compromise between the two approaches. 

For small systems it is possible to perform a limited amount of se­
quential logic using laddics and related devices as the circuit elements. 
These possibilities have been described previously.Io It should also be 
noted that parametron and ferroresonant magnetic core circuits also 
fulfill the stated requirements.18 ,19 Complete logical systems based upon 
the former have been reported. However, they do not enter naturally. 
into the present discussion, which is concerned primarily with the use of 
cores exclusively. It should only be remarked that they appear to share 
similar speed-power limitations. 

IV. CORE CIRCUITS 

The problem of organization of a synchronous sequential machine is 
a complex one. For the present class of circuits, the most profitable 
starting point is to use a shift register having associated combinational 
components. As noted previously, all the operations for combinational 
logic at a given stage of the advance sequence can be performed on a 
single core, which might, for example, take the form of a laddic with a 
transfluxor output. This paper will mostly be concerned with the design 
of the shift register. 

The circuits to be described in this section are based upon the trans-
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Fig. 10 - (a) Skeleton shift register circuit; (b) initial flux setting; (c) primed 
flux setting; (d) advanced flux setting; (e) complete circuit. 

fluxor structure shown in Fig. 6. The framework of the shift register is 
shown in Fig. 10(a). Leg 3 of each core is coupled by a closed winding 
to leg I of the following one. The resistance shown in Fig. 10(a) is the 
resistance of the winding itself, normally a few tenths of one ohm. A 
turns ratio is used to give the flux gain necessary to make up for transfer 
losses. * In practice, it is convenient to make n = 2. The flux setting of 
each leg will be represented by arrows in Figs. lOeb), (c) and (d), each 
arrow representing one unit of flux (<I». 

Alternate cores are used as information cores at each stage in the 
advance sequence; the remainder are in a "cleared" state. In other words, 
at one stage in the sequence the bit information will be stored in the odd­
numbered cores, at the next stage it will be advanced into the adjacent 
even-numbered cores, etc. As an example, in Fig. 10Cb) the odd-num­
bered cores 1 and 5 are shown set in the "zero" state, core 3 being set 

* It should be possible to use a unity turns ratio in the coupling loop by taking 
advantage of the flux gain mechanism produced by are-entrant B-H characteris­
tic as mentioned in Section II. However, the materials property necessary is 
somewhat critical, and as a result the alternative complication of a turns ratio is 
preferred at present. Furthermore, the flux gain is then sufficiently large that the 
allowable tolerances are improved. 
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in the "one" state. The corresponding flux patterns are shown in Fig. 
6(c) and Fig. 6(d) respectively. These two states correspond to the 
"blocked" and "unblocked" states of a transfluxor. 9 The "clear" state 
also corresponds to the "blocked" condition. Observe that it has been 
possible to change the flux pattern to insert a one into core 3 without 
producing a flux change in leg 3, which would induce an emf in the 
winding coupling core 3 to core 4. Therefore, it was possible to effect a 
full flux transfer from core 2 to core 3 without including the diode, which 
was required in the conventional toroidal-core circuit discussed in con­
nection with Fig. 8(b). 

The bit information may be transferred from the odd-numbered cores 
to the following even-numbered cores, leaving the former in the "clear" 
state, as follows: 

The information cores are first "primed" by applying a drive to leg 3 
of every core in a direction to switch flux upwards. This is the P (prime) 
drive shown in the complete circuit, Fig. ID(e). It is limited in current 
amplitude so that although it can switch flux between legs 2 and 3, that 
is, around the small hole of the transfluxor, it cannot produce a flux 
reversal around the longer path including legs 3 and 1. The P drive will 
not affect the zero or "clear" cores. However, in a core which contains 
a one it will set leg 3 up and leg 2 down. In other words, the flux pattern 
is changed from that shown in Fig. 6(d) to that shown in Fig. 6(e). As 
leg 3 is being set up, a current will be induced in the winding coupling 
cores 3 and 4. However, the direction of this current is such that it does 
not change the flux setting of core 4. The final setting of all cores follow­
ing the P phase is shown in Fig. ID(c). Note that it was at this point that 
advantage was taken of the threshold characteristic of the core, in this 
case to prevent the improper conversion of a zero into a one. The closest 
corresponding situation in the conventional toroidal-core circuit was the 
adverse backwards propagation of a one. 

Observe that the current that was induced in the winding coupling 
cores 3 and 4 was limited only by the winding resistance. This current 
acted in opposition to the applied drive, and therefore reduced the mmf 
acting on leg 3. It follows that leg 3 switched quite slowly during this 
phase, and that a full reversal will have taken place only if the P current 
was applied for a sufficient length of time. It is not necessary for the 
successful operation of this circuit to produce a complete reversal, be­
cause attenuation of flux by an incomplete reversal can be compensated 
for by the gain provided by the turns ratio of the coupling loop. How­
ever, the flux reversed must exceed a certain minimum, and so there is 
a corresponding minimum time for bit propagation. 
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The information cores are now to be "cleared" and the bits advanced. 
To do this, a drive is applied to the Al (advance) winding shown in Fig. 
10Ce). Cores 1 and 5 are already "blocked", so that there is no change 
in their flux patterns nor in those of the coupled cores 2 and 6. On the 
other hand, core 3 is driven from the "one-primed" to the "clear" state. 
This flux reversal induces a current in the coupling winding between 
cores 3 and 4 in a direction to reverse flux in leg 1 of core 4. The Al drive 
prevents a flux reversal in leg 3 of either core 4 or core 2. Therefore, the 
sum result is to set leg 2 of core 4 in the upwards direction to give the 
flux pattern shown in Fig. 10(d). The bit information has now been ad­
vanced into the even-numbered cores. Subsequently, the latter can be 
primed (by P), and then cleared (by A 2) to advance the bits one further 
stage back into the odd-numbered cores. In this manner by applying 
the sequence of drives P, AI, P, A 2 , the bits may be propagated from 
left to right through the register. 

This circuit may be analyzed by means of the approximations de­
scribed in Section II. In the Appendix, it is shown that the resistance, 
R, of the coupling winding has a maximum permissible value because of 
the requirement that there be a flux gain of at least unity between stages. 
The minimum switching time, Tp , possible for a P phase is obtained by 
making the winding resistance equal to this maximum value. For a 
large ratio of the diameter of the large hole to that of the small hole 
(Tp)min is approximately proportional to 8 w / H 0 • Since 810 cannot be re­
duced appreciably below existing practical levels, it is necessary to in­
crease H 0 in order to decrease Tp • Therefore, higher switching speeds can 
be obtained only at the expense of a corresponding increase in drive 
power. 

It is not necessary for the resistance of the coupling winding to be 
exactly equal to the maximum value in order to obtain the maximum 
speed for the P phase, since, as noted previously, a partial flux reversal 
is permissible. Therefore, the time duration of the P phase may he set 
by the width of the drive pulse rather than by the actual switching time, 
permitting considerable latitude for the choice of the resistance of the 
winding. If speed is unimportant, there is no lower limit for R, since, 
given sufficient time, a flux reversal during the P phase can always be 
completed irrespective of the resistance of the coupling winding. 

The switching time during an A phase is limited only by the amplitude 
of the current drive practicable. Therefore, the speed of the circuit is 
limited primarily by the P phase, and the cycle time required to advance 
a bit one stage is approximately equal to 2Tp • Measured values of the 
minimum value of Tp for three commercial multiapertured cores are 
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given in Table 1. It will be seen that the 3665 core is capable of a bit 
handling capacity, !( Tp + T A)-t, of the order of 5 X 104 per second. By 
improving the design of the core as discussed, it should be practical to 
increase this figure by perhaps an order of magnitude, but a further 
increase in speed will probably depend upon the development of im­
proved materials, since the drive requirements become excessive. 

The peak power requirement occurs during the A phases, when a flux 
reversal must be produced around the large hole of each core containing 
a one. At the same time, current must be supplied to make up for that 
taken by the coupling windings. The total drive current required using 
single turn windings is approximately I tn2/(n - 1), where It is the 
current required to produce a flux reversal around the large hole of an 

TABLE I-MINIMUM SWITCHING TIMES AND OPERATING CURRENTS 

FOR SHIFT REGISTERS USING THREE COMMERCIAL CORES 

EI, E2, PI = P2 = PI = P2 = Al = A2, (Tp.)min, 
Core number ampere- ampere- P (max.), P (min.), ampere- mlcro-

turns turns ampere- ampere- turns seconds turns turns 
----

RCA XF-3665 0 0 0.56 0.46 9 8 0.5 0 0.56 0.46 4 

RCA XF-3668 0 0 0.39 0.27 5 30 

General Ceramic F-1023-S6 0 0 0.14 0.12 2.4 
0 0 0.15 0.10 3 38 0.1 0 0.14 0.12 1.2 
0 0.1 0.21 0.12 3 

unloaded core in time t. Thus, for n = 2, the advance current is 4It • 

The peak back emf developed in a single turn for each bit is approxi­
mately equal to pit. Therefore, the peak power requirement is equal to 
4It X pit, or approximately swPL/rr-t2. In a typical situation, this 
peak power is approximately 0.4 watt/bit for t I""V 1 microsecond. The 
average power needed is less by a factor tiT, where T is the total cycle 
time for advancing a bit. The power required for the P phase is less, 
since switching takes place at a slower rate. The average power dissipa­
tion in watts/bit is approximately 10-6 times the bit rate for the com­
mercial cores. It is interesting to note that almost exactly the same figure 
has been reported for parametron and ferroresonant shift register cir­
cuitS.18 ,19 

The A drive current has wide margins. It is only necessary that it be 
sufficient to clear the cores within a few microseconds. On the other 
hand, the magnitude of the P drive currents must be kept within fairly 
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well defined boundaries, as shown by Fig. 11. Curve A shows how the 
total flux switched around the small hole of an "unblocked" core varies 
with the applied drive, and curve B shows the same relation for switching 
around the large hole of the core when "blocked." The P drive must lie 
within the boundaries delineated by the hatched region. If it exceeds 
the right-hand boundary it will produce unwanted switching in a core 
containing a zero, so that zeroes may gradually be converted into ones. 
On the other hand, if it falls below the left-hand boundary insufficient 
flux will be switched in a core containing a one, so that the one will be­
come attenuated even though there is provision for a small flux gain 
between stages. The boundaries shown in Fig. 11 are the measured values 
obtained from experimental re-entrant registers. They can be consider­
ably improved by suitable design of the geometry of the core. 

Additional drive windings can be incorporated to increase margins, 
to increase speed and to reduce the drive current amplitudes. For ex-
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Fig. 11 - Threshold characteristics for two commercial cores: curve A indi­
cates total flux switched between leg 3 and leg 2 versus the drive current applied 
to leg 3 of an initially "unblocked" transfluxor; curve B indicates total flux 
switched between leg 3 and leg 1 versus the drive current applied to leg 3 of an 
initially "blocked" transfluxor. 
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ample, in Fig. 10(e) an additional winding, EI , is shown. It may be 
used during each A phase to bias cores, which are receiving bit informa­
tion, up to the threshold needed to switch flux between legs 1 and 2. It 
therefore reduces the current required in a coupling winding to switch 
a one into a core and, therefore, the magnitude of the A drive necessary 
to complete switching in a prescribed time. A second winding, E2 , can 
be used during the P phase. It provides an mmf around the large hole 
that acts counter to the P drive, making possible an increase in the up­
per limit of the P drive and the corresponding maximum bit rate. Other 
windings of this nature can be incorporated. However, all such windings 
can at best only increase the speed by a factor of two. These additional 
windings can normally be driven in series with the corresponding major 
drive windings, so that additional current sources are unnecessary. In 
this connection also, the P drive can conveniently be supplied by a dc 
source, so that only two pulse sources are necessary, one for Al and 
another for A 2 • Thus, in a sense, only a two-phase drive circuit is 
needed, but there must be adequate spacing between Al and A2 pulses 
to allow for the slow priming operation, due to the use of a dc source for 
the P current. 

The circuit can be modified in various ways to reduce the peak cur­
rent amplitudes required. As an example, consider the circuit shown in 
Fig. 12(a). It uses a core that has small holes between legs 1 and 2 and 
between legs 3 and 4, and a large hole between legs 2 and 3. Each leg 
in this case has a flux capacity, <P, of one unit. The additional small hole 
makes it possible to clear the information cores in the back direction 
during the P phases, thereby eliminating the additional current that 

i1il~ff[~if[~J!~tr~f~ (a) __ __ _ __ _ __ JJ J 
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Fig. 12 - (a) Modified circuit; (b) initial flux setting; (c) primed flux setting; 
(d) advanced flux setting. 
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the A drive must provide in the circuit of Fig. 10(e) to compensate for 
that dissipated in the coupling loop in the back direction. The operation 
of this circuit can be followed by studying the sequence of flux patterns 
shown in Figs. 12(b), (c) and (d). The cycling pattern in this case is PI, 
Al ,P2 ,A 2 ,PI, .... A dc source can again be used for both PI and P 2 • 

Experimental shift registers have been built based on both the cir­
cuits of Figs. (10(e) and 12(a) using each of the cores listed in Table I. 
They have been operated in re-entrant circuits, i.e., with the output of 
the final core in the chain coupled directly to the input of the first with­
out intermediate amplification. Fig. 13(a) shows the output that was 
obtained from one of the cores in a re-entrant three-bit chain using 
XF36G5 cores in the circuit of Fig. 10(e) when a one, zero, zero was be-

(a) 

(b) 

(c) 

Fig. 13 - (a) Waveforms appearing across the output of one transfluxor in a 
re-entrant register circulating a 1, 0, 0 pattern. Vertical calibration = 0.15 volt/ 
turn/division; horizontal calibration = 500,us/division. (b) Output waveform for 
a one. Vertical calibration = 0.15 volt/turn/division; horizontal calibration = 0.1 
,us/division. (c) Output waveform for a zero. The maximum noise signal is also 
shown superimposed. The calibration is the same as that for (b). 
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ing continuously circulated. Figs. 13(b) and (c) show the corresponding 
waveforms for a one and a zero on an expanded time base. The operat­
ing currents are shown in Table 1. The values given for A I ( =A 2) are 
the minimum values needed for reliable operation using the correspond­
ing minimum values for P I ( =P2). 

The ampere-turns required to drive these circuits are large, but not 
beyond the capabilities of transistors. For example, the 2N 417 and the 
2N 580 can be used to give pulses between 1 and 2 amperes in amplitude. 
In addition, components such as the General Electric controlled-recti­
fier C35F can provide pulses up to 150 amperes peak amplitude. They 
have been used as switches to discharge pulse-forming network drivers. 
Relay contacts have also been used. The waveform of the drive pulses 
is not critical. A rise time of 0.5 microsecond is adequate. 

It should also be remarked that it is a simple matter to introduce 
multi turn drive windings in order to reduce the current for a given 
ampere-turn drive. The cores can be mounted in such a manner that 
each turn consists of a single wire threaded straight through an in-line 
assembly of alternate cores. Multiple turns can then be obtained by in­
terconnecting the individual wires of a multiconductor cable at the ends 
of the register. A photograph of an experimental 10-bit register module 
is shown in Fig. 14. The cores were assembled and wired upon the two 
jig rods shown in (a), and then pushed together for close packing. The 
circuit was then mounted on a printed circuit card and potted, as shown 
in (b). It was unnecessary to preselect the XF3665 and F-I023-S6 cores 
used in re-entrant registers, except to reject those that were obviously 
mechanically damaged. However, this was not the case for the XF3668 
cores. Registers up to 800 bits (1600 cores) capacity have been operated.20 

The register can be interrogated nondestructively at each stage of the 
shift, since the flux patterns for a one and a zero correspond to those of 
a transfluxor in the "unblocked" and "blocked" states. Thus, each core 
can be interrogated nondestructively in the normal manner.9 It is con­
venient to use an additional small hole in the structure for this purpose. 
Fig. 15 shows the waveforms obtained upon nondestructively interrogat­
ing two register cores containing a one and a zero respectively. 

Because of the gain feature, fanout is practical. In other words, one 
or more inputs may be driven in parallel by each output. Each fanout 
will reduce the maximum bit rate, because each added coupling winding 
will increase the total counter mmf produced during a P phase by the 
induced currents. If there are N fanouts, the switching speed during 
a P phase is reduced by a factor a little less than N. The A drive on 
the core must also be increased by a corresponding factor in order to 
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Fig. 14 - (a) Ten-bit shift register cores assembled on jig. There are ten paral­
lel inputs on the left-hand side, and ten parallel outputs on the right-hand side. 
The clock windings run parallel to the jig rods. (b) Register mounted on printed 
circuit card and potted. 
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Fig. 15 - (a) Output waveform obtained by nondestructive interrogation of a 
core containing a one. (b) Output waveform obtained when the core contained a 
zero. Vertical calibration = 0.1 volt per division; horizontal calibration = 2 J.l.S 
per division. 

compensate for the increased total of coupling currents loading the core. 
Experimentally, a fanout of three has been demonstrated. 

As an example of the use of fanout and the incorporation of an addi­
tional simple combinational operation, consider the circuit shown sche­
matically in Fig. 16, and in its entirety in Fig. 17.21 Outputs x and yare 
inserted into an exclusive-OR circuit. The output of the latter provides 
the input for the register. It can easily be shown that this circuit will 
successively generate all combinations of four bits except four zeroes. 
For if the register initially contains 1000, during the next advance the 
exclusive-OR circuit will insert a zero into the input of the register, 
which will now contain a 0100; subsequent advances will give 0010, 1001, 
etc., for a total of 15 terms before the initial setting is repeated. 

4- BIT REGISTER 

Fig. 16 - Example of a synchronous sequential machine that can be con­
structed entirely with multiapertured cores. 
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Fig. 17 - Complete circuit for the machine shown in Fig. 16. The P and A 
drive windings are omitted for clarification, since they are exactly the same as 
those shown in Fig. 12, with the exception of core 6, which must have a doubled 
Al drive winding because of the fanout at that point. 

The three-hole core circuit of Fig. 12(a) was used for the register. 
The exclusive-OR function was derived by connecting the outputs from 
the third and fourth bit position of the register, cores 6 and 8 respec­
tively, in series opposition to drive the input core, core 1, as illustrated 
in Fig. 17. Core 1 has an additional small input aperture, obtained, as 
indicated in the mirror circuit representation, by segmenting the first 
aperture with a magnetic interconnection. When I x alone is present, a 
one is inserted into core 1 by means of a flux reversal around the path 
including leg 3 and the lower input section of leg 1. When I y alone is 
present, the reversal path includes leg 3 and the upper input section of 
leg 1. When both I x and I yare present, or both are absent, the resultant 
drive is zero, and there is no switching in core 1, i.e., a zero is inserted. 
The output from a single core in this circuit shows the repetitive pattern 
of 15 settings as the bit patterns circulate, Fig. 18. 

In summary, it appears that, with sufficient ingenuity, core circuits 
can be designed that should satisfy the stated objectives. This can be 
done at the expense of a considerable reduction in the maximum system 
speed possible compared to a core-diode system using the same cores, 

Fig. 18 - Output obtained from an experimental model showing the repetitive 
pattern of fifteen bits that was generated, i.e., 001111010110010. 
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but for many applications in the telephone system speed is not a pri­
mary requirement. For elementary systems, the operating conditions 
have been shown to be reasonably practical and can be improved by 
designing the device with this application in mind. 

As mentioned previously, two other circuits based upon the trans­
fluxor have been described in the literature,16,17 and there are a number 
of variations possible. Their operation differs in detail, but an analysis 
shows that their performances with respect to drive requirements and 
speed are generally similar. A detailed analysis giving the design param­
eters of these circuits is presented in the Appendix. 

V. SHEET LOGIC 

The idea of performing logic by a step-by-step transfer of a flux pat­
tern through a continuous magnetic structure is an appealing one for 
the reasons given previously. Known methods of this kind, unfortunately 
are especially reliant upon the threshold characteristics of the materials, 
and all advance drives must be amplitude-limited. Furthermore, there 
is no provision for gain. However, the techniques are of interest and 
there are some potentially useful applications, so that a detailed consider­
ation is justified. 

Two complementary approaches will be considered. The first makes 
use of the threshold characteristics of multiapertured structures,6,13 
while the second adds the influence of the depolarizing fields produced 
when the structure is open, i.e., when the flux pattern is closed by air­
flux outside the structure.22 ,23,24 A third possibility is based upon the use 
of flux summation structures. However, the latter can usually be re­
duced to toroidal core circuits, which have been described in the litera­
ture6,25,26 and do not appear to fulfill all the requirements for a synchro­
nous sequential machine. Therefore, this approach will not be considered. 

An elementary example illustrating the propagation of flux in a multi­
apertured structure is shown in Fig. 19. A laddic structure is used, its 
feature being that the flux capacities of the rungs, and preferably that 
of the side-rails also, are all equal. To begin with, the flux pattern shown 
in Fig. 19(a) is established. The flux around alternate windows is mag­
netized in an anticlockwise sense to the left of rung 5, and in a clockwise 
sense to the right. Rung 5 is left in a neutral state of magnetization. A 
first advance pulse, AI, is now applied. It produces an mmf in a direc­
tion to drive flux downwards in rungs 3, 5, 9, 11, 15, 17, "', as shown 
in Fig. 19(b). Of these, only rung 5 has flux available for a reversal. 
There are two possible return paths for this reversal: to the left of rung 
5 through rung 1, or to the right of rung 5 through rung 7. The first 
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Fig. 19 - (a) Initial flux pattern in laddic stepping switch; (b) circuit dia­
gram; (c) flux pattern following one advance step; (d) successive outputs obtained 
from an experimental structure as the bit pattern was propagated through suc­
cessive odd-numbered rungs. 
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path is almost twice as long as the second. Therefore, if the Al current 
is limited, so that it is below the threshold required for switching between 
rungs 5 and 1, only the reversal between rungs 5 and 7 can take place. 
Thus, following the A I drive the flux pattern becomes that shown in 
Fig. 19(c). It will be seen that the initial flux pattern has been displaced 
two rungs to the right to rung 7. Similarly, the flux pattern will be dis­
placed an additional two rungs to the right following each of the suc­
cessive drives A2 , A3 , A I, ..•• In this manner, the bit information 
represented by the neutral magnetization of a rung can be propagated 
step-by-step from left to right. By adding a fourth phase, it is possible 
to use the same structure as a self-clearing shift register. 

Many alternative arrangements are possible, making use of modified 
advance windings or structure, or both. However, they are all subject 
to the same limitations, depending very much on the threshold charac­
teristics of the materials, and require amplitude limited drives through­
out. As a result at each step, a little flux may be transferred beyond the 
required point, (or left behind), because of an inferior threshold charac­
teristic. In addition, any departure from the correct geometry - e.g., 
an overlarge rung - will also result in a deterioration of the flux transfer. 
These effects are cumulative, so that the result is a continuous attenua­
tion of the flux pattern. For example, in an experimental model the flux 
transferred to the correct rung was reduced by approximately 7 per cent 
at each step. As an example, the successive outputs obtained as the bit 
pattern was propagated through the successive odd-numbered rungs, 
7,9,11, 13, 15, 17 and 19 respectively, are shown in Fig. 19(d). 

The second method is best introduced by considering the example of a 
magnetic tape, which has an easy direction of magnetization parallel to 
its long axis. Let it be fully magnetized in this direction, say from right 
to left. Now let a field be applied in a direction to reverse the magnetiza­
tion in a small segment, ab, as illustrated in Fig. 20; for example, by 
means of a small solenoid. In this case, flux closures must be completed 
by air-flux (not shown). Under these conditions, the segment ab is 
subjected to demagnetizing fields, which increase as the length ab is 
decreased, and, in fact, if ab is too small the reversed setting will be 
unstable once the applied field is removed. In consequence, it will be 
possible to produce a stable zone of reversed magnetization only if ab 
exceeds a critical length, which is dependent upon the thickness, width 
and magnetic properties of the tape. 

Once a stable reversed segment is produced, it can be extended if a 
pulsed current is applied to an adjacent solenoid that is less than the 
critical length. This solenoid would not be capable of establishing a 
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Fig. 20 - A reversed segment in a magnetic tape. 

permanent reversal in the absence of an adjacent reversed segment, but 
it can do so if the latter is present, because the demagnetizing field is 
reduced. Therefore, it is possible to propagate a bit, which, in this case, 
is represented by the presence or absence of a reversed segment bounded 
by a 180 0 butt domain wall, in a similar manner to that used for propa­
ating the bit pattern in the laddic. The corresponding circuit is shown in 
Fig. 21, which uses mirror symbols to show the sense of the windings, 
AI, A2 and A 3 • Each winding acts upon every third segment, e.g., 
ab, de, etc., and each segment is less than the critical length but greater 
than one-half of it. Assume that the tape is initially magnetized from 
left to right on the left of a, and in the opposite direction on the right. Now 
apply the A I drive. It acts to reverse magnetization in every third seg­
ment - ab, de, etc. - but, because each is less than critical in length 
and alternate segments are spaced by more than one critical length, it 
will succeed in producing a permanent reversal in ab only, thereby ad­
vancing the wall from a to b, as discussed. Similarly, as the successive 
drives A2 , A3 , A I, •.. are applied, the wall is advanced step-by-step 
from left to right. 

MIRROR 
SURFACE, 

"-
a\ b c d e f 9 h L j 

I-i , I 
V : : I I I I I I -~ I I I I I I I 

/ I / I I I : : : : : J I I I 
i i i i 

} 
TAPE./ 

DRIVE WIRE- -

Fig. 21 - Circuit diagram of a magnetic strip stepping switch. 
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As for the laddic structure, the threshold characteristics of the material 
must be well defined, and the drives must be amplitude-limited, since 
the effective length of each segment of the reversal field depends upon 
both the current amplitude and the length of the solenoid. Both the 
laddic and tape devices operate in a similar fashion, and synchronous 
sequential circuits using either can be designed. However, the latter are 
simpler to describe and also appear to be the more promising from a 
practical viewpoint. Therefore, they will be used as the basis for further 
discussion. 

The function of the circuit shown in Fig. 21 is that of a stepping switch 
or counter, since an emf will be induced in turn in output windings 
placed at intervals along the structure. This must be reset every time 
the butt wall reaches the terminal output winding. The uses of such a 
device are limited, but, by a slight modification of the advancing circuits, 
it is possible to restore the magnetization of the strip to its reset direc­
tion to the rear of the reversed segment as the latter is being propagated. 
In this case, it becomes possible to propagate a series of reversed seg­
ments simultaneously, and the device can be used as a shift register.22 ,23 

A minimum of four advance phases is necessary. 
This circuit could be used as the basic building block of a synchronous 

sequential machine, as discussed for the core circuits. However, if the 
register must provide parallel outputs for the electrical input to a similar 
device, the transferring drive current should not be limited to the same 
extent as are the advance currents. In other words, the transfer drive 
should be capable of supplying the additional ampere turns required in 
the output winding, in addition to the drive required for the operation 
of the unloaded register. This requirement can best be met by designing 
the circuit so that the output winding is coupled to the tail end of the 
bit segment at the appropriate clock time. The output emf is then pro­
duced by the drive, which serves the primary purpose of restoring the 
magnetization of the end section of the bit segment to the reset direc­
tion, thus clearing the tape to the rear. This drive need not have the 
same amplitude limitation that was imposed upon the advance currents. 

A shift register circuit, which uses electrically interconnected short 
tapes in much the same way as cores were used in Fig. 10, is illustrated 
in Fig. 22. A stable reversed segment, ab, representing a one in the first 
tape can be advanced into the adjacent segment, be, which is smaller 
than the critical length, without modifying the setting of the adjacent 
tape, which is in the "cleared" or zero state. This comprises the priming 
operation. The first strip is then reset to the "clear" state (by an un­
limited amplitude drive), thereby inducing a current in the coupling 
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winding in a direction to set a one into the following tape in its ab seg­
ment. Reverse propagation can be inhibited as before. The interesting 
feature of this circuit as compared to the core circuit is that the mag­
netic structure is threaded through the windings, rather than vice versa. 
This could simplify the assembly advantageously. 

It will be clear that the strip register meets the requirements of a basic 
building block for a synchronous sequential machine. Fanout can be 
achieved by electrical interconnections between tapes, as in the trans­
fluxor circuits. However, in this case an interesting and reasonably prac­
tical possibility is to obtain a fanout by an actual physical branching. 
In practice, this can be achieved by replacing the single tape with a 
number of separate flux conductors, which are driven in common up to 
the branch point but individually beyond there, where necessary. Fan­
in can be similarly obtained. The total number of branches is limited, 
since each fanout will reduce the magnitude of the flux quantity repre­
senting a bit. However, this is not a serious limitation. 

In principle at least, it should be possible to make quite extensive 
synchronous sequential machines by these techniques. Thin magnetic 
film or wire technologies appear particularly suitable for their fabrica­
tion. Unfortunately, experimental work in this field has been very limited, 
so that the actual capabilities are unknown. However, there has been 
sufficient experimentation to demonstrate the feasibility of these pro­
posals.22 ,23 The critical length of a stable reversed segment is of the order 
of one millimeter in nickel-iron films and wire. The actual range and 
uniformity of the critical length for different materials have not been 
studied extensively, but an examination of the shape of a reversed seg­
ment suggests that there is going to be a practical minimum limit. To 

a q c d a 
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b c d 

I ! I I 1 I 
<;f 

TAPE--' 

COUPLING WINDING 

"a" OR CLEAR CLEAR 

·"1" CLEAR .. 
FLUX 

SETTINGS "1- PRIMED" CLEAR .. 
CLEAR "I" 

•• 

Fig. 22 - A magnetic strip shift register circuit that is analogous to the core 
circuit of Fig. 10. 
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Fig. 23 - Photograph of a 1800 butt wall domain. 

illustrate this point, a photograph of the structure of a reversed segment 
in a thin nickel-iron film is shown in Fig. 23. The photograph was taken 
through a polarizing microscope, which delineated the region of reversed 
magnetization by the different rotation of the plane of polarization that 
it produced. It will be seen that the domain wall is very irregular, vary­
ing in position by approximately 0.25 mm. The critical length must, 
of course, be much larger than this irregularity, or its threshold will be 
poorly defined. 

The question of speed is an interesting one. The limiting speed of an 
unloaded continuous-tape shift register is set by the time required for 
an unstable reversed segment to revert to normal magnetization when 
an advancing field is removed. This time will decrease as the length of 
the segment is decreased, so that the greatest speed is obtained by mak­
ing each segment equal to its minimum value, which is one-half of the 
critical length for the four-phase shift register. The reversal time can be 
decreased by using a material having a higher threshold field, all other 
parameters being kept unchanged, but at the same time the drive cur­
rent must be increased. Thus, in this case also, increased speed can only 
be obtained at the expense of an increased drive. 

VI. DISCUSSION 

An attempt has been made to coordinate the known ways to exploit 
the properties of rectangular loop magnetic materials in order to build 
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synchronous sequential machines using a minimum of other components. 
The requirements stipulated were that the circuits should have a ca­
pacity for gain, memory and unidirectional transmission of data. These 
requirements were shown to be met by two related systems, the first 
using an assembly of electrically interconnected cores, and the second 
using an assembly of continuous-flux conductors; the latter must use 
electrical interconnections where gain is required, and a modicum of flux 
steering can reduce winding complexity in the former. Of the two, the 
first is immediately practical, at least for simple sUbsystems such as shift 
registers, and commercially available devices are suitable if system re­
quirements are not excessive. In principle, neither system is limited in 
speed, but increased speed can be obtained only at the expense of an 
increase in drive power. It cannot be proved, but it appears at the present 
time that this limitation applies generally to all magnetic logic systems. 
Circuits of this nature may have a constant power-speed product anal­
ogous to the constant gain-bandwidth product of vacuum tube circuitry. 

As matters stand, circuits using electrically interconnected cores ap­
pear to be satisfactory when bit-rate requirements are not excessive. 
They are expected to be reliable and economical. Fully integrated mag­
netic systems are feasible, in principle, with the exception of a few non­
magnetic components which must be included to provide the primary 
pulse sources. Such a machine should be designed at the very beginning 
in terms of magnetic components, rather than attempting to use mag­
netic subsystems as replacements for parts of an existing design. The re­
placement approach very often suffers because of the complications af­
forded by an impedance mismatch, as well as a mismatch of the relative 
capabilities of different technologies. The balance of parallel versus serial 
organization of a subsystem also should be kept in mind when speed is a 
consideration. The apparent reliability and low cost of magnetic devices 
may make practical an increased use of parallel organization. Questions 
of this nature will always be somewhat controversial, and indeed can 
only be settled for quite specific applications. 

The question of interrogation of the outputs of a machine has been 
touched on only briefly. A magnetic device can be interrogated in a 
number of ways, both destructively and nondestructively. lVlo::;t of these 
have been discussed in detail in the literature. 

The number of magnetic devices for memory and logic is continually 
increasing, so that it would not be justified to assume that the devices 
selected for consideration in this paper represent the optimum. However, 
it does appear likely that alternatives will make use of similar techniques. 
No doubt more difficult, and occasionally simpler, approaches will be-
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come evident. Few devices more complicated than shift registers have 
been constructed in this technology, and the practicability of more com­
plex systems has yet to be established. The objective is to construct suit­
able function packages, which can be interconnected for specific applica­
tions. Because of the low input and output impedances, it is desirable 
to make individual packages considerably more complex in logical per­
formance than has been done in other technologies. For example, in the 
case of the elementary shift register, let us not ask for a single':bit pack­
age to replace those now available, but rather for a multibit package. 
This is quite practicable; indeed, it is the most economical approach, 
and gives the most compact assembly. The further development of these 
circuits may open up some interesting possibilities for computer design. 
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APPENDIX 

The limiting parameters of the circuit described in Section IV can be 
determined by means of the approximate model for a core discussed in 
Section II. 

First, to determine the properties required of the coupling winding 
consider the part of the shift register circuit shown in Fig. 24, let core 1 

INITIAL t I 
SETTING t 

CORE NO.1 CORE NO.2 

tt 
Fig. 24 - Shift register circuit, A phase. 
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contain a "one-primed" setting which is to be advanced into the second 
core as the A drive clears the first. In order that the maximum amount 
of flux be transferred, core 2 must switch at least as fast as core 1 at 
this time; i.e., CP2 ~ cpl. Otherwise, core 2 will not have completed switch­
ing by the time core 1 is fully switched, and, therefore, the transfer will 
be incomplete. This requirement can be expressed as 

(1) 

Equation (1) expresses the fact that the resultant mmf acting on core 2 
must equal or exceed that acting upon core 1. The assumption is made 
that ia remains constant during switching, this following from the model 
- i.e., cP = a constant - when a constant-current drive, 1 A , is applied 
to produce the reversal. 

Furthermore, considering emf's around the winding 

. n ( CPl ) a - (CP2 ) a 
1,a = R ' 

where the subscripts 1 and 2 refer to cores 1 and 2 respectively. For the 
limiting case where (CP2)a = (CPl)a, 

. (n - 1) ( CPl) a 

1,a = R ' 

or, inserting the expression for cP given by the model, i.e., cP = <P/T, 

. (n - 1) 47r<p (1 . 1 ) 
1,a = R swL A - n1,a - 0, (2) 

where lois the threshold current for switching between legs 1 and 3. 
Thus, combining (1) with (2) to eliminate ia and assuming that 1 A » 

1 0 , we obtain as a necessary condition 

R ~ 47rL<P (n - O. 
Sw 

(3) 

We must now consider the requirements of the P phase. In this case 

Fig. 25 - Shift register circuit, P phase. 
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I p , Fig. 25, must be limited to below the threshold for switching be­
tween legs 1 and 3: 

(4) 

The current induced in the coupling winding during switching in this 
phase is limited only by the resistance of the windillg 

. n( <Pi)]J 
'tp=~ 

(5) 
n 47r<p . 

= R s:J (Ip - n'tp - i o), 

where io is the threshold for switching between legs 2 alld :3, and is equal 
to I ol/ L, Z and L being the lengths of switching paths around the small 
and large holes respectively. Combining (4) and (5), and noting that the 
reciprocal switching speed l/Tp = 47r(Ip - nip - io)/swl, it follows that 

or, taking into account the limitation on R, III (3), the limiting speed 
obtained by making L » Z is given by, 

2 
Sw n 

Tp > H ---1' on -
(6) 

where H 0 = 47r 10/ L is the threshold field for the material. Thus, for a 
large length ratio, L/Z, increased speed is obtained by decreasing the 
switching time constant or increasing the threshold field, both charac­
tersitics of the material only. The turns ratio, n, should be kept as 
small as compatible with the gain requirements. The minimum value for 
Tp estimated in this way has the order of magnitude 10 microseconds for 
available materials in agreement with the measured range. As noted 
previously, a further increase in switching speed can be obtained by us­
ing an enabling winding. 

It is of interest to determine, in a similar manner, the minimum switch­
ing speed during the slow phase of a related circuit described recently 
by Prywes.17 ('The reader is referred to the original article for a full 
description of the operation of this circuit.) For the present purposes, 
we need only consider that phase of the operation shown in Fig. 26. 
Core 1 contains a one. vVhen drive I is applied to produce a reversal 
between legs 3 and 4 in core 1, the induced current i produces a reversal 
between legs 1 and 3 in core 2, advancing the one. 
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CORE NO.1 CORE NO.2 

LEG NO. I 2 3 4 1 2' 3 4 

· If __ l:-::l:~::[:::_l::l 
FLUX CAPACITY 4> 4> 4> 4> 4> <I> 4> 4> 

INITIAL SETTING t ~ ~ t ~ ~ 

I~ig. 26 - One phase of operation of circuit described by Prywes. 17 

As noted previously, it is necessary that CP2 ~ CPl. However, in this 
case the fastest transfer of flux to core 2 is obtained by letting R ~ O. 
In this case, 

Therefore, 

and 
. 2nl + 10 
~ ~ 1 + n'!. • 

47T' (2nl + 10 _ 1 ) 
< swL 1 + n2 o· 

In this circuit, in order to prevent an improper conversion of a zero into 
a one at this stage, it is necessary that 1 ~ 10 . Therefore, 

Tp > ~o (2~ ~ :,) . 
Consequently, this arrangement is subject to similar speed limitations. 
In addition, in this case it is necessary that n < 2, thereby limiting the 
practical possibilities for fanout. 

There are a number of alternative ways to organize these circuits. 
For example, the output of an information core containing a one can be 
used to inhibit rather than produce switching. However, the alternative 
arrangements are subject to essentially the same speed limitations. 

At the beginning of Section IV it was pointed out that a combinational 
function could be generated at a given stage of the advance sequence by 
modifying the input structure of the core. One possibility is illustrated 
in mirror image form in Fig. 27. Legs 2 and 3 correspond to those of the 
same numbers in Fig. 10(e). However, the input leg [leg 1 in Fig. 10(e)] 
is replaced by a number of variable rungs V N , there being as many legs, 
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N, as there are product terms in the Boolean function in its conjunctive 
~anonical form. Each variable leg has the same flux capacity, <1>, as legs 
2 and 3. In addition, a bypass leg B having a flux capacity equal to 
(N - 1)<1> must be added, and a closure leg C (capacity <1» must also be 
added to complete the required flux path. There is a large aperture be­
tween legs Band 2, small apertures between the remainder. The "clear" 
flux setting of the structure is as shown in Fig. 27. Information is ad­
vanced into this core by N input pulses, each provided by the output of 
a preceding information core during an advance phase AI. Each pulse 
switches flux down in each of the variable rungs. If all N inputs are 
present simultaneously, a full flux reversal will be produced in both legs 
Band 2. Each input pulse should be of duration longer than the longest 
switching time in order to prevent back-switching. The core can be 
"primed" and then "cleared" by I A2 to advance a one out of the core 
as in the circuit of Fig. 10(e). On the other hand, if one or more of the 
inputs are missing, leg B will absorb all flux reversals and rung 2 will 
remain set downwards. In this case, the core cannot be "primed", and 
so a zero will be advanced during the A2 phase. It will be clear that the 
input structure performs an AND function. Any OR terms necessary 
can be obtained by combining the outputs of separate cores. Thus, to the 
gain feature provided by the transfluxor output there is added provision 
for generating any combinational function. The same function can be 
generated by combining a number of the regular two-aperture cores, 
but a modified structure may offer a more convenient arrangement. 
Modified structures of this nature have been included in experimental 
circuitry, and have been shown to perform satisfactorily. 

LEG NO. C VI V2 Vn B 2 3 
--- ---r-- -- ------------ ---

VARIABLE { 
INPUTS 

R L-A /I /I OUTPUT 
;{i v v v 

lAI -+-+--~--+-~---+-------------+--~ 

lp -.-+--~--+-~~-+-------------+--~ 

lA2-+~-----'~~--~~-·---~---+-------------+-~--

FLUX CAPACITY ¢"-- 4> -- 4> -- 4> -(n-()cp----------- 4> -- 4> 

(n-I) 
INITIAL SETTING t t ~ 

Fig. 27 - Structure for generation of combinational function at a given stage 
of the advance sequence by modifying input structure of core. 
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Amplitude Distribution of Shot Noise 

By E. N. GILBERT and H. O. POLLAK 
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A shot noise, I (t), is a superposition of impulses occurring at random 
Poisson distributed times· .. , Ll , to , tl , t2 , .... I n the simplest case, if 
the impulses all have the same shape F(t), then let) = ~i F(t - ti). We 
study, in this and more general cases, the distribution function Q(l) = 
Pr[l(t) ~ l]. One of our results is an integral equation for Q(l). This 
yields explicit expressions for Q(l) in a number of cases, including F(t) 
e- t

; it also permits a computational technique which is applied to F(t) 
e- t sin wt for w » 1. 

1. INTRODUCTION 

A shot noise, let), is a superposition of impulses occurring at random 
times· .. , Ll , to, tl , t2 , .••. If the impulses all have the same shape, 
F(t), then 

l(t) = ~F(t - ti). (1) 
i 

More generally, the impulse shapes may be randomly chosen from a 
family of shapes, F(a, t), depending on a parameter a. Then 

I ( t) = ~ F (ai , t - ti). (2) 
i 

We assume that the times ti form a Poisson sequence with rate n impulses 
per second. In the case of (2), we assume that the parameters a i are 
chosen independently from a common distribution. 

We study the amplitude distribution function 

Q(l) = Pr[I(t) ~ l]. 

Rice1 (Section 1.4) considered the noise (1) and noises (2) with F(a, t) = 
aF(t). He expressed the density function pel) = Q'(l) as a Fourier 

333 
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integral. The Fourier integral is difficult to evaluate except by means of a 
series that Rice derived for the case of noises that are nearly gaussian 
(large impulse rate n). In our treatment we derive for (1) an integral 
equation 

J:oc> x dQ(x) = n L: Q[I - F(t)]F(t) dt (3) 

or, equivalently, 

IQ(I) = J:oc> Q(x) dx + n L: Q[I - F(t)]F(t) dt. (4) 

We solve (3) for some special choices of F(t) illustrated in Fig. 1. The 
section numbers on Fig. 1 give the part of the text in which each F(t) 

SECTION m I I 
SECTION 6.1 

SECTION 6.2 

SECTION 6.3 

SECTION 6.4 

SECTION 6.5 

Fig. 1 - Impulse functions F (t). 
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is considered. Analytic solutions are obtained for all cases except the last 
one of these; this case is an important one in practice, and so was chosen 
to illustrate a numerical solution of (3). 

For purposes of finding Q(l) any given noise of form (2) can be re­
placed by an equivalent one of form (1). This equivalence is discussed 
in Section III. 

Several different ways of deriving (3) are possible. We give an analytic 
proof (Section IV) and a probabilistic proof (Section V). 

II. CHARACTERISTIC FUNCTIONS 

All impulse functions F(t), F(a, t) will be assumed integrable over 
- 00 < t < 00. This assumption is no practical restriction and is made 
to ensure that the series (1) and (2) converge. 

We begin by deriving the characteristic function C (s) of I (t) for the 
noise (2); i.e., 

C(s) = E(e-SI(tl]. (5) 

Here E denotes the expected value. 
The characteristic function C o( s) in the case of the noise (1) is 

Co(s) ~ exp {-n L: (1 - exp [-sF(t)]) dt} (6) 

(see Ref. 1, Section 1.4-7). We may obtain C(s) directly from (6) by 
regarding the noise (2) as a superposition of noises of the form (1) with 
different choices of F(t). Suppose, for example, that the parameter a 
has only a discrete range of possible values (a = Al , A~ , Aa , ... ), and 
let Pk be the probability of picking a to be Ak . Then, collecting to­
gether the terms of (2) for which a~ has the same value, one expresses 
let) as a sum of new independent random variables 

let) = 11(t) + 12(t) + ... , 
where h(t) is a noise of the form (1) in which the impulse shape is 
F(t) = F(Ak, t) and the impulses arrive at an average rate, npk per 
second. If C k ( s) is the characteristic function of h ( t) , 

C(s) = E[e-s (Il(t)+!2(tH···t 

(7) 

In (7) each Ck(S) may be evaluated by an expression of the form (6), 
and the final result is 

C(s) ~ exp [ -n (1: {I - E[e-'F(o"'ll dt) J. (8) 
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In (8) the expectation E is taken with respect to the random parameter 
a. Although our derivation of (8) used the assumption that a had a dis­
crete range of values, a convincing limiting argument can be given for 
the truth of (8) in general. Alternatively one can rederive (8) in general 
by a slight modification of Rice's derivation of (6). 

In a similar way, we find 

E {exp [- SlI(T1) - ... - sNI(TN)]} 

= exp {-n 1: 1 - E [exp - t. skF(a,t - Tk) dt]} , 
which might be used to study the joint distribution of I( T1), ... ,I( TN). 

III. EQUIVALENCE 

In (6) it is evident that there are many different ways of choosing an 
pet) to obtain the same distribution of ICt). The integral in (6) remains 
unchanged if F(t) is replaced by any other function Fo(t) such that, for 
every choice of Ul and U2 , the two sets 8 and 8 0 of times t that are de­
fined by: 

8: 

So : 

U1 < PCt) ~ U2 , 

U1 < Fo(t) ~ U2 

(9) 

have the same measure: For example, the second function in Fig. 1 may 
be replaced by e -21 II. Some idea of the freedom with which one can con­
struct such a new FaCt) from a given F(t) may be had from Fig. 2. 
Given F(t) and n, one can construct a measure, dg(u), on the real u 
line by defining the measure of the interval U1 < U ~ U2 to be n times 
the Lebesgue measure of the set of times t for which Ul < F(t) ~ U; • 

Then, changing the variable of integration in (6) from t to u, one ob­
tains 

Co(s) = exp [ - J (1 - e-'") dg( u)] . (10) 

t- t-

Fig. 2 - A pair of equivalent impulse functions. 
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Similarly, in the case of noise (2), let dg( u) be defined in such a way 
that the interval Ul < U ~ U2 has measure equal to n times the expected 
value of the Lebesgue measure of the random set of times t satisfying 

Ul < F( a, t) ~ U2 • (11) 

Changing the variable of integration in (8) from t to u, one obtains for 
C(s) an expression that is just the right-hand side of (10). Thus,. we 
call two noises which have the same dg( u) equivalent and have shown 

Theorem: The distributions of the amplitudes I(t) of equivalent nmses 
are the same. 

Given a noise (2) with measure dg(u), one can find a function F(t) 
such that 

for U > 0 (12) 

and 

for u < o. (13) 

The noise (1) with this choice of F(t) is equivalent to the given noise 
(2). Then every noise (2) is equivalent to a noise of form (1). For the 
problem of finding the amplitude distribution we now need consider 
only noises of the form (1). 

As a very simple application of the theorem, consider (2) with the 
family of impulse functions 

F(a, t) = {~ if 0 ~ t ~ a 

otherwise, 
(14) 

where the parameter a is distributed over positive values only. To find 
the measure dg ( u ), note that the set (11) has Lebesgue measure 

(dg(u) = I ~ 
if Ul < 0 ~ U2 

if 0 ~ Ul < b ~ U2 

otherwise. 

Then, dg( u) must lump all its measure onto two points u = 0 and u = b. 
The measure of 0 is 00 and the measure of b is nA, where A = E (a), the 
expected length of the pulse (14). A noise of the form (1) that also has 
the measure dg( u) is the one with 

( b 
F(t) = 10 ifO~t~A 

otherwise. 
(15) 
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This happens to be a noise for which the amplitude distribution is easily 
obtained. Since I(t) is just the number of impulses which arrive in the 
time interval from t - A to t, let) has the Poisson distribution 

Pr [I(t) = kb] = (n~l)k e-nA
• ,,,. 

By the theorem, this result also solves the distribution problem for the 
original noise (14). In the same way, the example may be generalized 
as follows: If F(a, t) has the form Set/a) for some given impulse function 
Set), then the amplitude I(t) in (2) has the same distribution as the 
amplitude in (1) whereF(t) is taken to be S[t/(E I a I)]. 

Although the measure dg( u) determines the amplitude distribution, it 
does not determine all the statistical properties of the noise. One can 
easily find examples of functions F(t) and Fo(t) for which the corre­
sponding noises (1), although equivalent, have different joint distribu­
tions for the pair of random variables I ( 7"1), I ( 7"2). The spectrum of I (t) 
is proportional to the squared magnitude of the Fourier transform of F(t) 
(see Campbell's theorem in Ref. 1, Sections 1.2, 1.3), and so can be 
changed without changing dg( u). 

IV. DERIVATION 

A proof of (3) can be given from the formula (10) for the character­
istic function C ( s ) . We will assume here that the impulses F ( t) or F (a, t) 
in question are nonnegative functions. This restriction will be removed 
in the next section and is made now in order to allow Laplace transform 
methods to be used. 

We have 
C(s) = E[e-sI(t)] 

= f_: e-S1 dQ(I) 

= s 10<',) e- s1Q(I) dI, 

where the last formula is obtained by integrating by parts and noting 
Q(O-) = O. Thus, C(s)/s is the Laplace transform of Q(I). 

Using (10), 
C' (s) d 
C(s) = ds log C(s) 

= - J e-suu dg( u). 
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Then 

(16) 

Take the inverse Laplace transform of (16). The product on the right 
of (16) transforms into a convolution. One of the terms, C(8)/8, is the 
Laplace transform of Q(l). The other term is already in the form of a 
Laplace transform. Then the product transforms into 

il Q(l - u)u dg(u). 

This integral is another way of writing 

J Q[l - F(t)]F(t) dt. 

To prove (3), it now remains to show that the term - Cf (8) /8 in 
(16) is the Laplace transform of 

il x dQ(x). 

This follows because 

C f (8) = - i~ e-s11 dQ(l) 

and because 1/8 is the Laplace transform of the unit step function. 
The integral equation (3) can be proved in several other ways; in 

particular, a more probabilistic proof will be obtained as a byproduct 
in the next section. 

v. SUMS OF NOISES 

Let ll(t) and 12(t) be two independent shot noises with impulse re­
sponses F1(t), F2(t), impulse rates nl, n2 and measures dg1(u), dg2(u). 
Their sum lU) = ll(t) + 12(t) is a shot nojse of the form (2). The im­
pulse rate for the sum let) is n = nl + n2 ; the function F(a, t) is 
chosen to be F1(t) or F2(t) with probabilities nt/n and n'}/n. The meas­
ure dg ( u ) for 1 ( t) is 

Since let) is the sum of the independent random variables 11(0 and 
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12(t), the distribution of l(t) can be obtained from those of ll(t) and 
12(t) by a convolution. 

This observation may be used occasionally to compute the distribution 
function for a given noise let). Suppose the measure dg(u) of l(t) can 
be written as a sum 2; dgi(u) of measures of noises li(t) for which the 
distribution functions are known. Then let) is equivalent to a sum of 
independent noises 2; I i( t) and its distribution function may be ob­
tained by convoluting the distributions of li(t) together. Even when an 
exact decomposition dg( u) = 2; dgi( u) is not known one might approxi­
mate dg( u) by a sum to get an approximate Q(l). 

A particular instance of a decomposition is the following. Let meas­
ures dg+(u) and dg-(u) be defined by 

+ {dg( u) 
dg (u) = 

o 

{

dg( u) 
dg-(u) = 0 

if u > 0 

otherwise, 

if u ~ 0 

otherwise. 

Then dg(u) = dg+(u) + dg-(u). At present, our proof of (3) holds 
only for positive noises. A similar derivation of (3) for negative noises 
also holds. In the general case we might consider our noise let) to be 
equivalent to a sum l+(t) + l-(t) of independent positive and negative 
noises, and compute Q(l) as a convolution 

That (3) holds in general now follows from the next lemma. 
Lemma: Let dg1( u), dg2( u), dg( u) be measures such that 

Let QI (I), Q", (I) be solutions of the integral equation corresponding to the 
measures dgl (u), dg2( u). Then for measure dg( u) the convolution 

Q(l) = J QI(1 - w) dQ2(W) 

= J Q2(1 - x) dQI(X) 

is a solution of the integral equation (3). 
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L: y dQ(y) = L: L y dQl(y - W) dQ2(W) 

= L: L [(y - w) + w] dQl(y - W) dQ2(W) 

= L: L Ql(I - w - U)U dg1(u) dQ2(W) 

+ L: L dQl(Y - w)Q2(I - w)u dg2(u) 

= L: Q(I - u)u dg( u). 

341 

Taking dg1 and dg2 as dg + and dg -, the lemma, together with the result 
of Section IV, completes the derivation of (3). 

A different proof of (3) may now be outlined as follows. Consider 
first the noise with response function (15). The integral equation (3) 
holds in this special case. For dg( u) gives measure nA to the point u = b 
and 

Then 

1: x dQ(x) = k~l kb (n,~)k e-nA 

= nAbQ(I - b) 

= L: Q(I - u)u dg(u). 

Next, any step function F(t) with a finite number of steps has a meas­
ure dg(u) = 2; dgi(u), where each dgi(u) concentrates its measure on a 
single value of u [a level of F(t)]. We have just proved that the inte­
gral equation holds for each of the dgi ( u) noises. By the lemma we can 
conclude that (3) holds for all step function noises. By limiting argu­
ments, one might establish (3) more generally. 

VI. EXAMPLES 

For certain choices of F(t) the integral equation can be solved easily. 
Some special cases of this kind will be examined in this section. 
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6.1 Example 1 

First consider a noise (1) with 

F(t) ~ {~-' if t ~ 0 

if t < o. 
We expect a distribution Q(I) that has a density P(I) 
so write the integral equation in the form 

]P(I) = n [1 P (I - u) du = n fI P(x) dx. h I-I 
Differentiating, we obtain 

IP'(I) - (n - I)P(I) = -nP(1 - 1). 

Q'(I) and 

To solve this differential difference equation, note first that, when 
o ~ ] < 1, P(] - 1) = O. Hence, for 0 ~ ] < 1, 

P(I) = cln-I, 

where c is a constant of integration to be determined. For larger values 
of I, the differential difference equation may be converted to an integral 
form 

P(I) = ["-I [c - n t P(x - l)x-n dX]. 

Since the integrand is known for x < 2, we can determine P(I) for 
I < 2. Next, this result enables us to integrate further to get pel) for 
I < 3, etc. Clearly, the analytic form of P(I) changes at I = 1, 2, 3, 
.... For example, when n = 1, we have 

P(I) = c 

P(I) = cO - log I) 

P(I) ~ c [1 - log I + f log (: - 1) dX] 

etc. 

if 0 ~ ] ~ 1, 

if 1 ~ ] ~ 2, 

if 2 ~ ] ~ 3, 

Finally, the constant c must be determined by the condition 

loo P(I) dI = 1. 

The constant can be determined as follows: The Laplace transform 
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pes) of pel) is the characteristic function. By (6), 

( 18 1 -Y) 
pes) = exp -n 0 ~ dy . 

This may be rewritten, with the aid of partial integration, as 

pes) = exp [ -n(l - e-') log 8 + 

343 

nJ,ro e-Y log y dy - n f.ro e-u log y dyJ 

= s-ne- n'Y{1 + 0[e-8 (I-E)]} 

Thus, for 0 < I < 1, 

for any e > O. 

-n'Y 
pel) = _e _ In-l 

r(n) , 

where l' = 0.577215665· .. is Euler's constant. Hence 

e-n'Y 
c = r(n) . 

6.2 Example 2 

Our next example concerns a noise (1) with F(t) defined as follows: 

F(t) = 0 for t ~ 0, 

and 

t - feo e-Ydy 
F(t) y 

for t > O. 

This somewhat artificial noise interests us because it has a very simple 
pel). A sketch of F(t) is shown in Fig. 1, marked "Section 6.2". For 
small t, F(t) grows large but only logarithmically: 

F(t) rv -log t. 

For large t, F(t) has an exponential tail, 

F(t) rv 1't, 

where l' is Euler's constant. 
For this noise, dg(u) = ne-u du and the integral equation can be put 

in the form 

lP(l)l = n i r 

P(x)eX dx. 
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Differentiating, we obtain a very simple differential equation and the 
solution is 

e-Iln- I 

P(I) = r(n) . 

This solution exhibits a rapid approach of P(I) to gaussian form (with 
mean n and variance n) as n -7 00. 

6.3 Example 3 

If we consider the case 

{

I - t 
F(t) = 0 

O~t~1 

otherwise, 

then the distribution Q(I) has a jump of e-n at I = 0, since e-n is the 
probability that no point of the Poisson process falls into an interval of 
unit length. We therefore seek a density function PCI) such that 

Q(I) = e-n + 10
1 

P(x) dx for I ~ O. 

The integral equation then becomes 

I
n 10

1 

P(I - y)y dy + nle-n if 0 < I ~ 1 

IP(I) = 1 

n 10 P(I - y)y dy if 1 < I. 

If P(I) = R" (I), this becomes 

IR" (I) _ nR(I) = {O 
-n[R'(I - 1) + R(I - 1)] 

This can be solved recursively. In the first interval (I < I) 

P(I) = nR(I) = - In e-n II(2vni) 
I ~ VI' 

if I < 1 

if I ~ 1. 

where II is the Bessel function, and where the coefficient of II has been 
determined by substitution in the integral equation. 

In the general case, if I > 1, 

[I) ( l)k 
P(I) = e-nL:-=-- n(k+1)/2(I - k)(k+1)/2h_l[2vn(I - k)], 

k=O k! 
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where [I] is the largest integer ~ I. For example, if 1 < I ~ 2, 

(Note that I_I = II.) These formulas can be derived either from the 
integral equation, or, with rather more courage but actually less work, 
from (6). 

6.4 Example 4-

Choosing 

{

-log t, 
F(t) = 

o 
O<t~1 

otherwise 

provides another simple case. Again, Pr(I = 0) = e-n, and we seek a 
density P(I), as in Example 3. For values I > 0, P(I) satisfies 

IP(I) = n i 1 

P(I - u)ue-U du + ne-nle-1
• 

Now, letting R(I) = I/P(I), we obtain again the differential equation 
IR" (I) + nR(I) = 0, this time for all I > O. The solution is 

P(I) = e-<Hn) I~ I 1(2vnI) for I > O. 

6.5 Example 5 

In this example we let F (t) be the response of a simple tuned circuit 
to an impulse; i.e. 

F( ) -t· (27rt) t=eslll h · (17) 

Although the period h appears in F(t) as a parameter, the correspond­
ing measure dgh ( u) tends to a limiting measure dg ( u) as h ---+ 0 . We will 
solve the integral equation numerically in this limiting case only. We 
then expect this result to be applicable as a good approximation when­
ever the tuned circuit has high Q; i.e., h « 1. 

To get the limiting measure dg(u) let us examine F(t) in a small 
neighborhood of a time t = T at which the sinusoid is at a maximum. 
During the period from T to T + h the exponential e -t changes only 



346 THE BELL SYSTEM TECHNICAL JOURNAL, MARCH 1960 

by a factor e -h = 1 + 0 (h). Thus, aside from terms of order 0 (h) , 
F(t) is 

F(t) -T [27r(t - T)] 
= e cos h 

in this period. Given a level u > 0, F(t) ~ u for a time 

!!. arc cos (ueT )[1 + O(h)] 
7r 

during the period T ~ t ~ T + h. For small h, we conclude that F(t) 
lies above level u for a total amount of time approaching 

~ = - arc cos (ue T
) dT 1"J d () 1 I-lOg u 

o n 7r 0 

= ~ 11 arc cos Z dZ 
7r u Z 

as h ~ O. Similarly, setting the amplitude level u at a negative value, 
we obtain 

l
u 

dg(w) = ~ r1 
arc cos Z dZ. 

-"J n 7r J, u' Z 

The measure dg( u) is now known. We wish to solve the integral equa­
tion in which 

{ 

n arc cos I u I du 
dg ( u) = 7r I u I 

o 

if I u I < 1 

if I u I ~ 1. 

(18) 

In this case, we had to resort to numerical methods. The integral 
equation might be approximated directly by a system of linear algebraic 
equations. However, such an approximation would be troublesome in 
our case because the integral equation is homogeneous. Unless we could 
guarantee that the approximating system would have determinant zero, 
there would be no nontrivial solution at all. The procedure that fol­
lows avoids this difficulty. 

Let measures dg + ( u), dg - ( u) be defined as in Section V . We will solve 
the two integral equations with measures dg+(u) and dg-(u) and con­
volute the two solutions P+(l), P-(l) together to get the desired den­
sity P(l). This approach has the advantage that the integral equation 
expresses P+(l) in terms of only values of p+ for arguments <I. Thus, 
one can compute P+(l) approximately by a simple recurrence. 
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One might start the recurrence computation by assuming a value of 
P+(I) for a small I; afterward the solution could be normalized to make 

loo P+(I) dI = l. 

However, we can obtain in the Appendix an asymptotic formula for 
P+(I) for I near 0, and thereby start the recurrence with nearly correct 
values of P+(I). 

Figs. 3 and 4 give the results of the computation for this limiting case 
of an infinitely rapidly oscillating tuned-circuit response. Computations 
were made for rates of 2.5, 5 and 10 impulses per unit time, where the 
time scale is determined by the exponential in (17). Fig. 3 shows P (I) 
for these three cases; Fig. 4 plots Q(I) on log normal paper and com­
pares the result with the gaussian of the same mean and variance. As 
expected from Rice's theory, the noticeable differences are in the tails 
of the distributions; in the shot noise, very large values of I are more 
likely than in the corresponding limiting gaussian. 
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Fig. 3 - Amplitude density PCI) for high-frequency damped sinusoid noise; 
FCt) = e-t sin wt, w » 1; PC -I) = PCI). 
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Fig. 4 - Comparison of amplitude distribution Q(I) with gaussian approxi­
mation; Q(-I) = 1 - Q(I). 

As indicated above, the computation was performed in two stages. 
First, the integral equation for P+(l), 

IP+(I) = l1 P+(l - u) dg(u), 

was solved by approximating the integral through Simpson's formula 
and solving the resulting triangular system of equations; the series for 
P+(l) near I = 0 was used to start the computation. Then, with the 
aid of the theory in Section V, pel) was computed as 

pel) = lrfJ P+(y)P+(1 + y) dy, 

and Q(l) as the integral of P. 

VII. ACKNOWLEDGMENT 

We wish, at this point, to thank Mjss M. A. Lounsberry, for writing 
a general program for the IBM 704 for solving integral equations of 
this kind. Without her ingenuity and perseverance the present numerical 
results would not have been obtained. 



AMPLITUDE DISTRIBUTION OF SHOT NOISE 349 

APPENDIX 

Derivation of the Form for P+(I) for Small I for a Tuned-Circuit Response 

We begin with the integral equation 

l
ffiin <I,I) 

IP+(I) =?! P+(I - u) arc cos udu. 
7r 0 

Taking Laplace transforms, we obtain 

·'C) n pCs) [ C ) C ) p s +"2 -s - 1 - los + Lo s ] = 0, 

where 10 is the modified Bessel function, and Lo the Struve function. 
Remembering the condition p(o) = 1, and that 10(0) = 1, Lo(O) = 0, 
we find 

. ( ) [n 18 

1 - 10 C u) + LoC u) d J p s = exp - 2 0 u u . 

Now 10 - Lo approaches zero at infinity rapidly enough for that portion 
of the integral to converge as s ~ 00, but the remaining term diverges. 
We thus write 

p(s) = exp [ _~ { Lo(u) - Io(u~ + (u + 1)-,] du 

+ ~18[Cu + 0-
1 

- !JdU 
2 0 u u 

(s + 1)-n/2 exp [ _~ r Lo(u) - Io(u~ + (u + 1)-IJ 

[
n foo LoCu) - 10Cu) + Cu + 0-1 

d J ·exp -2 u . 
8 U 

By Ref. 2, p. 426, 

10Cu) - LoCu) = ~ 100 

JoCx) dx'. 
u 7r 0 x2 + u2 

Hence, 

l_o_C u_)_-_L_o_C u_) __ C_U_+_1_)_-1 = ~ 100 
J oC x) - (1 + x2

) -1 dx. 
u 7r 0 x2 + u2 

We may now integrate with respect to u and interchange integrations. 
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There results 

100 Io(u) - Lo(u) - (u + 1)-1 du = 100 Jo(x) (1 + X
2)-1 dx 

o u 0 x 

~ 1.00 

[Jl(X) - (1 !X X')'] log x dx 

= log 2 - l' 

by Grabner and Hofreiter3 and Bierens de Haan.4 Thus, 

pes) = e- Cn' 2h (2r/2(s + 1)-n/2 

[
n fOO Lo(u) - Io(u) + (u + 1)-1 d ] ·exp - u . 
2 s u 

It remains only to discuss the behavior of the last integral for large s. 
By Ref. 2, p. 332, 2100 sin ux Lo(u) - Io(u) = - - _ / dx. 

7r 0 vl+x2 

Hence, 

fOO Lo( u) - Io( u) du = 2 foo dx foo sin y 
8 u -;: 0 VI + x2 sx Y dy 

2100 

_ /-- sin 8X 
= - log(x + vI + X2) --dx, 

7r 0 x 

while 

f oo du (1) 
8 u (u + 1) = In 1 + s . 

Both of these are O(l/s) for large 8, and hence, for large s, 

p( 8) = e -n/2r2 n/28 -n/2 + 0[8 -(n/2)-I]. 

Hence 
2 -Cn/2)'Y(2I)(n/2)-1 

P+(I) = e + 0(In
/
2

) 

r (~) 
for small values of I. 
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On the Recovery of a Band-Limited Signal, 
After Instantaneous Companding and 

Subsequent Band Limiting 

By H. J. LANDAU 

(Manuscript received November 24, 1959) 

If f(t) is a band-limited function, with band limit -Q to Q, the result 
of instantaneously companding f(t) is in general no longer band-limited. 
Nevertheless, it has been proved that knowledge of merely those frequencies 
of the compandor output which lie in the band from - Q to Q is sufficient 
to recover the original signal f(t). An iteration formula has been proposed 
that, in theory, performs the desired recovery. In this paper we study in de­
tail some of the practical questions raised by that formula. We show that 
the successive approximations converge to the solution f( t) at a geometric 
rate, uniformly for all t, and that the iteration procedure is stable. We then 
describe a method of performing the recovery in real time and a successful 
simulation of it on a general-purpose analog computer. The circuit used in 
the simulation serves as a first approximation to a practical realization of 
the recovery scheme. 

1. INTRODUCTION 

When a signal, f( t), is transmitted over a channel there is a tendency 
for the low-amplitude part of f( t) to become masked by the presence 
of channel noise and for the high-amplitude part of f(t) to become 
distorted by the nonlinearity of components in those ranges. It would 
be valuable, therefore, to find a way of assigning to f(t) another signal 
from which f( t) could be recovered, but which would have the property 
that its amplitude lay more nearly in the middle ranges than did that 
of f( t). This second signal is then transmitted, instead of the original 
f(t). One relatively simple way of obtaining such a signal is by instan­
taneous companding; The signal sent is ~[f(t)], where ~(x) is a mono­
tonic function (to allow recovery of f( t) from ~[f( t) ]), which has a large 
slope around x = 0 so as to magnify signals of low amplitude, and which 
approaches a constant value for large x so as to cut down on signals of 
high amplitude. 

351 
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The drawback of instantaneous companding is that it destroys the 
property of band-limitedness: if J(t) is a band-limited signal with band 
limit -Q to Q, the signal ~[J(t)] is not in general so band-limited. Thus, 
if the signals are being sent over an idealized band-limiting channel, 
the function ~[J(t)] is distorted in the process of transmission, even 
though the original J( t) would not have been. This would have put a 
serious theoretical obstacle in the path of instantaneous companding, 
were it not for a theorem by Beurling,l which shows that, to recover 
a band-limited function J(t) with band limit -0 to 0 from the com­
panded function ~[J(t)], it is not necessary to know the complete spec­
trum of ~[f( t)] but only that part of its spectrum that lies in the fre­
quency interval -0 to o. More precisely, Beurling has shown that, if 
JI(t) and J2(t) are two band-limited signals with band limit -0 to 0, 
and if the spectra of ~[fl (t)] and ~[J2 (t)] agree in the interval - 0 to 0 
only, then JI(t) must coincide when h(t). This may be interpreted as 
saying that "no information is lost" in transmitting ~[J(t)] over an 
idealized band-limiting channel since the result, although bearing no 
simple relation to ~[J(t)], is still sufficient to determine J(t) uniquely. 
Beurling's proof, however, is nonconstructive, and gives no indication 
of how the band-limited function J(t) might be obtained from a knowl­
edge of only the part of the spectrum of ~[J(t)] between -0 and o. 

In another paper,2 an iteration formula has been given, by means of 
which, in theory, the recovery could be performed under the hypothesis 
(somewhat more restrictive than Beurling's) that ~'(x) is bounded, 
and bounded away from o. In this paper we will study in detail some 
of the practical questions raised by that formula. We will show that the 
successive approximations converge uniformly for all t to the solution 
J(t) at a geometric rate, and that the iteration procedure is stable. We 
will then describe a method of instrumenting the recovery in real time 
and a successful simulation of it on a general-purpose analog computer. 
The circuit used in the simulation serves as a first approximation to a 
practical realization of the present recovery scheme. 

II. MATHEMATICAL FUNDAMENTALS 

Throughout the subsequent discussions we will be concerned with 
functions that are square-integrable; this restriction is imposed so that 
we may pass freely, by means of the Fourier transform, between the 
time and frequency domains. For a function J(t) that is square-integra­
ble, that is, one for which 
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the Fourier transform 

F( ) 1 100 

J( ) -iwt 
f W = V 27r -00 t e dt (1) 

is defined and has an inverse given by 

( ) 1 100 

() iwt J t = V 27r -00 F w e dw . (2) 

Furthermore, 

L: IJ(t) 12 dt = L: 1 F(w) 12 dw. (3) 

We will say that a signal J(t) is band-limited with band -n to n if 
its Fourier transform F(w) vanishesfor 1 wi> n. Then, by (2), the band­
limited signal has a representation as an integral with finite limits 

( ) 1 if! () iwt 
J t = V27r -f! F w e dw. (4) 

Let us next consider an instantaneous compandor, which we will 
describe by fP(x); that is, if J(t) is the input signal to the compandor, 
the output signal is fP[J(t)]. We require that the function fP(x) satisfy 

fP(O) = 0 (5) 

and 

o < b < fP'(x) < B < 00 (or -B < fP'(x) < -b < 0) (6) 

in the range of operation for x, and we consider the effect of companding 
on a band-limited function. If J(t) is band-limited with band -n to 
n, the companded signal fP[f(t)] need not be band-limited. Nevertheless, 
it is proved in Ref. 1 that one can compute the original band-limited 
signal J(t) from a knowledge of merely those frequencies of fP[J(t)] 
which lie in the band from - n to n. In order to describe the method of 
computation, and to enable us to examine the problem in more detail, 
we introduce the following notation: 

i. Let us denote by T the operation of taking the Fourier transform 
[that is, TJ(t) is the function heretofore denoted by F(w)], and denote 
by T-1 the operation of taking the inverse Fourier transform [that is, 
T-1F(w) is the function J(t)], and let x(w) be the function that equals 
1 for 1 w 1 ~ n and equals 0 for 1 wi> n. With this notation, we may 
describe the operation of a low-pass filter on a function get) as simply 
T-1XTg, for the action of the filter may be thought of as decomposing 
get) into its frequency components (performing the operation T), pre-
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serving without change those frequencies in the band - Q to Q while 
eliminating all others [multiplying Tg by x(w)], and lastly recomposing 
the results back into a function of time (performing the operation T-1

). 

ii. For brevity's sake, let us denote by B the space of all band-limited 
functions with band limit - Q to Q. 

iii. Let Sf = T-\Tso[f]; that is, the operation S applied to a func­
tion f(t) consists of companding it and subsequently band-limiting the 
compandor output. We should observe that, in forming the function 
Sf, we use only those frequencies of the compand or output cp[f] which 
lie in the band I w I ~ Q. We should also note that Sf is always a band­
limited function. 

iv. We need some way of measuring distance between two functions. 
Since we are dealing with square-integrable functions, we choose as our 
measure the quantity 

II I - g II = U: II(t) - g(t) I' dtJ. 

We refer to II f II as "the norm of the function 1". This norm has many of 
the properties of ordinary distance; in particular, the triangle inequality 

IIf+gll~IIfll+IIgil 

is valid in it. For general square-integrable functions, convergence in 
norm need not imply ordinary pointwise convergence; that is, we may 
have functions fn(t) for which II fn II ~ 0 but which themselves do not 
approach 0 at a point (for example, functions with high but thin spikes). 
It is very important, however, that, for functions in the space B, conver­
gence in norm does imply uniform convergence on the whole t-axis; 
indeed we have, if J(t) is in B, 

I J(t) I ~ I~ II f II, for all t. (7) 

The proof of (7) is straightforward and is given in Appendix B. 
The theorem proved in Ref. 2 asserts that, if we choose a constant c 

so that 

I 1 - ccp' (x) I ~ r < 1 (8) 

for x in the range of operation of the compandor, then, for any two 
functions fl (t) and f2 ( t) both in B, we have 

(9) 
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Inequality (9) has many consequences. One of these, established in 
Ref. 2, is that, given any function aCt) in B, the sequence of functions 
gk ( t), defined iteratively by 

with go( t) = 0, (10) 

converges uniformly on the whole t-axis to a limit g(t), which is also 
in the space B. By taking the limit on both sides of (10) we then obtain 

get) = ca(t) + get) - cSg, 

or 

Sg = aCt). (11) 

It follows from (9) as well that get) is the only function B for which 
(11) can hold. 

Let us interpret this result in physical terms. We may think of a 
compandor into which is sent a signalf(t) of B, and whose output cp[f(t)] 
(which is not in general band-limited) is transmitted over equipment 
that acts as a pure band-limiter. We may thus describe the received sig­
nal as aCt) = T-1xTcp[f] = Sf, and our objective is to recover from aCt) 
the original compandor input f( t). The iteration formula (10) applied to 
aCt) does precisely this, for the functions gk(t) generated by it converge 
uniformly to a function get) in B for which Sg = a(t), and, since there 
can be only one such function, get) must be precisely the desired f(t). 
The iteration process itself is interpretable in physical terms: the opera­
tion S, which has to be applied to gk in order to compute gk+l , consists 
of companding gk and sending the resulting signal through a filter whose 
action duplicates that of the transmission network. In essence, gk+l con­
sists of gk corrected by an appropriate constant multiple of the difference 
between the received signal aCt) and the signal that would be received, 
if gk(t) were companded and transmitted. 

In thinking of applying an iteration scheme, the questions of rapidity 
of convergence and of stability at once present themselves. Let us next 
consider these. 

III. RAPIDITY OF CONVERGENCE 

We will begin by showing that the approximating functions gk(t) 
converge to their limit get) at a geometric rate. Since the function get) 
in B to be recovered is given by 

get) = lim gnU), 
n ..... co 
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we may write 

II gkCt) - gCt) II = II gk(t) - gk+l(t) + gk+lCt) - gk+2(t) + ... II 
~ \I gk(t) - gk+l(t) \I + \I gk+1(t) - gk+2(t) \I + (12) 

Now, from the definition (10), we have 

gi+l = ca(t) + gi(t) - CSgi, 

gi = ca(t) + gi-l(t) - CSgi-l, 

whence, by subtraction, 

\I gi+l(t) - giCt) \I = \I CSgi - CSgi-l - (gi -gi-l) \I, (13) 

and, since all the functions gi are in B, the inequality (9) may be ap­
plied to the right side of (13) to yield 

(14) 

for all i. By applying the above relation in turn to 1\ gi - gi-l II and so 
on down to \I gl - go \I = \I aCt) \I, we may replace (14) by 

\I gi+l - gi \I ~ ri II a \I, (15) 

which, together with (12), yields 
k 

II gk - g II ~ 1 ~ r II a II· 

Since the function gk - g is in B we may take advantage of the relation 
between the norm and absolute value that holds (see point iv in Section 
II) to conclude that actually 

I ( t) - (t) I < vnFr \I a \I k gk g = 1 _ r r, r < 1, for all t. 

This establishes that the convergence of gk to g is geometric in rapidity 
over the whole t-axis. The constant r, which determines the actual con­
vergence rate, comes from (8) and depends only on the companding 
curve cp( x). In order to obtain the fastest convergence, c should be 
chosen so as to make r as small as possible. 

IV. STABILITY 

The stability of an iteration scheme refers to its sensitivity to error. 
In the case at hand, the solution get) is the limit of the functions gk(t) 
defined by (10), where we are interpreting a( t) as the signal received 
when the band-limited signal get) is companded and subsequently trans-
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mitted over a noiseless band-limiting channel, and where the operation 
S consists of companding followed by band-limiting. With this model 
in mind, it is easy to imagine that, in a real application, the received 
signal would not be, because of noise, precisely a(t); or that the com­
pandor, when applied to gU), had not acted on the precise curve S!'(x); 
or that the channel was not precisely an ideal band-limiting channel. 
The iteration procedure is stable if the function g*( t) that it produces 
under each of these three conditions of error differs from the true get) 
by an amount commensurate with the error. 

Let us first take up the case that the received function a*( t) is not 
equal to aCt). The iteration scheme (10) applied to a*(t) yields a func­
tion g*(t) in B for which 

g* = ca* + g* - cSg*, 

while the true g( t) in B satisfies 

9 = ca + 9 - cSg. 

Subtracting the two equations above and taking the norm of both 
sides, we obtain 

II g* - 9 \I ~ c \I a* - a \I + \I cSg - cSg* - (g - g*) \I . 

We may now apply (9), obtaining 

\I g* - 9 \I ~ c \I a* - a \I + r \I g* - 9 \I , 

from which 

\I g* - 9 \I ~ 1 ~ r II a* - a II, 

or, passing to absolute values (as in point iv of Section II), 

I g*(t) - get) I ~ c(Y; II a* - a II, for all t. (16) 

This is precisely a statement of stability, for it asserts that the maxi­
mum deviation of g* from 9 is bounded by a fixed constant multiple of 
the norm (in our case the square root of the energy) of the error a* - a. 

Let us consider next the effect of a compandor error on the iteration; 
that is, the possibility that the compandor output is not S!'[g( t)] but 
rather S!'*[g(t)], where S!'*(x) is a curve not identical with S!'(x). Let us 
assume that the companding itself is stable; i.e., that the quantity 

II S!'*[g(t)] - S!'[g(t)] II , 
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which represents the square root of the energy of the difference of the 
two outputs, is commensurate with the compandor error, which we may 
measure by the quantity 

sup I ~*(x) - ~(x) I. 
x 

What we mean by this precisely is that there exists a fixed constant K 
such that 

II ~*[g] - ~[g] \I ~ K sup I ~*(x) - ~(x) I 
x 

for all functions get) under consideration in the problem. As we have 
seen in point iii of Section II, the results of transmitting the two out­
puts are, respectively, 

a*(t) = T-IXT~*[g] and aCt) = T-IXT~[g] 

so that, utilizing the stability shown above of the recovery formula 
with respect to received signals, we have, from (16), 

I g*(t) - get) I ~ c~ \I a* - a \I 
1 - r 

= c!~/; \I T-\T~*[g] - T-IXT~[g] 1\, 
(17) 

where g*(t) is the function yielded by the iteration scheme on the basis 
of the erroneous signal a*(t). Since, by (3), the Fourier transform of a 
function has the same norm as the function, we have 

\I T-\T~*[g] - T-\T~[g] \I = \I xT~*[g] - xT~[g] 1\ 

and 
II T~*[g] - T~[g] \I = \I ~*[g] - ~[g] " , 

while 

1\ xT~*[g] - xT~[g] \I ~ 11 T~*[g] - T~[g] II , 

since the two sides of the inequality represent integrals of the same 
positive function, over a finite and an infinite interval respectively. 
Combining these with (17), we obtain 

I g*(t) - get) I ~ c'(~/; \I ~*[g] - ~[g] \I , 

and, by the assumption of compandor stability, the right-hand side 
above is commensurate with 

sup I ~*(x) - ~(x) I . 
x 

We conclude that the iteration procedure is stable with respect to a 
compandor error whenever the companding process itself is thus stable. 
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Lastly we take up the question of stability under a variation of the 
channel characteristic. That is, we suppose that the compandor output 
cp [gCt)] is transmitted over a channel whose effect on it is T-1x*Tcp[g] 
rather than T-\Tcp[g] , where the function x*(w) differs from the ideal 
x(w) of point i in Section II. We have, from (16), 

I g*(t) - g(t) I ~ cVn/7r "a* - a" 
1 - r 

and, by (3), 

= c-VW; "T-\*Tcp[g] - T-1xTcp[g]", 
1 - r 

" T-1x*Tcp[g] - T-1xTcp[g] " 

(18) 

= " x*Tcp[g] - xTcp[g] II = " (x* - x)Tcp[g] " . 
N ow from the definition of the norm (point iv in Section II), we may 
estimate the quantity" (x* - x)Tcp[g] II in various ways. We may 
choose to say that 

II (x* - x)Tcp[g] II ~ sup I x*(w) - x(w) I " Tcp[g] II , (19) 
w 

from which we can show that, for signals of bounded energy, the re­
covery computation is stable with respect to a departure of the trans­
mission characteristic from the ideal X ( w ), when the deviation is meas­
ured by the quantity 

sup I x*(w) - x(w) I . 
w 

That is, we will be able to conclude that the error I g*(t) - get) I will 
be small if 

sup I x*(w) - x(w) I 
w 

is sufficiently small. The weakness of this sort of stability statement 
lies in its requirement that I x*(w) - x(w) I be everywhere small; it 
yields no information when I x*( w) - x( w) I is small everywhere, ex­
cept on a small segment of the w-axis. In those cases, the quantity 

sup I x*(w) - x(w) I 
w 

ceases to be an adequate measure of closeness, and we would prefer to 
have a stability statement involving II x* - X " , for this may be small 
even when I x*(w) - x(w) I is occasionally large. We may find such a 
statement, for functions whose frequency spectrum, after companding, 
is bounded, by using 

II (x* - x)Tcp[g] II ~ II x* - X II sup I Tcp[g] I. (20) 
Iwl <0 
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The weakness in turn of 

Ilx' -xii = [(Ix' - xl'do]' 

as a measure of closeness is that it may become large, even when 

I x* - X I 
is mostly small, simply because the interval of integration I w I ~ n is 
large. To find an expression for the size of error that has the virtues of 
both of those above without the disadvantages of either - that is, one 
which is not sensitive either to occasionally large values of I x* - X I , 
or to the length of the band I w I ~ n - wc may apply a combination 
of estimates (19) and (20) to the quantity /I (x* - x)Tcp [g] /I . Let 
us divide the interval -n to n into two complementary sets, A and 
A-' = [( -n, n) - A], and let us define 

fA = sup I x* - X I , 
wcA 

.; = [LA' Ix' - xl' dwl 
If I Tcp[g] I for I w I ~ n and /I cp[g] /I are bounded by M, then, using (19) 
on the set A and (20) on the set A', we obtain 

/I (x* - x)Tcp[g] /I ~ M min max(fA , f/). 
A 

Hence, from (18), 

cVn/7r. ( ') I g*(t) - get) I ~ -1-- lYI mf max fA, fA . 
- r A 

This establishes that, for signals whose energy and frequency spectrum 
after companding, are bounded by a fixed constant, the iteration proce­
dure is stable with respect to a departure of the transmission charac­
teristic from the ideal X ( w ); our present measure of deviation is the 
best combination of I x*(w) - x(w) I and /I x* - X II, in the sense of 
minimizing over all sets A the quantity max( fA , f/). The two bounded­
ness restrictions we have imposed do not seem unduly severe. 

v. INSTRUMENTATION OF THE ITERATION FORMULA 

With the stability of the recovery computation thus established, we 
will now describe a way of instrumenting the iteration formula in real 
time, and a simulation of the resulting recovery process on a general­
purpose analog computer. The iteration formula is 

gn+l = ca(t) + gn - cSgn , with go = 0, 
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and we have already interpreted aCt) as the signal received after the 
function g(t) in B has been companded and transmitted over a 
band-limiting channel, and the operation S as companding, followed 
by band-limiting. The iteration is thus performable by analog methods, 
with the aid of a compandor and of a band-limiting filter, used to carry 
out the operation S. A filter of this type has a delay, however. Thus, 
in order to add its output, Sgn , to the function ca(t) + gn(t), as re­
quired by the iteration, the latter would have to be delayed by an 
amount equal to the filter's delay. We may obviate the necessity for an 
additional delay network by observing that, since the function ca( t) + 
gn(t) is in B, passing it through the filter does not distort it, so 
that the addition may be performed before filtering. Thus, a possible 
circuit for performing the iteration is that of Fig. 1. By connecting 8 of 
these circuits in series, and by supplying as input the function gI(t) = 
aCt), the output will be the (delayed) approximation US+l(t) to get), for 
which 

I get) - g~+l(t) I ~ c'j~/; II a II rs+I. 

The circuit of Fig. 1 served as the basis for a simulation on a general­
purpose analog computer. The companding curve cp(x) was chosen to 
be of the type described by lVIallinckrodt3 and consisted of a straight 
line of slope 10 for -0.2 ~ x ~ 0.2 that had joined to it at x = ±0.2 
a logarithmic curve which matched it in slope. The range of interest for 
x was I x I < 2.5. The constant c was chosen as 1/12, yielding for r the 
relatively large value of r = 14/15. The band-limiting filter was simu­
lated from an expression kindly supplied by J. Bangert. Since it re­
quired 13 integrators, it was not possible to simulate more than one 
stage of the circuit, so that the iteration was performed step by step; 
the output gn+I(t) was recorded at every step and served, along with 
aCt), as the input for the next iteration. Since the simulation was per-

a (t) 

Ca(t);-9n (t)-CY:>[9n] 
I 

I 
I 
I 

t 

a (t) 
(DELAYED) 

9n+l (t) 
(DELAYED) 

Fig. 1 - Circuit for simulation on a general-purpose analog computer. 
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Fig. 2. - The figure get) to be recovered. 

formed to test the efficacy of the recovery process, the function g(t), to 
which the approximations gn(t) were expected to converge geometrically, 
was picked in advance to be 1.45 sin tit, which is in B, as required. 

The function actually used for gCt) was an approximation to this, 
generated on the computer as the step response of the filter, and appears 
in Fig. 2. Since the filter is not ideal, the gCt) used does not coincide 
precisely with 1.45 sin tit but it is a good approximation; the closeness 
of the two curves provides, further, a measure of the filter's performance. 
The curve aCt), obtained as a result of companding and filtering the 
gCt) of Fig. 2, appears as the bottom-most of the curves of Fig. 3. The 
remaining curves of Fig. 3 represent the odd approximants: g3, gs, 
g7 , g9 , gn and g13 , yielded by the iteration. They are seen to converge 
well, although their limit is not quite the function g C t). To test whether 
the error was due simply to the various inherent machine insensitivities, 
the last approximation, gI3(t) , was companded and band-limited, and 
the result was compared with the original aCt). The difference of these 
two functions appears in Fig. 4 and is seen to be very small. The simula­
tion consequently appears to be successful, in that it verifies, in a special 
case and within the limits of machine accuracy, the theoretical predic­
tions of convergence and stability for the recovery process. 

As we have mentioned before, an obvious way of mechanizing this 

2r---~----~----~----~----~--~----~----~----~--~ 

-I O~---2...J.5-----5..l...0-----7.L5----,...LO.-O----12L.5--,--15-.0--'7.L.5--2....JO-.0---2.l.2.-S---2....J5.0 

Fig. 3. - The sequence of approximations produced by the iteration. 
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Fig. 4 - Difference between the original a(t) and companded band-limited ap­
proximation g13(t). 

recovery procedure is to connect s of the circuits of Fig. 1 in series, and 
to supply as input the function gl(t) == a(t); the output will then be 
the approximation gs+l(t) to get), but delayed by s times the delay of 
the band-limiting filter. This delay is an undesirable feature in practice, 
and may perhaps be decreased, at the expense of some error in the re­
covery, by using a filter with a smoother cutoff. 

VI. OPEN QUESTIONS 

This study has concerned itself until now with the idealized version 
of the problem - one in which the effect of transmission on the com­
panded signal has been to pass all frequencies I w I ~ n without change 
and to eliminate all others. We have gone beyond this formulation only 
to show the stability of the recovery process with respect to a variation 
of the transmission characteristic from the ideal x( w) ; that is, we have 
shown that, if this variation is not large, the error produced by applying 
the present recovery procedure will not be large. The problem of how 
we should proceed when given a signal a*(t) = T-1x*Tcp [g], with 
x*( w) = 0 for I wi> n but widely different from x( w) in the band 
I w I ~ n, remains an open one. We may, of course, precede the recovery 
by passing a*(t) through a compensating network with characteristic 
l/x*( w) ; this would convert a*(t) to the ideal a( t), to which our present 
iteration scheme could be applied without change. The question to be 
answered is whether there exists an alternative, which would not require 
compensation of the received signal; this is a matter worthy of further 
study. 

APPENDIX A 

We reproduce here A. Beurling's proof of uniqueness; we will use the 
notation of i through iv in Section II. 

Let the companding function cp(x) be monotonic and have the prop­
erty that cp[f(t)] is square-integrable whenever J(t) is. Let us also suppose 
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that fl(t) and f2(t) are both in B, and that T(/'[fl] = T(/'[f2] for I w I ~ U 
only. We will show that fl(t) and !2(t) must coincide identically. 

By the Plancherel theorem for Fourier transforms, 

where the bar denotes complex conjugation. Now in the left-hand inte­
gral, by hypothesis, T(/'[f1] = T(/'[f2] for I w I ~ U, and Tf1 = Tf2 == 0 for 
I wi> U, since f1 and f2 are in B. Thus, 

(21) 

But, since (/' is monotonic, the integrand of (21) is nonnegative, for 
if f1 (t) ~ f2( t), then (/'[f1 (t)] ~ (/'[f2( t)], and, similarly, if f1 (t) ~ f2(t), 
then cp[fI(t)] ~ (/'[f2(t)]. Thus (21) implies thatft(t) == f2(t). 

APPENDIX B 

We will show here that, for functions in the space B, convergence in 
norm implies uniform convergence on the whole i-axis. 

Let fn(t) be a sequence of functions in B, with II fn(t) II ~ O. Byap­
plying Schwarz's inequality to the representation (4) we obtain 

Ij.(t) 1 ~ ~~~ [L: 1 F,,(w) I' a"J, 
or 

(22) 

where Fn(w) is the Fourier transform of fn(t). But, by (3), 

II Fn(w) II = II fn(t) II , 
so that (22) becomes 

whence we have 

Ifn(t) I ~ 0, uniformly for all t. 

REFERENCES 

1. Beurling, A., private communication (see Appendix A). 
2. Landau, H. J., and Miranker, W. L., to be published. 
3. Mallinckrodt, C. 0., Instantaneous Compandors, B.S.T.J., 30, July 1951, p. 

706. 



Certain 
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Travelillg-Wave Alllplifier"i':· 

By L. A. MacCOLL 

(l\Ianllscript received October 2G, Hl59) 

of 

S01ne silnple results relating to certain mean values are given. It is not 
assumed that the signals are necessarily small; hence nonlinear effects are 
taken into account. 

The purpose of this note is to give a few simple results relating to 
certain mean values that occur in the theory of the traveling-wave 
amplifier. Whereas all of the previous theory of the amplifier has been 
based on the assumption that the signals are small, so that the system 
behaves effectively as a linear system, no such assumption is involved 
in the results given here. 

After some idealization of the physical system, the fundamental equa­
tions of the traveling-wave amplifer can be written as follows:2 

L aI + RI aV (1) 
at ax ' 

c av = _aI + ap 
(2) 

at ax a at' 

ap+a(pu) 
at ax 0, (:3 ) 

au + 1 au2 
_ f3 a v 

at 2" ax - ax' (4) 

The independent variables t and x represent, respectively, time and 
distance measured in the axial direction from the driving point; I, V, 
p and v denote the instantaneous local values of the current in the con­
ductor' the potential of the conductor, the linear charge density of the 

* This material was prepared as a memorandum or report in 194G, but was never 
published. It has, however, been known to people working in the field, and it has 
been mentioned in published work. l It seems desirable that it be made generally 
available in its original form. 
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electron stream, and the velocity of the electrons, respectively; L, R, 
C, ex and {3 are constants. 

N ow suppose that we have a state of the system in which, for each 
value of x, the variables I, V, p and v are all periodic functions of time, 
with the period T. (It is to be noted that nothing is assumed about the 
waveforms of these periodic functions.) 

By (1), we have the relation 

1 rtO+
T al 1 jtO+T _ a 1 IdO+

T 

l~ -11 - dt + R -11 I dt = -a . -11 V dt , 
• to at to X • to 

(5) 

where to is an arbitrary constant. 
The first term in the left-hand member of (.1) vanishes, hecause 

j

tO+T al 
- dt = lex, to + T) - lex, to), 

to at 

and because I is periodic with respect to t with the period T. The expres­
sions 

1 rtO
+

T 

"P • to I dt and 
1 jtO+T 
-11 V dt, 

to 

which we shall denote by the symbols i and V respectively, are the 
means of I and V with respect to t over the period T, for an arbitrary 
value of x. A bar over a letter is used in this sense throughout the discus­
sion. 

Thus we have the relation 

dV 
Ri = - dx . 

Similarly, from (2), (3) and (4), we get the relations 

di = 0 
dx ' 

dl? = 2{3 dV . 
dx dx 

The general solution of (6), (7), (8) and (9) is 

i = K 1 , 

V = -K1Rx + K 2 , 

(6) 

(7) 

(8) 

(9) 
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pv = K 3 , 

;)2 = - 2Kd3Rx + 2K2{3 + K4 , 

where the K's are arbitrary constants. 
The most interesting and important state of the system IS that m 

which, at the driving end, we have 

1 = 0, v = 0, P = Po, v = Vo, (10) 

where Po and Vo are constants. In this state, and for any value of x, we 
have the relations 

1 = 0, v = 0, pv = PoVo, 
2 

Vo • (11 ) 

This result can be stated in words as follows: If at the driving point the 
mean values of the conductor current and voltage are zero, and if at 
the same point p and v have the constant values po and Vo , then the mean 
values of the conductor current and voltage are everywhere zero, the 
mean value of the electron convection current is everywhere PoVo, and 
the mean value of the square of the electron velocity is everywhere vo

2
• 

We note that, although the system is nonlinear, there is no rectifica­
tion of the applied signals. 

By the Schwarz inequality, we have the relation 

CpV)2 ~ (f/2) (iJ2). 

This, together with the relations Pv = PoVo and v2 = vo2
, implies that, 

in the state to which the equations (10) relate, we have everywhere 
the relation 

By the Schwarz inequality, we also have the relation 

(Gv)2 ~ (i2)(V2) = ;)2; 

and this, together with the relation V2 = vo
2

, gives us the relation 

Ivl ~ Vo. 
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Radio Frequency Interference 
Considerations in the 

TD-2 Radio Relay System 

By H. E. CURTIS 

(Manuscript received July 23, 1959) 

Relationships are developed between the ratio of a desired RF carrier to 
an interfering co-channel RF carrier and the telephone channel interference 
that results therefrom. Objectives are set down in terms of permissible noise 
in a telephone channel for each individual RF interference on a hypothetical 
long system. Finally, systems applications of these interference considera­
tions are discussed. 

1. INTRODUCTION 

The number of microwave systems that may be used on a particular 
frequency assignment in a given area is determined by the mutual inter­
ference between the systems. The Bell System is particularly conscious 
of this problem because of its extensive use of broadband microwave 
systems. 

At the end of 1958 the Bell System had in operation approximately 
215,000 one-way broadband channel miles of microwave systems in the 
United States, corresponding to approximately 7,000 transmitters and 
an equal number of receivers. A large portion of this extensive network 
makes use of the TD-2 radio relay system1 •2 operating in the 3700- to 
4200-mc band. The TH system3 operating in the 6-kmc range is under 
active development, and the TJ system operating in the 11-kmc com­
mon carrier band (10,700 to 11,700 mc) is now in commercial use. Equip­
ments made by other manufacturers also operate in the 4- and 6-kmc 
bands. 

In spite of the highly directive antennas now in use, a certain fraction 
of the transmitter power from any station will be radiated in directions 
other than that for which it is intended, and this becomes a potential 
source of intra system interference to itself and also to other systems 
operating in the same frequency band. 
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This paper is directed specifically toward the TD-2 system because of 
its extensive use and the experience gained with it. However, the philos­
ophy developed herein may be applied directly to the study of inter­
ference arising in or from other systems. 

It is sufficient for the purposes of this paper to point out that the TD-2 
system, in common with many other microwave systems, uses fre­
quency modulation. It can provide six two-way broadband channels, 
each of which can handle two one-way television channels or 480 or more 
two-way telephone channels. 

The frequency arrangement at a repeater is shown diagrammatically 
in Fig. 1. The six channels in one direction operate on channel assign­
ments whose midband frequencies are 80 me apart. The six channels in 
the other direction are interlaced with the first six, and thus there are 
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Fig. 1 - Frequency arrangement at a repeater. 
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40 mc between midband frequencies of adjacent channels in opposite 
directions. Thus, the potential interference from a transmitter at a tower 
is always separated by 40 mc or more from the closest receiving carrier 
frequency used at the same tower, and RF and IF filtering is sufficient to 
reduce such interference to a negligible magnitude. 

When a two-way channel such as that shown in Fig. 1 is extended to 
include three consecutive repeaters, as in Fig. 2, it will be noted that 
two additional types of interference are involved. Similar interferences 
will exist, of course, on the other five channels. 

For convenience in discussing these interference paths, let each an­
tenna involved be given a number followed by a pair of letters designat­
ing the direction of transmission and whether the antenna is transmit­
ting or receiving. Thus the sequence from west to east is 1E(T) to 2W(R) 
to 2E(T) to 3W(R), etc. At any particular receiving antenna such as 
2W(R) there will be normally two important interferences. One is from 
1W(T) into 2W(R), and the second is from 3W(T) into 2W(R). The 
first, for convenience, is designated "same section," since it transverses 
the same repeater section as the desired carrier from 1E(T); the second, 
3W(T) into 2W(R), may be designated "adjacent section" for obvious 
reasons. Each antenna is normally subject to these same two interfer­
ences. 

Of particular significance is the fact that the interference has the same 
nominal frequency as the carrier with which it interferes, and, hence, it 
cannot be discriminated against by filters. Therefore, the only protection 
lies in making the backward response of the antennas adequately low. 

The interference situation becomes increasingly complex at a point 
where a number of converging microwave systems operate on the same 
or nearly the same frequency. An extreme example of such a point is 
that which exists at New York, where the Bell System has two centers 
from which microwave systems radiate, as shown in Fig. 3. Here we 
have a total of five converging routes with angles ranging from 50° to 
110°, with a sixth paralleling route. 

II. RELATION BETWEEN RF INTERFERENCE AND BASEBAND INTERFERENCE 

The relation between radio interference and baseband interference 
depends, among other things, on the kind of baseband signal being trans­
mitted. In general, in Bell System use, this is either a video signal or a 
number of telephone channels arranged in frequency division. The latter 
case is emphasized herein, since it has been found to lead to a philosophy 
that provides adequate freedom from interference when either telephone 
or television signals are transmitted. For analytical and experimental 
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Fig. 3 - Microwave systems in New York area. 

purposes a multichannel telephone signal can be adequately simulated 
by a band of random noise of the same average power and the same 
bandwidth as the multichannel signal. 

The problem of intermodulation due to echoes in FM with noise 
loading has been treated in a previous paper,4 which showed that the 
amount of intermodulation depends, among other factors, upon the 
echo delay. * It is of significance to the present problem that, as the echo 
delay becomes infinite, the correlation between the signal modulation 
on the echo carrier and that on the main carrier becomes zero. Hence, 
it may be reasoned that, in the limit, the interference problem discussed 
herein becomes analogous to the echo problem. An important difference 
is that here the carriers may be separated in frequency, whereas the 
echo must always have the same carrier frequency as the main wave. 

This theoretical work, which is not reproduced here, leads to Fig. 4, 
which shows the relationship between the baseband signal-to-interference 

* During the preparation of this paper, a theoretical paperS on interference 
between noise-modulated FM carriers appeared, which gives a general expression 
for the interferences as a function of frequency deviation, top baseband frequency 
and frequency separation between carriers. The resulting equation is identical 
with the one from which Fig. 4 was computed. 
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Fig. 4 - Co-channel interference from a multichannel FM system modulated 
with a flat band of noise. 

ratio and the ratio in decibels of the desired-to-interfering carriers when 
the latter ratio is greater than about 10 db. This depends on the FM de­
viation ratio, which, in this case, is specified in terms of the ratio of the 
rms frequency deviation to the top baseband frequency. Furthermore, 
the relationship depends somewhat on whether both carriers are modu­
lated with noise or only the weaker is so modulated. In the latter case, 
the baseband signal to which the interference is referred is assumed to 
be equal in magnitude to that applied to the interfering carrier. 

In addition to the interference from the modulation on the carriers 
evaluated in Fig. 4, there is generated a beat note having a baseband 
frequency equal to the difference in frequency between the desired and 
interfering carriers. Since the beating oscillator frequencies in the TD-2 
system are crystal-controlled, the carrier differences are held to within 
a few tens of kilocycles. Hence, the interferences between the carriers 
themselves fall below the lowest frequency used by the TD-2 system's 
channelizing equipment. Experience has shown that tone interference 
into systems carrying television service will be adequately low if the 
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interference requirements imposed by multichannel telephone service 
are met. 

With speech loading, the frequency deviation is generally specified in 
terms of the peak value, in contrast to noise loading, where it is convenient 
to refer to it in terms of the rms frequency deviation. Fig. 5 shows the 
sine wave power, at a point of O-db transmission level, which has the 
same peaks as a multichannel telephone system, assuming an activity 
factor of one-quarter. This is taken from a paper by Holbrook and 
Dixon. 6 Also shown in Fig. 5 is the power of a multichannel load, based 
on talkers whose volumes correspond to the mean power of the assumed 
talker volume distribution curve, an activity factor of one-fourth being 
included. This curve is derived from constants given in Ref. 6. 

The TD-2 system with a 480-channelload normally uses a peak devia­
tion with speech of ±4 mc. Fig. 5 shows that, for this channel load, 
the ratio of the rms frequency deviation with equivalent full sine wave 
modulation to the rms deviation with noise loading is 11.5 db. This ratio 
referred to peak sine wave deviation is 3 db greater, or 14.5 db. Accord­
ingly, the rms deviation with a noise load can be seen to be 0.7 mc. There­
fore, since the top baseband frequency is approximately 2 mc in the ex­
ample, the ratio of rms frequency deviation to top baseband frequency 
would be approximately 0.35. Hence, Fig. 4 shows that, in this case, the 
baseband signal-to-interference ratio in a telephone channel at the top 
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baseband frequency is ! db greater than the ratio in decibels of the "de­
sired" carrier to an interfering carrier when both carriers are modulated 
with noise. Thus, by rounding this value to 1 db, we may write, in db: 

Sdbm - N dbm = C - I + 1. (1) 

It has been found useful in the Bell System to express noise power in 
a telephone circuit in dba. * This implies a specific frequency weighting 
characteristic, and 1 milliwatt (0 dbm) of flat noise in a 3-kc band reads 
82 dba. For a measurement of noise power to have meaning, it must be 
referred to the signal power at the same point in the circuit, or else the 
transmission level at which the measurement is made must be specified. 
Noise in dba is often specified at the O-db transmission level, the point 
of reference being the toll transmitting switchboard. 

Holbrook and Dixon give the power of an rms talker at a point of 0-
db transmission level (O-db T.L.P.) as -9.9 dbm. With a channel ac­
tivity factor of one-quarter, the equivalent noise load per 4-kc channel 
is -15.9 dbm. The noise in a 3-kc band is 1.2 db less, or -17.1 dbm. 
This amount of noise power would measure very nearly, 65 dba. From 
this it follows that, given a measurement of signal power and of noise 
power in the same narrow band, the equivalent noise in dba at a point 
of zero transmission level can be obtained from the following relation­
ship: 

Ndba = 65 - Sdbm + N dbm • (2) 

By combining (1) and (2), the relationship between interference in a 
telephone circuit and the RF carrier-to-interference ratio can also be 
obtained. 

Thus, for the TD-2 system, 

N dba = 64 - (C - 1), in db, (3) 

provided C - I is greater than about 10 db. This relationship is plotted 
in Fig. 6. 

III. OBJECTIVES 

Experience has shown that long-haul telephone circuits will give ex­
cellent transmission performance if the rms noise from all sources is 38 
dba or less at a point of zero transmission level (O-db T.L.P.). On a 
radio relay circuit, noise in the more general sense may arise from many 

* A discussion of this unit and its relation to other units of noise power is given 
in some detail by Franke.7 
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sources. A portion will be in the form of fluctuation noise arising in 
the converters; some will be intermodulation due to amplitude and phase 
distortion in the IF and RF circuits, as well as from echoes in the wave­
guide runs and the interconnecting IF cables. It is necessary to divide 
the total permissible noise among all the known contributors, alloting 
to each source an objective consistent with its importance and the feasi­
bility of meeting it. Of particular concern here is unintelligible crosstalk 
due to RF interference; a reasonable allocation for this last source of 
impairment is 24 dba at the O-db T.L.P. for a 4000-mile system. 

Provision must be made for both the interference within the main 
route itself and interference to the main route from other systems that 
converge. Of the total of 24 dba given above, it appears reasonable to 
allot 22 dba to main route interference. As mentioned above, there will 
be two main-route RF interferences of major importance at each repeater: 
"same section" and "adjacent section" interference. 

In order to arrive at a "per interference" allotment, it is necessary to 
discuss the antenna directivity patterns. The measured directivity pat­
tern of an individual sample of a given antenna at a particular frequency 
will exhibit numerous maxima and minima, as shown by Fig. 7. It is 
not practical to make use of the sharp nulls to reduce converging route 
interference, because their angular position varies with frequency and 
is apt to differ from one particular antenna to another. Also, the nulls 
are usually sharper than the angular stability of the tower used to sup-
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1600 1500 1400 

Fig. 7 - Measured directivity pattern of an individual antenna (horn-reflec­
tor, horizontal directivity, vertical polarization, 3740 mc, 3-db beamwidth 2.5°). 

port the antenna. Therefore it is desirable to use smoothed directivity 
patterns, as shown in Figs. 8, 9 and 10, in designing particular systems. 
The smoothed patterns were obtained by drawing a more or less smooth 
curve through the peak (or poorest) values of the measured patterns. 
Therefore, these effectively are "worst" values rather than "rms" val­
ues. 

In a multirepeatered system where there is a sizable number of ex­
posures involving random angles, a substantial percentage of these ex­
posures will contribute less interference than would be indicated by the 
work presented here. Therefore, the total rms interference is somewhat 
less than would be expected by simple power addition of the individual 
interferences. An examination of various measured directivity patterns 
indicates that it is reasonable to assume that straight power addition 
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is perhaps too conservative by about 6 db. This factor can be introduced 
into the allotment either by altering the antenna characteristics or by 
altering the allotment. Since the antenna characteristics describe what 
was actually measured, we have chosen not to modify them; instead, we 
have modified the allotment. 

Furthermore, considering one exposure alone, intelligible crosstalk 
can appear only if the two carriers involved are within a few hundred 
cycles of each other; the chance of this is very small. Actually, the two 
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carriers may be as much as several tens of kilocycles apart in frequency; 
hence, an observer would more probably hear crosstalk from two tele­
phone channels simultaneously with a random amount of frequency 
staggering. Since the frequency differences between carriers in a large 
number of exposures will be quite randomly distributed about an aver­
age, the telephone interference will appear as babble and may be treated 
as noise. Therefore, on the basis of 140 repeaters (4000 miles), two inter­
ferences per repeater, and a factor of 6 db as mentioned above, the per­
repeater allotment in dba for either the same-section or the adjacent­
section interference is: +22 - 10 log 280 + 6, or approximately +4 
dba at the O-db T.L.P. 

Since this allotment is slightly below that for first circuit noise, the 
sideband power per cycle of allowable RF interference is slightly below 
the fluctuation noise per cycle in the receiver converter in which the RF 

interference falls. 



RF INTERFERENCE IN TD-2 RADIO RELAY SYSTEM 381 

It is then evident that, during a fade of the "desired" carrier entering 
any particular receiver converter, the converter noise and the RF inter­
ference contributions, as observed in any telephone channel at the ter­
minal of the system, will rise together and always stay in balance. Ob­
viously, if the interfering carrier fades it becomes increasingly weaker 
than the fluctuation noise, and the effect then becomes entirely negligible. 

Pertinent features of a long main route such as may extend across the 
continent are the spurs by means of which television and telephone 
channels are brought to cities situated off the main route. 

At each point where a spur joins a main route four RF interferences 
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will occur, as shown in Fig. 2. Two of these will appear finally as tele­
phone channel babble at the west end of the backbone route, and simi­
larly two will appear at the east end. Thus, assuming 64 spurs per 4000 
miles, there will be a maximum of 128 such interferences at either end. 

However, the angles of the spurs may be expected to be distributed 
at random, with presumably no angle less than a value consistent with 
the objectives developed below. Hence, many interferences may be ex­
pccted to contribute substantially less baseband noise than the alloted 
value. In view of this it is probably not unreasonable to assume that 
only one-half of these interferences will contribute significantly to the 
total. 

The maximum amount of baseband noise each of these RF interfer­
ences may be permitted to contribute can then be obtained by using 
the same line of reasoning as was followed above. Thus, assuming 64 
spurs per 4000 miles, the per spur allotment is: + 20 - 10 log 64 + 6, or 
+8 dba at the O-db T.L.P. 

It is recognized that the above can at best be only a guide, since any 
tentative layout may call for spur angles ranging from zero (which may 
introduce excessive interference) to 180°. Hence, each specific spur con­
tribution must be examined in the light of the over-all spur allotment, 
bearing in mind that cases will arise where there may be no practical 
alternative but to exceed the pro-rated allotment. 

IV. SYSTEMS APPLICATION 

The previous sections have (a) set down objectives in terms of per­
missible noise in a telephone channel for each individual RF interference 
on a hypothetical long system and (b) developed a relationship between 
the ratio of a desired RF carrier to an interfering co-channel RF carrier 
and the telephone channel interference that results therefrom. 

The ratio of the desired carrier to the interfering carrier at any point 
depends on the transmitted powers, antenna gains, path losses of the 
two carriers involved and the discrimination of the receiving antenna 
against the interfering carrier. The first three factors are readily com­
puted and need not be elaborated on here. The antenna's gain and dis­
crimination are, of course, functions of its size and design. Figs. 8, 9 and 
10 show smoothed discrimination curves for the antennas normally used 
in the TD-2 system: the horn-reflector antenna, the delay lens antenna 
and a simple 8-foot parabolic antenna. 

Since the response of the 8-foot parabolic antenna to a signal from 
the rear is only 45 db below the main lobe response, both the "adjacent 
section" and "same section" interference would be on the average + 19 



RF INTERFERENCE IN TD-2 RADIO RELAY SYSTEM 383 

dba, or a total of +22 dba per repeater. This would be regarded as 
intolerably high for a long-haul circuit. For this reason, the parabolic 
antennas have been used mostly on short-haul spur or secondary routes. 
Both the delay lens and horn-reflector provide in excess of 65 db dis­
crimination in the rearward direction, which is entirely adequate even 
for systems of 4000 miles in length. 

The minimum angle between a spur route and a main route on the 
basis of a given permissible interference is determined by the discrimina­
tion of the antennas involved. This, for a given pair of antennas, depends 
on whether the interference is polarized similarly or at right angles to 
the plane of polarization of the desired carrier. 

Table I gives the minimum angle between the disturbed and disturb­
ing paths based on the interference into the receiving antennas at the 
point of convergence, with the inherent assumption that the disturbed 
and disturbing signals are equal in strength; i.e., they originate from 
similar equipments and traverse paths of equal length. 

In general, the Bell System does not operate separate microwave 
routes in close enough proximity for mutual interference to become a 
consideration. However, where it is suspected, the baseband interference 
can be computed on the basis of the principles laid down above. In 
general, disturbing transmitters and the disturbed receivers on separate 

TABLE I - MINIMUM ANGLE BETWEEN DISTURBED AND DISTURBING 

PATHS FOR CO-CHANNEL INTERFERENCE 

Polarization 

Disturbed Antenna Type Minimum Angle (Degrees) 
Disturbing (Trans- Disturbed (Receiving) 
mitting) Antenna Antenna 

Delay lens V V 80 
H V 72 

Horn -reflector V V 58 
H H 26 
H V 10 
V H 11 

Parabolic, 8-foot V V 144 
H H * 
H V 130 
V H 26 

Parabolic, 1O-foot V V 122 
H H * 
H V 110 
V H * 

* The objective cannot be met at any angle with these conditions. 
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routes do not point at one another, and the discrimination advantage 
of both antennas is obtained. The combinations and possibilities are so 
great for su'ch cases that generalization becomes useless and each case 
should be treated individually. 

In the standard frequency arrangement for the TD-2 system, trans­
mitting and receiving carriers are separated by 40 mc. Ahead of the 
receiver converter, RF filters provide 20 db of discrimination to the 
transmitter. This and the IF selectivity are more than adequate to elimi­
nate interference between transmitters and receivers at the same site. 

It is possible under certain conditions to operate channels in the 20-mc 
slots between an adjacent transmitter and receiver in the standard fre­
quency arrangement. These interstitial or so-called "slot" channels are 
used at converging points or spurs where co-channel interference con­
siderations would limit the minimum angle of convergence to an unde­
sirably large angle. * 

When interstitial frequencies are used, each channel may have inter­
fcrcnces separated only 20 mc from the normal carrier frequency, i.e., 
at 50 mc and 90 mc in the IF band. This separation is not sufficient to 
provide any appreciable suppression of the interfering carriers by RF 

filtering. Furthermore, the IF discrimination to such interferences is 
only of the order of 5 to 10 db. 

If the FM receiver could be assumed to consist of a perfect limiter and 
a perfect demodulator, FM theory would indicate that the resulting in­
terference at baseband frequencies would be infinitesimal in magnitude 
in the frequency range occupied by the normal signal. Furthermore, any 
such interference would be incoherent with the modulating signal on the 
disturbing channel. Actually, experiment has shown that the signal on 
the weaker carrier is transferred to the stronger carrier. The crosstalk 
increases 2 db as the ratio between the desired carrier and the inter­
fering carrier decreases 1 db, provided that the interfering carrier is 
weaker than the desired carrier; beyond this point, the baseband inter­
ference rises still more rapidly. No completely satisfactory explanation 
has been advanced, other than the generalized one that physical ampli­
fiers, limiters and discriminators are frequently not ideal devices. 

* Developments subsequent to the preparation of this paper indicate that addi­
tional discrimination applied at each repeater at the intermediate frequency of 
70 mc reduces the crosstalk from the adj acent microwave channels 20 mc offside 
so as to allow the minimum angle between converging routes to become zero 
degrees. This is equivalent to saying that six interstitial two-way microwave 
channels can also be operated in the 3700- to 4200-mc band, making a total of 12 
broadband channels. The technical problems relating to the possible use of these 
six additional two-way channels are now being studied at Bell Telephone Labora­
tories. 
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From a systems engineering viewpoint, when interstitial frequencies 
are used the interfering carrier must be sufficiently weaker than the 
desired carrier during free-space transmission that, when the desired 
carrier fades, the crosstalk remains below the fluctuation noise as long 
as the circuit is useful. 

Fig. 11 shows how the fluctuation noise theoretically increases with 
depth of fade on a single typical repeater section. Also in Fig. 11 is a 
curve showing how the crosstalk from an interstitial channel increases 
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with a fade, assuming that the interfering carrier is 35 db weaker than 
the interfered-with carrier during periods of free-space transmission. It 
is assumed, in this case, that the interfering channel is modulated with 
average power talkers. 

This figure indicates that, with a carrier ratio of 35 db, the crosstalk 
remains below the noise for fades up to about 35 db. Arrangements are 
provided automatically to switch the faded channel to a protection 
channel when the depth of fade exceeds 35 db. 

Since this carrier ratio is about 20 db less than the requirement for 
tolerable co-channel interference, the minimum angle at which two routes 
may converge is greatly reduced when interstitial frequencies are used 
at the point of convergence. Table II illustrates the minimum angles of 
convergence that are practical when interstitial frequencies are used. 

In a linear system it would be expected that additional IF selectivity 
would reduce the effect of interstitial interference. Experiment has 
shown that the TD-2 system is so nonlinear that added IF selectivity is 
effective only when applied at each repeater where interference may 
enter the system. 

For this purpose IF filters are available that have no appreciable loss 
and phase distortion in the frequency range from about 60 to 80 mc, 
and about 30 db loss in the frequency regions of 50 mc and 90 mc. When 
these filters are employed in a TD-2 system using an interstitial fre­
quency plan, the angles between converging routes need be such as to 
provide an antenna discrimination of only 25 db during periods of free-

TABLE II - MINIMUM ANGLE BETWEEN DISTURBED AND DISTURBING 
PATHS USING SLOT FREQUENCIES 

Polarization IF Filter, Minimum Angle 
(Degrees) 

Disturbed Antenna Type 

Disturbing (Trans- Disturbed (Receiving) Out In mitting) Antenna Antenna 

Delay lens V V 12 3.5 
H V * * 

Horn-reflector V V 6 3.1 
H H 9 5.5 
H V 4 2.5 
V H 6 2.4 

Parabolic, 8-foot V V 20 5 
H H 20 7.2 
H V 5 1.8 
V H 8 4.9 

* Less than 2°; a minimum of 2° is suggested. 
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space transmission. Table II gives the minimum angles necessary for ade­
quate protection from interference when IF filters are used. 

When the suggested minimum angles are very small, as when filters 
are used, allowance must be made for the mechanical stability of the 
towers and for the precision to which the antennas can be oriented. The 
former depends on the design of the tower structure and on the loads 
to which it is subjected. The latter depends on the methods and skill 
used in orienting the antennas. No safety factors for these considera­
tions have been included in the suggested minimum angles. 

Also for these same reasons, with the delay lens antenna and a cross­
polarized interfering carrier, it is suggested that the minimum permissible 
angle between converging routes be 2 degrees rather than 0 degrees, as 
would be indicated by the discrimination pattern for the delay lens 
antenna. 

REFERENCES 

1. Grieser, T. J. and Peterson, A. C., A Broad-Band Transcontinental Radio 
Relay System, Elect. Engg., 70, September 1951, p. 810. 

2. Roetken, A. A., Smith, K. D. and Friis, R. W., The TD-2 Microwave Radio 
Relay, System, B.S.T.J., 30, October 1951, p. 104l. 

3. McDavitt, M. B., 6,OOO-Megacycle-Per-Second Radio Relay System for Broad­
Band Long-Haul Service in the Bell System, A.I.E.E. Trans., 76, Part 1, 
January 1958, p. 715. 

4. Bennett, W. R., Curtis, H. E. and Rice, S. 0., Interchannel Interference in 
FM and PM Systems Under Noise Loading Conditions, B.S.T.J., 34, May 
1955, p. 601. 

5. Medhurst, R. G., Hicks, Mrs. E. M. and Grossett, W., Distortion in Frequency 
Division Multiplex FM System Due to an Interfering Carrier, Proc. I.E.E., 
105, Part B, May 1958, p. 282. 

6. Holbrook, B. D. and Dixon, J. T., Load Rating Theory for Multi-Channel 
Amplifiers, B.S.T.J., 18, October 1939, p. 624. 

7. Franke, H. C., Noise Measurements on Telephone Circuits, Tele-Tech & Elect. 
Ind., 14, March 1955, p. 85. 





Diffused Junction Depletion 
Layer Calculations 

By H. LAWRENCE and R. M. WARNER, Jr. 
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Depletion layer properties have been calculated for diffused junctions in 
silicon and germanium as a function of reverse voltage and of diffusion 
parameters for the gaussian and the complementary error function distri­
butions. These results bridge the gap between the linearly graded behavior 
generally exhibited by such junctions at low voltage and the step behavior 
exhibited at high voltage. For total depletion layer thickness and capacitance, 
the transition from graded to step junction behavior extends over about one 
decade of voltage. For depletion layer thiclcness on a single side of the 
junction, it extends over several decades. Depletion layer thickness and peak 
electric field are presented graphically as a function of voltage for a variety 
of junction depths and impurity concentration functions. The ranges for 
which the step and graded junction approximations are valid are apparent 
from these charts. The results were obtained by an analytical integration of 
Poisson's equation, and a subsequent use of the IBM 704 for a numerical 
evaluation of the transcendental equations obtained. 

r. INTRODUCTION 

The dependence of depletion layer properties on voltage is important 
in the design of many semiconductor devices. Some of these properties, 
such as total depletion layer thickness, are accurately predicted by the 
commonly used step and graded junction approximations over fairly 
wide voltage ranges. However, the ranges in which the approximations 
are applicable have not been established previously. The present work 
establishes the regions in which these approximations are valid and 
supplies data for the entire voltage range of interest. 

Both the complementary error function distribution and the gaussian 
distribution have been treated. Total depletion layer thickness, peak 
electric field, capacitance per unit area and the fraction of the depletion 
layer on each side of the junction have been calculated for wide ranges 
of voltage, junction depth, background impurity concentration and 

389 
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surface concentration. Results are given for silicon and germanium and 
can readily be extended to other materials. 

II. METHOD - COMPLEMENTARY ERROR FUNCTION DISTRIBUTION 

For the case of diffusion into a semiconductor with the assumption 
of a concentration-independent diffusion constant and a constant volume­
concentration at the surface, the solution of the one-dimensional diffu­
sion equation is the complementary error function.! The solution may 
be written 

x 
C(x) = Co erfc y4Dt' (1) 

where C is the impurity density at a distance x from the surface, Co the 
surface concentration, D the temperature-dependent diffusion constant 
and t the time of diffusion. * 

For the purpose of these calculations we have taken the case of a 
donor diffusion into a p-type semiconductor. To treat the depletion 
layer formed at the junction, when reverse bias is applied, we have made 
the following customary assumptions: 

i. ionization of donors and acceptors is complete; 
ii. the depletion layer is a region completely free of carriers separated 

by a sharp boundary from an electrically neutral region. 
The net density of positive charge, p, lying within the depletion layer 

can be written 

p = q(C - CB ), (2) 

where q is the electronic charge and C B is the background impurity 
concentration. Hence Poisson's equation can be written in MKS units 
as follows: 

V2y; = _!L (Co erfc _ : - CB), 
Keo V 4Dt 

(3) 

where y; is electrostatic potential, K is the dielectric constant of the mate-
rial and eo is the permittivity of free space. . 

As Fig. 1 indicates, the electric field vanishes at the depletion layer 
boundaries. Thus, by integrating Poisson's equation, 'we can write 

* erfc u = 1 - erf u; 
2 [U 

erf u = -yI; J
o 

exp( -a2
) da. 
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expressions for the field distribution on the two sides of the junction: 
On the left, 

E1(x) - E1(xj - al) = El(X) 

= qCo jX (1 _ CR _ erf _X_) dx (4) 
KeD xi-a! Co vI4l5t 

and, on the right, 

C j X

i+
a2 (C X ) =~ 1-~-erf_~ dx 

KeD x Co V 4Dt ' 

(5) 

where Xj , the junction depth, is defined by 

Xj 
Co erfc _ /- - C R = 0 v4Dt . 

(6) 

Co 

t 
C 

CBr----------+----~~--------r_--

t 
lEI 

Fig. 1 - Diffusion profile and corresponding electric field distribution. 
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Requiring that the field be continuous at the junction enables us to 
arrive at the desired relation between the two components of depletion 
layer thickness, al and a2 • That is, 

E, (Xi, g:, a,) = E2 (Xi, g:, a2). (7) 

At this point specific values can be chosen for Xj , CB/Co and al so that 
a2 can be calculated by a machine using iterative methods. 

N ext, the voltage drops on the two sides of the junction are obtained 
by a second analytical integration of Poisson's equation: 

V1 = _Ixi El(X) dx, (8) 
Xi-at 

I
xi

+
a2 

V2 = - X' E 2(x) dx. (9) 
1 

For the situation chosen, reverse bias implies a positive voltage on the 
left-hand side with respect to the right. Therefore, the positive x direc­
tion is in the direction of decreasing voltage, and the calculated voltages 
are negative. 

The integrations in (4), (5), (8) and (9) are carried out in detail in 
Appendix A. 

Finally, junction capacitance is calculated from 

(10) 

III. METHOD - GAUSSIAN DISTRIBUTION 

For the case of a diffusion having as a boundary condition that a 
fixed amount of the diffusant is deposited in the surface from which the 
diffusion proceeds, the solution of the one-dimensional diffusion equation 
is the gaussian function 

C - C -x2f(4Dt) - oe , (11) 

with the symbols being defined in the preceding section. 
Again we take the case in which the donors are diffused into a p-type 

semiconductor, and make the same assumptions as before. For this 
case, Poisson's equation can be written as follows: 

riif/ = qCo [e-X2 /(4Dt) _ CB]. 
KEO Co 

(12) 
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By integrating Poisson's equation as before we can write expressions 
for the field distribution on the two sides of the junction: 
On the left, 

E 1(x) - EI(xj - al) = E 1(x) = qCo IX [e-X2
/(4Dt) - CnJdX (13) 

KEo xi-al Co 

and, on the right, 

E 2(xj + a2) - E 2(x) 

where x j , the junction depth, is defined by 

[Coe-xi2f(4Dt) - Cn] = O. (15) 

Requiring that the field be continuous at the junction enables us to 
arrive once again at the desired relation between the two components 
of depletion layer thickness, al and a2. This equation, (7), is treated by 
machine as before. 

N ext, the voltage drops on the two sides of the junction are obtained 
by the second analytical integration of Poisson's equation, as indicated 
in (8) for the left side and (9) for the right side. 

The integrations that yield expressions for EI(x), E 2(x), VI and V2 

are completed in Appendix B. 
In this work, values of 16.00 and 12.00 were used for the dielectric 

constants of germanium and silicon respectively. A simple multiplica­
tion enables one to determine field, voltage or capacitance for any 
modification of values of these constants, or for other materials. 

The IBM 704 was employed for solving the field continuity equation 
(7) and for performing all the numerical computations. 

IV. DATA PRESENTATION 

Fig. 2 is a diagram showing total depletion layer thickness versus 
voltage for three kinds of impurity distributions in silicon: step with 
large concentration on one side, linear graded, and complementary error 
function. Using gaussian results instead of complementary error func­
tion results would give qualitatively the same picture. The relationship 
is shown for two junction depths: Xj = 2 X 10-3 cm and Xj = 10-4 cm. 
The surface concentration is 1020 atoms/cm3

, and the background im­
purity concentration is 1016 atoms/cm3

• The solid curves marked "erfc," 
which were obtained from the calculated data, clearly mark the transi-
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Fig. 2 - Total depletion layer thickness vs. voltage for step, linear graded 
and complementary error function impurity distributions in silicon. 

tion region between the step and linear distributions, becoming asymp­
totic to these two curves at the higher and lower voltages respectively. 
It should be noted that, since the step junction curve is a function of 
background resistivity only, it remains the same for both junction 
depths. 

The intersection of the linear graded and the step junction lines is 
the point where the accuracy of either approximation is poorest. In­
creasingly larger errors occur, of course, if either approximation is used 
for voltages beyond its point of intersection with the other approxima­
tion. The curves shown here constitute extreme examples. For x j = 10-4 

cm the step junction approximation becomes excellent at about 4 volts, 
and hence the step approximation can be used over almost the entire 
voltage range of interest. In the case of Xj = 2 X 10-3 cm, however, 
breakdown occurs around 100 volts, and therefore the graded approxima­
tion is good over almost the entire voltage range of interest. 

Fig. 3 presents total depletion layer thickness versus the ratio of volt­
age to background impurity concentration. Fig. 4 presents the corre­
sponding data for the gaussian distribution. These charts are available 
for a wide range of values of the ratio CR/CO ; a complete set will be fur­
nished by the authors upon request. 

The chart in Fig. 3 is precise for CR/CO = 10-5
, but one may use the 

chart for a range from 3 X 10-6 to 3 X 10-5
• Maximum errors resulting 
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from the use of Fig. 3 over this range are 5 per cent if one wishes to 
obtain total depletion layer thickness for a specific value of voltage. A 
maximum error of 10 per cent in voltage may result when starting from 
a given value of total depletion layer thickness. These maximum errors 
apply for the complete set of graphs. It can thus be seen that the use 
of a particular graph allows one to shift values of Cn and Co as long as 
the ratio C nlCo falls within the specified range, and that, by using the 
complete set of graphs, one can find applicable data for any value of 
C n with its corresponding Co . 

As an example, if one has a ratio of CnlCo = 2 X 10-5 with Cn = 

1015
, one would select the chart applicable for the range 3 X 10-6 to 

3 X 10-5 (Fig. 3). One can then note that the voltage reading of one 
volt is obtained at VICn = 10-15

• Then, for 10 volts, VICn = 10-14 and 
Xi = 2 X 10-3

, one obtains a total depletion layer thickness of 4.7 X 
10-4 cm. 

The plotted data yield parallel straight lines in the left-hand portion 
of each chart. These lines correspond to the graded junction approxima­
tion, with each line representing a particular gradient. At high voltages, 
the lines then converge onto the single straight line that corresponds to 
the step junction approximation. Thus, these charts define clearly the 
applicability ranges of the two approximations insofar as total layer 
thickness and capacitance are concerned. Oblique axes have been used 
to spread the curves conveniently. 

Since VIC n is used as a parameter in the charts, avalanche breakdown 
data cannot be readily superimposed. The problem can be appreciated 
by noting that breakdown voltage depends on background doping in a 
step junction, but all step junction data have been collapsed onto a 
single line in these charts. 

Fig. 5 shows the variation of aI/atotal with the voltage function for 
the complementary error function distribution. Fig. 6 gives the corre­
sponding curves for the gaussian function. The upper boundary of each 
chart corresponds to the graded junction, and the lower boundary cor­
responds to the step junction. Note that here the transition range covers 
many decades. 

A plot of the peak electric field divided by Cn versus V ICn is given 
in Fig. 7. This chart was made for CnlCo = 10-5

, for the case of the 
complementary error function. The usefulness of the chart can be ex­
tended to include a range of C nlCo from 10-4 to 10-8

, where the maximum 
error for a C nlCo other than 10-5 is 10 per cent and, in the majority of 
cases, the error would be less than 5 per cent. For the gaussian distribu­
tion' the usable range of this same graph is from CnlCo = 10-4 to Cnl 
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10-18 10-16 10-15 10-14 10-13 

I I 111111 I 1111111 I I 1111111 I I I 111111 I I I 111111 11111111 11111 

Fig. 5 - Chart for use in range 3 X 10-6 to 3 X 10-6, erfc distribution. 
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Fig. 7 - Peak electric field. 

Co = 10-6
, with CB = 1014 and with errors of the same magnitude as 

mentioned above. 

V. CONCLUSIONS 

For any given diffused junction there is a voltage below which the 
graded approximation is excellent and a voltage about a decade higher 
above which the step approximation is excellent for predicting total 
depletion layer thickness and capacitance. It can be seen from Fig. 2 
that rapidly increasing errors are introduced when either approximation 
is used beyond its applicable range. 

The approximations are less useful in predicting the division of deple­
tion layer thickness between the two sides of the junction, for Figs. 5 
and 6 show that this transition region occurs over most of the voltage 
range of interest. The reason for this difference, of course, lies in the fol­
lowing consideration: As voltage across a diffused junction is increased, 
a1 becomes smaller than the half thickness predicted by the graded ap­
proximation, and a2 becomes larger. Thus, some compensation occurs 
when total thickness, a1 + a2 , is computed. 

The results obtained here are immediately applicable to the calcula­
tion of collector capacitance for junction transistors and junction capaci­
tor design and the like. In field effect device design, where single-side 
depletion layer thicknesses are important, the results are particularly 
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helpful. Further, they should provide additional information for the 
detailed study of problems such as avalanche breakdown. 
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APPENDIX A 

As shown in Section II, we must solve Poisson's equation, which in 
this case can be written 

2 qCo (CB X ) "V1/;= -- 1---erf_ I-· 
KEo Co V 4Dt 

(16) 

All the symbols are defined as before. From (4) we have, for the electric 
field distribution on the left side of the junction, 

El(X) = qCo fX [(1 - cCB) - erf _ 14
X
D] dx, (17) 

KEO xi-al 0 V· t 

and, from (5), for the right side, 

E 2(x) = qCo fX [(1 - cCB) - erf _ 14
x

D ] dx, 
KEO x i+a2 0 V . t 

(18) 

where x j , al and a2 are defined in Fig. 1. 
Integrating (17) by parts, we obtain 

() qCo {[( CB) f x V4
7r
Dt e-X2

/(4Dt)] El x = - 1 - - x - x er _ 1- -
~ ~ v4m 

[( 
CB) Xj - al 

- 1 - Co (Xj - al) - (Xj - al) erf V4Dt (19) 

-~ e-<x,-.,"IC4D"]}. 
Peak field will exist at the junction. Letting x 
and noting that 

x j in this expression 

CB Xj 
1 - Co = erf V 4Dt ' (20) 
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(21) 

For the range of arguments used in these calculations, the error func­
tion is very close to unity, e.g., 0.99999980. Because the IBM 704 can 
handle at most eight decimal digits, it is advantageous to work with the 
error function complement. Making this substitution, the final expres­
sion for peak field becomes 

qeo { (Xi Xi - al) 
El(XJ = KEo (Xi - al) erfc V4Dt - erfc V 4Dt 

(22) 

Similarly, (18) can be integrated to give an expression for the field 
distribution on the right-hand side of the junction and, specifically, the 
peak field: 

E,(x;) = ::'0 {(x; + a,) (erfC J:Dt - erfc x~t~,) 
(23) 

The desired relation between al and a2 can be obtained by noting that 
field continuity requires 

(24) 

Thus, we obtain an equation in a2 , 

(25) 

which will be solved by trial and error. From (22) and (23) it is evident 
that 
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to~--------~~--~~------~ 
F(a) 

a _ 

Fig. 8 - Method of obtaining approximation aTT • 

For rapid convergence on a2 in the machine solution of (25), Newton's 
approximation was used. * For a trial value, aT, which is a first approxi­
mation to a2 , we simply set aT = al. By referring to Fig. 8 it can be 
seen that the next approximation, aTT , can be obtained from 

where 

dFJ 
da aT 

F(aT) 
aTT = aT - dFJ ' 

da aT 

Xj Xj + aT 
erfc V 4Dt - erfc V 4Dt 

(27) 

(28) 

By substituting aTT back into (27) in place of aT (i.e., by repeated 
applications of Newton's approximation), rapid convergence results. 
A criterion of accuracy is the expression 

E1(xj) - E 2(xj) 
E1(xj) 

where the approximate value of a2 is used in evaluating E 2(xj). 

(29) 

To obtain the total voltage across the junction (applied + built-in), 
(8) and (9) of the text must be integrated. Equation (8) yields 

qCo {[( CB) X2 X2 _x 
VI = - KEO 1 - Co :2 - 2 erf V4Dt 

1/Dt -x2/(4Dt) JXi VIDt IXi -x2/(4Dt) d } - - x e - KX - - ex, 
7r Xi-al 7r Xi-al 

(30) 

---
* This was suggested by Miss M. C. Gray. 



402 THE BELL SYSTEM TECHNICAL JOURNAL, MARCH 1960 

where K is the second square bracket of (19). The last term of (24) can 
be written in erf form, yielding 

( 
Xj - al Xj ) 

Dt erf V 4Dt - erf V4Dt . (31) 

Substituting (31) in (30) and converting to erfc form, we obtain 

VI = _ qCo [(Dt + x/ _ a
12

) (erfc _ /Xj _ erfc x~ - al) 
KEO 2 2 V 4Dt 4Dt 

+ ( + ) 1
1Dt -(Xj-al)2/(4Dt) (Dt - Xj 2/(4Dt)] 

Xj al / ~ e - Xj I - e . 
7r 7r 

(32) 

In a similar way, (9) yields 

qCo [( x/ a2)2 (Xj Xj + a2) V2 = - Dt + - - - erfc _ /- - erfc _ /-
KEO 2 2 v 4Dt v 4Dt 

+ ( ) 
v

Dt -(Xi+a2)2/(4Dt) vDt -Xi 2/(4Dt)] 
Xj - a2 - e - Xj - e . 

7r 7r 

(33) 

APPENDIX B 

We must again obtain a solution for Poisson's equation, which in the 
case of the gaussian distribution can be written 

/12..p = qCo (e -x2f(4Dt) _ C n) , 
EEO Co (34) 

where the symbols are defined as before. 
Integrations corresponding to those in Appendix A are carried out to 

obtain the electric field distribution on either side of the junction. These 
field functions are as follows: 

qCo[_/-( _x Xj-al) = _. V 7rDt erf _ /- - erf _ /-
KEO V 4Dt v 4Dt 

-g: (x - Xj + a l )] 

(35) 

and 

(36) 
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The expressions for peak field are found immediately by substituting 
Xj for x in (35) and (36). Setting the resulting expressions equal to each 
other gives an equation that establishes field continuity at the junction 
[(7) of the text]. 

Integrating (35) again gives the voltage on the left-hand side: 

V, ~ - ~~o {vi oeDt X; (erf J:Dt _ erf x~ ~~,) 
(37) 

Integrating (36) gives the voltage on the right hand side: 

qeo {_ /- (~ Xj + a2) 
V2 = KEO V 7rDt Xj erf V4Dt - erf V4Dt 

(38) 
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A Transversal Equalizer for Television 
Circuits 

By R. V. SPERRY and D. SURENIAN 

(Manuscript received November 23, 1959) 

Transmission of television signals over long systems requires a fine degree 
of equalization. An adjustable type of equalizer to supplement fixed equal­
izers is discussed. It provides both gain and delay characteristics in the form 
OJ harmonically related cosine shapes which are independently adjustable. 
The design and operation of the equalizer is explained on the basis of paired 
echo theory. The 336A equalizer used in the L3 coaxial system is discussed 
as an example of this equalization technique. 

I. INTRODUCTION 

In an ideal transmission system the received signal is an exact replica 
of the transmitted signal. In all practical systems the received signal 
differs from the transmitted signal, due to imperfections of the trans­
mission media. The lack of uniform gain and delay over the frequency 
band of the system constitutes a common form of imperfection. These 
gain and delay distortions are usually so severe as to require some form 
of equalization. * The amount of equalization required depends upon 
the nature of the signal being transmitted. Fortunately, most communi­
cation signals have qualities that make perfect equalization unnecessary. 

For television transmission, the requirements are particularly stringent 
for both gain and delay equalization. Systems transmitting TV signals 
either as video circuits or carrier circuits usually use fixed gain and 
delay equalizers to correct the bulk of the system distortion and adjust­
able equalizers to correct the residual. 

The residual gain and delay distortions will vary with system aging 
and manufacturing variations; thus, an unpredictable amount of equali­
zation is necessary. These distortion characteristics are arbitrary func­
tions of frequency, and will change from time to time. This requires 

* A theory of equalization of complex systems is described in Ref. 1. 

405 
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that the adjustable equalizer be flexible enough to equalize arbitrary 
distortion characteristics, but still be easy to adjust. 

It is well known that any reasonable function over a finite interval 
can be mathematically approximated by means of a finite number of 
terms of an infinite series. The degree of approximation determines the 
number of terms of the series. The Fourier cosine series is particularly 
useful because its orthogonal properties make the coefficients of each 
term independent. Furthermore, methods of producing cosine shapes of 
gain and delay are known. So a device that produces adjustable cosine 
shapes of gain and delay should be ideal for equalizing residual distor­
tions. This paper describes an adjustable equalizer that produces har­
monically related cosine shapes of both gain and delay. This device is 
called the transversal equalizer. * 

II. THEORY OF THE TRANSVERSAL EQUALIZER 

Wheeler's theory of paired echoes4 is useful in describing the operation 
of the transversal equalizer. Let the impulse response of a network be 
the two impulses as shown by Fig. 1. The larger response impulse will 
be called the main signal and the smaller one the echo. As shown in Fig. 
1, the response is a main signal and a lagging echo. The transfer func­
tion of the network can be obtained from the Laplace transform of the 
response, and is given by 

F(jw) = L[o(tl) + I{o(tl + T)] 

= e-iI1W (1 + I{e- irW
) 

= e-(a+i{J). 

p = jw 

The loss of the network is given by 

a = -20 log I F(jw) I 
and the phase is given by 

in decibels, 

f3 = -tan-l 1m [F(jw)] 
Re [F(jw)] 

which, for I{ « 1, results in 

in radians, 

a == -8.686K cos TW, 

{3 == tlW + K sin TW 

(1) 

* This name is a logical onc in view of the usc of "transversal filter" by Kall­
mann2 and Linke.3 
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INPUT 

o TIME-~ 

SINGLE UNIT IMPULSE 

OUTPUT 

UNIT IMPULSE WITH A 
LAGGING REPLICA 

Fig. 1 - Single lagging echo response. 

and the envelope delay 

T == ~~ == tl + T I( cos TW. 

Thus, any network producing an echo pattern as shown by Fig. 1 has 
loss and delay responses in the frequency domain that are approximate 
cosines. Should the response be a main signal and a leading echo, the 
sign of T would be negative and the resulting loss, phase and delay are 
given by 

ex == -8.686K cos TW, 

(3 == tlw - K sin TW, 

T == tl - K T cos TW. 

(2) 

Note that only the phase and delay are affected. Therefore, if the re­
sponse of the network were to produce both leading and lagging echoes 
as well as a main signal the frequency characteristics would be the addi­
tion of (1) and (2). A number of echo patterns and their corresponding 
frequency responses are given by Fig. 2. 

This shows that a pair of echoes with even symmetry about the main 
signal is associated with cosine loss deviations and constant delay, while 
echoes with odd symmetry are associated with cosine shapes of delay 
and approximately constant loss. Note also that the cosine function 
completes one-half cycle in a frequency band B = 1/2T. 

Consider now a network with the multiple echo response as shown by 
Fig. 3. The frequency response is given (see the Appendix) by 

ex == -8.686 [2Kl cos TW - 2K2 cos 2TW + 2 K3 cos 3TW + ... ], 
{3 = tlW 

and 

T = tl • 
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TIME RESPONSE 
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FREQUENCY CHARACTERISTICS 
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(b) 
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GAIN == A+k COS TW 

PHASE == tl W - k SIN TUJ 

DELAY == t 1 -TkcOSTW 

GAIN == A+2k COS TW 
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GAIN == A 

PHASE == t 1UJ + 2k SIN TUJ 

DELAY == tl +2kT COS TW 
t I 12kT N/

: I_L 

DELAY I~T 

f- f, f2 

Fig. 2 - Corresponding time and frequency responses. 

Thus, an echo pattern with even symmetry in which the spacing be­
tween individual echoes is constant produces harmonically related 
cosines of loss. 

Similarly, it can be shown that such echoes with odd symmetry give 
harmonically related cosines of delay, as given by the following equa­
tions: 

a == 1(, 

{3 - tlW + 2Kl sin TW + 2K2 sin T2w + 2K3 sin T3w + 

and 

T == tl + 2KIT cos TW + 2K2 (2T) cos T2w + 2K3 (3T) cos T3w + .... 
Observe that the amplitudes of the harmonic terms of loss are prop or-
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I ---- 27 -----+----- 27---- I 
~-------- 37 -------+--------37---------.j 

tl 

Fig. 3 - Multiple echo pairs with even symmetry. 

tional to the amplitude of the echoes, while the amplitudes of the har­
monic terms of delay are proportional to the product of the amplitudes 
of the echoes and the time interval between the corresponding echo and 
the main signal. 

Networks capable of producing such multiple echo patterns have been 
used for Fourier series types of filters and equalizers by Wiener and 
Lee5 and by others.2

,3,6,7 

A network capable of producing a multiple echo pattern can be con­
structed from a delay line with a number of equally spaced taps along 
the line, as shown by Fig. 4. The tap at the center of the line is for the 
so-called main signal. The other taps symmetrically spaced from the 
main signal tap are to provide leading and lagging echoes. In a restricted 
band B the Nyquist sampling interval is 1/2B; therefore the impulse 
response measured at 1/2B intervals is sufficient to describe the system 
completely. It follows that placing the taps T seconds apart, where T = 
1/2B (which corresponds to a half cycle of the first cosine term), will 

IN -

Fig. 4 - Block diagram of an echo-type equalizer. 
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completely equalize the system in the frequency band B, provided a 
sufficient number of echoes are available with appropriate amplitudes. 

To have an adjustable equalizer it is necessary to have echoes avail­
able with adjustable amplitude and either polarity. In previous equal­
izers3 this was accomplished by using either balanced delay lines or 
balanced summing amplifiers. The transversal equalizer uses an un­
balanced delay line and a balanced summing network without active 
elements.s 

Proper combinations of leading and lagging echoes can provide the 
desired harmonically related cosine shapes of loss only or delay only as 
shown by Fig. 2. The echoes can be combined electrically by introducing 
both a leading and a lagging echo to the same potentiometer, as shown 
in Fig. 5, if rl and r2 are large compared to the potentiometer resistance. 
If it is necessary to have a single control adjust a pure loss term, both 
a leading and a lagging echo must be combined at the potentiometer 
corresponding to the desired term. These echoes should have the same 
amplitude and polarity to give a pure loss term. Now, if the same har­
monic of delay is to be available and independently adjustable, the same 
two echoes must be introduced at the delay potentiometer. However, at 
this potentiometer one of the echoes must be of the opposite polarity to 
that introduced at the loss potentiometer. It follows then that, to adjust 
the equalizer in terms of loss and delay independently, both polarities 
of either the leading or lagging echoes will be simultaneously needed. 
This requires an additional delay line or a phase-inverting device. If 
independent adjustment is not necessary, a single echo can be used to 
adjust either loss or delay, and a pair of echoes can be used for the other. 
This would require that the single echo adjustment be made first and 
the paired echo adjustment be made later. 

Some advantage accrues from using single echoes for the loss terms 
rather than the delay terms. Delay terms obtained from the combina­
tion of leading and lagging echoes give relatively pure delay and twice 
the range of those that could be obtained from a single echo. This is 
important for the lower harmonics because, as shown above, the ampli­
tude of a delay term is proportional to the time interval between the 

h:~GGING ECHO 
:

r

1 H POTENTIOMETER 
SUMMING CIRCUIT 

r 2 
----'-

btADING ECHO 

Fig. 5 - Method of combining leading or lagging echoes to produce pure loss 
or pure delay. 
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echo and the main signal, and hence proportional to the harmonic 
number. The disadvantage of this pattern is that the loss shapes also 
introduce a corresponding delay shape that may increase the over-all 
delay distortion. If the system delay distortion were of the minimum­
phase type it would be advantageous to obtain the loss shapes from 
lagging echoes alone, since minimum-phase networks are lagging echo 
devices. However, if the system contains fixed-delay equalizers, the 
over-all distortion is not necessarily minimum phase. In order to secure 
optimum equalization, a switch may be provided to select either a lead­
ing or a lagging echo for each of the loss terms. This arrangement allows 
maximum utilization of the delay terms. 

III. ADJUSTING TECHNIQUE 

The operation of the transversal equalizer can be described equally 
well in terms of paired-echo theory or in terms of its steady-state fre­
quency response. These two descriptions, although equally correct, lead 
to two distinct methods of adjustment and evaluation of performance. 
The echo analysis leads to adjustment in terms of individual echoes and 
is described by Linke.3 However, existing equipment suitable for adjust­
ing the transversal equalizer utilizes a sweeping-frequency technique. 
This necessitates the evaluation of loss and delay characteristics 
separately, hence combinations of leading and lagging echoes are re­
quired. 

The adjusting set is a modified version of that used for the "cosine 
equalizers."! Its operation is briefly described here in order to clarify 
the factors affecting the design of the transversal equalizer. For the loss 
adjustment, the adjusting set transmitter sends a swept-frequency 
signal through the system, as shown in Fig. 6. This signal is amplitude­
modulated by the system loss distortion. The signal then travels through 
the equalizer and into the receiver of the adjusting set, where it is 

t 
>­u 
~ f, 
::::> 
a 
w 
a: 
u. 

Fig. 6 - Sweep frequency of the cosine-adjusting set. 
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demodulated, and the resulting voltage is fed into a power meter. The 
waveform of this voltage represents the remaining distortion of the line 
plus the equalizer. Considering this distortion as a summation of its 
Fourier harmonics, it is apparent that removal of any harmonic by the 
equalizer reduces the total energy of the distortion voltage, and the 
power meter reading is lowered. 

Delay adjustment is made similarly, except that two frequencies 
separated in frequency by a constant amount are swept across the band 
simultaneously. The difference in phase between these two frequencies 
at any instant is an indication of the delay characteristic of the line, 
and a discriminator converts this phase difference into a voltage which 
energizes the power meter. 

Note that, in sweeping up and down the band, distortion versus fre­
quency is converted into a periodic function of voltage versus time. It 
is also an even function about the time corresponding to either extreme 
of the sweep; therefore, to synthesize such a waveform, only Fourier 
cosine series terms are required. This restricts the equalizer to integral 
multiples of half cosines of frequency in the required band, which is 
consistent with the Nyquist rate. The up-and-down nature of the sweep 
converts these half-cycles into full cosine shapes in the repetition period. 

IV. PHYSICAL REALIZATION OF A TRANSVERSAL EQUALIZER 

Several variations of the transversal equalizer have been constructed 
at Bell Telephone Laboratories. One variation is the 336A equalizer 
designed for use in the TV branch of the L3 coaxial system, as shown in 
Fig. 7. It provides 23 continuously adjustable terms of loss and 15 terms 

LINE 
AMPLIFIER 

COSINE 
EQUALIZERS 

AND 
DYNAMIC 

REGULATORS 

OUTGOING.' 
TELEPHONE .f 

Fig. 7 - 336A equalizer location in L3 system. 
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C~-------4--------C~-------4--------~------~-------O 

Fig. 9 - Schematic for the delay units. 

of delay. These terms correspond to the desired Fourier cosine series over 
the frequency range of 3.75 to 8.25 mc. The loss terms are obtained from 
single echoes only, and the delay terms are obtained by using pairs of 
echoes with odd symmetry. 

The equalizer is composed of a delay line, a hybrid coil and a summing 
network, as shown in Fig. 8. The delay line is composed of 38 identical 
sections, each of which is required to have a linear phase change of 1800 

over the frequency band. In order that the terms be cosines the phase 
shift at each band edge must be a multiple of 180°. 

The present design of the delay units uses three all-pass sections, as 
shown in Fig. 9. The internal construction of these sections is shown in 
Fig. 10. Fig. 11 shows the loss and phase shift of a typical delay unit. 
It should be noted that any variation of the loss through the delay units 
modifies the amplitude of the cosine shapes produced by the equalizer. 
A Fourier analysis of the resulting "cosines" showed that the loss charac­
teristic of these sections introduced negligible distortion. 

Fig. 10 - Internal construction of the delay units. 
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Fig. 11 - Loss and phase characteristics of a typical delay unit. 

The hybrid coil serves several purposes. It splits the signal from the 
leading line into the component called the main signal and the compo­
nent that energizes the lagging line. It inverts the phase of the signal 
to the lagging line thus providing the odd symmetry required for the 
delay terms. And it also provides isolation between the lagging line and 
the main signal; this is desirable because mismatches in the lagging line 
produce reflections that appear as lagging echoes if they are transmitted 
without attenuation to the output of the equalizer. 

Combining the main signal with the tapped echoes requires a scheme 
that allows the magnitude and the sign of the echoes to be controlled. 
Using a balanced summing circuit obtained by means of transformers 
as shown by Fig. 8, the echo voltages are introduced through tapping 
resistors to the variable arms of the potentiometers that are connected 
across the balanced transformers. The position of the variable arm of 
the potentiometer controls the magnitude as well as the sign of the 
echo with respect to the main signal. The delay terms are obtained by 
combining corresponding leading and lagging echoes at the variable arm 
of a single potentiometer. In order that these echoes have equal inten­
sities regardless of the setting of the potentiometer, a dissymmetrical 
pad is used at each delay potentiometer to compensate for the loss of 
the delay line and the hybrid coil. 

To reduce the loading of the delay line at the tapped points, high 
values of resistors in the summing networks are required. This inherently 
restricts the echo magnitudes - and thus the ranges - unless the 
magnitude of the main signal is reduced. The pad between the hybrid 
and summing transformers serves this purpose; it is in the main trans­
mission path and, if made arbitrarily large, will degrade the signal to 
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noise ratio. Thus, the range of the loss and delay shapes is limited by 
the over-all loss of the equalizer and the loading of the line at the taps. 
The ranges provided by the 336A equalizer are listed in Table 1. 

I t should be noted that the harmonic terms are not completely inde­
pendent in the 336A. To make the terms completely orthogonal, very 
precise adjustment of the phase shift from the input through the delay 
line to the summing potentiometers for each path is required. A lack 
of precision here introduces term interactions, and consequently several 
iterations may be required to adjust the equalizer. This embodiment 
of the equalizer represents a compromise among cost factors. design 
schedules and ease of adjustment. Fig. 12 shows the front view of the 
336A equalizer. It is equipped with a sliding mask to allow access to 
either the delay controls only or loss controls only. An additional knob 
is provided near each loss control to select leading or lagging echoes for 
loss equalization. The controls near the base are for simple all-pass net­
works that are switched in and out to supplement the first and second 
delay terms. Fig. 13 shows the equalizer with the sliding mask removed, 
and the controls for the selection of leading or lagging echoes can be seen. 

V. FIELD TRIAL 

Models of the 336A equalizer were built at the Laboratories and tested 
in a 400-mile link of the L3 cable system. At the time of the tests, the 

TABLE I 

n Loss Range, in db Delay Range, in J.l.sec 

1 1.1 0.03 
2 1.1 0.06 
3 1.1 0.09 
4 1.1 0.12 
5 1.1 0.14 
6 0.8 0.09 
7 0.7 0.10 
8 0.7 0.11 
9 0.7 0.12 

10 0.7 0.13 
11 0.5 0.11 
12 0.5 0.12 
13 0.5 0.12 
14 0.5 0.13 
15 0.5 0.13 
16 0.4 
17 0.4 
18 0.4 
19 0.4 
20 0.4 
21 0.4 
22 0.4 
23 0.4 
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Fig. 12 - Front view of the 336A equalizer. 

lines were equipped with only three of the full complement of six auto­
matic regulators and therefore the system distortion cannot be con­
sidered that of a typical L3 system. The lines were otherwise in normal 
operating condition, including recent equalization of the entire L3 band 
with "cosine equalizers." Fig. 14(a) shows the gain and delay charac­
teristics of a 400-mile line without a 336A equalizer. These transmission 
distortions do not represent any fixed type of deviations. In fact, the 
deviations from line to line are unpredictable, and therefore a very 
flexible equalizer such as the 336A is required. For this particular line 
the distortions of ±O.7 db and ±O.15 microseconds are excessive. How­
ever, Fig 14(b) shows the corresponding characteristic after adding a 
336A equalizer and adjusting the 23 gain and the 15 delay terms. Note 
that the distortion in gain is now ±O.3 db over the entire band and the 
delay distortion is ±O.05 microsecond. The improvement in gain up 
to about 8 me is quite marked (±O.l db) and only at the extreme edge 
of the band does the gain deviate appreciably. It should be mentioned 
that the three regulators not in the system at the time these measure-
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Fig. 13 - 336A equalizer with sliding mask removed. 
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ments were taken would be effective in reducing the gain distortion at 
the top edge of the band. Fig. 15 shows the gain and delay characteristic 
of a 800-mile loop after equalization with two 336A equalizers. Here 
the gain distortion is ±O.15 db and the delay distortion is ±O.07 micro­
second over the desired band. The distortion over the 800-mile loop 
looks slightly better than the 400-mile line shown because the band 
edge characteristic happened to be less pronounced. There is no reason 
to expect that, in general, an 800-mile section with two equalizers would 
be better than a 400-mile section with one 336A. 

VI. CONCLUSIONS 

The design of the transversal equalizer is a step forward in adjustable 
delay equalization. It is flexible because it uses the Fourier series ap­
proach; it can be made simple to adjust and is compatible with the 
existing adjusting techniques. It makes maximum use of only a few 
delay blocks to provide both loss and delay equalization. The flat loss 
of the equalizer is essentially independent of the number of terms; thus, 
it is particularly economical where a large number of terms is desired. 
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INPUT 

OUTPllI -
Fig. 16 - Block diagram of a transversal equalizer. 

APPENDIX 

1\1 ultiple Echo Pattern Analysis 

Consider the performance of the circuit shown in Fig. 16, in which 
each box is a constant resistance network with 

eont 

where 
k = 1, "', n, 

and both a and (3 may be functions of frequency. 
The insertion ratio of the circuit is given by 

Vout _ n(a+j~) [1 + ~ a-k -k(a+j~) + ~ ak k(a+i~)J -- - aoe L.J - e L.J - e 
Vin k=l ao k=l ao ' 

where ai is the summing coefficient for the voltage from the ith box. 
The factor aoen(a+j~) is independent of the summing of the tapped volt­
ages, and can be equalized by means of a fixed equalizer. 

The factor 

F = 1 + t a_k e-kae-j~k + t ak e+kaej~k 
k=l ao k=l ao 

is the variable term that has the desired properties for equalization. 
If we let 

and 

a_k -ka 
-e 
ao 
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the insertion gain variation of the circuit is given by 

20 log F = 

20 log" [1 + t, (AI + A_I) cos kf3 + j t, (AI - A-d sin kf3 J 

= G +iP, 
where 

G = 10 logro {I + 2 t, (AI + A_I) cos kf3 

[ n J2 [n . J2l + 6 (A k + A_k) cos k{3 + 6 (Ak - A_k) sm k{3 f 

= 10 log" [1 + 2 t, (AI + A-k) cos kf3 + DrJ 

and 

decibels, 

r t, (AI - A_,) sin kf3 ] 
<I> = arctan l 

1 + ~ (A k + A-d cos k{3 

= arctan [t Ak - A_k) sin k{3 - D2J ' 
k=l 

(3) 

(4) 

where Dl and D2 are distortion terms containing cosines with magnitudes 
proportional to AmAn and arguments of 

[ (m ± n)f3 + 0; l 
where 0 = 0, 1. 

Now, if we can assume Ak < 1, which means ak/ao < 1 (i.e., small 
percentage echo), then (3) becomes 

G = 8.686 {.t (AI + A_,) cos kf3 - [ .t (Ak + A_I) cos kf3 J 
+ ... + Dl _ D/ + 

2 4 
- Dr .t (AI + A_I) cos kf3 + ... }, ( 5 ) 

and (4) becomes 
n 

<I> = L: (Ak - A_k) sin k{3 - D2 
1 

(6) 
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If the Ak are much smaller than unity, only the first term of either 
(5) or (6) need be considered. Thus the loss and phase are cosine and 
sine functions respectively only if these conditions are met. 

Hence 
n 

G == 8.686 L (Ak + A-k) cos k{3, 
1 

n 

<P - L (Ak - A-k ) sin k{3. 
1 
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