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Shot Noise in p-n Junction Frequency 
Converters* 

By A. UHLIR, JR. 

(Manuscript received January 22, 1958) 

General equations are derived for the noise figure of a frequency converter 
using a p-n junction diode with arbitrary minority-carrier storage. A p-n 
junction with a purely capacitive nonlinear admittance permits, theoreti­
cally, noiseless amplification. Structures are suggested for approximating 
this ideal. A diffused silicon junction diode gave 9 db of gain with a 2-db 
noise figure in converting 4.60 to 9375 mc and gave a 3-db noise figure as a 
6000-mc negative-resistance amplifier. Nonlinear-resistance diodes cannot 
amplify but can give low-noise frequency conversion if the local-oscillator 
drive produces a sharply pulsed current waveform in the diode. 

1. INTRODUCTION 

The shot noise output of any p-n junction device in any circuit can be 
calculated by enumerating the possible hole and electron motions and 
summing the noise energies delivered to the load. This method of analy­
sis will be illustrated by applying it to the dc-biased p-n junction (Sec­
tion IX). A more complicated example, and the principle topic of this 
paper, is the general p-n junction frequency converter (Section XI). 

The technological significance of two kinds of semiconductor diodes 
used as frequency converters will be discussed briefly. Section II will 
explain how this theory of shot noise stimulated the recent development 
of low-noise microwave amplifiers using the nonlinear capacitance of 
p-n junctions. Section III mentions the nonlinear resistor, for which shot 
noise appears to be a vital problem. 

The "particle-method" formulation of p-n junction theory in terms 
of the statistics of individual carrier motions (Section VI) is an alterna­
tive to the diffusion equations ordinarily used in the analysis of p-n junc­
tions. Either approach leads directly to the impedance of the junction 

* Supported in part by the U. S. Army Signal Corps under contract DA 36-039 
sc-5589. Preliminary reports of this work were given at the Microwave Crystal 
Rectifier Symposium, Fort Monmouth, N. J., February 1956, and the I.R.E.­
A.I.E.E. Semiconductor Device Research Conference, Boulder, Colo., July, 1957. 
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(Sections VII and VIII) and to the small-signal transmission properties 
of frequency converters (Section X). However, the particle method is 
the most direct way to calculate shot noise. 

After the general equations for noise figure are derived in Section XI, 
the consequences for nonlinear capacitors and nonlinear resistors are dis­
cussed in Sections XII and XIII. One of the virtues of the analysis is 
the possibility of relating impedances and noise without regard to the 
structure of the p-n junction. However, a few examples of nonlinear­
capacitor structures are given in Section XII. 

As explained in Sections IV and V, the particle method and the diffu­
sion equation method deal with just one aspect of p-n junction phe­
nomena: minority-carrier effects, which have varying importance, de­
pending upon the device and its use. Minority carrier effects are nowhere 
more important than in p-n junction transistors. Thus, the particle 
method is an excellent way to calculate the shot noise in transistors, 
although such a calculation will not be given in this article. * 

II. NONLINEAR-CAPACITANCE AMPLIFIERS 

A time-varying capacitor is an active device that can be used as a 
linear amplifier of small signals, usually, but not necessarily, with a shift 
in signal frequency. The power required for the amplification is supplied 
by the motor, of whatever kind, that varies the capacitance. This prin­
ciple is used in vibrating-reed electrometers for amplifying very low 
frequencies. 1 ,2 

To obtain microwave amplification, one needs a capacitance that 
varies at microwave or higher frequencies. Such a time-varying capaci­
tance can be obtained by applying a microwave voltage to the voltage­
dependent capacitance of a p-n junction diode. Remarkably general gain 
and power relations can be derived for circuits of this type.3 

Amplifying diode-frequency converters are not new. During World 
War II, welded-contact germanium diodes were found to give conver­
sion gain when used in superheterodyne receivers of the type then under­
going extensive development for radar use.4 With the then-existing tech­
nology, it was found that these diodes were not as good as point-contact 
silicon diodes in the over-all system noise figure that could be obtained. 
As a result of this observation, point-contact silicon diodes took over the 
entire radar field until recently, and the manufacture of welded-contact 
diodes was discontinued. 

* For such a calculation see van der Ziel, A. and Becking, A. G. J., Theory of 
Junction Diode and Junction Transistor Noise, Proc. LR.E. 46, March 1958, pp. 
589-594. 
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These results, though entirely empirical, may very well have led to a 
belief that amplification by diodes was a freak effect and necessarily 
noisy. In the years following World War II, casual experiments on diode 
amplification were performed in many laboratories, but low noise was 
not found, nor was it intensively sought. The amplification effect was 
put to practical use in transmitting modulators, where noise would not 
be important. 5 

At this point, the shot-noise theory of p-n junction frequency con­
verters was developed. It provided one logically complete example of 
how a diode could amplify with arbitrarily low noise. It was recognized 
that the minority-carrier mechanism assumed in the analysis was prob­
ably not as important, at high frequencies, as the depletion-layer ca­
pacitance; at the same time, the understanding acquired from the shot­
noise theory suggested that the depletion-layer capacitance would also 
be noiseless. 

Subsequent efforts to make improved nonlinear capacitance diodes6 

and to give them a fair circuit evaluation have been extremely well re­
warded. A diffused-junction silicon diode has given 9 db of gain with a 
2-db noise figure in converting 460 mc to 9375 mc.7 Also, such a diode 
has given 35 db of negative-resistance gain at 6000 mc with a 3-db 
noise figure (for double sideband input).7 

In view of the large variety of possible frequency relations, to say 
nothing of the circuits involving combinations of diodes, it is fortunate 
that it can be deduced that an ideal nonlinear capacitor is noiseless in any 
circuit. By p-n junction techniques it is possible to make nonlinear ca­
pacitors that are practically ideal, except for a series resistance. Work­
ing theories of nonlinear capacitors will therefore be concerned with the 
noise from this series resistance.8 

III. NONLINEAR RESISTORS 

Point-contact crystal rectifiers are in widespread practical use in 
microwave superheterodyne receivers. It has long been believed that the 
useful action of these devices results from nonlinear resistance and, as 
yet, there is no reason to doubt that this is true. 

As far as noise is concerned, there is no difference between the mathe­
matical results for the p-n junction type of nonlinear resistance and the 
results that would have been obtained from earlier ideas of metal-semi­
conductor contacts. But the older theory was not carried very far for the. 
calculation of noise figure. Therefore, it seems worthwhile to point out 
the importance of the local-oscillator waveform. 
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In the past, most analyses have been made on the assumption of 
short-circuited harmonics. This rather arbitrary postulation of a wave­
form is not realizable in practice, but it does give rise to some simple 
relations between conversion loss and noise figure. Another case, open­
circuited harmonics, will be found to have an entirely different relation 
between conversion loss and noise figure. Thus, the analysis of nonlinear 
resistors will show, by example, that no general relation between gain 
and noise figure is true. 

In contrast to the nonlinear resistor, a nonlinear capacitor gives low 
noise for any local-oscillator waveform. 

IV. p-n JUNCTION '!'HEOHY 

As shown in Fig. 1, there are two important methods of analyzing p-n 
junctions, each complementing the other. The pseudo-equilibrium 
method is an accurate means of calculating the capacitance-voltage 
characteristic of a p-n junction if one knows, from other considerations, 
that it is a nonlinear capacitor. However, this method gives no informa­
tion about frequency dependence and noise. 

The kinetic method begins with an approximate separation of physical 
mechanisms, as discussed in Section V. This separation makes it rela­
tively easy to calculate the frequency-dependent admittance and noise. 
The kinetic method can be applied not only to nonlinear resistors and 
nonlinear capacitors but also to the host of intermediate types of p-n 

p-n JUNCTION THEORY 

r PSEUDO-:~~t":~~M_~~~N~='~ __ -4 _____ ', 
( t DIFFUSION \ 
I P, ~ PN e/3v EQUATION : 

ACCURATE I METHOD I 
CAPACITANCE OF I I 

PARTICLE 
METHOD 

NONLINEAR I FREQUENCY : 

CAPArOR 1,, __________________ ~~0E~~~~~-..... /H)---I 

LINEAR SIGNAL THEORY 
DEPLETION - LAYER 
CAPACITANCE AS 

PARASITIC ELEMENT 
IN KINETIC THEORY NOISE FIGURE .... -------

Fig. 1 - Structure of p-n junction theory involved in or related to the calcula­
tion of noise figure. The encircled elements constitute the "classical" kinetic 
theory of p-n junctions. 
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junctions (including the so-called "simple" p-n junction between homo­
geneous semi-infinite p and n regions). 

The usual mathematical approach in the kinetic method involves 
solving the diffusion equation, a differential equation for the average 
motion of carriers. This approach, which will be referred to as "classical" 
p-n junction theory, is satisfactory for calculating junction admittance. 
In calculating noise, it seems to be much easier first to calculate the noise 
due to individual carrier motions and then to sum them. This second 
procedure will be referred to as "the particle method," since the indi­
viduality of the carriers is preserved to a later stage in the calculation. 

The particle method gives relations between small-signal junction ad­
mittances and the noise figure of frequency converters. The train of 
reasoning to be used is indicated by the arrows in Fig. 1. However, the 
connecting lines in Fig. 1 may be followed in any direction. For exam­
ple, the small-signal admittances may be calculated from the diffusion 
equation or measured experimentally and used to calculate gain and 
noise figure. 

v. APPROXIMATE SEPARATION OF PHYSICAL MECHANISMS 

The equivalent circuit of Fig. 2 denotes the principal physical mecha­
nisms of p-n junction action. The p-n junction is considered to be di­
vided into essentially neutral p and n regions and an intervening space­
charge region known as the depletion layer. 

The capacitance of the depletion layer may be analyzed by pseudo­
equilibrium methods under the approximation that the depletion layer 
is free of carriers. 9 This capacitance varies with voltage, and amplifying 
frequency converters can be built that rely on it alone. It is reasonably 
certain that the depletion-layer capacitance will be very important in all 
high-frequency nonlinear-capacitance diodes. Nevertheless, we will ig­
nore the depletion-layer capacitance entirely in the following theory of 
gain and shot noise, except for qualitative remarks. This theory will be 
developed around the motion of carriers across the depletion layer. 

The theory of noise thus obtained will illustrate the fact that at least 
one conceptual type of nonlinear capacitance amplifier is noiseless. It 
will then perhaps be easy to believe that the depletion-layer capacitance 
also should not be a source of noise. The analysis should be directly ap­
plicable to practical nonlinear resistors, for these must have relatively 
small values of depletion-layer capacitance for satisfactory operation. 

The inescapable importance of the depletion-layer capacitance is con-
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SERIES RESISTANCE 
IN p-REGION 

r-----------~LSP~----------~ 
HOLE SATURATION 

CURRENT 

.-----------~LSN~----------~ 
ELECTRON SATURATION 

CURRENT 

NONLINEAR HOLE­
EMISSION ADMITTANCE 

NONLINEAR ELECTRON­
EMISSION ADMITTANCE 

I DEPLETION - LAYER I 
CAPACITANCE 

~----SPACE-CHARGE REGION -----J 

SERIES RESISTANCE 
IN n-REGION 

Fig. 2 - Equivalent circuit of p-n junction. In general, the nonlinear resistors 
and capacitors may be frequency-dependent. 

-Ls l-------.... 

SATURATION 
CURRENT 

NONLINEAR 
ADMITTANCE 

CT 

DEPLETION - LAYER 
CAPACITANCE 

RS 

SERIES RESISTANCE 

Fig. 3 - Simplified equivalent circuit in which constant parasitic elements are 
assumed and hole and electron admittances are combined. 
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nected with the fact that there is series resistance Rs between the junc­
tion and the metallic contacts, as indicated in Fig. 2. For many diodes, 
the series resistance is found to be reasonably constant as bias is varied, 
giving the equivalent circuit in Fig. 3. This observation is consistent with 
(but does not prove) the eonjecture that the series resistance exhibits 
thermal noise. If this conjecture is true, the noise figure will depend upon 
the frequencies involved and upon the product RSCmin , where Cmin is 
the value of the depletion layer capacitance at the maximum reverse 
voltage. But the immediate problem is to calculate shot noise due to 
minority carriers (i.e., due to carriers that cross the space-charge region), 
and Rs and the depletion-layer capacitance will both be neglected. That 
is, the analysis will be carried out for the equivalent circuit of Fig. 4. 
It should be noted that this neglect corresponds to the usual first ap­
proximation made in analyzing junction transistors.lO 

VI. STATISTICAL DESCRIPTION OF MINORITY-CARRIER MOTION 

Each minority carrier - a hole in an n region or an electron in a p 
region - can be thought of as an individual. A hole may begin its exist­
ence as a minority carrier by surmounting the barrier potential of the 
depletion layer and entering the n region, or by being spontaneously 
(thermally) generated in the n region. Its existence may end by recom­
bination in the n region or by return to the p region. The situation for 
electrons is analogous. 

One need consider only the holes and electrons that cross the barrier. 
The life-histories of these carriers, which are the elementary events of 
the theory, fall into the three classes shown in Fig. 5. Their meandering 
paths indicate that the motion of a carrier is governed by statistical 
rules. These rules depend upon the detailed structure of the junction, 
but it is in keeping with classical p-n junction theory to assume that they 
do not depend upon the bias applied to the junction. 

~--------~Ls~--------~ 

SATURATION 
CURRENT 

NONLINEAR 
ADMITTANCE 

Fig. 4 - Equivalent circuit of p-n junction with negligible parasitics. 
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Of the three classes of elementary events, the reverse carriers will, 
throughout the analysis, be the simplest to deal with because they are 
assumed to occur entirely at random. Holes thermally generated in the 
neutral region of a p-n junction move about according to statistical 
rules, and some of them come in contact with the depletion layer. The 
electric field in the depletion layer is in such a direction as to move these 
holes across to the p region (forward bias decreases this field but ordi­
narily does not change its direction). Similarly, some of the electrons 
generated in the p region cross to the n region. These "saturation cur­
rents" are represented by current generators isp and isn in Fig. 2. They 
are direct-current generators and do not enter physically in the ac ad­
mittance of the junction, although their values can be introduced, by 
mathematical manipulation, into expressions for the ac admittance. 
But the saturation currents do pwduce shot noise. The sum of isp and 
isn is the saturation current, which may be determined experimentally 
by measuring the current at a moderate reverse voltage. 

Of the many holes in the p region, a few will overcome the potential 
barrier of the space-charge region and be emitted into the n region. The 
rate of emission will be assumed to be a nonlinear function of the po­
tential across the space-charge region. This function will be written 
(R(v), where v is the deviation (in the forward direction) from the equi­
librium potential. "Classical" p-n junction theory, to be considered in 
Section VIII, involves assumptions equivalent to taking 

l
,1 

1 
HOLE 21 A.IIUJ'"O-' 

MOTIONS 3 

p n 

~ :) ELECTRON 
MOTIONS 

3 
""-~--

Fig. 5 - The three classes of hole and electron motions ("elementary events"): 
(1) reverse carrier from spontaneous generation; (2) forward carrier - emission 
followed by recombinations; (3) forward-and-back carrier - emission and return. 
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CR(v) = constant X e(3v (3 == q/kT, (1) 

where q is the electronic charge, k is Boltzman's constant, and T is 
absolute temperature. The constant of proportionality is not specified. 
The conversion and noise analyses will be carried out with an arbitrary 
function CR(v), to accommodate refinements in p-n junction theory that 
may specify an emission relation differing from (1). 

The probability of an emitted carrier not returning will be denoted 
Po. Carriers with such a fate lead to a nonlinear conductance in the 
equivalent circuit. The probability of an emitted carrier returning at 
time t' after emission will be pet'). Forward-and-back carriers result, 
in general, in a nonlinear conductance and a nonlinear capacitance whose 
values and frequency dependence can be calculated from pet'). Since an 
emitted carrier must either return or not return, 

1 = Po + 100 

pet') dt'. (2) 

It is consistent with the usual approximations of p-n junction analysiS 
to assume that Po is a constant and that pet') depends only upon t'. 
These assumptions will permit the noise analysis to be carried out rather 
simply. However, the effect of high current densities upon Po and pet') 
may be an important feature of point-contact diodes. 

All that has been said about the emission of holes from the p side 
applies to the emission of electrons from the n side. Of course, CR(v), Po 
and pet') may be quite different for the electrons. In general, one must 
perform analyses for the holes and electrons and then add the currents. 
However, if (1) holds, CR for electrons is proportional to CR for holes, for 
all values of v. Then one can define suitable CR, Po and pet') to apply 
to holes and electrons taken together. To simplify the presentation, it 
will be assumed that this has been done. 

In assuming a certain probability for recombination 'of an emitted 
carrier, we are, in effect, assuming linear recombination. The assump­
tion that the probability of return depends only on the time after emis­
sion is equivalent to the assumption of a linear diffusion equation in­
cluding, possibly, drift in a steady electric field. These are, of course, 
usual assumptions which are made in analyzing p-n junction devices. 
It is not necessarily assumed that the recombination occurs uniformly 
throughout the volume. Surface recombination or recombination at 
localized centers is consistent with the assumptions as long as the re­
combination is linear. Also, we are not restricted to simple diffusion; 
drift in a steady electric field is permitted. 

The currents for the three types of carrier events are illustrated in 
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Fig. 6. The reverse carrier gives a single negative pulse with an area 
equal to one electronic charge; the forward carrier gives a positive pulse 
with an area of one electronic charge. The detailed shape of the pulses 
might differ from one to the next and, furthermore, the average shape 
of the forward pulses might be somewhat different from the average 
shape of the reverse pulses. However, it will be assumed in most of the 
analysis that the entire pulse is of such short duration that the exact 
shape is of no consequence at the frequencies of interest. The third type 
of event - forward emission followed by the return of the same car­
rier -leads to a current whose integral is zero net charge. The forward 
pulse part of this single event should be similar to the forward pulse of a 
carrier that is emitted and does not return. Likewise, the reverse pulse 
part should be similar to the reverse pulses of the thermally genera ted 
carriers. However, the fact that the two pulses correspond to a single 
event is statistically important. 

REVERSE 

\j 
t 
~ ~ FORWARD 

~ ~\--------------------------a: 
a: 
::> 
u 

f\ FORWARD-AND-BACK 
~ \--\1,----

TIME~ 

Fig. 6 - Current pulses for the three types of minority carrier events. 

VII. SMALL-SIGNAL ADMITTANCE 

The small-signal admittance of the p-n junction will be calculated from 
CR, Po and pet'). The calculation introduces some relationships needed in 
the main analysis. To avoid the introduction of a large number of symbols, 
a time function and its Fourier coefficients or spectrum will be denoted 
by the same symbol, for example, i(t) and i(w); pew) is an exception 
with a special definition to be given in (10). 

In general, the current is equal to the difference between the current 
of forward carriers and the current of reyerse carriers. For instantaneous 
forward and reverse transits, this means 

i(t) = -is + qCR[v(t)] - q l~ dt' CR[v(t - t')]P(t'). (3) 

The spectrum of i may be found from 
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i(w) = ~ 100 

i(t)e- iwt dt. (4) 
27r -00 

This normalization of the spectrum will be adhered to in the calculation 
of noise. The small-signal admittance (also, the conversion matrix dis­
cussed in Section X) is a ratio of current to voltage, so any consistent 
normalization may be used. Consider, then a voltage of the form 

vet) = Vo + Re v(w)eiwt, (5) 

where v(w) is the c6m;plex amplitude of a vanishingly small ac voltage 
of angular frequency w. The expected solution is 

i(t) = io + Re i(w)eiwt, 

i(w) = Y(w)v(w). 

The problem is to find Yew) and i o • 

Because v(w) is vanishingly small, 

CR[v(t)] = CR(vo) + CR'(vo) Re v(w)e iwt. 

(6) 

(7) 

(8) 

Inserting this expression in (3), and performing the integration indicated 
in (4), one finds that 

Yew) = qCR'(vo)P(w) , (9) 
where 

pew) = 1 - 100 

e-iwt'P(t') dt'. (10) 

Also, 
io = -is + qCR(vo)Po (11) 

after (2) is used. 

VIII. CLASSICAL p-n JUNCTION ANALYSIS 

The analysis given thus far will be developed later into ways of re­
lating conversion gain and noise to the small-signal admittances of a 
junction. Classical p-n junction analysis provides a way of predicting 
the small-signal admittances of postulated structures, although it does 
not give unique values for CR(v), Po and pet'). Instead, it gives the prod­
ucts CR(v)Po and CR(v)P(t'), which suffice for the desired calculations. 

The basic assumption of the classical theory is that the hole concen­
tration pIon the n-side of the depletion layer is given by 9 

(12) 

where PN is the equilibrium value of PI . Equation (12) is a boundary 
condition for the diffusive flow of holes in the neutral n-region. The 
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generalized diffusion equation (including recombination and drift) is 

ap = 
at 

(13) 

The hole concentration P is a function of time and of position within 
the neutral n region; D, p. and T are diffusion constant, mobility and life­
time for holes in the n region. The equilibrium hole concentration PN 
will vary with position in the n region if the donor concentration is not 
uniform. For the formal analysis, T and the electric field E will be as­
sumed to be independent of P and t, so that (13) is a linear partial differ­
ential equation. 

The hole current density can be calculated from 

J = - qD\1p + qp.pE. (14) 

If the voltage, v, is composed of a number of sinusoidal components' 
the hole concentration will be composed of sinusoidal components. Be­
cause (12) is nonlinear, the set of frequencies involved in PI will not, in 
general, be the same as the set of frequencies in v. Even so, the relation 
between PI and J is linear and may conveniently be expressed in the form 

.( ) _ AqD PI(W) 
~ W - Lw ' (15) 

where A is the junction area and Lw is the "effective ac diffusion length" 
for the structure in question. In other words, Lw is simply a quantity 
that makes (6) and (15) give the right answer for i(t). This right answer 
is the current obtained by solving (13), applying (14) and integrating 
over the junction area; this procedure will be used in Section XII in the 
calculation of Lw for a particular nonlinear-capacitor structure. 

The small-signal hole admittance can be found by considering in (12) a 
voltage of the form given in (5). Then 

yew) = /3AqDpN l
VO 

(16) 
Lw 

The electron admittance is calculated similarly, usually with a quite 
different value of Lw . 

A comparison with the statistical description can now be made using 
(9) and (16). One finds 

(17) 

or 
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since (R' equals {3(R, from (1), which is the form of (R that must be as­
sumed to effect a comparison of the particle theory with the classical 
theory. Also, if (1) is assumed, (9) can be written 

Yew) = q{3(R(vo)P(w). (19) 

In the analysis of conversion and noise, it will be found that all im­
portant quantities can be expressed in products of (RP(w) or (R'P(w). 
Classical p-n junction theory therefore gives a complete solution of the 
problem. Separately defined values of (R and pew) are not needed be­
cause a carrier that goes across and then comes back in an infinitesimal 
time might just as well not have been emitted in the first place. 

The noise analysis will be carried through for an arbitrary emission 
function, (R(v), in case the classical theory is not a satisfactory one for 
some situations. 

IX. SHOT NOISE FOR dc BIAS 

The application of the above principles to the calculation of shot noise 
in dc-biased p-n junctions has been published. ll For this simple case, 
many of the steps in the calculation combined so obviously that explicit 
mention of each step was not necessary. Here, a step-by-step derivation 
of the de results will be given as a model for more complicated cases. 

The calculation of shot noise will be based on the following general 
principle: Each elementary event delivers a certain amount of noise 
energy to the load. The noise power is the rate at which noise energy is 
delivered to the load. 

At a given terminal pair of a linear circuit, the noise can be repre­
sented by a mean-square current generator (i2

), since the noise power 
delivered to a load connected to the terminals can readily be calculated 
from such a generator, the load admittance and the output admittance 
of the terminals. Representation by a current generator seems particu­
larly appropriate for shot noise, where the elementary events are repre­
sented by current generators. 

In p-n junctions, the elementary events are the three classes of mi­
nority-carrier histories: reverse, forward and forward-and-back. Associ­
ated with each carrier event is a small-signal current generator a(t), as 
illustrated in Fig. 6, with Fourier transform a(w). 

Suppose that a(w) is observed for an infinitesimally small frequency 
band B. Then the transform back to the time domain of this selected 
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element of the spectrum is a current generator 

get) = In dW£J(w)e iwt + complex conjugate, (20) 

where the indicated integration is over the values of w that lie within the 
selected band. 

If one writes 

get) = A +A*, (21) 

then g2(t), which is proportional to the instantaneous input power, is 

(22) 

Integration over total time (to obtain a quantity proportional to the 
energy) can be shmvn to drop out the latter terms, so that 

J g2(t) dt = 2 J AA* dt. (23) 

Now, AA * can be written as the double integral 

AA * = In dw In dw' £J(w)£J*(w')ei(w-w')t. (24) 

Integrating with respect to time gives 

J AA * dt = In dw i dw' £J(w)£J*(w') [277'o(w - w')] 

(25) 

= 277' In dw 1 £J(w) 1
2

, 

so that 

(26) 

If the carrier transits are instantaneous, a forward or reverse transit at 
time to gives a current generator 

£J(t) = ±qo(t - to), (27) 

where the impulse function oCt) has negligible width in time, but its 
integral over time is unity. 

The spectrum of (27) is 

() 1 [rfJ ~( ) -iwt dt ±2: e-jwto. 
£J w = 277' LrfJ ± qu t - to e = II 

(28) 
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For either a forward or a reverse transit, (26) becomes 

(29) 

The development thus far could be used only to treat the nonlinear­
resistor type of p-n junction. For the general p-n junction, forward-and­
back events must be considered. A forward pulse at to , followed by a 
reverse pulse at to + t', gives a current generator 

fJ(t) = qo(t - to) - qo(t - to - t'), (30) 

rt() q [-jwlo -jW(to+l')] 
~ w = 27r e - e . (31) 

For this case, (26) gives 

J g2(t) dt = 2q2B(2 - 2 cos wt'). (32) 

The shot noise for each class of carrier event is found by multiplying 
the appropriate integral in (32) by the rate of occurrence of such carrier 
events. Thus, 

(i2
)reverse = 2q2B!..: = 2qBis , 

q 

(i2
)forward = 2lBffi(vo)Po, 

(i2)forward-and-back = 2q2Bffi(vo) 10
00 

(2 - 2 cos wt')P(t') dt' 

= 2lBffi(vo)[P(w) + P(w)* - 2Po]. 

The total shot noise is the sum of (33), (34) and (36): 

(33) 

(34) 

(35) 

(i2
)total = 2qB {is + qffi(vo)[P(w) + P(w)* - Po]}. (36) 

For the important special case of classical p-n junction theory, (36) 
can be transformed through use of (11) and (19) into 

(i2
)total = 4kTBG(w) - 2qioB, (37) 

where G(w) is the real part of Y(w). This result is easy to remember be­
cause it has the form "thermal noise minus shot noise". However, it is 
evident from the derivation that no subtraction of one noise from another 
is actually involved. 

A previous derivation of (37) was given under less general assump­
tions,12 and the equation was compared with experimental results for 
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p-n junctions.13 •14 The good agreement with experiment suggests that 
it is worthwhile to analyze the noise of a p-n junction frequency con­
verter. 

X. SIGNAL TRANSMISSION IN LINEAR FREQUENCY CONVERTERS 

In a linear frequency converter, the output signal voltage and current 
are linearly related to the input signal voltage and current. 

Of course, frequency conversion by a nonlinear device requires a finite 
local-oscillator voltage. The local-oscillator interaction with the device 
is quite nonlinear. Since the local-oscillator drive is regarded as a power 
supply, not an intelligence-bearing signal, a linear frequency converter 
can be made with a nonlinear device. Linear behavior is obtained when 
the signal voltages are assumed to be arbitrarily small. 

The analysis of signal transmission in the linear frequency converter 
will be made on the assumption that the local-oscillator waveform is 
periodic, with a fundamental frequency b/27f'. This assumption is not 
trivial, for nonlinear capacitors can be tuned to oscillate at frequencies 
incommensurate with the driving-oscillator frequency, as well as at sub­
harmonics of this frequency. The formal results could be generalized to 
cover the nonperiodic case, but most practical situations involve periodic 
waveforms. 

The frequency components of the emission rate CR(v) must be related 
to the frequency components of the voltage, vet), applied to the junction. 
The voltage will be given in the form 

vet) = VLO(t) + VSIG(t) , (38) 

where VLO(t) is the large, periodic local-oscillator voltage (plus any dc 
voltage) and VSIG(t), which will be regarded as arbitrarily small, is the 
sum of all the signal voltages. Here the word "signal" includes the input 
and output signals and the image-frequency signals, all of which are 
linearly related. The method of calculating these linear relationships 
will next be given. The local-oscillator voltage, whatever its waveform, 
may be written 

VLO(t) = 2: vLO(m)eimb\ (39) 
m 

where m takes on all positive and negative integer values including zero. 
Most frequency-conversion problems can be treated by proper identi­

fication of s in the following representation for VSIG : 

VSIG(t) = Re 2: v(mb + s)ei(mb+s)t. (40) 
m 
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For example, s/27r could be the intermediate frequency (output) of a 
superheterodyne receiver (Figs. 7 and 8), or the input frequency of a 
transmitting modulator (Fig. 9). All of these circuits and many others 
can be obtained by suitable connections to the multiterminal "black 
box" indicated in Fig. 10. Negative frequencies are includ,ed in the set 
(mb + s)/27r; they are the I¥lower sidebands". For the sake of obtaining 
noise-figure expressions, it will be assumed that the input and output 
are at two distinct frequencies (11} l b + s)/27r and (m2b + s)/27r, as indi­
cated in Fig. 11. In case the input and output are at the same frequency, 
as in a negative-resistance amplifier, the noise-figure expressions will 
not be applicable, but (65) will give the shot-noise current at the fre­
quency of interest. 

Any information-bearing signal will contain a number of frequencies 
(in general, a continuous spectrum). The linear nature of the small-signal 
problem enables one to analyze for each frequency separately. 

INPUT r-f 
w=b+s 

LOCAL 
OSCILLATOR 

w=b 

I FINITE 
f DRIVE 

r------I p - n JUNCTION r---+-.... 

\ / 
"VANISHINGLY SMALL-'/ 

SIGNALS 

OUTPUT i..-f 
w=s 

Fig. 7 - Upper-sideband superheterodyne receiver (down-converter). 

LOCAL 
OSCILLATOR 

w=b 

I FINITE 
t DRIVE 

I------:'~~ p-n JUNCTION r------:',..---I 

, / 
'VAN ISHINGLY SMALL -

SIGNALS 

/ 

I 
/ 

OUTPUT i..-f 
w=s 

Fig. 8 - Lower-sideband superheterodyne receiver (down-converter). 
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Since VSIG is arbitrarily small, one can write 

(41) 

The dc and large-signal dc components of ffi are given by the Fourier 
expansion of ffi[VLO(t)]. The Fourier expansion of ffi'[VLO(t)] is required for 
the signal transmission, that is, for calculating the 'conversion matrix. 
Both expansions are necessary to calculate the noise figure. 

Assume that the required Fourier coefficients have been calculated, 

AUDIO, VIDEO, OR 

CARRIER 
OSCILLATOR 

w=b 

, FINITE 
~ DRIVE 

OTHER INPUT ~--"J..;;""'~ P - n JUNCTION I--~;;""'~ 
w=s \ 

OUTPUT r-f 
w=s±b 

\ I 
\ / , / 

"VANISHINGLY SMALL.-' 
SIGNALS 

Fig. 9 - Double-sideband transmitting modulator (up-converter). 

mb +s m = 0, ± " ± 2, ...• 

3b +S 

b+s 

S 

-b+s 

-2b+s 

LINEARLY RELATED 
(FOR SMALL SIGNALS) 

Fig. 10 - "Black box" representation of a linear frequency converter. 
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so that one can write 

CR[VLO(t)] = L CR(mb)e imbt
, (42) 

m 

and 

CR'[VLO(t)] = L CR' (mb)e imbt
• (43) 

m 

Then, one can say that CR is made up of a large periodic part with Fourier 
components CR(mb) and a vanishingly-small signal part with Fourier 
components 

CR(mb + s) = L R'[(m - n)b]v(nb + s). (44) 
n 

The complex amplitudes of the alternating currents, both large and 
small, can be calculated by multiplying qP(w). First, the large-signal 
current will be called i LO , with Fourier components 

iLO(mb) = qP(mb)CR(mb). (45) 

It should be noted that iLO(O) differs from the net direct current, io , by 

IMAGE TERMINATION 

Lg SOURCE, W = m1 b +s 

w=b --0-..., I'MAGE TERMINATIONS 

IMAGE TERMINATION 

Fig. 11 - Linear frequency converter used as an active four-pole network. 



970 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1958 

the saturation current, is : 

(46) 

Second, a complete specification of the small-signal transmission of 
the frequency converter is given by 

isIG(t) = Re L i(mb + s)ei(mb+s)t, (47) 
m 

with 

i(mb + s) = qP(mb + s) L ffi'[(m - n)b]v(nb + s). (48) 
n 

Equation (48) can be written in the form 

i(mb + s) = L Y(m, n; s)v(nb + s), (49) 
n 

where 

Y(m, n; s) = qP(mb + s)ffi'[(m - n)b]. (50) 

The array Y(m, n; s) is called the conversion matrix. For brevity, 

Y(m, n; s) == Y mn . (51) 

In operation, the linear frequency converter will be terminated with 
admittances Y m at each of the "terminals" mb + s. A system of current 
generators 9 m at each of these terminals will produce currents and volt­
ages that obey the relationship 

(52) 

Therefore, 

9m = L (Ymn + YmOmn)Vn , (53) 
n 

where omn is 1 if m equals nand Omn is 0 if m does not equal n. One can 
also write 

(54) 

where 

II Amn II = II Y mn + Y mOmn 11-1 (55) 

in matrix notation. 
The effect at terminal m of a current generator 9n at terminal n can 

be duplicated by a fictitious current generator TJmn9n placed at terminal 
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m, where 

'Y]mn (56) 

does not depend on Y m (Thevenin-Norton theorem). This property 
makes 'Y]mn a desirable quantity to use in the analysis so that a necessary 
characteristic of the noise figure - that it be independent of the load 
admittance - will appear quickly and naturally. 

XI. NOISE IN THE GENERAL p-n JUNCTION FREQUENCY CONVERTER 

Suppose that the appropriate value of flew) for a carrier event is ap­
plied to each terminal of the linear frequency converter. Then the equiva­
lent current generator at the output m2b + s will be 

(57) 

This sum can be substituted for flew) in (26). For either a forward or a 
reverse transit, (26) and (57) give 

J ~2(t) dt = 2 2B "" * j(n'-n)bto 
<J q L...J, 'Y]m2n'Y/m2n,e • 

n,n . 
(58) 

The development thus far could be used to treat the nonlinear-resistor 
type of p-n junction. For the general p-n junction, forward and back 
events must also be considered. A forward pulse at 'to followed by a re­
verse pulse at to + t' gives 

J g2(t, t') dt = 

2q2B "" * ;(n'-nlt O[l -;(nb+s)t' ;(n'b+s)t' (59) 
L...J, 'Y]m2n'Y]m2n,e - e - e 
n,n 

+ e;(n'-n)bt']. 

In all applications of (59), the weighted sum over all possible values 
of t' will be required: 

(60) 

+ P*(n'b + s) - P(nb - n'b) - Po]. 
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11.1 Reverse Carriers 

The thermally generated reverse carriers occur at random but at a 
steady average rate is/q. Multiplying (58) by this rate gives 

(i2
)rcvcrsc = 2qBis L 1 r]m 2n 1

2
, (61) 

n 

since the terms in (58) for which n does not equal n' are oscillatory and 
give no contribution to the noise power when averaged for a steady rate. 

Equation (61) may be interpreted as simple shot noise applied to each 
terminal and independently converted to the output (exc·ept the term 
for n = m2, which represents the direct shot noise at the output). 

11.2 Forward Carriers 

The rate of emission [PoCR(to)] of forward carriers varies periodically, 
so that an average of (58) over the local-oscillator cycle is required: 

b 1
7r'b 

<.2) _ d P () [2 2B "'" * j(n'-n)bt o] ~ forward - 2- to oCR to q L..J, r]m2 nr]m2n ,e . 
7r - 7rlb n,n 

(62) 

The Fourier expansion, (42), of CR(to) may be inserted in (62). One then 
finds 

(i2
)forward = 2q2BPo L, CR(nb - n'bhm2nr]!2n' . (63) 

n,n 

11.3 Forward-and-Back Carriers 

In similar fashion, one can average (60) over the local-oscillator cycle 
to obtain the mean-square output current generator for all classes of 
forward-and-return carriers: 

(i2
)forward-and-back = 2q2B L, CR(nb - n'b)r]m2nr]!2n,[P(nb + s) 

n,n 

+ P*(n'b + s) - P(nb - n'b) - Po]. 

11.4 Total Shot Noise 

The sum of (61), (63) and (64) is 

(i'),o'ol = 2qB {i. ~ 1 ~m,n I' 

(64) 

+ q L, CR(nb - n'b)r]m2nr]!2n,[P(nb + s) + P*(n'b + s) (65) 
n,n 

- P(nb - n'b)l}. 
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11.5 I mage Conversion Noise 

The frequency converter is supposed to be terminated at the frequencies 
(mb + s)/27r with specified admittances which mayor may not generate 
noise. What noise is generated will be transmitted to the output accord­
ing to the coefficients 7] m 2 m • 

The input and output terminations m1b + sand m2b + s are in a class 
apart, because noise generated in these terminations is chargeable to the 
transducers that precede or follow the frequency converter. The other 
terminations mb + s, with ml ~ m ~ m2, will be called images. The 
frequency converter (but not the diode) must be held responsible for 
output noise originating in the image terminations. 

The properties of the image terminations as noise generators depend 
upon the physical nature of the terminations and are not uniquely de­
termined by their impedances. For example, the conductance Gm for 
each of the image terminations mb + s might consist of a resistor at 
temperature T m • Then the image termination noise at the output would 
be 

(66) 

where the symbol :L' indicates that terms in m = ml or m = m2 are not 
included in the summation. The terminations may be devices that are 
not in thermal equilibrium. If several diodes are used in combination, 
so that they terminate each other at some image frequencies, the noise 
generated in the mutual terminations can be much greater or much less 
than thermal noise. 

11.6 Noise Figure 

The noise output of a linear transducer must be judged in relation to 
the signal output for a given input signal. As a standard value for the 
input signal, it is conventional to use thermal noise corresponding to an 
absolute temperature of 290oK, which will be denoted Ts . The thermal 
noise current is V 4kTsGsB, where Gs is the source conductance, and an 
rms current of this value will be the standard input signal. 

The noise figure F can be defined by 

F _ 1 = output noise power due to transducer (67) 
output signal power from standard input signal 

The noise figure of the input stage determines receiver sensitivity if the 
gain of the transducer is sufficiently high. For the frequency converter, 

F _ 1 = shot noise at output + image conversion noise at output (68) 
output signal power from the standard input signal . 
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In place of power, we may use in each case the equivalent mean-square 
current generator at the output, which for the standard signal is 

(i
2
)standard = 4lcTsBGs l1]m 2 m l 12. (69) 

For convenience, one may define 

(70) 

Then the total noise figure may be written 

F - 1 ~ 2ki.a. {q f, m(nb - n'b)/ln/ln,*[P(nb + 8) 

+ P*(n'b + 8) - P(nb - n'b)] + i, ~ [ /In [2} (71) 

+ :t GmTm 1 12 
m GsTs f..lm . 

The last term of this equation represents image conversion noise. It 
is an important practical problem to design the circuit to minimize image 
conversion noise. But, in principle, this can always be made to vanish 
by refrigerating the terminations, so the subsequent theoretical discus­
sion will consider only the shot noise. 

XII. NONLINEAR CAPACITORS 

A nonlinear-capacitor type of p-n junction is one in which all emitted 
carriers are collected within a short time after emission. If all emitted 
carriers are collected, Po is zero, since it is the probability of a carrier 
not being collected. Hence, there are no forward-only carriers. More­
over, the reverse current is of the thermally generated carriers must be 
zero. One may show this by considering the diode in equilibrium, when 
the net direct current must be zero; if there are no forward-only carriers, 
there must be no reverse-only carriers. 

Thus, the only shot noise is that due to forward-and-back carriers, 
governed by pet'). The exact form of pet') is not too important. The 
simple rectangular function shown in Fig. 12 will serve to illustrate the 
main result. The maximum storage time, A, will be allowed to become 
very small compared to 1/ w, to approach the case of an ideal nonlinear 
capacitor. The function pew) is, according to (10), 

d 

pew) = 1 -1 ~ e-iwt
' dt' = t jwA + t (WA)2 + ... . (72) 

. 0 A 



SHOT NOISE IN p-n JUNCTION FREQUENCY CONVERTERS 975 

The shot noise due to forward-and-back carriers is obtained when this 
pew) is inserted in (71). Each term contains a factor 

P(nb + s) + P*(n'b + s) P(nb - n'b) = 

t j(nb + S)A - t j(n'b + s)A - t j(nb - n'b)A 

+ ~2 [(nb + S)2 + (n'b + S)2 _ (nb _ n'b)2] + (73) 

A2 
= "3 (nb + s) (n'b + s) + .... 

The first-order terms in A cancel. As A goes to zero, i.e., as the fre­
quency response of the diode is increased, the shot noise goes to zero as A2: 

p(t') 

~~~------------~t' 
~A~ 

Fig. 12 - Example of a return probability distribution leading to nonlinear 
capacitor action. 

The capacitance, for a given voltage, is proportional to A. To approach 
an ideal nonlinear capacitor, let A approach zero. At the same time, the 
capacitance waveform can be kept essentially unchanged if the emission 
rate is increased (by appropriate adjustment of the local-oscillator volt­
age). The shot noise then goes to zero with A and we get this result: A 
frequency converter using an 'ideal nonlinear capacitor has no shot noise 
output regardless of the local-oscillator waveform, the source and load ad­
mittances, and the image terminations. 

An interesting qualitative interpretation* of this result is that, as A 

gets smaller, an increasing number of carrier events are required to ob­
tain a given capacitance waveform. A smoother current results from the 
statistical effect of having a large number of elementary events. 

* Suggested by D. Leenov. 
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If the nonlinear capacitance does not arise from the minority-carrier 
storage mechanism that has been postulated, but is wholly or partly due 
to depletion-layer capacitance, there is even less reason to expect noise. 
The depletion-layer capacitance involves widening and narrowing of the 
space-charge region. It requires a relatively small motion of majority 
carriers instead of their emission all the way across the junction, or 
of any subsequent existence as minority carriers. The frequency rc­
response of C T should therefore be better than that of minority-carrier 
storage capacitance. Also, the elementary events are likely to be repre­
sentable approximately as forward-and-back current generators, with 
the area under each pulse being much less than q, since the carriers do 
not go all the way across the junction. 

The problem of finite frequency response (Ll ~ 0) can be studied by 
putting the expression given in (73) in (71), to get the leading term in 
the shot noise: 

F - 1 = 61;:'G8 J;, Llffi(nb - n'b) (nb + s) (n'b + s). (74) 

It is evident in (74) that F - 1 goes to zero with Ll if Llffi(nb - n'b) is 
held constant. But, for a finite value of Ll, the shot noise could be very 
large in the case of significant conversion from high-order harmonic 
images. Hence, a circuit design consideration is to make J..Ln small for all 
values of n such that nb is greater than 1/ Ll. Short-circuiting of the 
harmonic images is one way of accomplishing this objective. 

Apart from finite frequency response, actual diodes will fall short of 
ideal nonlinear-capacitor action because of the finite lifetime of minority 
carriers. Some minority carriers will recombine before they have a 
chance to return to the junction. The effect of this recombination is 
equivalent to that of a nonlinear resistor in parallel with a nonlinear 
capacitor having infinite minority-carrier lifetime. As will be shown, 
low-noise frequency conversion is possible with nonlinear resistors when 
the local-oscillator current is sharply pulsed. Therefore, low-noise fre­
quency conversion is possible with a nonlinear capacitor suffering from 
recombination, but the local-oscillator waveform can no longer be arbi­
trary, and the conversion gain will be reduced. 

12.1 Nonlinear Capacitor Structures 

Four semiconductor structures shown in Fig. 13 exhibit nonlinear ca­
pacitance, for reasons to be discussed. The first of these can be made 
from a transistor, and thus is a readily available specimen for relatively 
low-frequency (about 10 mc) experiments with nonlinear capacitors. 
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However, the great promise of the nonlinear capacitor is the possi­
bility that a diode structure can be made to work at higher frequencies 
than transistors. Transistors, as will be explained below, are not one­
dimensional structures, a fact that aggravates the series-resistance prob­
lem. The p+-n-n+ and p-i-n and the graded p-n junction can be truly 
one-dimensional structures, as long as skin-effect is not important. Of 
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Fig. 13 - Nonlinear capacitor structures: (a) p+-n-p+; (b) p+-n-n+; (c) p+-i-n+; 
Cd) graded p-n junction. 
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these, the graded p-n junction seems to be the easiest structure to fabri­
cate by solid-state diffusion of impurities into semiconductors. 

12.2 P + -n-p + Structure 

The p+-n-p+ structure in Fig. 13(a) can be made by connecting the 
emitter and collector leads of an alloy-junction transistor. A symmetri­
cal alloy transistor (one with emitter and collector junctions of equal size) 
is theoretically preferred for maximum nonlinear-capacitor action. The 
pains taken by the transistor manufacturer to prevent emitter-collector 
short circuits are, of course, completely wasted in this application. 

The emitter and collector junctions thus become, in effect, one junc­
tion which almost completely surrounds the n region. Because of the 
high concentration of holes in the heavily doped p + region, compared to 
the concentration of electrons in the n region, nearly all of the emitted 
carriers are holes entering the n region, rather than electrons going into 
the p + regions. Holes going into the n region may recombine and become 
forward-only events. But if the base width 2w is narrow enough, most 
of the holes will escape recombination, either by returning to the junc­
tion from which they were emitted or by being collected at the opposite 
junction. In either case, such holes become forward-and-return events 
with respect to the junction, consisting of emitter and collector junctions 
taken together. 

The n region is assumed to be of uniform resistivity and thus to be 
field-free except for the space-charge regions at the junction. Hence, the 
motion of the emitted holes is simple diffusion. The diffusion equation 
(13) then reduces to 

(75) 

If one lets x equal zero at the plane of symmetry indicated in Fig. 
13(a), the solution of (75) appropriate to this symmetry is 

pw ex: cosh xy(jw + l/r)/D. (76) 

At x = ±w, pw equals Plw , so 

_ cosh xy(jw + l/r)/D 
pw - Plw cosh wY(jw + l/r)/D· 

(77) 

The current density is given by qD'Vp evaluated at x = w. Then, by 
comparison with (15), one finds that 

I/Lw = V(jw + l/r)/D tanh wY(jw + l/r)/D. (78) 

According to (18), I/Lw is proportional to pew). For comparison with 
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Fig. 14 - One-dimensional versus two-dimensional bipolar (hole and electron) 
flow patterns in junction devices. 

(58), recombination may be neglected by setting liT ~ 0, and (64) can 
then be expanded on the assumption that w is small (i.e., that the fre­
quency response is high relative to w). One finds 

pew) « L ~ ~ [j w;' + H w;')' + ... ] (79) 

Hence, the leading terms are proportional to those of (72), with w21D 
playing the role of the time ~ in which (nearly) all of the emitted car­
riers return. 

The postulated condition of neutrality of the n region implies that, 
when holes are emited into the n region, an essentially equal number of 
electrons must enter the n region from the base contact. A voltage drop 
is required to move these carriers, and this may be crudely described as 
a series resistance. The thinner the base layer is made for the sake of 
high frequency response, the higher the series resistance. This dilemma 
is well known in transistor design. As shown in Fig. 14, the electrons move 
in a direction perpendicular to the average motion of the holes; hence, 
two directions in space are involved. Thus, anyone-dimensional analysis 
of the transistor is inherently an oversimplification, although sometimes 
a very useful approximation. 

1~.3 P + -n-n + Structure 

As an introduction to a structure that is truly one-dimensional, note 
that the plane of symmetry in Fig. 13(a) could be replaced by a surface 
that has the property of reflecting holes. A heavily doped n + region would 
have this property, and this suggests the p+-n-n+ structure shown in 
Fig. 13(b). Equation (78) should apply to this structure as well as to 
that of Fig. 13(a). 
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For each element of p +-n junction area, there is a corresponding area 
of n-n + junction that reflects emitted holes and also provides the elec­
trons to neutralize the holes. Thus, the area of this structure can be in­
creased in two dimensions without affecting its performance, except for 
a proportionate lowering of impedance level. This is a characteristic of 
a one-dimensional structure. 

The depletion-layer etching technique has been used to make very 
thin germanium p +-n-x structures, where x is supposed to be a region of 
high recombination.15 The unsolved problem in making this structure is 
that of obtaining a satisfactory x region for nonlinear resistance action 
at high frequencies. No such problem exists in making a p+-n-n+ non­
linear capacitor, since a well-understood n + region is required in place 
of the little-understood x region. 

12.4 P +-i-n + Structure 

The p + -i-n + diode is another one-dimensional structure that has a 
carrier-storage behavior described qualitatively by (78) because the 
basic carrier-storage action is quite similar to that of the p + -n-n + struc­
ture. Thus, holes emitted from the p + region are reflected at the n + 
junction. In addition, electrons emitted from the n + junction are reflected 
at the p + junction. 

An accurate analysis of the p + -i-n + structure requires consideration of 
the simultaneous motion of holes and electrons, and would represent an 
advance over present p-n junction theory. In the meantime, the qualita­
tive considerations mentioned above indicate that the p + -i-n + structure 
should give nonlinear-capacitance action up to frequencies determined 
by the width of the i region. At much higher frequencies, the structure 
will just be a resistance whose value depends upon the density of car­
riers in the i region, which density is proportional to the forward direct 
current. 

12.5 Graded p-n Junction 

By drawing a smooth curve through the concentration gradients for 
either the p +-n-n + or the p +-i-n + structures, one obtains the graded 
p-n junction shown in Fig. 13(d). 

The graded j unction has features that recommend it as a nonlinear­
capacitor structure. 6 The electric field associated with the impurity 
gradient tends to reflect emitted carriers - the steeper the gradient, the 
larger the field and the higher the frequency response of the capacitance. 
Analysis of the frequency response, based on the approximate kinetic 
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theory of p-n junctions, can apply (if at all) only to an intermediate 
region of bias where emission is significant but not so copious that the 
electric field is altered by the forward current. 

The frequency response of the capacitance will depend on bias, being 
very high for reverse voltages and deteriorating gradually as the voltage 
approaches and enters the forward region. However, microwave experi­
ments suggest that the series resistance will generally be a much more 
important source of loss and noise than any frequency limitations of 
the nonlinear capacitance. A steep impurity gradient makes for a series 
resistance that is low both in absolute value and in relation to the ca­
pacitance. However, the capacitance per unit area increases as the 
gradient increases. 

XIII. NONLINEAR RESISTOR NOISE 

The nonlinear resistor type of p-n junction has the property that none 
of the emitted carriers return, except possibly some carriers that return 
in a time negligibly short in comparison to the frequencies under con­
sideration. Within the frequency range of nonlinear resistor action, the 
admittance due to emitted carriers is real and independent of frequency. 

In spite of the absence of return pulses to cancel the shot current of 
emission, the shot noise delivered to the load can be made very small if 
the local-oscillator current flows in short pulses. The plausibility of this 
result will be argued by representing the p-n junction as a noiseless ad­
mittance in parallel with a generator of shot current pulses. The shot 
current and the time variation of the admittance are governed by the 
local-oscillator drive. For the nonlinear resistor, the admittance is a pure 
conductance and the shot current to be considered is that of emitted 
carriers that do not return. 

In a frequency converter, the nonlinear resistor is connected to a linear 
passive network which includes the terminations at all the signal fre­
quencies. If practically all of the shot current flows at a time when the 
junction conductance is very large compared to the network admittance, 
the shot current will be short-circuited through the junction conductance 
and little noise will be delivered to the network. 

Another way of describing the situation is to consider that shot noise 
results because one cannot predict with certainty that a carrier will be 
emitted in any given short time interval. When a local-oscillator voltage 
is applied to a junction, it is known that the sum of the carrier currents, 
in spite of their individual unpredictability, is very nearly equal to a 
definite macroscopic current waveform that can be determined from the 
junction characteristics. When this macroscopic current consists of short 
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Fig. 15 - Pulsed local-oscillator current waveform giving partial reduction 

of shot noise. 

sharp pulses, it is possible to predict that many carriers will be emitted 
during the pulses and practically none during other times. Unpredicta­
bility, hence shot noise, is greatly reduced for a pulsed current waveform 
like the one shown in Fig. 15. 

The principle of using pulsed local-oscillator current can be applied 
in the design of nonlinear-resistance frequency converters. In a simple 
design, for example, it would be preferable to use shunt conductance 
rather than series resistance to attenuate the power from the local oscil­
lator. More sophisticated mixers may use filters and additional diodes to 
shape the local-oscillator waveform. 

The image terminations chosen below to illustrate the waveform effects 
should not be regarded as the optimum conditions for practical use. For 
example, the main image frequency might well be open-circuited to 
minimize conversion of thermal noise from the series resistance, while 
short-circuiting of this image will be assumed for mathematical SIm­
plicity (in the case of short-circuited harmonics). 

13.1 Short-Circuited Harmonics 

As an example of a circuit permitting low noise and good signal trans­
mission, the mathematically simple case of short-circuited harmonics 
will be considered. Another way of defining this case is to say that the 
local-oscillator voltage waveform is purely sinusoidal (plus a de com­
ponent, vo). Thus, 

vet) = Vo + Vb cos bt. 

The exponential emission function, (1), will be assumed, so that 

(80) 

(81) 

(82) 
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The constant is is necessarily equal in magnitude to the thermally gen­
erated reverse current, so that no net external current flows when v 
equals zero. From (81), 

(83) 
which, with (80), gives 

(84) 

The Fourier expansion of (84) involves modified Bessel functions of the 
first kind,16 denoted by In. Thus, 

qPoCR'(nb) = (3islVOln({3Vb). (85) 

From (50) and (85), one finds that the conversion matrix is 

Y(m, n; s) = (3islvOlm_n({3vb). (86) 

To take a specific example, conversion between two frequencies dif­
fering by b/27r will be considered [such as (b + s)/27r and s/2'nl All 
other signal frequencies (images) will be assumed to be short-circuited. 
Then the conversion matrix reduces to 

II Y(m, n; s) I! = (3(i. + io) II ~ ill, 
where 

and i o, the direct current, is introduced in view of the relation 

1:0 = i s[e{3vol o({3vb) - 1], 

which may be obtained from (11). 

(87) 

(88) 

(89) 

For minimum conversion loss, the four-terminal network represented 
by (87) should be used with source and load admittances that simultane­
ously match the input and output admittances of the network. These 
admittances are, of course, real for a nonlinear resistor and are found, by 
standard methods,17 to be 

Yin = Yout = Gs = GL = {3isl VOl o({3vb)Vl - y2. (90) 

Since the images are short-circuited, all the J..Ln'S defined in (70) are 
zero except 
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and 

1 + vI=1J2 
y 

(91) 

For the noise figure, algebraic manipulation that will not be detailed 
here gives 

F - 1 
- '1\ u + u2 ' 

(92) 

where 

and 

is 
o = io + i •. (94) 

Equation (90) gives the dependence of F x upon the local-oscillator 
drive (represented by u) and the direct current, represented by O. The 
quantity () defined in (94) is the ratio of the thermally generated current 
to the current carried by emitted carriers. 

For any value of 0, there is a certain value of u, 

u'=~-O, (95) 

that gives a minimum noise figure 

T 2u' 
F min - 1 = Ts 1 _ 2u" (96) 

As 0 approaches zero, F min approaches unity. At the same time, the opti­
mum value of u approaches zero. The optimum local-oscillator voltage 
goes to infinity and the conversion loss approaches unity (that is, no 
loss at all). This result shows that low noise figure and minimum con­
version loss are not incompatible. 

For most practical microwave diodes () is quite small, since is may be a 
tenth of a microampere and the direct current io is of the order of a milli­
ampere. An approximate formula is therefore relevant: 

Fmin = 1 + 2yO; o < 0.01. (97) 

For 0 = 10-\ F min = 1.02 = 0.1 db. Thus, the observed thermally gen­
erated currents would not produce much noise and probably are not 
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responsible for much of the observed noise figure of crystals, except pos­
sibly at elevated temperatures. 

This analysis has considered only the shot noise of the emitted car­
riers. In actual diodes, the series resistance and the depletion-layer ca­
pacitance impair the noise figure. The depletion-layer capacitance should 
be essentially noiseless, but, in combination with Rs , it sets bounds on 
the usable impedance level of nonlinear resistance of the emitted car­
riers. With the impedance level thus established, Rs causes a definite 
signal loss and contributes thermal noise. Furthermore, Rs interferes 
with short-circuiting the local-oscillator harmonics or otherwise obtain­
ing the pulsed local-oscillator current waveform essential for low shot 
nOIse. 

13.2 Open-Circuited Harmonics 

When the harmonics of the local oscillator are open-circuited, the 
local-oscillator current is sinusoidal (in addition to a direct current). It 
will be shown that this waveform is unfavorable for noise, although it 
permits a low conversion loss. 

The emission rate and the local-oscillator current are simply related: 

qPo6l(t) = iLO(t) + i, = (io + i,) (1 + 1 ; ~2 cos bt) , (98) 

where 

(99) 

The reason for introducing the quantity ~ will be apparent later. The 
Fourier analysis of PoR(t) is obtained by inspection of (98): 

qPoCR(nb) = io + is 
(io + is) 
1 + ~2 

=0 

if n = 0 

ifn = ± 1 (100) 

otherwise. 

Since an exponential emission rate IS being considered, CR' equals (3CR 
and, from (50), 

Y(m, n ; s) = (3(io + is) 
(3(io + is)~ 
l+e 

=0 

if m = n 

ifm=n±l (101) 

otherwise. 
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The admittance representation of a frequency converter lends itself 
readily to consideration of cases where the image frequencies are short­
circuited, since the elements of Y(m, n; s) corresponding to the images 
may then simply be omitted. One finds, however, that, with open-cir­
cuited harmonics and short-circuited images, the conversion loss, is at 
least 3 db, quite apart from the further losses due to the parasitics. As 
an absolute theoretical limit, this conversion loss appears to be ex­
cessive. In seeking an escape from this limit, one naturally wonders if 
open-circuited images might be appropriate for open-circuited harmonics. 

Indeed, open-circuited images permit unity conversion gain. To deal 
with open-circuited images, we may invert the infinite-dimensional 
matrix II Y(m, n; s) II to obtain the conversion matrix in impedance 
form: 

(_~)Il-ml 1 + ~2 
Z(m, n; s) = (3(io + is) 1 _ ~2' (102) 

The images can now be open-circuited by considering only the 2 X 2 
impedance matrix pertaining to the signals. This matrix may be inverted 
to give the admittance matrix for open-circuited images: 

(103) 

For the conversion between two frequencies differing by b/27r, with all 
images open-circuited, one has, in analogy with the short-circuit case, 

The noise figure is found to be 

T 1 + (}(2 - i) 
F - 1 - Ts z(l - z)(2 _ Z2)' (105) 

where 

z = VI - ~2. (106) 

For any value of z, the lowest noise figure is obtained when () equals 0, 
that is, when the thermally generated current is negligible. For () = 0, 
the minimum noise figure is 3.25 = 5.1 db; this occurs when z equals 
0.45 and the conversion loss is 4.2 db. Evidently the noise performance 
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with open-circuited harmonics is inferior to that obtainable with short­
circuited harmonics. 

XIV. CONCLUSIONS 

The nonlinear capacitance of a p-n junction can be used in amplifiers 
and amplifying frequency converters. To the extent that the junction 
exhibits pure capacitance, it will be noiseless in any of these applications. 
Suitably designed p-n junctions are remarkably good nonlinear capaci­
tors at microwave frequencies, and' preliminary experiments indicate 
that good noise figures can be obtained. 

A pulsed local-oscillator current is required for low-noise frequency 
conversion with nonlinear resistance p-n junctions. This requirement is 
a logical consequence not only of p-n junction theory, but also of earlier 
metal-semiconductor rectification theories that assumed emission of 
carriers across a barrier. 
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Gain and Noise Figure of a 
Variable-Capacitance Up-Converter* 

By D. LEENOV 

(Manuscript received March 31, 1958) 

The performance of a p-n junction nonlinear-capacitance diode as a 
low-noise, amplifying frequency converter is analyzed for the case in which 
the output signal frequency is many times greater than the input signal 
frequency. The diode is represented by an equivalent circuit consisting of a 
time varying capacitance and a constant series resistance. Formulae for the 
maximum available gain and the noise figure of the circuit are obtained, 
and representative numerical values are given for the noise figures of sys­
tems incorporating such diodes as preamplifiers. 

I. INTRODUCTION 

Since microwave receivers frequently must operate at a very low in­
put signal level it is important to obtain the smallest possible noise 
figure. One way of accomplishing this is to use a low-noise amplifier at 
the input of the receiver. In this article the role of a nonlinear-capaci­
tance p-n junction diode in performing such a function is analyzed. 

The performance of a variable capacitance as a frequency converter 
has been extensively discussed in the literature.l

,2,3 Theory indicates 
that when the variable' capacitance is used for conversion between a low 
frequency and an upper sideband (a noninverting frequency), the maxi­
mum available gain is hlfl ,fl being the input frequency and f2 being 
the output frequency. Hence in up-conversion (modulation) a power 
gain results, with the power added to the input signal being supplied 
by the beat oscillator. In down-conversion a power loss results. (These 
statements apply when no signal power is transferred at the lower side­
band or at any of the harmonic images). The situation is different when 
one of the two frequencies involved is a lower sideband (an inverting fre­
quency). A negative resistance may then appear at both sets of terminals, 

* Supported in part by the U. S. Army Signal Corps under contract DA 36-039 
sc-73224. 
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resulting in regenerative gain or stable oscillations.4 Large gains may be 
obtained when going either up or down in frequency. The present paper, 
however, is restricted to a consideration of upper sideband frequency 
conversion. Analysis of lower sideband operation is now in progress. 

In this article the frequency conversion performance of a nonlinear 
capacitance (N -C) diode with parasitics is analyzed. In Section V the 
maximum available gain (MAG) is calculated and is compared with the 
MAG predicted for an ideal device. In Section VI, an equation for the 
noise figure of an N -C diode is obtained, taking into account only the 
thermal noise of the series resistance. Over-all noise figures are given in 
Table I for three types of receivers with diode preamplifiers, operating 
at specified input and output frequencies. 

II. THE EQUIVALENT CIRCUIT 

For the calculations to be made here, the p-n junction might be repre­
sented by the lumped-parameter equivalent circuit shown in Fig. 1-
Here Rs and G T are as defined and the "variable admittance", shown as 
lumped parameters, accounts for the current carried across the junction 
by the motion of carriers through the space charge region. A calculation 
of the mixing action of the diode, using Fig. 1, would involve a rather 
complicated formulation. 3 However, the silicon and germanium re­
tarding-field diffused diodes now under investigation are fairly accurately 
represented by the equivalent circuit shown in Fig. 2. (The design and 
properties of these devices are discussed in other papers).5,6 In this 
diagram, Gmin represents the smallest capacitance attainable, determined 
by the limitation on reverse bias voltage imposed by breakdown, and 
Gmax is the largest value, determined either by physical limitations or by 
choice. 

DIELECTRIC 
CAPACITANCE 

VARIABLE 
ADMITTANCE 

Fig. 1 - Equivalent circuit for nonlinear-capacitance diode. 
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Fig. 2 - Simplified diode equivalent circuit. 

III. ASSUMPTIONS FOR CALCULATION OF GAIN AND NOISE FIGURE 

In this article the gain and noise figure of an N -C diode frequency 
converter are calculated according to the following assumptions: (1) 
Upper sideband operation is assumed; that is, an input frequency 11 is 
converted to an output frequency 12 using a beating oscillator at the 
frequency 12 - 11. (2) The lower sideband, of frequency 12 - 211, and 
all the harmonic images are assumed to be open circuited, implying that 
no power is delivered by the frequency converter at these frequencies. 
(3) The equivalent circuit of Fig. 3 is used. Here, filters are indicated 
which restrict transmission in the left-hand branch to a narrow band 
about the frequency 11 and transmission in the right-hand branch to a 
narrow band about 12 ; 81 and 82 are signal voltages and 8N1 and 8N2 are 
noise voltages at frequencies 11 and 12 respectively. The equivalent cir­
cuit of the diode which was discussed in connection with Fig. 2 is as­
sumed applicable over the operating range of pump voltage and frequency. 

INPUT 
IMPEDANCE 

SIGNAL 
VOLTAGE 

f, 

BANDPASS 
FILTER 

NOISE 1 GENERATORS 

0.) 
C M1N 

f2 

BANDPASS 
FILTER 

eN1 =~4kTBRs 
OUTPUT 

IMPEDANCE 

eN2=~4KTBRs 

0 
SIGNAL 

(;2 VOLTAGE 

C(tl 

Fig. 3 - Equivalent circuit for the calculation of gain and noise figure. 
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Using these assumptions, results have been obtained in a simple form 
which can serve as a guide to diode development and application. It is 
not supposed that the model used here constitutes a very accurate charac­
terization of the frequency converter operation. In particular, assump­
tion (2) is theoretically possible, but there would be considerable prac­
tical difficulty in satisfying these conditions in a microwave circuit. 

IV. GENERAL EQUATIONS FOR FREQUENCY CONVERSION 

In subsequent sections we shall need to calculate, for the circuit 
shown in Fig. 3, the power delivered to the load at frequency 12 when 
specified signal voltages at frequencies 11 and 12 are applied. Hence, 
what is desired is a means of calculating the current i2 for given signal 
voltages. For the specific applications to be made later on, we shall ob­
tain in this section a solution in general form for the currents il and i2 
resulting when signal (or noise) voltages 81 and 82 , at frequencies 11 and 
12 respectively, are applied to an N -C diode. 

It is possible to express the relation between currents and voltages of 
a frequency converter by means of an admittance matrix; this will be 
done here for a nonlinear-capacitance frequency converter. Let the beat 
oscillator voltage be represented by Vo , and the combined signal volt­
ages by oV. If noise is of any consequence, one may surely assume 
oV « Vo. Hence we may write (1), representing the charge on the 
capacitor as a function of voltage, in the form of a Taylor expansion, 

Q(V) = Qvo + (aQ
) oV + ... (1) 

aV Vo 

The subscript Vo signifies that Q or its derivatives have the value deter­
mined by Vo alone, i.e. oV equals O. It is assumed that terms of higher 
order in oV are negligible, so that the relations to be derived will be 
linear in the signal quantities. (For a more complete theory of linear 
frequency converters, see Ref. 6). 

To evaluate (1) we expand (aQ/av)vo in a Fourier series, 

(2) 

with the beat oscillator voltage assumed to be periodic, with pulsatance 
(angular frequency) b. The signal voltage oV may involve all the har­
monics of the beat oscillator pulsatance mixed with the signal pulsa­
tance 8. Hence it is written 

00 

.tV = '" '" j(mb+s) t 
u L.J L.J Vmb+se . 

m=-oo s± 
(3) 
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Referring to (1), it is seen that the first term on the right-hand side con­
tains only pulsatances which are harmonics of b. The second term, which 
we designate oQ, contains the various signal pulsatances. It is given by 

oQ = (aQ) 
aV Vo 

~V = '" '" C j[(m+n)b+s) t 
U LJ LJ nVmb+se . 

n,m s± 
(4) 

Since we shall want to select individual pulsatance terms from the right­
hand side of (4), we set m + n = l. The result is 

~Q '" '" C j(lb+s)t 
U = LJ LJ l-mVmb+se . 

l,m s± 
(5) 

Also, being interested in the current components, we use the relation 
iw = fwqw , obtaining finally 

ilb+s = L: f(lb + S)Cl-mVmb+S (6) 
m 

(we have here stopped considering the terms containing -s, because 
i lb- s = i~lb+s). Equation (6) is equivalent to the matrix equation 

i lb+s ,= L: Y lmVmb+s , (7) 
m 

where the elements Y lm are given by 

Y lm = f(lb + s)Cl- m • (8) 

The admittance representation is convenient to use when only a few 
signal voltages have specified values and the rest are zero (i.e. short­
circuited). In the case of the equivalent circuit used here, none of the 
voltages can be short-circuited, because of the diode series resistance. 
The possibility remains, however, of presenting open circuits to all the 
image pulsatances (all the mb + s) except for the two involved in fre­
quency conversion, sand b + s. This means that all the currents except 
is and i b+s will be assumed to vanish. The relation between voltage and 
current can then be simplified when it is expressed in the impedance 
matrix form. Hence we must obtain the matrix inverse of II Y II, which 
is II Z II == II Y 11-1. 

There is at least one case in which this matrix inversion can be readily 
performed. If aQ/ aV equals Co + 2C1 cos bt then only the coefficients 
Co and C 1 in the expansion (2) do not vanish. The matrix of (8) is now 
limited to elements on the diagonal and once removed from the diag­
onal. As a product of infinite matrices (in these arrays only the nonzero 
elements are indicated), it is written 
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II Y II 

j( -b + s) C1 Co C1 

js 
C1 

j(b + s) 
Co C1 (9) 

j(2~.:- 8) I 

C1 Co C1 

The second matrix on the right-hand side of (9) may be factored to 
obtain (10), 

/I Clm /I Co (10) 

where r CI/Co • Equation (9) can be written symbolically as 

/I Y /I = II j(lb + s) /I II Clm II, 
and, by a rule of matrix algebra, the impedance matrix is given by 

II Z /I = /I Y /I-I = II Clm 11-1 II j(lb + s) /I-I. (11) 

The first matrix on the right-hand side of (9) is diagonal, hence its in­
verse is easily obtained. The inverse of the second matrix is also known. 6 

If a matrix has the form 

if i = j 

~ if· . 1 = 1 + e; 2 = J ± (12a) 

= 0; otherwise, 

the inverse matrix is given by 

(M-1)"" = 1 + ~2 (_ t)li-il 
~J 1 _ ~2 ~ • (12b) 

This result can be used to obtain 1/ Clm 1/-\ if we set r == U(1 + ~2) 
[see (10)]. If it is now assumed that all pulsatances in the spectrum", other 
than b + sand s, are open-circuited, the impedance matrix reduces to 
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Z = ~ 1 + ~2 1-~ 
c Co 1 - ~2 -~ 1 

1 
js 

o 

o 1 
j(b + s) 

995 

(13) 

To simplify future work, we shall use the abbreviated representation 

Zll Z12 

Zc (14) 
Z21 Z22 

The matrix Zc represents the capacitative impedance of the diode. 
The total impedance Z must include the series resistance R; it is given 
by 

Zll + R Z12 

Z (15) 
Z21 Z22 + R 

By the definition of an impedance matrix we have 

Zll + R 
(16) 

Z22 + R 

Here VI and V2 are the voltages across the diode terminals at the input 
and output frequencies, respectively, and il and i2 are the corresponding 
currents. It follows from Fig. 3 that these two voltages are given by 

(17) 

Substituting (17) into (16), and rearranging, we obtain 

Zll + R + Za 
(18) 

The solution for the currents is written in matrix form 

Zll + R + Za 
-1 

(19) 
i2 

where the reciprocal matrix is given by 
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Zll + R + Za 
-1 

Z21 Z22 + R + Z L 

Z22 + R + ZL 
(20) 

-Z21 Zll + R + Za 

and D is the determinant of the matrix: 

D = (Zll + R + ZG) (Z22 + R + ZL) - Z 12Z21. (21) 

The output current, and hence the output power, may be determined 
from (19) when the voltages 81 and 82 are specified. This equation will be 
used as a starting point for calculations of gain and noise figure. 

V. GRNERAL EQUATIONS FOR MAXIMUM AVAILABLE GAIN 

We shall calculate the gain of the frequency converter by using the 
condition 

81 = 8, 
(22) 

82 = 0, 

where 8 is the signal voltage. The gain G is defined by 

G = power absorbed in ZL = 1 i2 12 Re ZL 
power available at input 1 8 12/4 ReZG' 

(23) 

We shall calculate G with the aid of (19), (20) and (22), and then deter­
mine the values of ZG and ZL leading to a maximum G, designated by 
Gmax • 

We first solve for i2 by substituting the conditions of (22) into (19) and 
obtain 

Hence, for the gain we have 

1 Z21 12 1 8 [2 RLII D 12 = 4R R 1 Z21 12 (25) 
1 8 121 4R G G LID 12 

which, with the aid of (21) becomes 

G = 4RGRL 1 Z21 12 ( ) 
I(Zll + R + ZG)(Z22 + R + ZL) - Z12Z21 12' 26 

To maximize G, we first impose the tuning conditions 

j 1m ZG = -Zll' j 1m ZL = -Z22. 
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[N ote that, according to (13), the quantities Zn and Z22 are pure imagi­
nary numbers]. As a result, we obtain 

G = 4RaRL I Z21 12 (27) 
[(R + Ra)(R + RL) - Z12Z21)2' 

Here Ra is Re Za , RL is Re ZL , and Z 12Z21 is a real number (since it is 
the product of two imaginary numbers), and we may dispense with the 
absolute magnitude sign in the denominator. 

To obtain Gmax we must maximize the right hand side of (27) with 
respect to Ra and RL . The values of Ra and RL satisfying this condition 
are the matching values, and will be designated by Ra' and R L '. They 
may be obtained by solving the pair of equations 

On solving these we obtain 

Ra 

aG 
aRa = 0, 

aG 
aR

L 
= 0. 

R2K2 + RRL 

R + RL ' 

R2K2 + RRG 

R + Ra 

(28) 

(29) 

where K = VI - Z12Z21/R2. These equations give the value of RG 
which maximizes G for any selected value of RL , and correspondingly 
for RL . The matching values Ra' and Rr.' satisfy (29) simultaneously. 
They are 

(30) 

The equality of the input and output matching resistors could have been 
predicted from the form of (27) for G, which is completely symmetrical 
in Ra and RL ; i.e. an interchange of Ra and RL , whatever their values, 
does not alter the value of G. Thus, let us suppose that we determine 
Ra' and R L ' experimentally by trial and error, and assume that they are 
a unique pair. Interchanging them must leave G a maximum, hence 
Ra' equals RL'. 

An expression for Gmax may now be obtained by substituting (30) into 
(27). We find, noting that Z 12Z21 equals _R2(K2 - 1), 

4K2R2 I Z21 12 I Z21 12 

Gmax = [R2(K + 1)2 _ Z12Z21)2 R2(K + 1)2' (31) 

Equation (31) expresses the maximum available gain as a function of 



998 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1958 

the diode parameters Rand Gmin , and of the time variation of the diode 
capacitance, through the quantities Go and G1 • For a given diode the 
first two quantities are assumed fixed, while the last two may be varied 
within limits set by their status as Fourier coefficients of a real, positive, 
periodic function of time. In the Appendix, Gmax is evaluated explicitly 
in terms of Rand Gmin for the case that Ze is given by (13). The result 
IS 

f2 1 
Gmax - f- V 2' 

1 (x + 1 + X2) 
(32) 

where VI + l/x2 = [( as introduced in (29), and 

x = AWCmin R, 

with A a numerical factor depending upon Go and C\ , and 

w = VWIW2 = vs(b + s). 

To simplify future analysis, we write 

(33) 

where 

and 

1 
fe = = a figure of merit for the diode. 

2'1T-R sGmin 

The expression for x in (33) is convenient for evaluating Gmax from 
(32) . We shall first consider low-frequency operation, where J is very 
much less than fe/A. Then x is very much less than 1, and 

Gmax ~h/fl. 

As x increases, Gmax/([2/fl) monotonically decreases from its asymptotic 
value of 1. This is shown graphically in Fig. 4. Since x = A J2n-R sGm in , 

the best operation is obtained for minimum values of Rs , Gmin and A, 
or a maximum value of fe/A. In the Appendix it is shown that, for the 
type of operation under consideration, the minimum attainable value of 
A is 5.83. 

We next consider high-frequency operation, characterized by 
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J » fc/>" or x » 1. It is then convenient to rewrite (32) in the following 
form: 

h 1 _ f2 1 
f X2 ( • / 1 )2 - flX2 (1 + K)2· 

1 1+V 1 +0 
(34) 

As x approaches 00, (34) becomes 

1· G G h ( fc )2 
x~r:! max ~ lim = 4flX2 = 2>"fl (35) 

Since we would like to have Glim as large as possible, it is evident that 
fc/>" should be large, or, correspondingly, that. R s , Gmin and>.. should 
be small, as was true for the low-frequency limit of operation. 

Equation (35) indicates that, for a given input frequency fl , the gain 
should approach a limiting value as fz approaches 00. This behavior is 
shown graphically in Fig. 5. It is noteworthy that Glim decreases with 
increasing fl , and in particular that, for fl ~ fc/2>.., Glim ~ 1. This places 
a fundamental upper limit on the input frequency, if power gain is to be 
obtained. 

The above results show how the maximum available gain of a diode 
amplifier is affected by parasitics. Of greater significance in characteriz-
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Fig. 4 - Ratio of MAG of a diode with parasites to the MAG of an ideal 
variable capacitance, plotted against the parameter x. 
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Fig. 5 - The ratio Gnmx/Glim versus x, the input frequency i1 being kept con­
stant while the output frequency h varies. 

ing its performance is the noise figure, which is discussed m the next 
section. 

VI. GENERAL EQUATIONS FOR NOISE FIGURE 

A p-n junction diode is thought to contain two sources of noise power, 
one being shot noise at the p-n junction, the other being thermal noise 
in the series resistance R of the bulk semiconductor. It has been shown6 

that the shot noise of the p-n junction of a nonlinear-capacitance diode 
approaches zero so long as the frequency is high enough for recombina­
tion to be negligible, and not so high that the p-n junction no longer 
exhibits purely capacitative behavior. Hence in the following calculation 
of noise figure only the contribution of the thermal noise of R is con­
sidered. 
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The noise figure of an N -C diode frequency converter is calculated 
using the equivalent circuit of Fig. 3 and the assumptions of Section 
III, together with the additional assumption that the noise generators 
at the frequencies 11 and 12 are uncorrelated. 

The noise figure is calculated in accordance with 

F-1 

noise output originating in thermal noise of R (3G) 

noise output due to thermal noise at 2900 K in source resistance 

Thus, as a "standard signal", one uses the thermal noise output of the 
source resistance, assumed to be at a temperature of 290oK. The noise 
output of the diode is assumed to arise from two components of the 
thermal noise of R. One of these, the thermal noise emf 0Nl, sets up a 
current of frequency 11 in the left-hand loop of Fig. 3, which, by the 
frequency-converting action of the diode, is partly converted into a 
current i2 , of frequency 12 ; this then passes into the right-hand loop and 
introduces noise power into the load. The other component, 0N2, also 
causes a current i 2, of frequency 12, to flow through the load. The 
noise power received by the load is determined by these two currents, 
which are assumed to be uncorrelated. 

The noise power can be readily calculated from (19) and (20). The 
current i2 due to 0Nl is given by solving 

1,1 Z22 + R + ZL -Z12 

1 
-15 

1,2 -Z21 Zll + R + Za 

Similarly, the current i2 due to 0N2 is obtained from 

1,1 
1 

15 

Z22 + R + ZL 

Solving these, we obtain 

-Z12 

Zll + R + Za 

0Nl 

(37a) 

0 

0 

(37b) 

(38a) 

(38b) 
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The noise power delivered to the load is then: 

( .2) 4kTBRRL (I 12 1 12) ~2 RL = I D 12 Zll + R + Zo + Z21 , (39) 

in accordance with the assumption that the currents in (38) are uncor­
related. Following (36), the noise figure is given by 

(i22)RL ( ) 
F - 1 = 290kBG' 40 

where 290kB is the available thermal noise of the source resistance and 
G is the gain of the network under the same conditions, defined by (23). 
The gain was calculated in Section V, with the result in (25), given here 
by 

G 4R R I Z21 12 (41) 
= 0 L f15l2 

Combining this with (39) and (40), we obtain 

F _ 1 = R 1 Zll + R + Zo 12 + 1 Z21 12 ~ (42) 
Ro 1 Z21 12 290 . 

The noise figure here depends upon the diode structure, through R, 
Zll and Z21 ; upon the beat frequency oscillator waveform and the operat­
ing frequencies, through Zll and Z21 ; and upon the input termination, 
through Zo . (Note that F is independent of the load impedance.) Even 
if all the other quantities are fixed, considerable variation in performance 
can be obtained by varying Za . In this presentation, the noise figure is 
calculated for the value of Zo which gives maximum available gain, and 
for the value giving minimum noise figure. 

The noise figure corresponding to the condition of maximum available 
gain is obtained by inserting the appropriate value of Zo into (42). In 
Section V this was shown to be ZG = KR - Zn. Equation (42) then 
gives 

F _ 1 = .!.- R2(K + 1)2 + 1 Z21 12 ~ 
K 1 Z21 12 290 . 

(43) 

On the other hand, from (31) we have 

G 1 Z21 12 
max = R2(K + 1)2 

Hence, (43) may be written 

1 ( 1) 'P F-1=- 1+--. 
K Gmax 290 

(44) 
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Before proceeding further, it is interesting to note that (44) can be 
obtained by a simple intuitive analysis, making use of (36) directly. We 
assume that the diode series resistance R generates noise emfs equal to 
V 4kT BR at the two frequencies fr and 12. Due to the emf at fre­
quency 12, the load receives noise power proportional to R. The noise 
power generated at frequency fr is also proportional to R; it is converted 
to frequency h with a gain G, so that the load receives additional noise 
power proportional to GR, making the total noise power from the diode 
proportional to (G + 1)RT. This is to be compared with the noise re­
ceived at the load due to a matching resistance at the input. This match­
ing resistance RG = KR, and the corresponding noise power received is 
proportional to 290GI(R. Hence, according to (36), 

(G + 1)RT 1 ( 1 ) T 
F - 1 = 290G KR = K 1 + G

max 
290' 

Equation (44) can be expressed in a more useful form by substituting 
an equivalent expression for K. From (34) and (35) it follows that 

4 
Gmax = Glim (1 + K.)2 • (45) 

Hence 

K = 2 (Glim)1/ 2 

- 1. 
Gmax 

(46) 

Substituting this into (44) gives 

1 ( 1 ) 'P F = 1 + --:-(G-=--. -'-)-:-:1/-;:-2 - 1 + G- 2-90' 
2 ~ 1 max 

Gmax 

(47) 

This is the noise figure corresponding to a matching input impedance. 
In using (47), Gmax and Glim may be determined for any set of operating 
conditions, with the help of (34) and (35). Two limiting expressions ob­
tained from (47) are of interest: 

(48a) 

(48b) 

Hence, when Gmax is very much less than Glim , F is not much greater 
than 1. When Gmax approaches Glim , F becomes approximately equal to 
to 2. Thus, even under the most unfavorable conditions, the theoretical 
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noise figure will not be much more than 3 db if there is a significant 
amount of gain. 

The minimum noise figure may also be found from (42), and applying 
first the tuning condition jX a == - Zll , we obtain 

F _ 1 = Ii (R + Ra)2 + 1 Z21 12 ~ 
Ra 1 Z21 12 290 . 

(49) 

The value of Ra making F a minimum can be found from (49) by the 
standard procedures of differential calculus. The appropriate value of 
Ra , represented by Rail, is 

(50) 

Here Gmax is, as before, the maximum available gain, obtained with the 
matching value of Ra. On comparing (31) and (45), one determines 
that 

1 Z21 12 = 4R2Glim • 

Substituting (50) and (51) into (49) gives 

F. = 1 + (4Glim + 1)1/2 + 1 ~ 
mm 2Glim 290 

T (1 1 ) 
"-' 1 + 290 VCr: + 2G

lim 
+ ... . 

(51) 

(52) 

The approximate form is valid when Glim » 1. Equation (52) indicates 
that a noise figure of close to zero db is theoretically attainable. 

It is also important to determine the maximum gain GN attainable 
under the conditions leading to minimum noise figure, as G N may be 
needed to calculate the over-all noise figure of a system using a diode 
preamplifier. To obtain GN , we substitute into (27) the value Ra = Rail 
given by (50), together with the value of RL that makes G a maximum. 
This quantity, represented by RL"' is found from (29). In the present 
case it is: 

R2K2 + RRa" 
R + Rail 

(53) 

Substituting (53) and (50) into (27) gives GN • Making use of the defi­
nition K = VI - Z12Z21/R2 and 1 Z21 12 = 4R2Glim given in (51), we 
find 

G 4 Glim 

N = 1 + R/ Ro" Rail / R + K2 . 
(54) 
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Using the relation I( = 2(Glim/Gmax)1/2 - 1 given in (46), equation (50) 
and the assumption G lim » 1, we obtain the approximate expression: 

{ 

4Glim 

GN 
I".J 2V Glim + [2 (Glim )1/2 

Gmax 

We now consider two special cases. For Gmax sufficiently small, 

(
Glim )1/2 » I, 
Gmax 

and 
Glim _ /--
-G »VGlim . 

max 

Therefore 

(56a) 

For Gmax I".J Glim 

(56b) 

The equations obtained for the noise figure have been evaluated for 
certain receiver systems, and the results are given in Table 1. The exam­
ples include, respectively, an N-C diode up-converter followed by (1) a 
travelling-wave tube amplifier operating at 3 kmc with a noise figure of 
4.5 db; (2) a point-contact superheterodyne converter plus IF amplifier 
stage operating at an input frequency of 10 kmc with a noise figure of 
7.0 db; (3) a system similar to (2) operating at an input frequency of 
55 kmc with a noise figure of 10 db (a value that may seem optimistic 
but is probably attainable by combining the best point-contact diodes 
with the best IF amplifier). Values for over-all noise figures of each system 
are obtained from equations (47) and (52), and compared; these corre-

TABLE I-NorSE FIGURES FOR CERTAIN RECEIVER SYSTEMS 

fe = 160 kmc A = 6.0 T = 290°l{ 

Over-all Noise Figure of System, 
Fsystem (db) 

Receiver Output Noise 
System Frequency, 12 Figure, F2 Input Frequency, Input Frequency, 

(kmc) (db) !1 = SOOmc 11 = 1000 me 

I 
FA FB FA FB 

(1) 3 4.5 1.40 1.40 2.51 2.48 
(2) 10 7.0 1.24 1.20 2.15 2.20 
(3 ) 55 10.0 1.20 1.14 1.94 2.10 

FA = noise figure of system corresponding to maximum available gain for diode. 
FB = noise figure of system corresponding to minimum noise figure for diode. 
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spond to the conditions of maximum available gain and minimum noise 
figure, respectively. The difference between them is not significant in 
most cases. The calculations were made assuming A = 6.0, 'P = 2900 K 
and fe = 1GO kmc, the latter figure being obtainable with recently pro­
duced diffused silicon diodes. 

VII. CONCLUSIONS 

Equations for the maximum available gain (MAG), and the noise 
figure have been obtained for a nonlinear capacitance diode containing 
parasitics. Because of the series resistance and minimum capacitance, 
the MAG reaches a limiting value as the output frequency increases 
without limit. The thermal noise of the series resistance is also responsi­
ble for noise output of the diode. In contrast, a perfect variable capaci­
tance would have its MAG always equal to the ratio of output frequency 
to input frequency, and it would generate no noise. 

The results obtained depend upon the diode cutoff frequency fe, and 
upon the operating conditions through the parameter A. Values of fe up 
to 200 kmc have been obtained with recently prepared diffused diodes, 
hence the use of the value fe = 1GO kmc is not overly optimistic. 
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APPENDIX 

Derivation of the Equation for Maximum Available Gain 

In Section V the maximum available gain was obtained in the follow­
ing form, from (31): 

I Z21 12 
Gmax = R2(K + 1)2 ' (57) 

where K = VI - Z 12Z21/R2. It is convenient to define the quantity x 
such that K = VI + l/x2• Hence 

2 R2 
X = --- (58) 

Z 12Z21 

After (58) has been solved for R2, (57) can be written 

G = 1 Z21 12 1 1 Z21 \2 1 (59) 
max -Z12Z21 x2(K + 1)2 -Z12Z21 (X + yIX2--=i=-lY· 
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The impedance matrix elements, obtained from (13), are 

.1+~2 ~ 1 
Zl2 = J 1 - e b + 8 Co ' 

.1+~2~1 
Z21 = J-- --. 

1 - e 8 Co 

(60) 

Then 
b + 8 1 W2 1 

Gmax = -8- (x + VX2 + 1)2 = WI (x + VX2 + 1)2, (61) 

where 
1 _ ~2 

X = ~(1 + e) wRCo • (62) 

The quantity Gmax in (61) is the gain obtained with matching termina­
tions. It depends upon the diode parameters Rs and C min, and upon the 
operating conditions through the operating frequencies and the Fourier 
amplitudes Co and C1 • The diode parameters are fixed for a given device, 
of course, but Co and C1 may be varied to further maximize G. To demon­
strate this, we first express the variables Co and C1 in terms of Cmax and 
Cmin , where Cmin is a constant, namely, the lowest value of capacitance 
obtainable. [From (69), below, it can be seen that, for any given value 
of Cmax , the gain increases with decreasing Cmin]. We therefore need 
consider only C max to be variable. For convenience, in the calculation of 
maximum gain, below, the variable J.L is used, where J.L2 = Cmax/Cmin. 

The process of maximizing G is equivalent to minimizing x. To ac­
complish this we start with (62) and express the quantities ~ and Co in 
terms of J.L and Cmin . From (12a) we have 

C1 ~ 
t == Co = 1 + ~2' (63) 

Since C(t) is a sine wave, it follows that 

Co - Cmin = 2C1 • (64) 

Equations (63) and (64) may be used to eliminate C1 , obtaining 

1 + ~2 
Co = (1 _ ~)2 Cmin . (65) 

Next, we express ~ in terms of J.L. As C(t) is sinusoidal, it also follows that 

Cmax = Co + 2C1 • 

Combining (64), (65) and (66), we obtain 

C mux ~ G ~ n' Cmin, 

(66) 

(67a) 
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or 

2 G max 
p, -

G min 
(~J)2 1 - ~ 

Solving for ~, we obtain 

_ p, - 1 
~ - p, + 1· 

Finally, combining (62), (65) and (68), we get 

or 

x = p,(p, + 11) wRGmin , 
p,-

A = p,(p, + 1). 
p, - 1 

The minimum value of A is found to be 

5.83 

for 

p, = 1 + y'2. 

The corresponding value of Gmax/Gmin is 

Gmllx = p,2 = (1 + y'2)2 = 5.83. 
Gmin 

(67b) 

(68) 

(69) 

(70) 

(71) 

Thus, the maximum gain and minimum noise figure are obtained for a 
variation of capacitance over a 5.8-to-l ratio. In practice, however, the 
dynamic range of capacitance may be no greater than 3 to 1. This corre­
sponds to p, = V3, and A = 6.5. Hence, for this limited range the per­
formance would still not be far from optimum. 
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Nonstationary Velocity Estimation 

By T. M. BURFORD 

(Manuscript received January 3, 1958) 

A nonstationary noise may frequently be approximated by the product 
of a stationary noise and a determinist1'c function of time. From observa­
tions of the sum of such a nonstationary noise and a linear signal, an esti­
mate of the rate of change of the signal is found. More exactly, a random 
function, x(t), is assumed to be one of the following: 

a + bt + g(t)n(t), 

a + bt + get) i: h(t - r)n(r) dr, or 

a + bt + i: h(t - r)g(r)n(r) dr, 

where a and bare constants,h(t) is the impulse response ofa lumped parame­
ter filter, net) is white noise and get) is a non.zero deterministic function. 
A least squares estimate of b is found as a Ln"ar operation on a finite sam­
ple of xCt). 

I. WHITE NOISE CASE 

A well-known estimation problem is that of forming a mean square 
estimate of the constant, b, in the random function x(t) = a + bt + net), 
where net) is white noise and a and b are unknown constants. The esti­
mate of b is required to be the linear operation 

b = l~T K(t - r)x(r) dr, 

where K(z) vanishes outside (0, T) and b is to equal b in the absence of 
noise. The solution is knownl

,2 to be 

6 
K (z) = T3 (T - 2z); ° ~ z ~ T 

(1) 

= 0; elsewhere. 
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The above problem will be generalized here to include one type of non­
stationary noise. 
Let 

x(t) = a + bt + g(t)n(t), (2) 

where a and b are unknown constants,* net) is white noise of unit spectral 
density and g(t) is a nonzero, deterministic function. Formally, it fol­
lows that 

E[g(t)n(t)g(tf)n(tf)] = g(t)g(lf)O(t - tf). (3) 

We wish an estimate of b in the form 

(4) 

where K(t, z) vanishes for z outside (0, T). A constraint is that, in the 
absence of noise, (4) should give b exactly. Therefore 

b = f~T K(t, l - T)(a + bT) dr, 

which implies, with a change of variable, that 

iT K(l, z) dz = 0, 

and 

iT zK(t, z) dz = -l. 

(5) 

(6) 

Using (3), (5) and (6) and again changing variables we find that the ex­
pected error is now 

T 
A 2 1 2 2 E(b - b) = 0 K (t, z)g (t - z) dz. (7) 

The minimization of (7) is easily done by the usual variational tech­
nique, using (5) and (6) as isoperimetric constraints. The variation gives 

Therefore 

2l(t - z)K( t, z) + }.. + J.L.Z = o. 

-}.. - J.LZ 
K(t, z) = 2g2(t _ z)' (8) 

* The linear a + bt is used here for simplicity. The coefficients of a general 
polynomial may be estimated in a similar way. 
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where A and J.I. are undetermined multipliers to be fixed by (5) and (6), 
From (5), 

i
TA j'T dz J.l.l T d 

O 
K(t, z) dz = - - z z = 0, 

2" 0 g2(t - z) 2 0 g2(t - z) 

and, from (6), 

TAT d iT 2d 1 zK(t, z) dz = --1 ~ - I!:.. z z =-1 
2 0 g2(t, z) 2 0 g2(t - z) . 

Solving the preceding equations for A and J.I. and substituting into (8) 
gives 

K(t, z) 
(9) 

= 0; elsewhere, 

with 

which gives the minimized error 

A 2 Ao 
E(b - b) = A A A 2' 

o 2 - 1 

The denominator of K(t, z) does not vanish, since g(t - z) is assumed 
nonzero, and 

IT (z - ~:)' 
2( ) dz > 0, 

o g t - Z 

A12 
A2 - Ao > 0, 

AoA2 - A/ > 0. 

In general, the K(t, z) found here defines a time variable filter over a 
finite time interval. However, if g is a constant, (9) reduces to (1). An­
other interesting special case is that in which g is assumed to be of ex­
ponential form, which implies that 

get - z) = g(t)g( -z), 



1012 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1958 

and therefore 

A; ~ g,~t) (' g:; ~:) ~ g~;) . 
Substitution into (9) gives 

( ) Bl - zBo 
K z = (BoB2 _ BI2)g2( -z); 0 ~ z ~ T 

= 0; elsewhere. 

Now, however, the B/s are constants instead of functions of t, as the 
A/s were. For an exponential g, therefore, the filter given by (9) is time­
invariant. 

The function get) is not necessarily continuous. For example, let 

g(x) = gl; x < {3 

= g2; X > {3. 

Then 

{3 < t - T, 

(3 > t, 

which implies that K(f, z) is linear but has a discontinuity in value and 
slope at z = (3. 

Many applications involve a linear gCt). For this case, it is possible to 
plot a one-parameter family of curves which completely describe K(f, z). 
If gCt) equals a + {3t, we define Q = - (a + {3f)/{3t. Then, by a change 
of variable, 

T i- 1 11 si ds T i- 1 

Ai = (j2 0 (Q + S)2 = (j2 C) , 

and substitution into (9) gives 

(CoC, - C,') [Q + (T)l 
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All of the time dependence is now included in Q. Fig. 1 shows T2J((t, z) 
plotted against ziT for several values of Q. A positive value of Q implies 
that I g(t) I is decreasing with time and therefore that recent data are 
superior. Values of Q in (-1,0) are not permitted, since such a Q would 
imply that g(t) vanished somewhere in (t - T, t). If g(t) is constant, Q 
is infinite and (1) applies. 
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Fig. 1 - Weighting functions, K(t, z), for linear g(t). 
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The K(t, z) just found for the linear get) case may be substituted into 
(7) to give the variance of b as a function of Q: 

f,E(b - b)' ~ [1 - (log Q ci 1)' Q(Q + l)l' (10) 

An interesting comparison may be made with the variance resulting 
from using K(z) of (1) in (7), which gives 

!.- E(b - b)2 = 3(2Q + 1)2 + ~ (11) 
~ 5· 

Equation (11) shows the error to be expected from using a K(z), 
which is optimum in the stationary case, on this type of nonstationary 
data. 

Equations (10) and (11) are plotted in Fig. 2. The difference between 
the curves is a measure of the improvement possible* with time-variable 
smoothing. 

As Q approaches 00, (10) may be written 

'£ E(b - b)2 = 3(2Q + 1)2 - ~ + 0 (~) . 
~2 5 Q' 

therefore (10) and (11) will asymptotically differ by 16/5. 
Fig. 2 is plotted for Q > 0; however, it may be used for Q < -1 since 

both (10) and (11) are even on either side of Q = - 0.50. 
Fig. 1 also suggests a simple approximate realization for K(t, z). The 

several curves have approximately common intersections near ziT = 0.2 
and 0.8. Therefore, K(t, z) might be represented as 

where K 1(z) is one of the K(t, z) curves near the middle of the range of 
Q's to be considered. The function K 2(z) vanishes near the points 
ziT = 0.2 and 0.8 and takes on relatively small values elsewhere. This 
approximate realization thus involves two time-invariant filters and a 
multiplier which depends on Q and thereby on t. 

II. PRE-FILTERING OF NOISE 

Filtering and multiplication by get) are not, in general, commutative 
operations, so a choice must be made between 

get) J~oo h(t - r)n(r) dr (12) 

* It has been shown by E. N. Gilbert that, even if a linear get) vanishes in 
the smoothing interval, the best possible estimate has variance fJ2/T and, there­
fore, perfect estimation is not possible. 
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J~oo h(t - r)g(r)n(r) dr 
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~ 
V 

1.50 

(13) 

as noise functions to be added to a + bt. In certain cases, the representa­
tions (12) and (13) are virtually equivalent in the sense that, given 
h(t - r), there exists an fi(t - r) such that 

t 1t 
get) roo h(t - r)n(r) dr = -00 fi(t - r)g(r)n(r) dr. 

From the point-wise uncorrelation of nCr), the preceding equation, if it 
is true at all, must be true for all values of r. Therefore 

- get) 
h(t - r) = g(r) h(t - r), 

which implies that g(t)/g(r) must be a function of (t - r). The only 
nonconstant get) satisfying this condition is the exponential. If get) is an 
exponential, the choice between (12) and (13) is arbitrary. In general, 
however, the choice is not arbitrary and depends on physical considera­
tions. The forms (12) and (13) will now be treated as Cases 1 and 2. 
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Case 1 

The observed quantity, x(t), is 

x(t) = a + bt + get) f~~ h(t - T)n(T) dT, 

where neT) is white noise of spectral density unity. The transform of 
h(t) is assumed to be 

m 

L (3j(iw) j 

T[h(t)] = ~ m < n. 
L Cij(iw)j 

o 

It is also assumed that the numerator and denominator of T[h(t)] have 
neither common factors nor multiple roots. The covariance of 

it~ h(t - T)n(T) dT 

is defined to be p(T). A particular K(t, z) is sought such that 

b = 1t K(t, t - T)X(T) dT 
t-T 

mInImIZeS 

E(b - b)2 = iT dz get - z)K(t, z) iT dz' get - z')K(t, z')p(z - z'). (14) 

In obtaining (14), it was assumed that, in the absence of noise, b 
equals b, or 

iT K(t,z) dz = 0 iT zK(t, z) dz = -1. (15) 

Using the constraints of (15), the variation of (14) gives the integral 
equation* 

iT dz'K(t, z')g(t - z')p(Z - z') 

From the form of T[h(t)], it is evident that 

A + f..LZ 

get - z) . 

( ') - 1 1~ M(w
2

) iw(z-z') d 
p z - z - 27r _~ N(w2) € w, 

(16) 

* A similar equation, of somewhat different origin, has been considered by 
Ule.3 
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where Jlf(w2) and N(w2
) are polynomials in w2 of degrees m and n. Now 

form4 the operation N( -d2jdi) and apply it to (16), giving 

2
1 j,T dz'K(t, z')g(t _ z') 100 

Jlf(W2
)f

iw
(Z-ZI) dw = N (-dd'22) ~ + )J.z) , 

7r 0 -00 Z g t - z 

which is, formally, the same as 

~M(-dd22) r
T 

dz'K(t, z')g(t - z') 100 

fiw(Z-ZI) dw = N(-dd
2

2) ~'c + )J.~ , 
27r Z Jo -00 -~ z g t - z 

or, the differential equation 

( 
d

2
) ( d

2

) A + )J.Z M - dz2 K(t, z)g(t - z) = N - dz2 g(t- z) . (17) 

The general bounded solution of (17) will not necessarily 'satisfy (16), 
however. As is well known,2 singularity functions up to order'n - m ~ 1 
should be added at the end points of the interval in order to satisfy the 
boundary conditions of the integral equation (16)'. 

Therefore, let 

n-m-l n-m-l 

+ L bjoU)(z) + L CjOU)(z - T), 
o 0 

where 0(0) is the Dirac delta function, 0(1) its derivative, etc. The func­
tion k(z - x) is the Green's function associated with Jl;[( - (d2j d'i)) and 
the 2m constants m j are the roots of M ( - X2). The a j , b j and C j com­
prise 2n undetermined constants. They may be determined by substitut­
ing (18) into the integral equation (16) and requiring an identity in the 
2n exponentials of p. For example, m~sume hex) = f-ax, which implies 
that 

M(w2
) _ 1 

N (w2) - a2 + w2 • 

Then 

K(t, z)g(t - z) = (a' - ::2) :(t~Jl:) + boo(z) + coO(z - T), 

and substitution into (16) gives the following equations for bo and Co : 

bo - (a _ !!...) A + )J.Z I 
- dz g (t - z) z = 0 ( + d) A + )J.Z I 

Co = a dz g (t - z) z = T. 
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Except for evaluating A and f..L from (15), the solution is 

K(t, z) = 

1 [2 d
2 

(d) ) ( d) ] A + f..LZ get - z) a - dz2 + o(z) a - dz + o(z - T a + dz get - z) . 

Case 2 

The observed quantity x(t) now is 

x(t) = a + bt + [too h(t - r)g(r)n(r) dr. 

We define b, K(t, z) and h(t - r) as in Case 1 and again require thab 
in the absence of noise, b equal b, or that the constraints (15) hold. 
These assumptions lead to the following integral equation: 

T 

10 dz'K(t, z')cp(t - z, t - z') = A + f..LZ, 

where 

<I>(t - z, t - z') = 100 

h(y)h(y + z' - z)l(t - z' - y) dy. 

Instead of dealing directly with the integral equation, we first rewrite 
x(t) as 

x(t) = [too h(t - r)[,6 + 'Yr + g(r)n(r)] dr, (19) 

where 

aob 
"I = To' 

and 

,6 = aoa + ~ (al _ ,6lao) , 
,60,60 ,60 

since it is easily shown that 

100 ,60 
hex) dx = - , 

o ao 

and 
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from the assumed form of 71[h(t)], and that 

[too h(t - r) ({3 + I'r) dr = 

1019 

(3 i oo 

hex) dx + I't i OO 

hex) dx - l' 100 

xh(x) dx = a + bt 

when the values of (3 and l' are substituted from (19). 

A function yet) is now defined as 

yet) = (3 + I't + g(t)n(t) 

and a function i?(t, z) is defined as the convolution of K(t, z) and h(z), 
so that (14) is replaced by 

b = f~oo i?(t, t - r)y(r) dr. 

The function yet) is similar to x(t) as defined in (2). Therefore, ]{(t, z) 
may be found in a manner analogous to that used in the case in which 
the noise was not pre-filtered. Recalling that K(t, z) is required to 
vanish outside (0, T), we may define ]{(t, z) more exactly by 

]{(t, z) = iZ 

dvK(t, v)h(z - v); 0 < z < T 

= 1T dvK(t, v)h(z - v); z > T 
(20) 

= 0; z < 0, 

or the equivalent: 

n d j _ m d j 

L aj d-· K(t, z) = L (3j -d . K(t, z); 0 < z < T 
o zJ 0 zJ (21) 

= 0; z > T, z < o. 
Since ]{(t, z) may be discontinuous at z = 0 and T, these points have 
been excluded. While I((t, z) is constrained by (15), it follows that 
]{(t, z) must satisfy 

100 

i?(t, z) dz = 0 

roo zK(t, z) dz = {30 
-0 ao 

(22) 
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The variance to be minimized is now 

E(b - b)2 = I ~ ](2(t, z)l(t - z) dz. 
·0 

From (21), 
n-l 

]((t, z) = L Sjli
Z

; z > T, (23) 
o 

where the Sj are presently unknown but will be selected to minimize 
E(b - b)2 and the !:j are known in terms of the (Xj • A variation of 

L~ [](\t, z)l(t - z) + A]((t, z) + p.z]((t, z)] dz 

gives 

2]((t, z)lCt - z) + A + p.z = 0; 0 < z < T (24) 

and a set of n equations defining the Sj : 

2 ~' 8; L~ ,(t;+t')'O'(t - z) dz + L~ (X + Jlz)/k' dz ~ 0, (25) 

where 

Ie = 0, 1, ... , n - l. 

Equations (23) and (24), together with the constraints (22), define 
l((t, z) completely. The function K(t, z) may now be found from (21). 

From the discontinuities in K(t, z) at z = ° and T, delta functions 
of order as high as n - m - 1 may be expected in K(t, z) at z = ° and 
T. For example, if hex) equals e-ax

, (21) becomes 

and 

From (24), 

d](d; z) + a]((t, z) = K(t, z); ° < z < T 

1((t, z) 

]((t, z) 

= 0; z < 0, 

-az = se ; z> T. 

° < z < T 

z> T 

and, from (25), 

2s fTCQ e-2aZl(t - Z) dz + fTCQ (A + p.z)e-az dz = 0, 
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which defines s and therefore 1((t, z) for z > T. Except for evaluating 
A and J1. from (15), the solution is 

[ dJ (A + J1.z) K(t, z) = 8(z) - 8(z - T) + a + dz g2(t _ z) 

)dJL(T+D 
+ aH(t, T) 8(z - T), 

where 

H(t, T) 
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Amplitude Modulation Suppression 
in FM Systems 

By C. L. RUTHROFF 

(Manuscript received January 8, 1958) 

Inadequacies of some limiter concepts are discussed and a limiter analy­
sis in terms of low-index modulation theory is presented. The analysis of 
a particular circuit proves the possibility of perfect amplitude modulation 
suppression with small loss to the frequency modulated signal. Experimen­
tal data are presented which verify the theory and demonstrate the practi­
cability of the device analyzed. 

1. INTRODUCTION 

Since the early days of frequency modulation (FM) it has been known 
that to realize the full advantage of FM with respect to signal-to-noise 
ratio it is necessary to suppress any amplitude modulation (AM) which 
may be present on the signal. Various kinds of limiters have been used 
for this purpose: overloaded amplifiers, grid and plate clippers and 
vacuum diode clippers, to mention a few. In recent years, the trend has 
been to use germanium or silicon diodes for this function, particularly 
in broadband systems such as the TD-2 and T J microwave systems and 
in systems using transistors. 

There is some ambiguity in the use of the word "limiter." In this 
discussion a limiter is a device whose function is to reduce the index of 
amplitude modulation of the input signal. This function is called limit­
ing or AM suppression and the amount of limiting is the ratio of the 
index of AM in the output signal to the index of AM of the input signal. 

The operation of limiters has been only partially understood and as 
a consequence the operation is not efficient either in the sense of loss 
to the FM signal or in the amount of amplitude modulation suppression 
(limiting) . 

If it is recognized that limiting is a modulation process, it become8 
clear that modulation theory can be used to analyze limiter circuits. 
This is done here for a diode limiter. Theoretical and experimental 
curves are presented, as are equivalent circuits. 

1023 
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II. GENERAL 

Before launching into the modulation theory of limiters, it is first 
necessary to point out some of the inadequacies of some current con­
cepts. 

It might be surmised that, if the carrier output voltage is plotted as 
a function of the input voltage, the amount of Jimiting is given by the 
slope of this curve. In Appendix B it is shown that this is not necessarily 
true. In particular, it is demonstrated that the limiting characteristic 
can be altered without altering the carrier transfer function. 

A common "clipper" limiter and its dual are shown in Figs. l(a) and 
l(b). The customary explanation of limiting by the circuit in Fig. l(a) 
is accomplished with the aid of Fig. 2. The diodes are assumed ideal in 
the sense that the back resistance is infinite and the forward resistance 
is zero. The bias current 10 is assumed to come from a constant current 
source and to bias both diodes in the forward or low-resistance direction. 
The input signal voltage e shown in Fig. 2(a) is a sine-wave amplitude­
modulated carrier. The output voltage across Rl follows the input volt­
age until the input voltage reaches the clipping level A, Fig. 2(b). At 
this point, diode Dl switches to its back resistance and further increase 
in input voltage does not appear in the output, since the back resist­
ance of Dl is infinite. Now, when the input voltage is reduced again 
to value A, Dl switches to its forward resistance and the output voltage 
is again a replica of the input. A similar sequence is followed on the 

A 

10 
(
CONSTANT) 
CURRENT 

B 

la) 

Fig. 1 - A common idealized limiter circuit (a) and its dual (b). The diodes 
are assumed to have zero forward resistance and infinite back resistance. 
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negative half of the cycle except that, in this case, it is the diode D2 

that switches at level - A. The _ net result is an output voltage of the 
form of Fig. 2(c). If the clipping level A were reduced and made to 
approach zero, only the zero crossings of the original signal would be 
preserved and the amplitude modulation would be completely sup­
pressed. 

The above explanation is useful for some purposes, but it has these 
serious limitations: 

1. It is not obvious from Fig. 2(c) that any AM remains in the signal 
when, in fact, there may be a considerable amount. The fact that the 
usual envelope structure has disappeared does not prove the absence of 
AM. 

2. The output is as shown in Fig. 2(c) only if the limiter circuit has 
a bandwidth which includes many harmonics of the carrier frequency 
and the baseband frequencies of interest. These harmonics are not negli­
gible in amplitude and have important effects on limiting. In most 
practical circuits only the fundamental is passed and the simplified ex­
planation is not accurate enough. The effects of preventing the flow of 

(a) 
INPUT SIGNAL 

A (b) 

J nOD n 0 C A 

O\J 0 0 U 0 -A 

INPUT SIGNAL 
SHOWING 

CLIPPING LEVEL 

(c) 
OUTPUT SIGNAL 

Fig. 2 - Input and output signals for the limiters of Fig. 1. 



1026 THE BELL SYSTEM TECHNICAL JOURNAL, JULY 1958 

o 

-2.5 

-5.0 

-7.5 

-10.0 

-12.5 

-15.0 

til 

Lcl-17.S 
CD 

u 
~ -20.0 

~ 
(!) -22.5 
Z 
;:: 
~ -25.0 
---1 

-27.5 

-30',0 

-32.5 

-35.0 

-37.5 

A-- FUNDAMENTAL,B = 35K 

B---1ST 8. 3RD HARMONICS,B = 35K 

~ C-----1 ST 3RD 8. 5TH HARMONICS,B = 35K 

D---- ALL HARMONICS, B = 35K 

t~ E-- ALL HARMONICS, B = 00 

'\\ , \ 
1-\\ \\, I \ ~~\, 14 
\ 

, 
~ l\~ v.-1"~V 
C\ -!? b-~ ... 

A\ \,~ "'-, ~ 
.... v ........... 

_/ ........ ~ ..... 

'i'-.. v .... r\ --

\ E 
f------ t-----

\ 1----'------- _____ L--

\ 

I- Dl D2 ~ 
Rl 

t CONSTANT \ 10 CURRENT Rl 
t--- SOURCE 

e I 1\ t---

\ DIODE FORWARD RESISTANCE = 20 n 
- DIODE BACK RESISTANCE = Bn -.~-~- ~-

Rl = looon 10 = 10-3 AMPERES 

-40. o- r 1--'-----"--1 1 
- 1,\ 

-42. 5 
-6 -4 -2 o 2 4 6 8 10 12 14 16 18 

AVAILABLE INPUT POWER IN DBM 

Fig. 3 - Calculated data for "clipper" limiter passing various harmonics of 
the carrier frequency. 

harmonics of the carrier are shown in Fig. 3. This figure gives limiting 
as a function of available input power level. As mentioned previously, 
limiting is defined as the ratio of amplitude modulation index of the 
output signal to that in the input. Curve A shows the usual practical 
case, i.e., where only the band of frequencies about the carrier and the 
baseband frequencies are allowed. All harmonics of the carrier and side­
bands are suppressed. Curves Band c include all harmonics up to the 
third and fifth respectively. Curve D includes all harmonics of the car­
rier and sidebands. Curve E is for diodes with infinite back resistance. 
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This is the case usually analyzed. These curves were calculated from 
formulae derived in Appendix A; the circuit constants used are indicated 
on the figure. 

3. The third limitation has to do with the assumptions concerning 
the diodes. From Fig. 2(c) it can be seen that, if the clipping level is 
reduced (this is equivalent to increasing input amplitude and keeping 
clipping level constant), the AM suppression increases, as does the loss 
at the carrier frequency. In the limit, the AM suppression is perfect and 
the loss to the carrier is infinite. It is commonly thought that, for this 
reason, increasing the input level increases the AM suppression. In a 
practical limiter this is not true. One important reason is that the back 
resistance of a diode is never infinite. In Fig. 4, which is similar to Fig. 
2 except that the diodes are assumed to have a finite back resistance, 
note that the output waveform is slightly rounded instead of being 
clipped sharply. The portions are rounded because, even when one diode 
is on its back resistance, the input voltage influences the output voltage. 
In fact, during the clipping interval the ou~put waveform is simply a 
greatly reduced replica of the input waveform in that interval. Now, if 
the clipping level is reduced to zero, the output waveform is exactly 
the same shape as the input waveform. At every instant, one diode is 
on its back resistance and the other on its forward resistance or, in 
other words, the circuit is linear and there is no limiting whatever. The 
loss, however, is finite. This means that there is some one input level at 
which the limiting is best and that, contrary to common belief, merely 
increasing the input level does not necessarily improve the limiting. This 
is also illustrated in Fig. 3. 

For these three reasons, the simple clipping picture does not give a 
suitable explanation of the limiting action. A more accurate description 

INPUT SIGNAL--_ 

Fig. 4 - Input and output signals for a clipper limiter using diodes with finite 
back resistance. 
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is given by analyzing the circuit in terms of modulation theory. To 
justify the modulation theoretical approach, a simple argument can be 
given. 

A simple example of an FM signal is a sine-wave modulated carrier 
with low index of modulation. If the index is sufficiently low, only the 
first pair of sidebands is important. The only difference between this 
FM wave and an AM wave modulated with the same signal is in the phase 
relationships between the sidebands and the carrier frequency. An AM 

wave can be superimposed on the FM wave so that the AM sidebands 
occur at exactly the same frequencies as do the FM sidebands. This 
situation is illustrated as follows: 

AM: E(l + k cos pt) cos wt = E cos wt 

kE + T [cos (w + p)t + cos (w - p)t], 

FM: E cos (wt + I!.; sin Pt) ~ E cos wt 
~w + E 2p [cos (w + p)t - cos (w - p)t], 

k« 1; ~w« 1 
p , 

where ~w is the peak deviation of the carrier 
p is the modulating frequency 
w is the carrier frequency 
Ie is the AM index of modulation. 

The composite FM signal with AM present is: 

~w ) E cos wt + E 2p [cos (w + p)t - cos (w - p t] 

E + k 2 [cos (w + p)t + cos (w - p)t], 

where the AM and FM sidebands can be identified from (1). 

(1) 

(2) 

The purpose of the limiter is to eliminate only those sidebands repre­
senting AM, i.e., the second pair in (2). Clearly this cannot be accom­
plished by any linear circuit, since whatever happens to the AM side­
bands happens also to the FM sidebands, which are at the same 
frequencies. The limiter must accomplish two things. First, it must 
identify the AM sidebands; second, it must eliminate them. And it must 
do these things without interfering with the FM sidebands. 

The identification can be made with an amplitude detector. Such a 
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detector does not interfere with an FM wave but does detect whatever 
AM is present. The output of the detector can then be used to generate 
a pair of sidebands in the output circuit similar to the original AM but 
opposite in phase. If care is taken to adjust the amplitude proper"iy, 
these remodulated sidebands will completely cancel the original side­
bands, and the output signal will be free of AM. It is important to note 
that neither the detection nor modulation affects the FM signal except 
to introduce some loss. The output of the limiter contains only the 
desired FM signal. 

This argument, although heuristic, indicates three important results. 
It shows that limiting is necessarily a nonlinear process. More important, 
it indicates the possibility, at least theoretically, of perfect limiting using 
diodes with finite forward and reverse resistances and with a finite loss 
to the FM signal. In addition, it points the way to a mathematical ap­
proach using low-index modulation theory. 

The limiter configuration of Fig. 5, based on the principles discussed 
above, has been analyzed and the details are included in Appendix A. 

MESH 1 MESH 2 

DIODES ARE BIASED IN CONDUCTING DIRECTION (LOW RESISTANCE) 

SHORT CIRCUIT AT CARRIER AND SIDEBAND FREQUENCIES 

OPEN CIRCUIT AT ALL OTHER FREQUENCIES 

SHORT CIRCUIT AT BASEBAND FREQUENCIES AND DC 

OPEN CIRCUIT AT ALL OTHER FREQUENCIES 

C" C 2 AMPLITUDE OF CARRIER CURRENT IN MESH 1,2 

51 ,52 AMPLITUDE OF SIDEBAND CURRENT IN MESH 1,2 

Bl ,B 2 AMPLITUDE OF BASEBAND CURRENT IN MESH 1,2 

I, ,1 2 AMPLITUDE OF DIRECT CURRENT IN MESH 1,2 

e = E [COS wt + k/2 [COS (w + plt + COS (w - P)tJ] 
IS THE INPUT AM SIGNAL VOLTAGE WITH INDEX OF 
MODULATION k AND MODULATING FREQUENCY p/21T 

Fig. 5 - Limiter circuit with which perfect limiting can be obtained. 
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The limiter of Fig. 5 is similar to that of Fig. l(a), with three important 
differences. In Fig. l(a), the impedance in branch A-B is infinite at all 
frequencies; in Fig. 5, this impedance is finite at all frequencies of inter­
est. Also, the circuit in Fig. 5 is arranged so that the resistance Rc , at 
frequencies in a band centered at the carrier frequency, can be controlled 
independently of the resistance Rb at baseband frequencies. (The diodes 
are assumed to have finite resistance.) In addition, only two bands of 
frequencies are allowed: a band including the carrier and sideband fre­
quencies and another band extending from dc up to the highest baseband 
frequency of interest. 
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The resistances Rb and Rc play a vital role in the operation of the 
limiter. By properly proportioning these resistances, the limiting can be 
made theoretically perfect at one or two input levels. If good diodes are 
used (diodes with a high ratio of reverse to forward resistance; most 
germanium and. silicon diodes are good by this definition) perfect limit­
ing can be achieved when Rb = Rc. From formulae derived in Appendix 

o ~ 
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Fig. 7 - Experimental results for practical limiter based on Fig. 5, with Rc 
adjusted for one limiting peak. 
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A, several curves of limiting versus input carrier level have been calcu­
lated and are plotted in Fig .. 6. For all the curves Rb = 10,000 ohms, 
but Rc is different for each curve .. For all such data, limiting is defined 
as the ratio. of the AM index. of-modulation of the output to the index of 
modulation of the.input signal. In Fig. 6, the curve for Rc = 4500 ohms 
shows two points of perfect limiting, and this behavior is verified in 
experimental data presented in Figs. 7 and 8. It is possible to get either 
one or two peaks, depending upon the value of Rc . 

The theory indicates that, if two points of perfect limiting exist, the 
phase of the AM sidebands reverses at the first point and again at the 
second. That this actually occurs has been verified by experiment. 

Figs. 9 and 10 show similar results obtained for the condition Rb = 
Rc . Where possible, this is the preferred condition since it requires less 
by-passing of Rc and Rb , a problem which is especially important in 
broadband systems. 
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Fig. 8 - Experimental results for practical limiter based on Fig. 5, with Rc 
adjusted for two limiting peaks. 
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Fig. 9 - Experimental results for practical limiter based on Fig. 5, with 
Rb = Be and adjusted for one limiting peak. 

Figs. 6 through 10 indicate that perfect limiting occurs only at iso­
lated values of input power for this limiter. No practical difficulty arises, 
however, because perfect limiting can be approximated as closely as 
desired over any finite range of input power levels by cascading several 
stages similar to Fig. 5 and arranging the limiting peaks properly. In 
Fig. 6 the hump between the two peaks of perfect limiting can be re­
duced to any desired level by increasing Rc . This will have the effect 
of reducing the separation of the peaks. After choosing any finite amount 
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Fig. 10 - Experimental results for practical limiter based on Fig. 5, with 
Rb = Rc and adjusted for two limiting peaks. 

of limiting, Rc can be adjusted so that the limiting at the maximum 
point of the hump exceeds this value. (The minus sign is usually omitted 
and we say that 40 db of limiting is more than, or exceeds, 30 db, i.e., 
the decrease in AM index is greater for 40 db of limiting than for 30 db.) 
Then, for a continuous range of input levels, the limiting is more than 
the desired amount. Another stage can be adjusted so that its limiting 
peaks fall near but to the right of those of the first stage, in such a way 
that the limiting between the peaks always exceeds the predetermined 
number. Control of bias current and Rc will be required for this adjust­
ment. If this process is continued it is evident that perfect limiting can 
be approximated as closely as desired over any finite range of input 
levels. 

In many practical situations, one stage is sufficient because the AGC 
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(a) EQUIVALENT CIRCUIT SHOWING COUPLING BETWEEN THE CARRIER 
AND DC FOR THE LIMITER OF FIG.5 

(b) EQUIVALENT CIRCUIT SHOWING COUPLING BETWEEN SIDEBANDS 
AND BASEBAND FREQUENCIES FOR THE LIMITER OF FIG.5 

ro=(B-A)j3, +A 

rn =2(B-A) SIN
n
r:,7T 

Ro=(B-A)j32+A 

Rn -2(B-A) SIN nf327T 
- n7T 

B = BACK RESISTANCE OF DIODE 

A = FORWARD RESISTANCE OF DIODE 

Fig. 11 - Equivalent circuits for limiter of Fig. 5. 
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of the IF amplifier acts to keep the carrier input level near the value for 
best limiting. 

III. EQUIVALENT CIRCUITS 

From equation (13) derived in Appendix A, equivalent circuits for 
the limiter of Fig. 5 can be drawn. These are shown in Fig. 11. Fig. 12 
is the dual of Fig. 5. In Fig. 11 all resistances with numbered subscripts 
are coefficients in the Fourier expansion of the resistance function of the 
diodes; lower case r's indicate diode Dl. Resistances with letter subscripts 
are as shown in Fig. 5(a). 

t 

(a) DIODES BIASED IN NON-CONDUCTING DIRECTION [BACK RESISTANCE] 

L Gt 

OPEN CIRCUIT AT CARRIER AND SIDEBAND FREQUENCIES 

SHORT CIRCUIT AT ALL OTHER FREQUENCI ES 

OPEN CIRCUIT AT BASEBAND FREQUENCIES AND DC 

SHORT CIRCUIT AT ALL OTHER FREQUENCIES 

(b) SAME AS (a) EXCEPT CURRENT GENERATOR REPLACED 
WITH VOLTAGE GENERATOR 

L= I [COS wt + k/2 [cos(w + P)t+ cos (w- P)tJ] IS THE 
INPUT AM SIGNAL CURRENT WITH INDEX 
OF MODULATION k AND MODULATING FREQUENCY p/27T 

Fig. 12 - Dual of limiter circuit shown in Fig. 5. 
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The limiting mechanism can be understood by consideration of the 
circuit involving AM sidebands [Fig. 11(b)]. Some AM sideband energy is 
coupled from the input mesh 1 to the output mesh 2 through Rc . Some 
of the remaining sideband energy is coupled to mesh 3 through the 
rd2 where it appears at the baseband frequency. This baseband energy 
in mesh 3 is coupled in turn through - Rb/2 into mesh 4, where it is 
still at the baseband frequency. From mesh 4 it is coupled through Rd2 
into the output mesh 2, where it appears at the sideband frequencies 
in phase opposition to the energy coupled through Rc. By properly 
proportioning Rb and Rc , the energies coupled by Rc and - Rb/2 can 
be made to cancel, leaving no sideband currents in the output mesh 
and therefore achieving perfect limiting. The FM signal behaves in the 
same manner as the carrier and suffers loss only in passing through the 
limiter. 

APPENDIX A 

The material 111 this section is based on Refs. 1 and 2. In Ref. 1 
Caruthers develops the superposition principle for low-index modulation; 
i.e., he shows that circuits containing nonlinear resistive elements can 
be resolved into equivalent linear systems using a large carrier and 
small signal amplitude. In Ref. 2 it is shown that a nonlinear resistance 
can be represented by a Fourier series, the coefficients of which have 
the dimensions of resistance. If the carrier is large compared to the sig­
nal, this resistance is a function of carrier frequency and harmonics 
only and, to a good approximation, is independent of the signal. 

Based on these ideas, the limiter circuit can be solved by usual linear 
circuit techniques. 

A.I Superposition 

Any nonlinear resistance has a current voltage characteristic that 
can be expressed by a power series of the form: 

(3) 

If a carrier and signal current are applied to this nonlinear resistance, 
each term after the first will produce voltages at new frequencies con­
sisting of the intermodulation products of the carrier and signal. If 
finite external impedances are presented to these voltages, currents will 
flow at these new frequencies and produce still more new frequencies. 
The number of currents can be minimized by presenting infinite im­
pedance to some of the modulation products. 

If a carrier current C cos ct and two signal curre,nts SI cos SIt and 
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S2 cos s2t are applied to the nonlinear resistance the voltage due to the 
nth term of (3) is 

Cn = An(C cos ct + SI cos SIt + S2 cos s2tt 

n ( SI S2)n = AnC cos ct + C cos SIt + C cos s2t . 
(4) 

We now make the usual assumption of low-index modulation theory. 
This assumption is that Sd C and Sd C are small enough so that 
terms in the expansion of (4) containing products and powers of Sd C 
and SdC are negligible. The expansion of (4) is then: 

C A Cn ( n + n-l SI + n-l S2 ) (5) n ~ n cos ct n cos ct C cos SIt n cos ct C cos s2t . 

The first term in (5) is the dc and the harmonics of the carrier. The 
second and third terms contain the input signal, the output signal (usu­
ally the first order sidebands) and other unwanted modulation products. 
The important thing to note about (5) is that the input and output 
voltages (second and third terms) are the same whether the input signals 
are applied separately and the outputs summed or whether the inputs 
are applied simultaneously. Therefore, the superposition principle holds 
and 'is a direct consequence of the fact that the carrier amplitude is 
much greater than the signal amplitude. 

A.2 Fourier Series Representation of Nonlinear Resistance 

The power series expansion for the nonlinear resistance as a function 
of current can be obtained by differentiating (3) with respect to i. The 
nonlinear resistance is: 

(6) 

where rei) is the nonlinear resistance. 
The usual assumption made in low-index amplitude modulation theory 

and the one made here is that only the carrier current is significant in 
determining the nonlinear resistance. If the carrier current i = I cos wt 
is substituted into (6) and the series rearranged, the result is a Fourier 
series. Such a series can be written as 

00 

ret) = ro + L rn cos nwt. (7) 
n=l 

If the current-voltage characteristics of the nonlinear element were 
expanded in terms of voltage instead of current, an analogous analysis 
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would lead to a representation of the element as a conductance: 
00 

get) = go + L: gn cos nwt. (8) 
n=1 

Either (7) or (8) can be used to represent a nonlinear resistance in low­
index modulation problems. The accuracy of the representation depends 
upon the index of modulation; the lower the index, the better the repre­
sentation. 

A.3 Limiter Analysis 

With superposition established and a simple expression for the non­
linear resistance, the rest of the analysis can be done by usual linear 
circuit techniques. The procedure is as follows: 

i. An amplitude-modulated sine wave voltage is applied to the circuit 
of Fig. 5. No FM need be included, since it is not affected in any way by 
the limiter except to suffer some attenuation. 

ii. A solution is assumed; i.e., currents at certain frequencies are 
assumed to flow in the two meshes. The magnitudes of these currents 
are unknown and are to be determined. Currents at all other frequencies 
are not allowed to flow. 

iii. The mesh equations are set up and solved for pertinent currents. 
With reference to Fig. 5, the input voltage E is a carrier, amplitude­

modulated with a sine wave: 

k 
e = E cos wt + 2 E [cos (w + p)t + cos (w - p)t], (9) 

where k = index of modulation 
w/27r = carrier frequency 
p/27r = modulating frequency. 

The currents that are assumed to flow are: 

il = C1 cos wt + 81 [cos (w + p)t + cos (w - p)t] + Bl cos pt + II , 
i2 = C2 cos wt + 82 [cos (w + p)t + cos (w - p)t] + B2 cos pt + 12 . 

(10) 

The circuit of Fig. 5 is arranged so that no other currents are allowed 
to flow. With these currents the IR drops across the nonlinear elements 
can be calculated. Let the diodes have the following expansions: 

00 

Diode Dl: fl(t) = ro + L:rn cos nwt, 
n=1 

00 
(11) 

Diode D2: r2(t) = Ro + L: (-ltRn cos nwt. 
n=1 
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The factor (-1) n in r2(t) is due to the fact that the diodes are poled in 
opposite directions. The voltage drops across the diodes are found by 
multiplying (10) and (11): 

VI = i1rl(t) = C1 (ro + ~) cos wt 

+ [roS 1 + ~ SI + ~ Bl] [cos (w + p)t + cos (w - p)tl 

rl ' + (roBl + rlSl) cos pt + 2" Cl + llro + llrl cos wt, 

V, = i,r,(t) = C, (Ro + ~,) cos wt 

+ [UoS, + 1;' S, - 1;1 B,] [cos (w + p)t + cos (w - p)tl 

+ (RoB2 - RlS2) cos pt - ~l C2 + 12Ro - 12Rl cos wt. 

(12) 

'I'he next step is to equate the voltage drops at each frequency to the 
generator emf's in each mesh: 

where 

E = RmCl - RcC2 + llrl} . 
carner 

o = -ReCl + RxC2 - 12Rl 

- V = ~ Cl + Il(ro + Rb) - 12Rb ) 
de 

-Rl 
V = -2- C2 + 12(Ro + Rb) - IlRb 

leE S R S rl I 
2 = Rm 1 - c 2 + "2 Bl J 

sidebands 
Rl o = - ReSl + RxS2 - 2 B2 

o = rlSl + (ro + Rb)Bl - RbB2 I 
r baseband, 

o = - RlS2 - RbBl + (Ro + Rb)B2) 

r2 
Rm = ro + 2" + Rc + Rl 

R2 
Rx = Ro + 2" + Re + R l . 

(13) 
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The set of equations (13) can be solved for the pertinent currents: 

C1 = 

E {Rx[(ro + Rb)(Ro + Rb) - Rb'] - ~2 (ro + Rb)} 

( 
rlR12) + V RIRcro + rlRxRo - -2-

D 

(14) 

where 

D = [(ro + Rb)(Ro + Rb) - Rb2](RmRx - R/) - ~2 Rm(ro + Rb) 

The insertion loss ratio is 

(15) 

and the limiting, or amplitude modulation suppression, is 

l ' " S2 
Imltmg = k' 

2 C2 
(16) 

Expression (16) shows that perfect limiting occurs when S2 = O. The 
numerator of S2 as given in (14) indicates the possibility of perfect 
limiting if Rc and Rb can be adjusted independently. 

At this point it is convenient to place some further restrictions on the 
diode characteristics so that the calculations.can be made more easily, 
The diodes are assumed to switch from a constant forward resistance A 
to a constant backward resistance B. The fraction of the carrier cycle 
that the diodes remain on the back resistance is designated {31, {32. 
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With these simplifications, the diode characteristics given in (3) are: 

where 

00 

rl(t) = ro + L.: rn cos nwt 
n=1 

00 

r2(t) = Ro + L.: (-ltRn cos nwt, 

ro = (B - A),61 + A, 

2(B - A) . 
rn = sm n,6l'lr, 

n7f' 

n=1 

Ro = (B - A),62 + A, 

2(B - A) . 
Rn = sm n,627f', 

n7f' 

B = back resistance of the diode, 
A = forward resistance of the diode, 

(17) 

,6 = the fraction of the cycle during which the diode is on its 
back resistance. 

All of the currents in (14) are functions of E, ,61 and,62, where E is the 
amplitude of the input carrier voltage. In order to make calculations 
for (14), relations among E, ,61 and {32 must be derived. 

When the input to the limiter is very low, both diodes are on their 
forward resistances, due to the forward bias current 10 . At these low 
levels {31 , {32 are both zero and, from (14), 

C2 Rc 
C1 - Rc + Rz' 

(18) 

Because the circuit is resistive and because only the carrier current 
is involved in switching the diodes, (18) holds for all instantaneous loop 
currents less than 10 • From the definition of (3, the diodes switch to 
their back resistances when 

C1 COS(-{317f') = 10 , 

C2 cos (-{327f') = 10 , 

Cl ~ 10 , 

C2 ~ 10 • 

(19) 

At the switching point, both (18) and (19) hold. Therefore, by substitut­
ing (18) into (19), a relation between {31 , {32 follows: 

Rc 
cos {317f' = Rc + Rz cos {327f'. (20) 

In a similar manner, a relation can be derived for E, {31 . When C1 = 10 , 
,61 = ,62 = 0 and, from (14), 

E 1 (RmRx - R/) I 
10 = 0 Rx ({31 = (32 = 0)' (21) 
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Now, for any E ~ Eo, diode DI switches to its back resistance when 

E E 1 [RmRl: - R/] I 
f cos f3I7r = f 0 = 0 Rx (f3I = f32 = 0), (22) 

where 10 is the bias current in each diode and is given by (13) for f3I = 

f32 = O. Thus, 

V 
10 = 2Rb + A' (23) 

where 
v = dc bias voltage 
A = forward resistance of diode. 

Curves of power output and amplitude modulation suppression have 
been calculated and are shown in Fig. 6. 

AA Circuit Simplification 

A natural question to ask about the limiter is, "Can perfect limiting 
be obtained when Rb = Rc?" If so, the circuit is much simpler. The 
answer to this question is yes, and this can be demonstrated by con­
sidering the numerator of 8 2 • Perfect limiting is achieved when this 
numerator is zero. Setting the numerator of 8 2 equal to zero and letting 
Rb = Rc , the resulting expression is solved for Rc : 

( 
rlRI 1) 2roRo 2ro2Ro - 2 (24) 

ro + Ro 

where 

(25) 

Using this fact in (24), it follows that perfect limiting can be obtained 
when Rb = Rc if the following inequality is satisfied: 

~~>~ 
2ro 2Ro = 2' 

(26) 

Let us examine this further by using the idealized diode character­
istics of (17). Substituting these expressions into (26), we get 

("in (:/rK) 1 ("in (:/21') 1 ;;; ~. (27) 

f3I7r (1 + 2(B ~ A)f3) f327r (1 + 2(B ~ A){32) 2 
This inequality can be met easily with good diodes, i.e., diodes in which 
BIA» 1. 
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Figs. 9 and 10 show a limiter and experimental results for the case 
Rb = Rc. It should be noted that, even with poor diodes, the limiting 
can be perfect if Rb and Rc are allowed to differ. This can be seen in 
the expression for 8 2 • 

A.5 The "Clipper" Limiter 

A well-known limiter has the configuration of Fig. 1. The behavior 
of such a "clipper" limiter can be examined by setting Rb = Rc and 
letting Rb and V increase without bound in such a way as to maintain 
the initial bias current 10 unchanged. This will also insure that {31 = {32 

and ri = R i • 

If these exercises are performed on (14) and the results substituted 
into (16), the limiting is found to be 

limiting 
E 

(28) 
E + 2rdo' 

where 

E = carrier voltage amplitude, 

10 constant current dc bias, 

rl [2(B - A)/Jr] sin {3I'Jr. 

Several remarks can be made concerning the "clipper limiter" of (28) : 
i. Before the diodes begin to switch, rl = 0 and there is no limiting. 

This is to be expected. 
ii. If 10 = 0 there is no limiting. This too is to be expected because, 

with no bias, one diode has its back resistance in the circuit while the 
other one has its forward resistance in the circuit, and vice versa. The 
circuit is linear under these conditions and cannot limit. 

iii. Expression (28) indicates that the larger rl, the better will be 
the limiting for a given 10 • But rl is proportional to (B - A), so this 
indicates a good diode for a limiter of this type is one with a high back 
resistance B and a high ratio of back-to-front resistance. 

iv. If the diodes have a finite back resistance, perfect limiting cannot 
be achieved. Furthermore, as {31 approaches 1/2, the limiting tends to 
zero. The reason for this is that rl is proportional to sin {3I'Jr, which tends 
to a constant value as {31 approaches 1/2 while E increases without limit. 

The output carrier current can be calculated in the same way as (28). 
It is 

E + 2rdo 
2ro + r2 + Rl • 

(29) 
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Comments can also be made concerning this equation: 
i. At low levels of input voltage the diodes do not switch and rl 

r2 = 0, and ro = A. The output is then C2 = E/[2(Rl + A)], as ex­
pected. 

ii. If II = 0, then {Jl = {J2 = 1/2, resulting in ro = (B + A)/2 and 
r2 = 0. In this case C2 = E/(B + A + 2R l ) and the circuit is linear. 

In the above discussion of the "clipper" limiter, all harmonics of the 
carrier were suppressed. Two other cases have been considered: in one 
case, the third harmonic was allowed and, in the other, the third and 
fifth harmonics were allowed (even harmonics cancel). The analysis 
follows the same pattern as previously demonstrated except that cur­
rents at all allowed frequencies are assumed. Only the results will be 
shown. 

When the third harmonic is allowed, limiting is given by: 

1 
L = ----------~----------------= 

1 + cos {J7r [rl _ r3(r2 + r4) ] . 
Rl + A 2Rl + 2ro + r6 

(30) 

Similarly, when the fifth harmonic is added, 

(
COS {J7r 

L = 1 + Rl + A {rl - r3[(r2 + r4)(2R l + 2ro + rIO) 

- (r2 + rS)(r4 + r6)] (31) 

- r,[(r2 + r,)(r, + r,) - (r, + r,)(2R, + 2ro + r,)]} r' 
Equations (30) and (31) are plotted in Fig. 3. The curve for all harmonics 
was calculated by a Fourier analysis of the "clipped" wave. 

APPENDIX B 

In this Appendix it will be shown that the amount of limiting is not 
necessarily given by the slope of the carrier transfer function. 

Assume that the limiter of Fig. 5 is adjusted for perfect limiting for 
the carrier amplitude E = E 1 • In the equivalent circuits of Fig. 11, it 
is noted that the output carrier current C2 depends upon the dc coupling 
through Rb . Note further that the sideband current 8 2 depends upon 
the baseband coupling through Rb . 

By proper filtering, the dc and baseband currents can be made to 
flow through separate resistors without changing the behavior of the 
limiting or carrier transfer functions. With respect to Rb , the equivalent 
circuits of Fig. 11 are then completely independent. If the baseband 
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resistance in Fig. 11 (b) is changed, 8 2 will clearly change. But the car­
rier transfer function is undisturbed, since no change was made in Fig. 
11 (a). Therefore, the limiting is not completely determined by the slope 
of the carrier transfer function. 

This behavior has been verified experimentally using a limiter similar 
to that of Fig. 7. 
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Oxides of the 3d Transition Metals* 
By F. J. MORIN 

(Manuscript received April 16, 1958) 

The magnetic, electrical and optical properties of the 3d metal oxides are 
examined for clues to the energy band structure. A tentative energy band 
scheme is proposed for the oxides of scandium, titanium and vanadium 
which suggests that the nonbonding 3d orbitals of neighboring cations overlap 
sufficiently to form a 3d conduction band. The 3d orbitals do not overlap in 
the oxides of the remaining 3d metals, with the consequence that the 3d 
electrons are in isolated energy states and electron transport occurs by electron 
exchange between cation neighbors and involves an activation energy. An 
energy level scheme for these latter oxides is calculated from simple electro­
statics, and it is shown to agree with the observed electrical properties. Con­
duction in these oxides includes transport of high-mobility holes in the 2p 
band of the oxygen lattice and of low-mobility holes and electrons in the 3d 
levels of the cation lattice. 

I. INTRODUCTION 

The transition metals combine with other elements to form a host of 
compounds which are electronic conductors and which range in chemical 
bonding from ionic (oxides), through covalent (sulfides, arsenides) to 
metallic (carbides, nitrides). This range in valence character promises a 
great variety of energy band structures and transport processes and offers 
a rich field for theoretical and experimental investigation. No detailed 
determination of band structure or transport has been made for any of 
these compounds, and so they constitute an enormous gap in our knowl­
edge of the solid state. Indeed, except for the 3d oxides, the semicon­
ductor properties of transition metal compounds are largely unknown. 
In recent years the use of these oxides in electric! and magnetic2 circuit 
elements~and in heterogeneous catalysis,3 as well as their importance in 
corrosion4 have emphasized the necessity for a fundamental understand­
ing of their properties. Now, from our point of view, the most funda­
mental aspect of a solid is its energy band structure. Therefore, it will 

* This article is a chapter from Semiconductors, edited by N. B. Hannay, to be 
published by Reinhold Publishing Corp., New York, as part of the American 
Chemical Societ y Monograph Series. 
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be the concern of this paper to provide a tentative energy band scheme 
for the 3d oxides. The discussion will be restricted to the simple oxides 
and avoid the more complicated situations to be found in the oxide 
compounds, such as garnets, spinels and perovskites. Because of the 
scarcity of reliable experimental data on single-crystal material, the 
proposed scheme can only be regarded as tentative. At the same time, 
it provides a useful frame of reference for the planning and interpretation 
of future experiments. 

We can begin by considering a relatively simple oxide, for example, 
zinc oxide, which is composed of ions having a closed-shell e1ectronic 
configuration. The energy bands in zinc oxide arise, to a first approxima­
tion, from the filled 2p levels of the 0= and the empty 48 levels of the 
Zn++ which are broadened when the ions are brought together to form 
the solid. The filled 2p band is separated from the empty 48 band by a 
forbidden energy region. Thus, zinc oxide is a semiconductor. In the 
same way, a 2p band and a 48 band are expected to arise in the 3d oxides. 
However, it is not easy to see what to expect from the partially filled 3d 
levels of the cations, and we must attempt to answer such questions as (i) 
whether the 3d wave functions overlap sufficiently to form a 3d band 
in any of the oxides or if they do not overlap, so that the 3d levels are 
localized energy levels, and (ii) the location in energy relative to the 3d 
levels (or band) of the 2p band of the anion lattice and the 48 band of 
the cation lattice. 

To learn something about the properties of a 3d band it is instructive 
to consider the energy band situation in the 3d metals. Energy band 
calculations have been made for some of these metals, using the cellular 
and the tight binding methods. 5 Usually it is found that the 48 band is at 
least 10 ev wide and overlaps the 3d band, which in nickel, for example, 
is about 2.8 ev wide. On the other hand, the 3d band can hold ten 
electrons per atom, while the 48 band can hold only two electrons. This 
difference in numbers accentuates the difference in bandwidth: per 
electron, the 3d band in Ni is only T\- as wide as the 48 band. The narrow­
ness of the band means a high effective mass and low mobility for charge 
carriers in the band. In the metals, the electric current is carried largely 
by electrons in the 48 band, but these have their mobility decreased by 
transitions to the 3d band. In the 3d oxides, the increased internuclear 
distance can be expected to reduce the 3d bandwidth still further, be­
cause the overlap of the 3d wave functions will be greatly reduced. This 
will result in a further increase in effective mass and lowering of mobility. 
Later in this paper it is shown that the 48 band probably does not overlap 
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the 3d band in most of the oxides, so that electronic conduction can be 
entirely within the 3d band and thus involve carriers of very high ef­
fective mass and very low mobility. On the other hand, transport in a 
48 or 2p band, should it occur, will probably be evidenced by the rela­
tively high mobility of low-mass carriers in a wide band. Results of soft 
X-ray emission indicate the 2p band in oxides to be 10 to 20 ev wide. 6 

When the 3d band becomes extremely narrow it is no longer meaning­
ful to assign a width to the band, and the 3d charge carriers can be con­
sidered to occupy energy levels localized on the cations. It was first 
pointed out by de Boer and Verwey7 and by Mott8 that this situation 
must exist in many oxides such as Cr203, Mn203, Fe203, CoO, NiO 
and CuO which are insulators when pure and stoichiometric and have 
room-temperature resistivities exceeding 1010 ohm-cm. In order that 
conduction in the 3d levels can occur there must be present, in pure 
NiO for example, some Ni+++ and Ni+ ions (electron hole pair) which 
can move about by exchanging electrons with the normal Ni++ of the 
lattice. These excited states, however, can only exist at high tempera­
tures. Nickel oxide can be made conducting at room temperature by 
introducing Ni+++ ions into the lattice, either by a departure 
from stoichiometry (vacant Ni++ sites) or by the substitution of Li+ 
ions for Ni++ ions. Wandering of the Ni+++ about the Ni++ lattice by 
electron exchange is possible even though the cation separation of 3A is 
twice the cation diameter. Transport of this type is expected to involve 
an activation energy associated with self-trapping of the charge carriers. 
lVlobility will be extremely low and increase exponentially with tempera­
ture. Such behavior is distinctly different from transport in a band where 
mobility decreases with increasing temperature because of lattice scatter­
ing. Semiconductors in which transport is by electron transfer do not 
show many of the effects which have been used for study of the band 
structure and transport in semiconductors like silicon or germanium. 
For example, no Hall effect, photoconductivity or carrier injection is 
observable, so that transport measurements depend primarily upon 
Seebeck effect and electrical conductivity. 

The oxides series to be considered in this paper is the following: 

I 

TiOCd2
) I I FeOCd6

) \COO(d7)\NiOCd8)\CUOCd9
) 

Sc20a(dO) ThOa(d1) V2 Oa(d2) I Cr2 Oa(da) \Mn2 Oa(d4) Fe2 Oa(d5) 

Ti02CdO) . 

The electronic configuration of the 3d shell is indicated. The 48 shell is 
assumed to be empty in all cases. The useful data concerning these oxides 
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are scant and most of them have been taken on ill-defined polycrystalline 
samples. However, from these data we shall try to derive a general 
energy band scheme for the 3d oxides. Particular attention will be paid to 
transport and optical absorption, because these properties give an 
indication of 3d bandwidth. Also, because the majority of the 3d oxides 
are antiferromagnets, any correlation between their magnetic and elec­
tric properties will be considered. In Section II a brief description of 
their magnetic properties is given. In Section III crystal field theory is 
discussed in a simple way and used to explain the available absorption 
spectra of the 3d oxides. In Section IV it is shown to be probable that a 
3d band having appreciable width exists in the oxides of scandium, ti­
tanium and vanadium, whereas in the remaining oxides the 3d wave 
functions appear to be localized on the cations. In Section V the relative 
energies of the 48, 3d and 2p levels are calculated. This energy level 
scheme is shown to fit fairly well the experimental results on NiO (Sec­
tion VI) and Fe20a (Section VII). Finally, in Section VIII, a few specu­
lations are made concerning transport in the localized 3d levels. 

II. ANTIFERROMAGNETISM9 

The transition metal oxides are antiferromagnetic, a state character­
ized by an ordered antiparallel arrangement of electron spins. Since the 
electronic structure of a solid underlies its magnetic as well as its semi­
conducting properties, it is not surprising that experiments on oxides 
have shown a connection between these two properties. Two ways of 
explaining magnetism have been used-the energy band approach for 
transition metals, and the ionic approach for transition metal oxides. 
In transition metals, the magnetic atoms lie close together and there is 
an interaction between the spin moments of neighbors. This exchange 
interaction depends upon the overlap of atomic orbitals. For atoms hav­
ing a partially filled 3d shell the interaction may be either negative (anti­
parallel spins) or positive (parallel spins), depending upon interatomic 
distance, and changing from negative to positive with increasing dis­
tance. It is possible to divide an antiferromagnetic metal crystal into 
two magnetic sublattices, with each atom having nearest neighbors of 
opposite spins. The situation is different in transition metal oxides. In 
these, the magnetic cations are separated by anions. An example of this 
is MnO, whose sodium chloride structure is shown in Fig. 1. It is impos­
sible for atom A' to have a spin direction antiparallel to that of all of its 
nearest neighbors, since one half of these B', C' and D' neighbors must 
have parallel spins to give an equal number of up and down spins in the 
lattice. There is one spin ordering, however, in which A' is antiparallel 
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Fig. 1 - The sodium chloride structure and antiferromagnetic spin alignment 
in MnO. Spins in a (111) plane are parallel, with the (111) planes coupled anti­
parallel to each other. (After Gorter, Ref. 2.) 

to all of its next nearest neighbors; this is shown in Fig. 1, and is the 
one actually found by neutron diffraction. 

But now the antiparallel magnetic ions are separated by anions and 
the problem is to explain how exchange interaction can occur when 
electron orbits do not overlap. One way of approaching the problem 
was suggested by Slater.5 Because of the exclusion principle, electrons of 
like spin will tend not to occupy the region between anion and cation. 
That is, electrons with + spin on a cation will repel electrons with + 
spin on the neighboring anion somewhat more than electrons with -
spin. This repulsion will deform the outer electronic shell of the anion. 
In Fig. 1 it can be seen that anion X, for example, has three Mn++ 
neighbors (C', B, D) in a (111) plane (dotted diagonals) and having + 
spin. Anion electrons with + spin will tend to collect on the side of the 
anion opposite from this plane of cations. This tendency will be aided if 
the (111) plane (solid diagonals) of cations (C, D', B') on the opposite 
side of X have - spins, and it may be seen in Fig. 1 that this is the 
case. Thus, the antiferromagnetic alignment between spins in the (111) 
planes represents a lower energy state than does the ferromagnetic 
alignment. A different quantitative description of the coupling between 
electron spins of two cations separated by an anion has been given by 
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Anderson1o and by Yamashita and KondoY It is called 8uperexchange. 
Since the p orbitals of the anion are directed 1800 apart, exchange is 
found to be strongest when cations are 011 opposite l-:iides of the anion 
and weakest when they are at 900 from the anion. 

At high temperature, thermal vibrations prevent the antiparallel 
ordering of spins, and the material is paramagnetic. The transition 
temperature separating the paramagnetic and antiferromagnetic states 
is called the N eel temperature, TN. A plot of TN as a function of the 
number of spins per cation is given in Fig. 2 for the oxides which are of 
interest in this chapter. The transition at TN is characterized by the 
occurrence of maxima in specific heat, magnetic susceptibility and the 
expansion coefficient. Electron spin resonance disappears below TN. 
The direction of spin alignment can be determined by neutron diffraction 
and magnetic susceptibility, using single crystals. 

In the rhombohedral sesquioxides Ti20 3, V 203, Cr203 and Fe203 
the cations are in pairs of closely spaced parallel layers, each pair of 
layers separated from the next pair by a layer of oxygen ions. The spatial 
arrangement of the ions projected onto a plane is shown in Fig. 3. Cation 
layers are represented by solid horizontal lines and anion layers by 
dotted horizontal lines. The heavy lines show how four cations are 
coordinated with each anion. Each cation participates in 18 cation-
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Fig. 2 - Plot of Neei temperature, TN, against the number of spins per cat­
ion for some of the 3d oxides discussed in this paper. 
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Fig. 3 - A projection onto a plane of the spatial arrangement of a group of 
ions in the rhombohedral sesquioxides. Cation layers are represented by solid 
lines and anion layers by dotted horizontal lines. The spin orientations of the 
cation layers are shown for Fe203 and Cr203. The cation-anion-cation paths of 
superexchange are indicated by the heavy lines which do not include a 900 angle. 
(After Gilleo, Ref. 35.) 

anion-cation configurations, one-third of which are shown in Fig. 2. 
Because half of the configurations include an angle of about 90°, only 
nine configurations are important in exchange interactions. The spin 
alignment shown in Fig. 3 was found by neutron diffractionI2 and by 
magnetic susceptibility.I3 Spin alignment has not been determined in 
Th03 and V 20 3. 

A second magnetic transformation is possible in the rhombohedral 
sesquioxides; that is, a change in the direction of spin alignment from 
perpendicular to the three-fold axis, as in Fig. 3, to parallel to this axis. 
According to neutron diffraction,I2 magnetic susceptibilityI4 and spin 
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resonance,15 this transformation occurs between - 30°C and -15°C in 
Fe 203. 

Another interesting property of Fe203 is its weak ferromagnetism,16 
which persists up to TN and has been explained on the basis of sym­
metry considerationsY The internal magnetic field due to the ferro­
magnetism produces an anomalous Hall effect,18 which depends upon 
the magnetization of the material and disappears above TN. This Hall 
effect probably can be understood on the basis of the theory19 for a 
similar effect found in the transition metals. It cannot be used as a 
measure of carrier concentration in the usual way. 

Exchange interaction, besides producing spin alignment, also tends 
to move the ions in such a way as to increase the exchange, and thus it 
causes lattice deformation. The net number of antiparallel neighbors 
increases with decreasing temperature because the opposing effect of 
thermal vibration decreases; correspondingly, lattice deformation 
increases with decreasing temperature. At temperatures below TN , the 
exchange coupling between the (111) planes of spin cause rhombohedral 
distortion in MnO, FeO and NiO and tetragonal distortion in COO.20 
Lattice distortion below TN is also found in the rhombohedral sesquiox­
ides. The exchange coupling between the cation layers contracts the 
lattice along the trigonal axis21 but does not change the symmetry. 

III. ATOMIC ORBITALS AND THE CRYSTAL FIELD22 

If the 3d wave functions in an oxide do not overlap to form an energy 
band but remain concentrated near the cation, the cation, in effect, is 
isolated. It experiences, to a first approximation, only the electrostatic 
field due to the surrounding oxygens. Such a situation exists in the 
hydrated salts of the transition metals, for example the complex 
Ni(H20)6++, where the cation is surrounded octahedrally by six H 20 
molecules with the oxygens (the negative end of the water dipole) nearest 
the cation. Similarly, in NiO, which is a face-centered cubic structure, 
the negative oxygens are also arranged in a regular octahedron about 
the Ni++. In fact, the optical absorption spectrum for NiO is very similar 
to that for the hydrated salt. Therefore, these considerations suggest 
that the same theories might be applied to the 3d oxides as have been 
used in recent years to explain the optical properties of complex salts of 
3d ions. Conversely, this implies that, if a given oxide spectrum can be 
understood in this way, the 3d wave functions in that oxide are con­
centrated near the cation and do not overlap to form a band. Accordingly, 
we will now see what available spectra indicate as to the possible ex­
istence of 3d bands. 
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Three theories have been used to account for the properties of the 
complexes: 

1. molecular orbital,23 
2. valence bond,24 
3. crystal field. 

The advantage of the crystal field theory is that it can give information 
in a simple way about the excited states of the cation. Thus, it furnishes 
an explanation of the absorption spectra and promises to give insight 
into the electric and magnetic properties of the oxides. 

The crystal field theory assumes a purely ionic model and considers 
the effect of the octahedrally coordinated negative anions on the 3d 
electrons of the central cation. The geometry of the cation and its 
surroundings is shown in Fig. 4. Suppose, at first, that the central ion 
has a single 3d electron with the quantum numbers l = 2, s = !. There 
are five (2l + 1) d orbits, all having the same energy in the isolated ion. 
The associated wave functions can be expressed as a function of radius, 
r, multiplied by functions with angular variation of the form xy/r2, 
yz/r2, zx/r2, (x2 - y2)/r2 and (2Z2 - x2 - y2)/r2. These orbitals can be 
represented by the charge cloud distributions shown in Fig. 5. The xy, 
yz and zx orbitals are designated as de and the other orbitals as d'Y. 
When negative anions are on the x, y, z axes, the negative charge clouds 
of the electrons in the d'Y orbitals, which are directed at the anions, are 

• CATION 

• ANION 

Fig. 4 - A regular octahedron of anions surrounding a central cation. 
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Fig. 5 - Angular distribution of the five 3d orbitals. 

repulsed by the charge cloud of the anion. Thus, the dy orbitals have a 
higher electrostatic energy than the de orbitals, which are directed be­
tween the anions, and the ground state of the central ion is split as shown 
by the energy level diagram Fig. 6. This diagram is for an anion ar­
rangement having cubic symmetry, which occurs in the rock salt oxides, 
and trigonal symmetry, which occurs in the rhombohedral sesquioxides. 
The trigonal case, since it involves a regular octahedron of anions, 
yields nearly the same excited states as does a cubic field, with an addi­
tional broadening of the absorption bands due to the small splitting of 
the de levels shown. 

I::cY I yz I Zl: I 
de 

CUBIC 
FIELD 

ENERGY 

I yz I zx I 
GJ 

TRIGONAL 
FIELD 

Fig. 6 - The ground state configuration of the five 3d orbitals: when in the 
free ion; in a crystal field of cubic symmetry (as in MnO, FeO, CoO and NiO); 
in a crystal field of trigonal symmetry (as in the rhombohedral sesquioxides). 
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An important rule concerning the splitting of these levels is that 
their centers of gravity in energy are not altered by the perturbation. 
That is, 

3EE + 2E-y = O. (1) 

Fixing the energy scale to be zero at the ground state of the free ion 
and defining 10 Dq as the energy difference between the two levels 
which a single 3d electron can occupy when subjected to a cubic field 
gives, from (1) 

EE = -4Dq, 

E-y = +6Dq. 

(2) 

(3) 

The relative positions of the excited states above the ground state, as 
determined for ions with electron configurations d1 to d9 subjected to a 
cubic field, are shown in Fig. 7. To the left in each diagram are shown 
the free ion ground states, labeled with their term symbols. In diagrams 
(c) and (d) are also shown the first free ion excited states having the 
same spin multiplicity as the ground states, and in (b) two excited 
levels for the free ion are depicted. To the right in each diagram are shown 
the ground state and excited states for the ions in the solid, as produced 
by a cubic crystal field of strength Dq. Configuration d5, shown in (b), is 
plotted in a different way (after OrgeP5) from the other configurations, 
because its excited states but not the ground state are split. In these 
diagrams, the first excited state of the ion corresponds to the excitation 
of an electron from the dE to the d,,! levels. For example, in NiO, con­
figuration d8 , the first excited state of the nickel ion is due to the electronic 
transition represented by the change in configuration d6E d2,,! ---7 d5e d3,,!, 
which leaves a hole in the normally filled dE levels. The energy of these 
two states can be calculated as follows. The ground state, d6E d2,,!, is 
located at (-4Dq X 6 + 6Dq X 2) = -12Dq. The excited state, 
d5E d3,,!, is located at (-Dq X 5 + 6Dq X 3) = -2Dq. These energy 
levels are shown in Fig. 7(d). These transitions became allowed as a 
result of lattice vibrations26 and hemihedral distortion.27 

The available absorption spectra for some of the oxides are shown in 
Fig. 8, together with the location of the absorption maxima of a hy­
drated salt of the cation in aqueous solution. The close correspondence 
between maxima found in hydrated complex and oxide for Fe+++ and 
Ni++ indicates that the cation is isolated in the oxide as it is in the 
hydrated salt, and suggests that the 3d wave functions do not overlap 
in the oxides of the metals iron and nickel. The spectra of Cr203, how­
ever, show a slight shift to frequencies lower than that of the hydrated 
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salt, indicating a slight overlap of the 3d wave functions. This shift 
becomes very large in the spectra of Ti20 3 , probably indicating that the 
cations in this oxide are not isolated as in their hydrated salts, and 
may be due to the overlap of 3d orbitals, with the formation of a 3d band. 

From the spectra, the energy level diagrams of Fig. 7, and the values 
for the free ion excitation energies, X (from Ref. 28), the information 
given in Table I is obtained. The observed frequencies in the oxides, 
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location of absorption bands for hydrated salts of the corresponding cations. 
(Ti20 3 spectra after Pearson, Ref. 32; Cr203 spectra after D. S. McClure, unpub­
lished; hydrated salt spectra after Holmes and McClure, Ref. 43.) 

shown in Column 3, were used to calculate the values of Dq in Column 4. 
In turn, these were used to obtain the calculated frequencies in the final 
two columns. 

Another bit of information can be obtained from the absorption 
spectrum of Fe203 containing titanium, Fig. 8, which shows an addi­
tional absorption band appearing at 6100 cm-1 when one per cent ti­
tanium is added SUbstitutionally. Titanium is a donor in Fe203 and, in 
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TABLE I - SPECTRA OF OXIDES AND HYDRATED SALTS 

Type of Frequencies 
Ion Comparison 

of Spectra JlI(cm-l) Dq(cm-I ) Jl2(cm-l) Jl3(cm-l) 

Ti+++ expo 6000 - - -
calc. - 600 - -
aq. 20300 - - -

V+++ aq. 17800 - 25700 -
Cr+++ expo 16800 - 21300 >27000 

calc. - 1680 24000 30000 
aq. 17600 - 24700 -

Fe+++ expo 12200 - >15500 -
aq. 12600 - 18200 24500 

Ni++ expo 8600 - 15400 >22000 
calc. - 860 15500 26000 
aq. 8600 - 14700 25500 

Comparison of spectra of oxides: expo (measured); calc. (calculated from oxide 
data and diagrams Fig. 7); aq. (measured on hydrated salts). Data for the hy­
drated salts were taken from O. G. Holmes, and D. S. McClure.43 

Note: 1 ev = 8100 cm-1 

this concentration, it is nearly all ionized to give Ti++++ and Fe++ ions. 
This absorption band, therefore, is probably due to the Fe++ ions, so 
that, from this information, Dq is G10 cm-1 for the Fe++ environment 
in FeZ03 . Now the value of Dq for Fe++ in Fe(H20)6++ is 1000 cm-I, 
which can also be taken to be the value of Dq in FeO. The smaller value 
found for the Dq of Fe++ in Fe203 suggests that the anions surrounding 
the Fe++ ion are at a greater distance from the Fe++ ion in Fe203 than 
in FeO. This is just what one would expect to find if the conduction 
electron (Fe++) in Fe20~ polarized (repulsive polarization) the surround­
ing lattice. 

IV. THE 3d BAND 

The inner electronic configuration of the 3d metals is that of argon. 
As electrons are added to the argon core to build up the series, the nuclear 
charge is also increased. The electron cloud is thus subjected to an 
increasing nuclear charge but, on the other hand, the mutual repulsion 
of the electrons increases. The over-all decrease in ionic radius going 
from Ca++(r = 0.99A) to Zn++(r = 0.83A.) indicates that nuclear 
attraction predominates over mutual repulsion, and the electron cloud 
becomes contracted. Therefore, if 3d wave functions overlap sufficiently 
to form a band in any 3d oxides, such band formation is to be expected 
at the beginning of the 3d series. Since, in fact, oxides such as Cr203 , 
Fe203 and NiO normally are insulators, it is in the oxides of Sc, Ti and V 
that a 3d band might be expected. In the previous section it was sug-
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I I 

Sc+++ Ti. +++ V+++ Cr+++ Mn+++ Fe+++ 

Fig. !) - The rapid decrease in ionic radius with increasing atomic number for 
the first few members of the 3d series. This implies a contraction in the 3d wave 
functions and, therefore, a decrease in the amount by which they may overlap to 
form a 3d band. (Ionic radii from Goldschmidt, Ref. 44). 

gested, on the basis of optical absorption, that there was evidence that 
such might be the case in Ti20 a . A comparison of the ionic radii of the 
trivalent cations plotted in Fig. 9 shows how rapidly the radius (and 
therefore the extent of the 3d wave functions) decreases with increasing 
atomic number in the first three members of the series. The abrupt 
increase in the radius of Mn+++ does not contradict this idea, since it is 
due to the addition of the first d'Y electron. This, since it interacts with 
the electron cloud of the anion, increases the effective radius of the 
cation.29 Since no transport information exists for SC 20a, the data for 
the oxides of Ti and V will be examined for evidence of a 3d band. 

4.1 Ti0 2 (Configuration dO) 

In Ti02 , the electronic configuration of Ti++++ is 3do, so that if a 3d 
band exists we expect"it to be normally empty. We have, however, the 
possibilities of supplying electrons to the 3d band by excitation from 
imperfections or from the filled 2p band. Hall mobility of conduction 
electrons has been measured by Breckenridge and Hosler30 in ceramic and 
single-crystal samples of Ti02 (rutile). The electrons were thermally 
excited from lattice defects introduced by slight reduction of the samples. 
Room-temperature mobility ranged from 0.1 to 1.0 cm2/volt-sec for all 
samples, the crystals tending to have the higher values. The mobility 
decreased in a normal way with increasing temperature. This mobility 
is 100 to 1000 times smaller than the electron mobility found in ZnO, 
and is precisely what is expected from transport in a 3d band. 
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Fig. 10 - Photoconductivity in stoichiometric single crystal rutile. (After 
Cronemeyer, Ref. 31.) 

Conductivity, photoconductivity and optical absorption have been 
measured by Cronemeyer31 on pure stoichiometric single crystals of 
rutile. These data indicate an intrinsic forbidden energy gap of 3.05 ev. 
Above 1200oK, however, the conductivity temperature dependence 
suggests an increase in the energy gap to 3.67 ev. Presumably, the 3.05 
ev represents an electronic transition from the filled 2p band of the oxygen 
lattice to the empty 3d band, which was indicated by Hall mobility to 
be the conduction band. The increase in the energy gap by as much as 
0.6 ev at high temperature, suggests two possibilities: either the 48 band 
of Ti++++ is near the upper edge of the 3d band, and transitions to that 
band are also important, or the 3d band is split into two sub-bands. 
Discussion in Section V shows that the 48 band is probably too high in 
energy to playa role in conduction in the oxides. The second alternative 
-splitting of the 3d band into de and d'Y sub-bands-seems to be the 
most likely. 

The photoconductivity data, Fig. 10, only extend to 3.4 ev, pre­
sumably not high enough in energy to show the peak of the d'Y band. 
At room temperature, photoconductivity shows a single absorption 
band having a maximum at 3.0 ev, probably the de band, and a broad 
shoulder at higher energy which may be the beginning of the d'Y band. 
The width of the main absorption band seems to be a few tenths of an 
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electron volt, which is very reasonable for a 3d band. At 103°K, this 
band gives an indication of splitting; this is not surprising, since the 
cation in the rutile structure is not at the center of a regular octahedron 
of anions. 

4.2 TiO (Configuration d2) 

Besides Ti0 2 , the only oxide for which there is fairly clear evidence 
of a 3d band is TiO. This oxide behaves like a metal, indicating the exist­
ence of a partially filled 3d band. According to Pearson,32 room-tempera­
ture conductivity is 3500 ohm-1cm-1 and increases slowly with decreasing 
temperature. Conductivity also decreases in a ratio of 7: 12 when the 
oxygen content is increased from TiOo.7 to Ti01.2 . This is to be expected 
if the effect of changing the stoichiometry is to produce an equal change 
in the number of 3d electrons in the 3d band. If all the 3d electrons, 
6 X 1022 for stoichiometric TiO, are assumed to be involved in con­
duction, the electron mobility can be calculated to bejL = o/qn = 3500/ 
(1.6 X 10-19 X 6 X 1022) = 0.36 cm2/volt-sec at room temperature. 
This is comparable with the mobility in Ti0 2 and suggests conduction 
in a 3d band in this case also. 

4.3 Ti 20 3 (Configuration d1) and V 20 3 (Configuration d2) 

Since these oxides contain, respectively, one and two 3d electrons per 
cation, metallic conduction is expected if a 3d band exists in them, just 
as in the case of TiO. Conductivity data for these oxides are shown in 
Figs. 11 and 12. The outstanding fact about these data is the large dis­
continuity in conductivity at TN for a number of samples. (The lack of a 
discontinuity in some cases will be discussed later.) No other oxides 
have shown such behavior, and it is this behavior which suggests an 
energy band scheme that explains fairly well the information available 
for these oxides. To begin with, one expects the 3d band to be split by 
the crystal field into the d"l and dE sub-bands. It is proposed, further, 
that the dE band may be split by the magnetic exchange interaction into 
a lower filled band and an upper empty band. Thus, in a pure stoichi­
ometric sample at temperatures below TN, the Fermi level would be 
midway between the occupied dE band and the empty dE band. When 
the temperature of the sample is raised through TN, the bands would 
collapse into a single partially filled band and cause metallic conduction. 
Sample A of V20 3 behaves in this way. If it is assumed that carrier 
mobility does not change very much on going through TN , and that the 
conductivity change is due only to the change in carrier concentration 
resulting from the collapsing of dE bands, the amount of discontinuity 
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to be expected in the conductivity of a pure stoichiometric sample can 
be estimated. This will bc simply a factor of exp (Ep/kTN ), where Ep is 
takcn to be thc slopc of thc conductivity curve bclow TN . For V 20 3 

sample A, this factor is cxp (0.2/8.G3 X 10-5 X 170) = 8 X 105, which 
is very close to the measured discontinuity. For Ti20 3 sample A, the 
factor is exp (0.11/8.63 X 10-5 X 470) = 15, again very close to the 
observed discontinuity, although this sample does not show metallic 
conduction above TN . A remarkable point about these two cases is that 
the Fermi energy is changed at the discontinuity by an amount con­
siderably greater than the exchange energy kT N • 

If a sample departs from stoichiometry several effects can be imagined 
which would work to obscure the discontinuity: the odd, or missing, 
cations in the lattice will tend to decouple the spin system; they may 
break up the periodicity of the lattice and disrupt the 3d band; they 
will alter the conductivity by acting as donors or acceptors. Samples 
A and B of Ti20 3 and V 203 sample B probably show these effects in 
varying degrees. With the band disrupted, transport probably occurs as 
in oxides such as NiO, and metallic conduction does not appear above 
TN. The presence of donors or acceptors increases the conductivity 
below TN and minimizes the effect of the magnetic transition on the 
conductivity. 

An estimate of electron mobility for V 203 sample A above TN gives 
J.L = a-/qn = 60/(8 X 1022 X 1.6 X 10-19) = 5 X 10-3 cm2/volt-sec. 
Thus, mobility in a single crystal may be of the order of 10-2cm2/volt­
sec, which is more than an order of magnitude less than in Ti02 so that 
the 3d band in V 203 is probably not much greater than kT in width at 
'temperatures above TN. 

It seems reasonable to conclude from the considerations and results 
of this and the previous section that a 3d band exists in the oxides of 
scandium, titanium and vanadium, which probably goes to essentially 
zero width in chromium oxide. A schematic of this idea is shown in 
Fig. 13. 

V. RELATIVE ENERGIES OF THE 48, 3d AND 2p LEVELS 

We saw in the,last section that, of the 3d oxides, probably only those 
of Sc, Ti and V are like ordinary semiconductors in that their charge 
carriers are in energy bands. When we come to Cr203 and the remaining 
3d oxides we find an entirely new situation. The 2p and 48 bands are 
quite comparable to the bands in ZnO, for example, and can be repre­
sented on the usual one-electron energy diagram. However, the energy 
of conduction electrons and holes in the localized 3d levels must be 
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Fig. 13 - Schematic showing how 3d bandwidth goes to zero and effective 
mass, m*/m, of charge carriers increases as 3d wave functions contract with in­
creasing atomic number. 

represented in a different way, since they are in excited states of the 
cation. 

It is possible to find, in a very approximate way, the relative energies 
of the unbroadened 48, 3d and 2p levels in an oxide by using data from 
the Born cycle, and spectroscopic data for the free ions and neglecting 
lattice polarization about an electron or hole. In Fig. 14, NiO is taken as 
an example to show how this is done. 

Charge carriers are produced by the following reactions, in which the 
electronic states represented are separated by large distances in the' 
crystal: 

O--(2p 6) + Ni++(3d8) ~ O-(2p5) + Ni+(3d9), (4) 

Ni++(3d8) + Ni++(3d8) ~ Ni+++(3d7) + Ni+(3d9), (5) 

NI++(3d8) ~ Ni++3d748 ~ Ni+++(3d7) + 48 electron, (6) 

V-Ni+++(3d7) + Ni++(3d8) ~ V-Ni++(3d8) + Ni+++(3d7) , (7) 

Li+Ni+++(3d7) + Ni++(3d8) ~ Li+Ni++(3d8) + Ni+++(3d7). (8) 

These reactions represent: (4) the formation of a hole in the 2p band and 
an electron in the 3d levels; (5) the formation of an electron-hole pair 
in the 3d levels; (6) the excitation of an electron to the 48 band and 
formation of a hole in the 3d levels; (7) the trapping of an electron 
at a lattice vacancy acceptor with the formation of a hole in the 3d 
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0- N L++ 0= N Ltt 0= Ll,+ 0= 

Fig. 14 - Lattice of NiO with Ni+t+ acceptors near a cation vacancy and a 
substituted Li+, Ni+ electron and Ni+++ hole, and a 0- hole in the 2p band. 

levels; and (8) the trapping of an electron at a Li+ acceptor site with the 
formation of a hole in the 3d levels. Consider first the energy necessary 
to remove an electron from 0-- and place it on a distant Ni++ in the 
lattice, as shown by reaction (4). The total electron affinity of an oxygen 
atom (0 going to 0--), determined by the Born cycle, is repulsive and 
equals -7.5 ev.33 The affinity of 0 for the first electron is +2.2 ev;34 
hence the negative affinity for both electrons is due to the affinity for 
the second electron (0- -+ 0--), which therefore amounts to -9.7 ev. 
This energy is plotted in Fig. 15 relative to the 2p 5 level plus a free 
electron on the left of the energy diagram. The ionization potential of 
Ni+(3d9) and the other spectroscopic data come from Ref. 28. This 
ionization potential is 18.2 ev, and it is plotted relative to the 3d8 level 
in the diagram. (These energies are plotted with reversed signs, since in 
the process being investigated an electron is to be taken from 0-- and 
placed on the Ni++, and this is the reverse of the process for which the 
energies are quoted.) When the ions are brought together to form the 
lattice, the potential at the position of a positive ion due to all the other 
ions in the lattice is negative, and that at the position of the negative 
ion it is positive. As a result, the 0-- level is depressed and the Ni++ 
level is raised (as shown in the diagram) by the amount of the Madelung 
potentiapa of NiO, which is 23.8 ev. Thus we find these levels moved to 
-14.1 ev (2p 6) and +5.6 ev (3d9). The difference in energy of these two 
levels, 19.7 ev, is the energy of reaction (4), and it was arrived at by 
considering only free ion potentials, which are a measure of the energy 
necessary to remove an electron from a free ion out to infinity. In this 
process, the electron would experience the potential of the ion all the 
way to infinity. In the lattice, however, the process is carried out in a 
dielectric, so the energy required for the reaction is reduced by the di-
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Fig. 15 - Energy level diagram calculated for NiO and showing the energy 
required for the reactions (4) through (7). 

electric constant of NiO. Taking this constant to be about 5, the sepa­
ration of the two levels is thus reduced to 19.7/5 = 3.9 ev, as shown on 
the diagram to the right in Fig. 15. This energy is probably reduced 
even further by broadening of the 2p levels into a 2p lattice band, so 
that the energy required to produce a free hole in the 2p band and an 
electron in the 3d levels is expected to be less than 3.9 cv, in NiO. 

The next process of interest, given by reaction (5), is to take an electron 
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from a Ni++ and place it on another Ni++ far removed in the lattice. 
The 3d8 level is located at - 36.2 ev, with respect to the 3d7 level in the 
left of the diagram. Adding to this the Madelung potential raises it to 
-12.4 ev. This lies 18.0 ev below the 3d9 level calculated in a similar 
manner in the preceding paragraph. In the lattice, therefore, the transi­
tion will require 18.0/5 = 3.6 ev. Thus, on the right-hand side of the 
diagram the 3d8 level is plotted 3.6 ev below the 3d9 level which had 
been located in the first calculation. 

Reaction (6) represents the transition of an electron from a Ni++ into 
the 48 band. The first step in calculating the energy required for this 
process is to take an electron from the ground state, 3d8, to the first 
excited 48 state, given by 3d748. The location of this excited state with 
respect to the ground state is plotted to the left of the diagram, at 
-29.6 ev, and in the center, at -5.8 ev, by adding the Madelung po­
tential, which places it 6.6 ev above the 3d8 level. Thus, it required 6.6 
evto produce this excited state of the cation, which isa bound hole­
electron pair. The additional energy required to separate this pair 
(essentially to remove the electron from the field of the cation) is given 
approximately by q2/ fa, where € is the dielectric constant and a is the 
distance between cations. This energy amounts to 1.0 ev, so that the 
energy required to free an electron from a cation and place it in a band 
of 48 states is 7.6 ev. This is plotted with respect to the 3d8 level at the 
right of the diagram. Due to broadening of the 48 levels into a band, the 
actual separation will be reduced to something less than 7.6 ev. 

Consider now the process (7), in which excess oxygen in the NiO 
lattice introduces vacant Ni++ lattice sites, which act as acceptors and 
produce conduction holes in the 3d levels. The relative location in energy 
of such an acceptor level has been calculated by de Boer and VerweY,7 
although they neglected the effect of the dielectric constant of the solid. 
Their argument is as follows. Each vacant Ni++ site is surrounded by 
twelve Ni++ ions, and the situation to be considered is that in which two 
of these ions yield an electron each to form Ni+++ ions that compensate 
for the absence of the Ni++ ion. This is shown in Fig. 14. Each Ni+++ is 
surrounded by a normal lattice minus one Ni++ at a distance av"2/2, 
plus one positive charge (Ni+++) assumed to be at av2, the greatest 
separation from the first Ni+++. Hence, the potential at one Ni+++ site 
amounts to the normal Madelung potential plus 2q2 / aV2/2 -
q2/aV"2 = 23.8 + 9.8 - 2.4 = 31.2 ev. Thus, the level of this ion is 
raised 7.4 ev above that of the normal 3d8 ions, as shown in Fig. 15. 
Considering the dielectric constant, the energy required to transfer an 
electron from a distant Ni++ ion to a Ni+++ next to a vacancy will be 
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7.4/5 = 1.5 ev. This level is plotted to the right in Fig. 15 with respect 
to the 3d8 level. On this same basis, in reaction (8) a substitutional Li+ 
will produce a Ni+++ acceptor level at 0.5 ev above the 3d8 level. 

The calculated energies involving four of these reactions are shown by 
vertical arrows to the right of the diagram. They will be used in Sections 
VI and VII as guides in analyzing the data for NiO and Fe203 . It will 
be seen in Section VI that these calculated energies are probably larger 
than the actual energies found in NiO by a factor of approximately two. 
Because of this, it is suggested that the dielectric constant of NiO is 
nearer to ten than to the value of five assumed in these calculations. 

The Madelung potential is about the same for all the monoxides CuO 
through TiO. However, as we go from CuO to MnO, the second and 
third ionization potentials of the cation become progressively smaller. 
This raises the 3d levels in energy with respect to the 2p band. In MnO, 
for example, the 3d3 level is about 4.5 ev above the 2p band, as compared 
with a separation of 3.9 ev for the 3d9 level in NiO, (assuming a dielectric 
constant of five in both cases). Therefore, conduction by 2p holes may be 
less important in the oxides which are earlier in the series than is NiO. 

Madelung constants are not available for the individual ions in the 
rhombohedral oxides where anions and cations do not occupy equivalent 
lattice sites. Therefore, the relative positions of the 3d levels and the 2p 
band in these oxides cannot be determined easily. 

The location (as given in Ref. 22) of the 3d748 state with respect to 
the ground state in the free ion indicates that the 48 band becomes 
farther removed from the 3d levels as the charge on the cation is in­
creased. Thus, the 48 band probably plays no role in conduction in any 
of the oxides having cations with a charge +2 or greater. The energy 
of the 3d - 3d transition is given by the difference in ionization energy 
of the ground states, 3dn and 3dn+1, divided by the; dielectric constant 
of the oxide, as shown above for NiO. The only sesquioxide of interest 
here for which spectroscopic data are available is Cr203 (which is one 
that does not have a 3d band), for which the interval 3d3 - 3d4 is 18.6 
ev. This is about the same as 3d8 - 3d9 in NiO. 

The simple oxides, then, when pure and stoichiometric, can be expected 
to show conduction involving 3d holes and electrons and 2p holes, as a 
result of the processes shown in (4), (5) and (6). These are the processes 
corresponding to intrinsic conduction arising from excitation across the 
forbidden gap in the semiconductors discussed in earlier chapters. They 
will probably appear to be p-type, because conduction by high-mobility 
2p holes will predominate over the conduction by low-mobility electrons 
in the 3d levels. On the other hand, when an oxide is impure or departs 
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from stoichiometry, as in (7) and (8), its type will depend, in addition 
to this intrinsic behavior, upon the particular valence state of the cation 
and upon the valence states available to the cation. It was shown above 
how excess oxygen or substitutional Li+ in NiO introduced Ni+++ ac­
ceptor levels near to the 3d8 levels. In Ti02 , a departure from stoichi­
ometry produces Ti+++ ions which are donors with respect to Ti++++ ions 
and introduce donor levels near to the 3d band. In general, when the 
cations are in their lowest valence state, a defect will be such as to cause 
the oxide to be p-type and, when the cations are in their highest valence 
state, a defect will be such as to cause the oxide to be n-type. Oxides such 
as Fe203, in which the cations are in an intermediate valence state, 
can be made to go either into n-type or p-type. However, at high tem­
peratures even impure oxides will tend towards p-type, because of con­
duction by high mobility 2p holes. The energy levels discussed in Section 
III, of course, exist in addition to those shown in Fig. 15, but they are 
excited states which do not contribute to conduction. 

VI. NICKEL OXIDE, NiO 

Much more information is available for NiO than for the other cubic 
oxides, so it will be considered in detail. The structure of NiO has been 
described in Section II, and a possible electronic energy level scheme has 
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been discussed in Sections IV and V. Nickel oxide is a p-type semicon­
ductor, apparently even when pure and stoichiometric, and no n-type 
form has been reported. Room-temperature resistivity for pure NiO 
is approximately 1013 ohm-em. This can be lowered to about 1 ohm-em 
by the addition of Li, as shown in Fig. 16. 

The transpol't data available for NiO are from Wright and Andrews,36 
taken on oxidized pure Ni films, and Morin,37 taken on sintered bars 
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containing different amounts of Li and also presumed to vary in oxygen 
content. The data are shown in Figs. 17, 18 and 19. Samples 1 and Bl , 
judging from the method of preparation (see Refs. 36 and :37), their 
color (pale green) and their electrical behavior, are considered to be the 
purest and most nearly stoichiometric. Conductivity and thermoelectric 
effect of the other samples approaches that for these at high tempera­
tures. This occurs in a way typical of semiconductors when impurity 
centers become completely ionized and intrinsic conduction predomi­
nates. In the intrinsic range, both Hall effect and thermoelectric effect 
remain p-type. 

According to the calculations of Section V, the energy level diagram, 
Fig. 20 can be constructed. Three parallel conduction processes are 
expected for NiO, from reactions (4) and (5): CTl, high-mobility 2p 
holes; CT2, low-mobility 3d holes; and CT3 , low-mobility 3d electrons, so 
that total conductivity is given by 

(9) 

Carrier concentration will be given, choosing El = 0 as the zero of energy, 
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by 

(
2 m*kT)S/2 

PI = 2 7r h
2 

exp (- EF/k'P)! 

P2 = N exp [- (EF - E2)/kT], 

ns = N exp [- (Es - EF)/kT], 

(10) 

(11) 

(12) 

where N is the number of cations per cu cm. No Hall effect is expected 
from carriers P2 and ns in localized 3d levels, and none has been observed. 
Under conditions of sufficiently high purity and stoichiometry, or at 
elevated temperature where an appreciable fraction of the current is 
carried by 2p holes, a Hall effect due to these holes is expected. Since 
such a Hall effect is due only to 2p holes, but the current is carried by 
three kinds of carriers, the Hall coefficient is given by 
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Because the 3d carriers give no Hall effect, their behavior has been 
studied using another tool, the Seebeck effect. In interpreting the See­
beck effect of the 3d oxides it is assumed that 3d carriers transport no 
kinetic energy, since they spend most of their time trapped on lattice 
sites. Therefore, there is no phonon drag effect associated with them, 
and their Seebeck effect is due only to their separation in energy from 
the Fermi level. For simplicity, it is assumed that there is no phonon 
drag effect associated with 2p holes. This assumption is probably a good 
one, since most of the data have been taken at elevated temperatures 
where this effect is at a minimum. The 2p holes are assumed to carry a 
kinetic energy of 2kT. The over-all thermoelectric effect produced by 
three kinds of carriers is given by 

(14) 

or 

The problem is to determine three carrier concentrations and three 
mobilities from only three independent experiments. This complicated 
calculation will not be attempted here. Rather, two extreme situations 
will now be assumed: (a) NiO doped with so much Li that only 3d 
holes contribute to conduction, and (b) NiO so pure that 2p holes pre­
dominate in conduction. 

In Fig. 16 it is shown that the conductivity changes in direct propor­
tion to the amount of Li added, for high concentrations of Li. One infers 
from this that each Li added contributes one hole to conduction and that 
nearly all the impurity centers are ionized. Thus, conduction is entirely 
extrinsic and due to 3d holes. Under these simplified conditions, (9) 
and (14) reduce to 

(16) 
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and 

, (17) 

Knowing now, from (17), the location of the Fermi level with respect to 
the 3d8 levels, the concentration, P2 , of 3d holes can be calculated from 
equation (11) if the density of states, N, available to the holes is known. 
This is assumed to be the number of cations per cu cm of crystal, which is 
.5.6 X 1022 in NiO, since we are dealing with holes localized on the cations 
rather than in an energy band. 

N ow, with the measured (J' and the hole concentration calculated in 
this way from QT for sample 6, the mobility, J.l.2 , of the 3d8 holes has been 
calculated and is plotted in Fig. 21. Both in magnitude and in tempera­
ture dependence this result is in accord with the ideas concerning trans­
port in highly localized 3d orbitals discussed in Sections I and VIn. 
Mobility at 3000 K is 0.004 cm2/volt-sec and increases exponentially with 
temperature, with an activation energy of 0.10 ev. At low temperatures, 
QT (sample 6) is constant with temperature, at 0.10 ev. If the Fermi 
level lies halfway between the 3d8 levels and the acceptor states, this 
would indicate then that the [Li+ Ni+++] acceptor levels are 0.20 ev 
above the 3d8 levels in this sample, as compared with the value of 0.5 
ev calculated in Section V and shown in Fig. 15. This suggests that a some­
what higher value should have been closen for the dielectric constant 
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in these calculations. On the other hand, at the high density of defects 
existing in sample 6, interaction among defects may occur, and this 
would reduce their ionization energy. 

A calculation of P2 and J.l.2 has been made for sample 5, in which the 
[Li+] is not in the range where 0"2 is directly proportional to [Li+] (see 
Fig. 16). The mobility results are shown as a dashed line in Fig. 21. At 
temperatures for which l/T is > 1.5 X 10-3 they are parallel to, but 
much lower than, the results for sample 6; at higher temperatures they 
rise rapidly with temperature. It is assumed that transport of holes in 
the 3d8 levels consists of Ni++ states drifting by jumps from one cation to 
a neighbor cation under the influence of the applied electric field. There­
fore, it seems likely that mobility for this type of transport will be 
independent of impurity concentrations. In fact, this is suggested in 
Fig. 16 by the direct proportionality between conductivity and Li con­
centration for high-Li concentration. Consequently, the results on sample 
5 probably mean that conduction in the 2p band is appreciable in this 
sample and cannot be neglected in any sample containing less than a 
3 X 10-3 atom fraction of Li (or approximately 2 X 1020 Li atoms/ 
cm3

). This suggests, further, that the 2p band is not much farther below 
E F than are the 3d8 levels, in accord with the energy level diagram in 
Fig. 15. 

Now assume the second situation, pure NiO, with only 2p holes in­
volved in conduction and J.l.l = RH(1. This result for sample E is shown 
in Fig. 22. Also, from this assumption (15) reduces to 

QT = (EF + 2kT). (18) 

From this, PI can be calculated from (10), assuming m*/m 1. Since 
(11 = (1, J.l.l can again be calculated. This has been done for samples 1 
and Bl and is also plotted in Fig. 22. There, the J.l.l results are compared 
with J.l.L, a lattice-scattering mobility considered reasonable for carriers 
in the wide band of an oxide. The high values found for J.l.l support the 
idea that 2p holes are involved in the conduction. The temperature 
dependence that is found is quite far from a reasonable one, showing that 
the other conduction processes also playa role in these samples and 
cannot be neglected. These results, then, do not represent true 2p hole 
mobility. They do indicate, however, that the energy level scheme pro­
posed for NiO is a reasonable one. With this model in mind, the QT 
results of Fig. 18 can be understood in a qualitative way. At low tempera­
ture, EF is midway between E2 and EA , the acceptor levels, so that 
(1 = <71 + (12 • As the temperature is raised, E /I' moves upward through 
E A as acceptors become completely ionized, and QT increases accordingly. 
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Fig. 22 - The mobility of holes in the 2p band of stoichiometric NiO obtained 
from measurement of conductivity Hall effect and Seebeck effect. 

Finally, at high temperatures, all the acceptors become ionized in the 
purest samples, EF lies nearly midway between E2 and E 3 , and QT be­
comes constant with temperature. Under these conditions, Q2T(J'2 -
Q3T(J'3 approaches zero, and QT is p-type, due largely to 2p holes. At 
high temperature, measured QT for samples 1 and Bl is about 1 
ev. Furthermore, the slope of the conductivity and Hall coefficient 
plots for these two samples is also about 1.0 ev at high temperature. 
These results suggest that the 2p band is about 1.0 ev below the Fermi 
level in the intrinsic situation and, therefore, that the energy levels of 
Fig. 15 should be scaled down by a factor of one-half. This is also in 
fair agreement with the finding that the [Li+ Ni+++] acceptor level lies 
0.2 ev above the 3d8 level rather than 0.5 ev above, as was calculated. 
Evidently the value of ten would have been a better assumption for the 
dielectric constant of NiO. 

VII. IRON OXIDE, Fe203 

Magnetic and structural properties of the rhombohedral sesquioxide 
of iron have been described in Section II. Its semiconductor behavior is 
very similar to that of NiO, except that Fe203 can exist as either n- or 
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p-type because the cation can take on a lower as well as a higher valence 
state. Oxidation causes pure Fe203 to become p-type, probably due to 
the production of Fe++++ ions in the vicinity of cation vacancies. Re­
duction causes pure Fe203 to become n-type, probably due to the pro­
duction of excess cations in the form of Fe++ ions. With respect to the 
normal lattice of Fe+++ ions, Fe++++ is a hole and Fe++ an electron. 
The room-temperature resistivity of Fe203 is approximately 1013 ohm-cm. 
This can be lowered to about 4 ohm-cm by the addition of Ti. It is known 
from an X-ray study38 that, in the isomorphous compound FeTi03, 
the cations are Fe++ and Ti++++ at room temperature. Presumably 
then, Ti+++ in Fe20g also ionizes, to give a 3d electron (Fe++) and a 
Ti++++ ion. The change in resistivity with added Ti is shown in Fig. 23. 
At high Ti concentrations the resistivity does not decrease with added 
Ti. This may be due to a shifting oxygen equilibrium with Ti content, 
which introduces acceptors that compensate for some of the donors. 

Transport data18 , 39 available for Fe203 have been obtained on sintered 
bars, and consist of conductivity, Fig. 24, and thermoelectric effect, Fig. 
25. Samples 1 and A are identical in conductivity, but the thermo­
electric effect shows that, due to the different conditions of sintering, 
sample 1 is p-type and sample A is n-type. The QT data also show that 
both of these samples tend to be p-type at high temperatures, which is 
in accord with (14) and the idea that the general energy level scheme 
which was developed in Section V for NiO is probably applicable to 
most of the simple oxides. However, in Fe203 , QT is smaller in the in­
trinsic range than it is in NiO. This suggests that the 3d levels in Fe203 
are higher above the 2p band than they are in NiO. 
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Fig. 24 - The conductivity of Fe20a (samples 1, A and 2) and Fe203 containing 
Ti (samples 3 and 4; see Fig. 23 for composition). 

The situation in Fe203 , where both donors and acceptors are present, 
is somewhat more complicated than in NiO. However, the simple case 
in which Fe203 is so heavily doped with Ti that conduction is only by 3d 
electrons can be dealt with. Such a situation is probably represented by 
sample 4, in which 

0' = 0'3, (19) 

(20) 

and n3 is given by (12), where N = 4.0 X 1022 cm-3• From these equa­
tions and the data for sample 4, J.1.3 has been determined. It is found to 
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Fig. 25 - The Seebeck effect of Fe203 (samples 1, A and 2) and Fe203 contain­
ing Ti (samples 3 and 4; see Fig. 23 for composition). 

be identical with the hole mobility for NiO sample 6, shown in Fig. 21. 
Thus the mobility of 3d electrons in Fe203 is in accord, both in magni­
tude and temperature dependence, with the idea of transport in localized 
3d levels. At T = 300oK, Jl3 = 0.004 cm2/volt-sec and increases ex­
ponentially with temperature with an activation energy of 0.1 ev. 

VIII. TRANSPORT IN THE 3d LEVELS 

In Section V the processes were described by which conduction elec­
trons or holes are created in the 3d levels. In NiO, for example, a 3d 
hole freed from a cation defect is presumed to consist of a Ni+++ with 
the cation neighbors for some distance around it normal Ni++ ions. The 
hole can diffuse about the cation lattice by exchanging an electron with 
a Ni++ neighbor until it moves next to an ionized defect site, receives an 
electron and becomes trapped, or until it becomes annihilated by re­
combination with a free electron. A net drift of such holes occurs when 
an external electric field is applied to the crystal, and thus an electric 
current is obtained. 

In Sections VI and VII the mobility of 3d charge carriers was shown 
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to be very low and to increase exponentially with temperature. These 
results are consistent with a suggestion made 20 years ago by de Boer 
and Verwey7 that conduction in NiO and Fe20a occurs as outlined above 
and that a potential barrier exists which must be overcome for a charge 
carrier to jump from one cation to another. The potential barrier is 
assumed to arise because the charge carrier spends a time on a par­
ticular cation which is long compared to the vibrational frequency of 
the lattice, and this allows the ions surrounding a charge carrier to be­
come displaced by its electric field. Evidence that this occurs in Fe20a 
containing Ti was given in Section III. This displacement creates a field 
which tends to prevent the charge carrier from leaving its lattice site, 
and so the charge carrier has trapped itself.40. 41 These ideas can be repre­
sented by two energy levels, one for a hole, the other for a normal cation 
neighbor, being moved up and down in energy by phonons. Whenever 
the two levels become the same, charge transfer can occur; thus, an 
exponential temperature dependence would be found for transport. 

One might expect this charge transfer to depend upon the electron 
configuration of the cation. Using the diagram in Fig. 6 one can see 
that, if Hund's rule* is followed, a hole in MnO and CuO will be in the 
d'Y levels but a hole in FeO, CoO and NiO will be in the de levels. Now, 
since the de orbitals are directed between anions and towards neighboring 
cations while d'Y orbitals are directed at anions, transport in the two 
levels may be quite different. For example, transport in the d'Y levels, 
through an anion as in superexchange, will involve spin reversal below 
TN regardless of crystal orientation. Transport in the de levels will not 
involve spin reversal if it is in the (111) planes of parallel spins but will 
require spin reversal if it is perpendicular in the planes of parallel spin, 
and it so may produce an anisotropy in conductivity, at least within a 
magnetic domain. 

If spin reversal is involved in transport, one might expect the activa­
tion energy for transport below TN to be the sum of the polarization 
energy plus the exchange energy, and to be only the polarization energy 
above TN' This would introduce an abrupt change in the temperature 
dependence of conductivity at TN. Heikes and J ohnston42 believe that 
they have seen this effect in sintered samples of the oxides MnO, CoO, 
NiO and CuO which contained a large concentration of Li. However, 
the results described in Section VI for NiO containing Li (sample 6) 
show no change in the slope of mobility (Fig. 20) at TN, but do show 

* That the d levels are filled with electrons in such a way as always to main­
tain a maximum spin multiplicity. 
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that the slope of conductivity is changing in this temperature region, 
because the Fermi level (Fig. 18) is beginning to move upward. It is evi­
dent that these questions can be answered only by transport studies on 
single crystals. 
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