
T H IE 1B 1E L L SYSTIEM 

DEVOTED TO THE SCIENTIFIC AND ENGINEERING 

ASPECTS OF ELECTRICAL COMMUNICATION 

VOLUME XXXIII MAY 1954 NUMBER3 

P-N-I-P and N-P-I-N Junction Transistor Triodes J. 1\1. EARLY 517 

Arcing of Electrical Contacts in Telephone Switching Circuits. 
Part III - Discharge Phenomena on Break of Inductive 
Circuits M. M. ATALLA 535 

Thickness J\1easurement and Control in. the Manufacture of Poly-
cthylene Cable Sheath w. T. EPPLER 559 

Topics in Guided-vVave Propagation Through Gyromagnetic Media 
Part I - The Completely Filled Cylindrical Guide 

H. SUHL AND L. R. WALKER 579 

Coupled Wave Theory and Waveguide Applications s. E. MILLER 661 

Theoretical Fundamentals of Pulse Transmission - I E. D. SUNDE 721 

= 

Bell System Technical Papers Not Published in this Journal 789 

Contributors to this Issue 797 

COPYRIGHT 1954 AMERICAN TELEPHONE AND TELEGRAPH COMPANY 



THE BELL SYSTEJ\;l TECHNICAL JOURNAL 

ADVISORY BOARD 

s. BRA C KEN, Chairman of the Board, 

Western Electric Company 

F. R. K A P PEL, President, Western Electric Company 

M. J. K ELL Y, President, Bell Telephone Laboratories 

E. J. MeN E E LY, Vi~e President, American Telephone 

and Telegraph Company 

EDITORIAL COMMITTEE 

E. I. G R E EN, Chairman 

A. J. BUS C H 

w. H. DOHERTY 

G. D. E D WAR D S 

J. B. FI S K 

R. K. H 0 N ... 1.. ~! ... ~ N 

EDITORIAL STAFF 

J. D. T E B 0, Editor 

F. R. LAC K 

W. H. NUNN 

H. I. R 0 :M N E S 

H. V. S C H MID T 

1\1. E. S T R IE BY, ilJanaging Editor 

R. L. SHE P HER D, Production Editor 

THE BELL SYSTEM TECHNICAL JOURNAL is published six times 

a year by the American Telephone and Telegraph Company, 195 Broadway, 

New York 7, N. Y. Cleo F. Craig, President; S. Whitney Landon, Secretary; 

John J. Scanlon, Treasurer. Subscriptions are accepted at $3.00 per year. 

Single copies are 75 cents each. The foreign postage is 65 cents per year or 11 

cents per copy. Printed in U. S. A. 



THE BELL SYSTEM 

TECHNICAL JOURNAL 

VOLUME XXXIII MAY 1954 NUMBER3 

Copyright. 1954. American Telephone and Telegraph Company 

P-N-I-P and N-P-I-N Junction Transistor 
Triodes 

By J. M. EARLY 

(Manuscript received March 18, 1954) 

Theory indicates that the useful frequency range of junction transistor 
rio des may be extended by a factor of ten by a new structure, the p-n-i-p, 

which uses a thick collector depletion layer of intrinsic (i-type) semiconduc­
tor to reduce greatly the collector capacitance and to increase the collector 
breakdown voltage. This structure will permit simultaneous achievement of 
high alpha cutoff frequency, low ohmic base resistance, low collector capac­
itance, and high collector breakdown voltage. Because of the high breakdown 
voltages and larger areas per unit capacitance, permissible power dissipa­
tions appear much larger than for other high frequency junction types. The­
oretical calculations indicate that oscillations at frequencies as high as 3,000 
mcps may be possible. 

Early exploratory models have verified the basic theory. Progress toward 
initial design objectives has been encouraging. In general, the observed per­
formance has been consistent with the materials used and the structure 
achieved. The highest frequency of oscillation obtained to date is 95 mcps. 
Better performance is expected as technical control of materials and struc­
tures is improved. 

In the five years since the announcement of the junction transistor 
by Shockley, great steps have been made in extending its useful fre­
quency range and its power-handling capacity. Recent developments, 
particularly those which haveincreased the frequency range,2. 12. 13 have 
brought the performance of practical devices close to ultimate limits 
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prescribed by structure and material. Further extension of frequency 
range and, to a lesser degree, of power capability must be sought in 
new materials or in improved structures. The p-n-i-p* transistor em­
ploys a new structure which in theory promises to increase the useful 
frequency range of junction triodes by a factor of at least ten. In the 
p-n-i-p, the n region of the base and the p region of the collector are 
separated by a relatively thick region of i-type (i.e., intrinsic or near-in­
trinsic, almost free of donor and acceptor centers) semi-conductor. This 
permits establishment of a thick collector depletion layer at relatively 
low voltages, thus producing low collector capacitance and several other 
desirable features. 

The advantages of the new structure may be seen by study of the 
limitations of previous triode structures. In general, high frequency 
performance of conventional units, such as p-n-p alloyl transistors, is 
improved by making the base region thinner to increase the alpha cutoff 
frequency (fa), by using lower resistivity base material to reduce the 
ohmic base resistance (rb' ) , and by decreasing the area of emitter and 
collector junctions to reduce the collector capacitance (0 c). These equiva­
lent circuit parameters are of nearly equal importance as may be seen 
from the gain-bandwidth expression discussed below. 

The design changes required to improve the parameters involve con­
flicts, and compromises are necessary. For example, the decrease of base 
thickness which increases alpha cutoff frequency also increases (less 
rapidly) the ohmic base resistance. t The decrease in base resistivity 
which reduces base resistance also increases (again, less rapidly) the 
collector capacitance and decreases the collector breakdown voltage, 
thus decreasing power capacity. The reduction of junction area which 
decreases collector capacitance reduces the current rating and thereby 
the possible power rating. For transistors having circular electrodes, it 
may also increase the ohmic base resistance. 

For these reasons, conventional junction triodes designed for high 
frequency application tend to be very small and to have very low voltage, 
current, and power ratings. Ultimately, the decrease of collector reverse 
breakdown voltage sets a lower limit to usable base resistivity and 
thereby to the thickness of the collector depletion region. This sets a 
lower limit on base region thickness, since average base layer thickness 
should be two or more times depletion layer thickness. For base layers 
thinner than this, irregularities in thickness or in impurity distribution 
may permit the depletion layer to contact the emitter, producing the 

* And its homologue, the n-p-i-n. 
t In the junction tetrode, this increase of base resistance is overcome by crowd­

ing the minority carrier emission close to one of the base contacts, thus producing 
low ohmic base resistance. See Reference 2. 
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ac collector-to-emitter short circuit effect called "electrical· punch­
through." Lower limits of junction areas are set by desired operating 
currents and by mechanical reasons. Diminishing returns are reached 
for structures a few mils in diameter and a fraction of a mil thick. 

To facilitate comparisons, the limitations described qualitatively 
above have been interpreted quantitatively in terms of a gain-band 
figure of merit, * 

B 2 fa 
roo = 25rb'Oc ; (1.1) 

in which ro is low frequency available power gain in the common emitter 
connection t and B is the frequency at which the gain is 3 db down from 
its low frequency value. A reasonable upper limit on this (power gain) X 
(bandwidth-squared) product is 4 X 1016

, which indicates that a 0-10 
mcps video gain of 26 db may be obtained by improvement of conven­
tional triode structures. 

The same figure of merit, for a p-n-i-p of equal junction area, is ap­
proximately 1019

• Calculation shows that units may be designed to 
produce 10 db or more gain at 1,000 mcps. Although many of its operat­
ing principles are similar to those of the p-n-p and the n-p-n, the p-n-i-p 
differs from the earlier triodes in that low collector capacitance is ob­
tained by means of a thick collector depletion (space-charge) layer of 
intrinsic semi-conductor. The section view of a p-n-i-p in Fig. 1 illus­
trates its major features. The wide depletion layer (electric field region) 
produces small collector capacitance (0 c) and gives a high reverse break­
down voltage, while the very thin base region of low resistivity gives 
simultaneously a low ohmic base resistance (rb') and a very high alpha 
cutoff frequency (fa). The design with four regions, emitter, base, de­
pletion layer, and collector, increases the (power gain) X (band-squared) 
figure of merit (fa/25rb"Oc) about two decades, thus increasing the useful 
frequency range about one decade. 

The thick collector depletion layer of intrinsic or near-intrinsic semi­
conductor provides advantages in addition to the reduction of the col­
lector capacitance. Becam:e base layer resistivity does not limit collector 
breakdown voltage as it does in previous structures, much lower base 
resistivities may be used, thus producing lower ohmic base resistances. 
Furthermore, the thick depletion region makes the structure much more 
rugged for very high alpha cutoff units since the very thin base layer is 

* This figure of merit is essentially identical with one described by R. L. Pri­
chard at the A.I.E.E. Winter Meeting in New York City, Jan. 22, 1954. 

t It is assumed that the input terminals of the transistor are shunted by an 
external resistance which determines the input impedance and therefore the band­
width. Power gain decreases approximately 6 db per octave at frequencies greater 
than B. 
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a surface layer on an 0.5-2.0 mil intrinsic layer, rather than a thin and 
unsupported web. 

When operating biases are applied to a p-n-i-p transistor, holes in­
jected at the forward biased emitter diode diffuse across the n region of 
the base then drift at high velocities through the field region to the 
reverse biased collector p region just as in a PNP transistor. However, 
in the p-n-i-p, the drift transit time through the collector field is com­
parable to the diffusion transit time through the base and contributes 
to phase shift of the short-circuit current-transfer ratio, alpha. In ad­
dition, the emitter depletion layer capacitance, CTe , which is unim­
portant in previous triodes, is relatively large in the p-n-i-p and degrades 
performance at very high and microwave frequencies by providing a 
low impedance shunt around the emitter junction. 

The details of structure and operation, design theory, a comparison 
of p-n-p and p-n-i-p units and some experimental results are discussed 
in the following sections. The concluding summary reviews the theo­
retical and experimental work. 

STRUCTURE AND OPERATION 

Impurity Distribution 

In general, device characteristics depend on structure and on operat­
ing conditions. However, structure is more basic than operating con­
ditions. The spatial distribution of fixed charge centers (donors and ac-

~ 
I 
I 

INTRINSIC 
DEPLETION 

LAYER 
INDIUM 

Fig. 1 - Sectional view of a p-n-i-p transistor. 
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ceptors) is the fundamental structural characteristic of the junction 
transistor. Fig. 2(a) shows an impurity density profile for a p-n-i-p 
along an axial line running through emitter, base, collector space-charge 
layer, and collector. Similar profiles for step junction (alloy) and graded 
junction (grown crystal) p-n-p's are shown in Figs. 2(b) and (c). 

The emitter and collector regions of the p-n-i-p have very high im­
purity concentrations (low resistivities), while the impurity density in 
the base is moderately high and the depletion layer is almost free of 
impurities. The high acceptor density in the emitter forces most of the 
emitter current to flow as holes, giving an injection ratio (,,) close to 
unity. The high density in the collector gives a low collector body re­
sistance and fixes the position of one face of the collector depletion layer. 

~ IIIIII:~~::-------xm----~::~:,g 
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Fig. 2 - Impurity density profiles. 
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The high donor concentration in the base region leads to low ohmic 
base resistance (rb' ) and fixes the position of the base face of the deple­
tion layer. In the depletion layer, the concentration of impurities is so 
low that the field region (space-charge layer) extends from the n-type 
base to the p-type collector at low voltages. 

Depletion Layer 

The properties of the depletion layer which are important at high 
frequencies are the capacitance across it (C c) and the carrier transit 
time through it (Tc). These are determined primarily by the impurity 
density, the thickness of the region, and the base-to-collector voltage. 
Potential and field distributions in the depletion layer for both small and 

FIELD DISTRIBUTION 

t 

W 
<f1 
<t: 

POTENTIAL DISTRIBUTION 

~ l&:;;;j:jjfi82::±.:±t:t.2::::Efdt2 

(e) ND > NA 

Fig. 3 - Field and potential distributions in depletion region of p-n-i-p transistor. 
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typical applied voltages are shown in Fig. 3 for p-n-i-p structures in 
which the depletion layer contains no net impurities (a), a small acceptor 
dominance (b), and a small donor dominance (c). vVhen collector voltage 
is increased from zero, the space charge layer thickens until it extends 
from base to collector. Further increase of voltage simply increases the 
field strength in the region, without significant further increase in its 
thickness. 

The capacitance initially changes inversely as the square root of 
collector potential, but becomes constant when depletion region thick­
ness becomes constant. The time required for holes to drift from base to 
collector decreases with increase of depletion region field until scattering­
limited carrier velocities are reached (about 5 X 106 em/sec for holes, 
at 10,000 volts/em).lo It should be noted that normal operation does not 
occur until the depletion layer extends from base to collector (particu­
larly if the depletion region is slightly n-type so that effective base 
thickness is large at low collector voltages, see Fig. 3(c)). The breakdown 
voltage of the collector is very high, * since the field strength in the deple­
tion region is relatively uniform by comparison with that in older types 
of units, the region is wide, and strong fields are required to produce 
carrier multiplication. 

Base Region 

Base region design seeks the conflicting obj ectives of short diffusion 
transit time, requiring a thin region, and low ohmic base resistance, 
requiring a thick region. In practice, the region is made as thin as feasible, 
but of low resistivity material, and base contact geometry is chosen to 
minimize the ohmic resistance. In the p-n-i-p, very Imv base resistivity 
is practical, because the collector breakdown potential is fixed by the 
thickness of the intrinsic depletion layer rather than by the base re­
sistivity as in fused junction p-n-p's. 

The large donor density in the base region together with the very 
high frequencies of operation make the emitter depletion layer ca­
pacitance (CTe) both larger and more important than in previous tran­
sistors. In order to reduce this capacitance, the emitter junction area 
is made small, thus leading to emitter current densities of 1 to 100 
amperes/ cm2

• In general, as the dc current density is increased, the 
minimum dc collector voltage must also be increased in order to preserve 

* An avalanche mechanism similar to a Townsend discharge in gases is now 
believed responsible for reverse voltage breakdown in junction structures. See 
Reference 3. 
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emission-limited curren.t flow. Insufficient voltage may result in space­
charge limited operation.4

, 5 

Three structures which may be used to obtain low ohmic base re­
sistance are shown in Fig. 4. Obviously, the base contact ring may be 
placed arbitrarily close to the emitter, as in Fig. 4(a), so that the base 
resistance is that of the region beneath the emitter. Since this is some­
what difficult, the ring may be placed at a distance from the emitter, 
and the emitter imbedded in the base n-region as in Fig. 4(b), reducing 
the resistance between the emitter periphery and the base ring at only a 
small cost in alpha cutoff frequency. In addition, as shown in Fig. 4(c), 
the n-region used may be of graded resistivity such as results from im­
purity diffusion from the surface. The large impurity concentration at 
the surface minimizes both edge emission and radial base resistance. 

(a) CLOSE-SPACED RING 

(b) IMBEDDED EMITTER 

(c) IMBEDDED EMITTER - DIFFUSED SURFACE LAYER 

Fig. 4 - Low-base resistance structures. 
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These advantages are, however, balanced in part by an increase in the 
emitter depletion region capacitance associated with the low resistivity 
base material. 

DESIGN THEORY 

General 

The principal objectives in the initial p-n-i-p' d~~hbl h~ve been high 
alpha cutoff frequency, low collector capacitance, 'and low ohmic base 
resistance. The equivalent circuit employed is shown in Fig. 5. The 
output and feedback admittances which are important in earlier junc-

Eo---""'---; 

ao a=---
. f I+L­

fa t 

q1e [2(I-aO+~)J2 
Yee = kT 1 

tanh [2(I-ao+ ~)J2 
Fig. 5 - Equivalent circuit of the p-n-i-p transistor. 

tion triodes are omitted, since the space charge layer widening factor 

(H k T aw) . 11 67Th f d' . h 12 or Jlec, - -V IS very sma . I e trans er a mlttance IS sown 
qw a c 

as a current generator (aie) with cutoff frequency (I a2 I rv 3 db down) 
of fa because this gives explicit recognition to base region diffusion transit 
time Tb and allows it to be combined with space charge layer transit 
time Tc • 

Emitter Region Design 

Emitter region acceptor concentration should be very large (1018 
- 101U 

atoms/cc) in order to keep the injection ratio 'Y close to unity at both 
low and high frequencies.8 At low frequencies, 'Y is determined by emitter 
resistivity and carrier life path or diffusion length, base resistivity and 
width, as 

1 
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At high frequencies, 'Y is determined by the ratio of acceptor density 
in the emitter to donor density in the base as 

1 

Obviously, since the effective donor density in the base must be large 
to give low ohmic base resistance, the effective acceptor density in the 
emitter must be even larger if high frequency 'Y is to be elose to unity. 

Base Region Design 

Base tegion thickness, W, and the diffusion constant, Dp , determine 
the diffusion transit time for holes from injection by the emitter to 
collection by the field of the depletion layer. 

(1) 

For circular electrodes, which are useful, easily made, and easily ana­
lyzed, the ohmic base resistance for the active region of the base between 
emitter and collector depends on base resistivity, Pb, and base thickness 
as follows: 

1 
(2) 

If W is made small, rb' can be reduced only by making N D large. Although 
large reductions in rb' can be made, increasing N D is ultimately a self­
defeating procedure for several reasons: as ND is increased both Dp 
and the electron mobility, /-Ln, decrease, thus increasing hole transit time 
and also partially off-setting the reduction in rb' by }.,T D • In addition, the 
capacitance of the emitter depletion region varies approximately as 
N Dl/2, thus diverting more ac emitter current from hole injection. This 
capacitance is 

( 
N )1/2 

GTe = K€O 2;€0 ;e' A e , (3) 

where Ve' is the average electrostatic potential across the emitter de­
pletion layer. Equations (1) to (3) show the conflicts which necessarily 
arise in base region design for very high frequencies. The limiting design 
combines very small w, large N D , small emitter area A e , and relatively 
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large dc emitter current Ie so that the minority carrier emitter admit­
tance Yee is at least of the order of magnitude of jwCTe • Total emitter 
admittance is 

Yee + jwCTe = 

qle (1 +. )1/2 th [(1 + jWT)W
2J1

/
2 

lefT JWT co (DT) . 

( 
w2 )1/2 + JwCTe 

coth DT 

(4) 

Depletion Layer Design 

As mentioned previously, the most important characteristics of the 
depletion layer in the p-n-i-p are the transit time for holes, T c , and the 
capacitance, CTe • The minimum voltage for normal operation, V min, and 
maximum or breakdown voltage, V max, are also significant. 

The minimum voltage for "normal" operation is reached when the 
electric field between the n-type base and p-type collector is strong 
enough so that the holes drift at their limiting velocity of 5 X 106 

em/sec. * The collector to base voltage required for normal operation is 
the product of the minimum field strength for the limiting velocity and 
the thickness of the depletion layer and is given by 

V min = 10,000 Xm (5) 

in which Xm is depletion layer thickness in em. The maximum field ob­
tainable before reverse voltage breakdown is not known exactly, but is in 
practice near 100,000 volts/em, so that 

V max ~ 100,000 Xm • (6) 

Depletion layer capacitance is nearly independent of collector voltage 
in normal operation and is inversely proportional to layer thickness. 

C 
_ K€oAc 

To --­
Xm 

(7) 

Transit time for holes increases directly with layer thickness, however, 
being 

Tc = (8) 

Since increase of Tc decreases the alpha cutoff frequency fa, the choice 

* At lower field strengths, the transit time for holes is longer, giving a lower 
alpha cutoff frequency. The "normal" is the best, rather than the only possible, 
operating condition. 
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of Xm is a design balance between Cc and fa, with any desire for low 
voltage operation weighting the scales toward smaller xm • 

As collector voltage and therefore field strength is reduced below that 
required for normal' operation, transit time is increased because of the 
reduced drift velocity. In addition, the holes in transit interact with the 
ac field of the layer, thus increasing the output conductance gee. Further, 
a larger density of holes in the layer is required to carry the same cur­
rent, disturbing the field distribution. If the voltage is reduced greatly, 
space-charge limited emission may occur,4.5 producing much longer 
effective transit times. 

If output voltage is reduced sufficiently, the collector field will not 
extend all the way from base to collector. If the layer is somewhat n-type, 
the field region collapses toward the p-region of collector. If it is some­
what p-type, the field collapses toward the n-region of the base. The 
latter arrangement has the advantage that fa is less drastically reduced. 
Further, in normal operation, the negatively charged acceptor atoms of a 
slightly p-type layer will neutralize the charge of the holes in transit, 
thus making the field more nearly constant from collector to base. The 
effects of low voltage on the collector field distribution are indicated ap­
proximately by the dashed lines of Fig. 4.* 

Collector Region Design 

Acceptor concentration in the collector should be large for several 
reasons. This gives a low collector body resistance, which virtually 
eliminates internal series loading of the collector, and it aids operation 
by fixing the position of the collector edge of the depletion layer. The 
advantages obtained may be seen by considering a unit in which the 
collector body is made somewhat p-type and a collector contact is at­
tached at some distance from the depletion layer. If 10 ohm-cm p-ma­
terial is used for the collector body and a collector contact fastened 2.5 
mils from the collector resistance of 250-500 ohms will result. In addition, 
because of the weak drift field at the collector edge of the depletion 
layer, the hole transit time is about twice that for a true p-n-i-p. 

Alpha Cutoff Frequency 

A current transmission cutoff frequency fa for the p-n-i-p is given 
approximately byt 

* The field distributions occurring in an intrinsic depletion layer at low field 
strengths have been discussed in Reference 11. 

t It is assumed that alpha is given by ex = ex 0(1 + j f Ifa)' Equation (9) repre­
sents the phase of this expression quite well, but the amplitude rather poorly. 
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1 
fa = 27l"(Tb + Tc/2) (9) 

Equation (9) implies (correctly) that the delay time for total current 
passing through the depletion layer is about one-half the transit time 
for the carriers. This results from the induction of charge on the base 
and collector electrodes by the carriers in transit. If cp = WTc is carrier 
transit angle and J c = ejwt is the conduction current of holes entering 
the depletion layer from the base, the total current entering the depletion 
layer from the base can be shown to be 

(1 -icJ» 

J = ejwt jcpe 

which reduces for small cp to 

J '"'-' jwt- 3<P/ 2 -e 

(10) 

It may be noted that the total current J of equation (3.6-2), when written 
in the form J max L e in which e is the phase shift of the total current with 
respect to the conduction current entering from the base, is approxi­
mately 0.973 L -22.5° for cp = 45°, 0.901 L -45° for cp = 90°, and 
0.636 L - 90° for cp = 180°. 

DESIGN COMPARISON 

General 

Comparison of figures of merit is the best, albeit unsatisfactory, means 
for comparative evaluation of devices. For junction transistors, one 
non-controversi~l figure of merit is established - the noise figure. Two 
transmission figures of merit for junction transistors are suggested at 
the bottom of Table 1. It should be pointed out that the p-n-i-p figures 
are for theoretical design possibilities, some features of which have al­
ready been realized experimentally. 

The Units 

Table I gives parameters of interest for several types of transistors. 
Structural, material, and electrical parameters for the Bell Telephone 
Laboratories' developmental M1778 p-n-p unit are averages for large 
numbers of units. The electrical parameters of the plated-contact tran­
sistor recently announced by Philco were taken from a talk by W. H. 
Forster before the Philadelphia LR.E., Dec. 3, 1953.12 The structural 
and material parameters have been estimated. The p-n-i-p structures 
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TABLE I - TRANSISTOR DESIGNS 

I 

I 

P-N-I-PCCalculated Values) 
Ml778 Philco 

No.1 No.2 No.3 

Wb - mils 1.0 0.2 0.13 0.8 0.04 
Pb - ohm cm 1.5 0.5 0.14 0.05 0.02 
dia e - mils 15 4 10 6 5 
dia c - mils 30 6 15 8 5 
Xm - mils 0.1 0.05 0.63 0.36 0.7 
Nb - atoms/cc 1015 3.5 X 1015 1.4 X 1016 4.2 X 1016 1.2 X 1017 

fa - mcps 2.0 55 100 200 360 (600)* 
rb' - ohms 50 65 34 20 16 
Cc - mmf 25 2.5 1.0 0.5 0.1 
WaC e - mhos - - 0.023 0.038 0.102 
Ce - mmf - - 36 22 27 
Warb'C c 0.0157 0.056 0.0214 0.0126 0.0060 
(fa/25 rb'Ce)I/2 - mcps 8 115 340 900 3000 

* First value calculated by Equation (9); second value is for diffusion through 
base n-region only (i.e., Tc = 0). 

and materials were assumed and electrical parameters were calculated 
from them by the Equations (1) to (11). Mobilities measured for low 
resistivities by 1\11. B. Prince9 were used in the calculations. 

Figures of Merit 

The last row of Table I gives (fa/25rb'Cc)1/2, which was discussed 
previously as a gain-bandwidth figure of merit for a broad band common 
emitter amplifier. It is also related to the maximum frequency at which 
reliable oscillations may be obtained. The figure of merit Warb'Cc is the 
open circuit voltage feedback ratio at the alpha cutoff frequency and 
gives some indication of the balance between the two time constants, 
l/wa and rb'Cc . It is also approximat.ely the ratio of input impedance to 
output impedance In a common emitter broadband amplifier at high 
frequencies. 

Comments 

It should be noted that the emitter depletion layer capacitance is 
significant in all the p-n-i-p designs and that barrier transit time reduces 
alpha cutoff frequency some forty per cent in the highest frequency 
design. Despite this, it is probable that p-n-i-p or n-p-i-n germanium 
junction triodes will serve as oscillators and perhaps amplifiers at fre­
quencies as high as 3,000 mcps. 
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EXPLORATORY MODELS 

Objectives 

While the p-n-i-p transistor will be useful for high voltage and high 
power operation, our exploratory development work has been directed 
toward good performance at very high frequencies. The initial electrical 
objectives set were those of p-n-i-p No.1 of Table I: fa = 100 mcps, 
Cc < 1.0 mmf, and rb' = 34 ohms. The base thickness of 0.13 mil and 
base resistiv~ty of 0.14 ohm-cm are the critical structural parameters. 

Fabrication 

Although p-n-i-p's might conceivably be built in a single operation, 
one procedure used has two major parts. The first is the production and 
evaluation of 2-mil thick wafers of intrinsic germanium ·with a skin or 
surface layer of 0.1-1.0 ohm-cm n-germanium 0.3-0.5 mils thicl{, The 
second step is the alloying of collector, emitter, and base electrodes to 
these wafers. 

Wafers with n-type skins have been made by three methods. Intrinsic 
crystals growing from a melt by the Teal-Little technique have been 
doped with arsenic, grown for a few seconds longer (another 0.5-1.0 
mils), and snatched mechanically from the melt. The resulting crystal 
surface has a mirror finish and is relatively flat. N-type skin layers have 
also been produced by alloying the wafer surfaces with lead-arsenic 
and lead-antimony mixtures and by the diffusion of arsenic into wafer 
surfaces. 

Collector and emitter electrodes are alloyed by the indium germanium 
process with times, temperatures, and quantities of indium selected to 
give desired alloying depths. Ring-base connections of antimony and 
gold plated kovar have been used. 

M easuremenls 

Progress toward the initial design objectives mentioned previously 
has been encouraging. The predicted behavior has been verified semi­
quantitatively. The capacitance of a 15-mil diameter collector is usually 
less than 1.0 mmf at Vc = -25 volts as predicted in design No.1 of 
Table 1. Ohmic base resistances generally less than 50 and as low as 5 
ohms have been measured. However, the highest alpha cutoff frequency 
obtained as yet is 25 mcps. This has been limited primarily by the thick­
ness of the base layer. At present this is of the order of 0.30 mils so that 
an alpha cutoff frequency of 25 mcps is about what would be predicted. 
Further development of the technology of fabrication seems reasonably 
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straight-forward at least to the design objectives of No.1 and No.2 of 
Table 1. 

'The best unit measured to date showed ao > 0.96, fa ~ 25 mcps, 
Tb' ~ 60 ohms, and Cc ~ 1.8 mmf. These values agree quite well with 
those expected from the resistivities and layer thicknesses employed. The 
unit oscillated at 95 mcps with Vc = -30, Ie = 1.0 rna. Connected in a 
common emitter video amplifier working from a 75-ohm generator im­
pedance into a load resistance of 2,150 ohms shunted by 5 mmf of ca­
pacitance, this unit produced a power gain of 23 db at 500 kc, falling to 
20 db at 3 mcps and 15 db at 10 mcps.* In an uncompensated common 
emitter tuned circuit, this unit gave 20.5 db at 10 mcps with 3 mcps band­
width between the three db points.* It has been operated with a collec­
tor voltage of - 90 volts. 

SUMMARY 

The designed elimination of donors and accepton~ from a thick col­
lector depletion layer introduces a new design variable in junction tran­
sistor triodes. The new structure (p-n-i-p or n-p-i-n) is believed capable 
of development into the microwave frequency range. Several factors 
which were of second order importance in p-n-p and n-p-n units such as 
emitter depletion layer capacitance and collector transit times become 
significant in limiting ultimate performance. The thick depletion layer 
permits operation at higher voltages than were previously possible in 
any but low frequency units. 

Moderately good results have been obtained already. Units havingll0 
mil emitter diameter, 15 mil collector diameter have produced stable 
gains without compensation of 20.5 db at 10 mcps and have oscillated 
at 95 mcps. 

The junction transistor now promises to be a serious competitor to 
high vacuum triodes over a much larger range of frequencies and power 
levels than before. 
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Arcing of Electrical Contacts in Telephone 
Switching Circuits 

Part III-Discharge Phenomena on Break of 
Inductive Circuits 

By ~I. M. ATALLA 

(Manuscript received November 16, 1953) 

This is a presentation of a study of the discharge phenomena occurring 
between contacts on break of an inductive load. The main objectives are: 
(1) to forward some detailed explanations of the main components of a 
break transient in terms of basic conduction and emission processes, and 
(2) to establish the conditions that determine the nature of the transients. 
The study covered the following: (1) occurrence of interrupted and steady 
arcs, (2) initiation of reversed arcs in one breakdown, (3) arc initiation 
under dynamic conditions, (4) initiation and maintenance of glow dis­
charge, and (5) glow-arc transitions. 

INTRODUCTION 

An important phase in the study of discharge phenomena between 
contacts is that involving the break of an inductive circuit. A typi0al 
switching circuit in its simplest form consists of a battery in series with a 
coil (electro-magnet), a cable or lead and a pair of contacts. Coils now in 
use may have inductances of the order of tens of henries and may store 
as much energy as 106 ergs. On break of the circuit an appreciable portion 
of this energy may be dissipated between the contacts through a steady 
arc, a series of interrupted arcs, a glow discharge or any of their combina­
tions. In most cases, the energies involved are too high to provide 
satisfactory contact life from the standpoint of electrical erosion. 

The discharge transients obtained are usually complex in nature.} 
A close examination of these transients reveals a great deal of rather 
curious effects that have not been previously considered in detail. This 
is a presentation of a recent study of the break transient with the 
primary objective of furnishing some explanation of the more pertinent 
phenomena involved in terms of the basic concepts of surface emission 
and gas conduction. 

535 
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NOTATION 

a Arc radius or equivalent characteristic length of cross section 
c Local capacitance at the contacts 
e Electron charge 
la Current density in the arc 
lth Thermionic emission current density 
ina Normal glow current density 
iaa Abnormal glow current density 
(iaLimit) Limiting glow current density preceding glow-arc Limit transi­

tion 
k Boltzman constant 

Local inductance at the contacts 
m Mass of contact metal atom 
n Number of consecutive arcs in one breakdown 
r Resistance of the local contact circuitry 
s Separation between the contacts 

Time 
tch Charging time between breakdowns 
tdei Deionization time following an arc 
ta Glow duration 
'Us Velocity of contact separation 
Uch Charging velociy defined as sitch 
Uat Velocity of the metal atoms 
v Arc voltage 
tin Residual voltage at the contacts following a breakdown of n-

consecutive arcs 
z Impedance (llc)1/ 2 

A Constant in the thermionic equation 
Aa Area of arc spot 
C Circuit capacitance 
E Battery voltage 
F Field strength 
I Current 
10 Current in a glow discharge 
I m Minimum arcing current 
10 Initial closed circuit current 
L Circuit inductance 
R Circuit resistance 
T Absolute temperature 
T b Absolute boiling temperature 
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To Absolute initial temperature 
V Voltage 
Vai Arc initiation voltage 
V gi Glow initiation voltage 
V g V oltage drop across the contacts wtih normal glow 
a Thermal diffusivity 
~ Work function 
w Angular frequency (lcr l/2 

GENERAL 

A typical circuit consisting of a battery, a coil of an electro-magnet, 
a cable or lead and a pair of contacts is shown in Fig. lea). Due to the 
usual magnetic core of the coil, this circuit presents some unnecessary 
complications in making interpretations of the observed contact phe­
nomena. Since our main objective is an understanding of the basic 
phenomena occurring between the contacts, it appeared justifiable to 
restrict our work to circuits and circuit elements that lend themselves 
to simple treatment. Figure l(b) shows the circuit used in most of this 
work. All coils used have air cores. 

vVhen the contacts are closed, a steady state current 10 = E/R is 
established in the circuit. At the first physical separation between the 
contacts, the circuit current will charge the capacitance C causing a 
voltage rise at the contacts at an initial rate of Io/C. In the meantime, 
the separation between the contacts will increase. The first breakdown 
will occur when the voltage across the contacts first reaches or exceeds 
the arc initiation voltage corresponding to the separation attained, the 
atmosphere involved and the contact surface condition. Fig. 2 represents 
diagrammatically the occurrence of the first discharge. abc is the arc 
initiation voltage versus separation line for a "normal" contact.2 The 

COIL CABLE 

E ~-------------nONTACT 
J (a) - --=-

L R 

E-=-
I (b) 

~CONTACT 

Fig. 1 - (a) Typical relay circuit in practice. (b) Linear circuit used in this 
study. 
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Fig. 2 - Initiation of the first arc between contacts on break of an inductive 
circuit. 

portion bc corresponds to the sparking potentials in the atmosphere. 
ab corresponds to the range of small separations, of the order of or less 
than the mean free path of an electron in the atmosphere, where the arc 
is initiated by field emission through the influence of surface contamin­
tions or films. As was shown in Reference 2, when the cathode surface 
was carefully cleaned, the constant field line was not obtained and the 
arc ,,'as initiated at the minimum sparking potential of the atmosphere. 
It occurred on the sides of the contacts along a path much longer than 
the minimum separation between the contacts. * 

Lines 0-1 and 0-2 represent the voltage rise at the contact with small 
and large shunt capacities. Points 1 and 2 are the respective first dis­
charge points. In the first case, the arc is initiated at a smaller separation 
and higher field strength without direct influence of the atmosphere. In 
the second case the arc is initiated at a lower field strength at the spark 
potential of the atmosphere. t 

The first arc established mayor may not be maintained depending on 
conditions that are discussed in the next Section. When an arc is inter-

* With Pd contacts a gross field of 20 X 10 6 volts/cm was reached between clean 
contacts without initiating an arc along the shortest gap. According to the Fowler­
Nordheim equation a field of about 50 X 10 6 volts/cm is required to give the neces­
sary initiatory electrons. It is possible, however, that before such a high field is 
attained a metal bridge is pulled electrostatically3 to short the gap. The electro­
static stress is roughly given by 0.5 X 10-12 F2 Kg/cm2 where F is the field 
strength in volts/cm. At F = 50 X 106 volts/cm, the stress is 1250 Kg/cm2 which 
may exceed the yield stress for the contact metal. 

t The first arc may be initiated at an appreciably lower voltage than predicted 
by the above static consideration. The first break at the contacts usually follows 
the explosion of molten bridge drawn between the contacts. Thermionic emission 
can then furnish the initiatory electrons of the arc. This is only possible, however, 
if the voltage across the contacts exceeds the ionization potential of the metal 
atoms before excessive cooling of the cathode has occurred. 
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rupted, it is followed by a recharging process to a new arc initiation 
voltage when a second arc is initiated. Under certain conditions, the 
second arc may be initiated at a lower voltage than the first arc due to 
residual effects of the first arc which may alter the conditions in the gap. 
This effect is discussed later. 

A transient on break with a series of interrupted arcs is shown in 
Fig. 3. The first arc was initiated at 230 volts and a gross field of 2.5 X 106 

volts/cm. All the following arcs were initiated at the spark breakdown 
potentials in air corresponding to the separations involved. Fig. 4 
shows a transient where the arc was sustained with occasional interrup-
tions. 

In addition to arcing, one may obtain glow discharge. Fig. 5 shows a 
transient where glow discharge predominates. Glow initiation and 
glow-arc transitions are discussed in a later Section. 

Fig. 6 shows the methods used for current and voltage measurements. 
As indicated, direct voltage measurements at the contacts were avoided 
to eliminate the unnecessary complications of the measuring circuit. 
INTERRUPTED ARCS 

Conditions for Obtaining Interrupted Arcs 

A breakdown from a voltage Vai into an arc corresponds to a rapid 
voltage drop at the contacts from Vai to the arc voltage v. For most prac-
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Z 0 0 
U 

o 50 
TIME, t, IN 10-6 SECONDS 

Fig. 3 - Typical contact voltage transient on break of an inductive circuit. 
Pel contacts in atmospheric air, E = 50 volts, L = 0.2 henry, R = 950 ohms and 
C = 510 X 10-12 farad. Velocity of contact separation = 40 cms/sec. 
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Fig. 4 - Contact voltage transient with sustained arc on break of an inductive 
circuit. Pd contacts in atmospheric air, E = 50 volts, L = 0.025 henry, R = 115 
ohms, C = 20 X 10-12 farad. Velocity of contact separation 40 cms/sec. 

tical purposes one may neglect the voltage drop time which is the initia­
tiva period of the arc. For the circuit in Fig. 1b, the current through the 
arc is the summation of the main circuit current and the transient current 

from the l-c circuit. The transient current is (Vai - v) ([lI2 sin tl (lc )112. 

Fig. 7, (a) and (b), represent diagrammatically the voltage and current 
transients for lumped and distributed circuits. In both cases the arc is 
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Fig. 5 - Contact voltage transient with glow discharge on break of an inductive 

circuit. Pd contacts in atmospheric air, E = 50 volts, 700 ohms relay coil and C = 
200 X 100-12 farad. Velocity of contact separation = 40 ems/sec. 
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terminated when the current drops to the minimum arcing current 1m. 

It is evident that the condition for obtaining an interrupted arc is: 

( )

1/2 

10 - (Vai - v) I < 1m (1) 

It may be pointed out that surface contamination, such as organic 
activation, tends to decrease both I m and V ai

2
, 4. According to equation 1, 

one may conclude that contact surface contaminations usually tend to 
cause a transition from an interrupted arc transient to a steady arc 
transient. The latter is usually associated with appreciably higher 
energy dissipation between the contacts and much lower contact life 
due to erosion. 

L R 

Fig. 6 - Voltage and current measuring circuit. 

Residual* Voltage Following an Interrupted Arc 

At the interruption of the first arc the voltage at the contact is v, 
the arc voltage, and the voltage at the capacitor C, Figure 1b, is VI 
which is usually negative. If the local contact circuit is non-dissipative, 
the residual voltage is VI = 2v - V ai • For a dissipative circuit with a 
resistance r corresponding to the frequencies involved: 

VI = V - (Vai - v)e-(tr/2Hr/z) (2)t 

for an oscillating circuit, as is usually the case, where z = (l/C)1/2. 
The capacitor C at VI will then recharge the local contact capacity c, 
c « C, through the inductance l. If the voltage attained at the contacts 
is sufficient and the conditions in the gap and at the contact surface are 
favorable, a reversed arc may be re-initiated, as previously discussed. 
This process may repeat several times and the residual voltage Vn will 
change sign and decrease progressively. At the end of n arcs, it can be 
shown that the residual voltage Vn is given by: 

* The term "recovery has also been used in the literature. 
t Equation 2 and 3 are valid only for small values of r/z. These are approxima­

tions of the more general expression given by Germer. 14 
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n=n-l 
(-ltvn = v + (Vai - v)e-(7r/2).(r/Z).n - 2v L e-(7r/2)o(r/z)'n (3) 

n=Q 

This equation indicates that Vn is negative for odd numbers of arcs and 
positive for even numbers of arcs.* If r/z is neglected, Equation 3 is re­
duced to 

(3a) 

For Vai = 300 volts and v = 14 volts, the residual voltages following 
the first four arcs are respectively -272, +244, -216 and +188. These 
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Fig. 7 - Mechanism of interruption of an arc. (a) Lumped circuit elements 

(b) Distributed elements. 

values are numerically higher than measurements due to neglecting 
the term r/z. For the circuits used in our experiments r/z ranged be­
tween 0.1 and 0.5 and as many as 4 or 5 consecutive arcs have been ob­
tained in one breakdown. Figure 8 shows a transient with both positive 
and negative residual voltages corresponding to even and odd number 
of arcs respectively. t 

* Except when vn is not too much higher than the arc voltage v. 
t The following alternative explanation for the occurrence of high positive 

residual voltage was considered: the first arc may be extinguished by the formation 
of a metal bridge due to the arc2 • This may occur before the capacitor C has at­
tained a negative voltage. This possibility, however, was eliminated. From the 
measured residual voltages the energies in the arcs were calculated. The heights 
of the bridges produced were computed (reference 2) and were found to be too 
small compared with the contact separations. 
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Fig. 8 - Contact voltage transient with interrupted arcs on break of an in­
ductive circuit. Pd contacts in atmospheric air, E = 50 volts, L = 0.010 henry, 
R = 40 ohms and C = 900 X 10-12 farad. Velocity of contact separation = 40 
cms/sec. 

I nit1'ation of Reversed Arcs in One Discharge 

In one breakdown from a voltage V ai it is commonly observed that a 
succession of reversed arcs may be obtained. It was shown in equation 3 
that the residual condenser voltage vn progressively decreases, numeri­
cally, with the number of arcs n. Following the interruption of the first 
arc, the condenser voltage is -I VI 1 and the contact voltage is +v, the 
arc voltage. The capacity C will then recharge the local capacitance at the 
contact through a small lead inductance l. If the circuit resistance is neg­
lected, the maximum voltage the contact will acquire is - (2 I VI I + v). 
If this equals or exceeds the original arc initiation voltage Vai , a second 
arc is obtained. For illustration, consider a breakdown initiated at Vai 

= 300 volts and v = 14 volts. From Equation 3, vn was calculated for 
the first four arcs at r/z = 0.0 and 0.2 The corresponding maximum 
contact voltages acquired after each arc were also calculated and the 
results are given in Table 1. For r / z = 0, column 3, one may obtain, ac­
cording to this simple circuit consideration, more than 4 arcs, actually 
5. For r/z = 0.2, which is a reasonable practical value, only 2 arcs may 
be obtained, column 5, since following the second arc the maximum 
voltage attained at the contacts is only 256 volts which is less than the 
initial arc initiation voltage. 

It is possible in some cases, however, to obtain a few more arcs than 
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T ABLE I - INITIATION OF REVERSED ARCS BY OVERCHARGING OF 

CONTACT CAPACITANCE 

(Calculated) 

r 
.: = 0.2 - = 0 

z z 

(1) (2) (3) (4) (5) 

Arc No. 
- Max. - Max. 
Vn Couto Voltage Vn Couto Voltage 

1 -272 -558 -195 -404 
2 +244 +502 +121 +256 
3 -216 -446 -60 -134 
4 +188 +390 +22 +58 

•.. -
Vai = 300 volts, V = 14 volts. 

predicted above. These additional arcs have appeared to be initiated at 
lower voltages than the first arc. This is undoubtedly due to the residual 
surface and gap effects of the previous arc. * These are discussed in the 
following section. 

Arc Initiation Under Dynamic Conditions - Introduction 

In Reference 2 measurements have been presented of the arc initiation 
voltage between contacts at different separations and surface conditions. 
These tests are "static" in the sense of allowing enough time to elapse 
between two arcs to obtain a complete reconditioning of the contact 
surfaces and gap. With successive arcing, as obtained on break of an 
inductive circuit or during one breakdown, it was observed that the 
arc may be initiated at appreciably lower voltages compared with 
static test results. 

One arc may enhance the initiation of a shortly following arc possibly 
through the effects of: residual ions in the gap or on a cathode surface 
film, residual metal atoms in the gap and residual thermionic emission. 
Exactly how each of these effects can enhance the initiation of the arc 
can be determined only after an understanding of the mechanisms of 
initiation of the first arc, its maintenance and its termination. It is in 
order at this point to present a sketchy outline of some plausible mecha­
nisms which are largely of speculative nature. This discussion is also 
limited to short arcs initiated and maintained with no direct influence 
of the surrounding atmosphere. 

* The additional arcs observed may be partially accounted for by a considera­
tion of the actual value of the arc terminating current which was taken as zero in 
the above calculations. 
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a. Arc Initiation 

(1) The first initiatory electrons are produced by field emission. The 
necessary field strength is largely dependent on cathode surface con­
ditions. It is highest for perfectly clean cathode surfaces and appreciably 
lower in the presence of cathode surface films.2, 4,6 This is probably due 
to lower work functions or due to the presence of positive ions on a 
cathode film causing local field intensification.7 (2) The field emission 
electrons will travel to the anode where, to qualify for setting the second 
step in arc initiation, should be able to produce, through evaporation, 
some anode metal atoms* or possibly atoms of an adsorbed gas or a 
surface film. (3) The potential drop across the contacts should exceed 
the ionizing potential of the evaporated atoms to allow ionization by 
electron collision. (4) Ions produced, on approaching the cathode, will 
cause local fields high enough to produce electron avalanches. (5) the 
above processes will rapidly multiply leading to the establishment of an 
arc. 

b. The Established Arc 

One main characteristic of the short arc is its very high cathode current 
density. t This high emission rate indicates that the short arc is not only 
initiated but also maintained by field emission. t§ Since the total voltage 
drop across the arc is only of the order of 10 volts, the cathode drop 
thickness should be very small compared to the total arc length. The 
cathode drop is followed by the arc column or plasma which is a high 
conduction medium with equal electron and ion densities, a small 
potential drop and a relatively high neutral atom density. To maintain 
the arc: (1) enough metal atoms should be produced to maintain the 
necessary ionization medium, (2) ions lost by collection at the cathode, 
by recombination and by lateral diffusion should be replaced by an 

* The arc may also be initiated without the assistance of the anode atoms or 
ions8 • The field emission current density at the cathode in this case, was found 
to reach a critical value before the arc is initiated. It is thought 9 that at this 
current density the emission spot can attain its melting point through resistive 
heating. The cathode in this case will furnish the necessary metal atoms for the 
subsequent steps of arc initiation. 

t Recent measurements by the author obtained from arc tracks on Pd contacts 
produced by short duration constant current arcs indicated current densities as 
high as 50 X 106 amp/cm2 • 

t Paper by P. Kislink to be published in the Journal of Applied Physics. 
§ Recent analytic considerations, to be published by the author, indicate that 

in such arcs the current density should be dependent on the work function of the 
cathode material as well as on the product "pressure X separation" in the arc. 
For instance, for work functions of 2 and 5 volts, our calculations show that the 
minimum current densities are, respectively, 5 X 105 and 1.4 X 107 amp/cm2• 
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equal number of ions obtained by electron-atom collision in the arc 
column. 

c. Arc Termination 

In general, the arc may be terminated by disturbing one or more of 
the steady state conditions discussed above. For instance, if the potential 
across the contacts is decreased to or below the ionization potential of 
the metal atoms, the necessary ionization process will stop and a de­
ficiency of ions in the arc will result. The negative space charge will 
immediately upset the arc potential distribution interrupting the high 
electron emission, etc. The arc is also interrupted when the current drops 
to the minimum arcing current value. This is a well established experi­
mental characteristic of the arc which has yet to be explained in terms 
of the more basic concepts. It is thought, however, that a decreasing 
arc current decreases the pressure and the atom density in the arc col­
umn. It is possible that when a limiting current is reached the ionization 
rate becomes too small to maintain the condition of equal space charges 
in the arc column. One should expect, accordingly, that providing the 
contact surfaces* with a film of low evaporation energy should furnish 
a more adequate supply of atoms to the arc which may then be main­
tained at lower currents. This is in accordance with observations ob­
tained for active contacts.4 

Arc Initiation Under Dynamic Conditions; Observations on Break 

It appeared of interest to examine the relations between arc initiation 
voltage and contact separation during the break transient and compare 
them with measurements made under static coditions.2 In Fig. 3, the 
increase in arc initiation voltage with separation is in accordance with 
the static relation shown as a broken line. During the period 2-3, the 
breakdowns occurred along longer paths than the minimum contact 
separation and at the minimum value of the sparking potential. By 
measurement t3 = 20 X 10-6 sec, S3 = 8 X 10-4 cm and ps = 0.61 mm 
Hg X cm. This is roughly the ps value at the minimum sparking poten­
tial in air .10. 

By gradually decreasing the charging times of the transient, byadjust­
ing circuit parameters, it was observed that a point was generally 
reached when a portion of the breakdowns was initiated at voltages well 
below the coresponding static initiation voltages. Fig. 9 illustrates this 

* The necessary atoms may be obtained from either electrodes or both. Arc 
transfer observations generally indicate signs of evaporation from both electrodes. 
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Fig. 9 - Lowering of arc initiation voltage under dynamic conditions. Tran­

sient on break of Pd contacts in atmospheric air. E = 50 volts, L = 0.010 henry, 
R = 40 ohms and C = 270 X 10-12 farad. Velocity of contact separation = 40 
cms/sec. 

effect. In contrast to the static line, shown as a broken line, the break­
down potential shows little change with separation for a major part of 
the transient. Towards the end, it shows a gradual increase which in this 
particular case fails to reach the static line. Figure lO(b) is a plot of the 
ratio (Vai ) dyn/Vai)stat versus time along the transient. 

This phenomenon is attributed to residual effects in the contact gap 
or on the contact surfaces. In this section, are discussed the possibilities 
of the presence of residual ions, residuad atoms and residual thermionic 
emISSIOn. 

a. Deionization Time 

This is determined by calculating the transit time of an ion across the 
contact gap under the applied field corresponding to the charging of the 
contact capacitance. For simplification, the initial motion of the ions 
and the initial field are neglected, the voltage rise is approximated by 
V /Vai = t/tch and the field is taken as V /s. 

t 
. _ In. S tch (6 2 )1/3 

dew - --
e Vai 

(4) 
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Fig. 10 - Lowering of arc initiation voltage under dynamic conditions. 

Defining a charging velocity sitch = Uch and a deionization velocity 
S/tdeio = Udeio and substituting in equation 4 gives 

(
eVai )1/3 

Udeio = 6m' Uch (4a) 

Following an arc, the contact voltage increases until a new breakdown 
occurs at Vai . At this instant residual ions from the previous arc could 
be present in the gap only if Uch > Udeio, or if 

e ai 
( 

V 
)

1/2 

Uch > 6m (5)* 

This is a convenient expression to apply to our measurements, Fig. 
9. For any breakdown point on the transient V ai is measured and Uch is 
calculated from the corresponding circuit current, capacity C and con­
tact separation. For illustration, for Pd contacts and Vai = 300 volts, 
equation 5 shows that for the presence of residual ions, the charging 
velocity Uch must be greater than 106 ems/sec. For I = 0.3 amp. and C = 109 

farad, tch = VaiC / I = 10-6 sec and for the presence of residual ions the 
separation between the contacts must be greater than 1.0 cm. This sep­
aration is much greater than most separations involved in our field of 
study. In Fig. 10(b) are plotted the values of Uch during the transient. Uch 
reaches a maximum of about 1.8 X 104 cms/sec. This maximum occurs 
because Uch is proportional to sI which is a product of two monotonic 
functions one increasing and the other decreasing. It is of interest to note 
that the decrease in Uch caused an increase in the ratio (Vai)dyn/(Vai)stat . 

* Deionization by recombination and lateral diffusion were neglected. 
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From a group of transients similar to Fig. 9, obtained at different con­
ditions, the plot in Fig. 11 was made. It indicates that in general, the 
ratio (Vai)dyn/(Vai)stat starts decreasing at about Uch = 2 X 103 cms/sec 
and at 2 X 104 the arc initiation voltage is only 50 per cent of the corres­
ponding static value. As shown in the figure a deionizing velocity of 106 

cms/sec is just about two orders of magnitude too high to account for 
this phenomenon. It should be added, however, that while all the ions 
have cleared the gap, it has been proposed7 that the life time of an ion 
on a surface film can be long enough to enhance the initiation of the 
next arc. If this mechanism is accepted, our data would indicate that 
the life time of the ions was only of the order of 10-7 second. 

b. Residual Atoms 

After an arc, the contact gap contains some metal atoms evaporated 
from the electrodes by the arc. These atoms will clear the gap by travel­
ling to and condensing on the electrodes and by lateral diffusion. A crude 
approximation is given here of the time of recollection of the atoms on 
the electrodes based on their initial momentum. 

One may visualize the arc spot on an electrode to have a temperature 
distribution extending from submelting temperatures to a range of 
boiling temperatures, corresponding to the arc pressures. The lowest 
temperature is probably the normal boiling temperature of the contact 
metal. At the termination of the arc, the metal atoms produced at the 
lowest boiling temperature are the slowest and last to recondense on the 
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Fig. 11 - Apparent relation between arc initiation voltage and velocity of 
charging. E = 50 volts, L = 0.010 henry, R = 40 ohms and C as indicated for Pd 
contacts in atmospheric air. 
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opposite electrode. An estimate of their velocity may be obtained by 
assuming thermal equilibrium to have preceded the arc extinction and 
by using the Maxwellian velocity distribution. The most probable 
velocity of the metal atoms at the boiling temperature T b is: 

_ (2kTb)1/
2 

Uat - --
m 

(6) 

Due to subsequent collisions of the atoms, the velocities thus obtained 
are probably too high. For Pd at T b = 2500oK, Uat = 6.4 X 104 cms/sec. 
In Fig. 11 is plotted a portion of the velocity distribution at the above 
conditions. It appears that residual atoms can still be present in the gap 
at the initiation of the next arc. If it is assumed that the presence of Pd 
atoms in the gap is alone responsible for the lowering of the arc initiation 
voltage, one may conclude that the sparking potential in Pd vapor is 
lower than in air. No evidence, however, is available to support this. 
On the other hand, at least for contacts with gaps short enough to ex­
clude the surrounding atmosphere, or for vacuum contacts in general, 
it is quite probable that the presence of metal atoms in the gap could 
enhance arc initiation. This, as pointed out previously, is because the 
arc cannot be initiated until atoms from the electrode surfaces are 
evaporated, by electron bombardment or otherwise, to be subsequently 
ionized. 

c. Cooling Time of The Arc Spot, Alaintenance of Thermionic Emission 

At the interruption of the first arc, the arc spot initially at the boiling 
temperature of the metal, will start cooling mainly by conduction to the 
bulk of the surrounding metal. For a certain period, however, it will 
remain at temperatures high enough to furnish enough thermionically 
emitted electrons that may enhance the initiation of the following arc. 
Assuming the arc spot to be a hemisphere of radius "a" initially at a 
temperature Tb while the rest of the metal is at To, the temperature T 
at the center of the hemisphere is given by 11: 

4 al2{a t) 1 12 

(T - To)/(Tb - To) = 1721 ie-
z2 

dz (7) 
7r 0 

Numerically, for T b = 25000K and To = 300oK, T drops to 24000K and 
to 16000K at a/2 (at)1/ 2 = 2.0 and 1.2, respectively. It is evident 
that the cooling time is proportional to the area of the arc spot. If the 
current at which the arc is terminated is 1m and the arc current density 
is i a, the area of the arc spot is Aa = 1 m/ia and a = (1 m/7ria)1/2. For 
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ia = 107 amp/cm27
, and 1m = 0.5 amp one gets: T = 24000 K at t 

4 X 10-9 sec and T = 16000 IC at t = 1.1 X 10-8 sec for Pd. 
The corresponding thermionic emission is obtained from 

e</> 

ith = AT2e - kT 

with A 60 amp cm-2 deg.-2 and 'P = 4.99 volts for Pd12
• At the 

termination of the arc, t = 0, i th = 0.048 amp/sec2
, at t = 4 X 10-9 sec, 

i th = 0.032 amp/cm2 and att = 1.1 X 10-8 sec, i th = 6 X 10-8 amp/cm.2 

The respective rates of electron emission from the arc spot are 1.5 X 1010
, 

1.0 X 1010 and 1.9 X 104 electrons/sec. This indicates that the initiating 
electrons may be furnished by thermionic emission if the charging time fol­
lowing the first arc is of the order of or less than about 5 X 10-9 sec. This 
time is more than an order of magnitude too small compared to the 
charging times involved in the data of this section. One may, therefore, 
exclude the thermionic emission as an explanation for the low arc initia­
tion voltages obtained. 

The initiation of reversed arcs, however, may be enhanced by ther­
mionic emission from the previous arc spots since the recharging times 
involved, 7r(lc)1/2, are usually very small. land c are usually of the orders 
of 10-7 henry and 10-11 farad and the charging time is of the order 
10-9 sec. 

ESTABLISHMENT OF GLOW DISCHARGE AND TRANSITION INTO AN ARC 

For the circuit in Fig. l(b), it was observed that on break of the 
contact, glow discharge was observed under certain circuit and contact 
surface conditions. An obvious requirement was that the voltage across 
the contacts should exceed the glow discharge voltage of the contact in 
the surrounding atmosphere. This requirement alone, however, was not 
sufficient as in some cases no glow could be detected, in others glow was 
established and maintained and in other instances glow was followed by a 
transition into an arc. In this section is presented an experimental study 
of the conditions that determine the nature of the discharge. 

Cathode Current Density in Static Normal Glow 

Fin;t, measurements were made of the cathode current density in a 
static normal glow. This was done for palladium and gold contacts in dry 
atmospheric air at 25°0. In each case the cathode was the flat end of a 
cylinder and the anode was a larger parallel flat surface of the same ma­
terial as the cathode. The circuit in Fig. 12 was used. The contacts were 
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cleaned by filing then washing with methyl alcohol and distilled water. 
The contacts were slowly brought together until glow discharge was 
established. Before measurements were made the circuit current was 
increased to allow the glow to cover the entire cathode flat surface as 
well as a portion of its cylindrical surface. By allowing the contacts to 
glow for about 20 minutes, the occasional arcing first observed was 
eliminated and a steady glow was established. The cathode was observed 
under a microscope and the current was adjusted to obtain a glow just 
covering the flat cathode area. From the measured current and the 
cathode area, the cathode current density was determined. The results 
are given in Table II. 

! ~ 

~ 
0 ! -_MICROSCOPE POWER SUPPLY 

~ 1+ 
-=- --=- -=-

Fig. 12 - Circuit for measurement of cathode current density in normal glow 
discharge at static conditions. 

Observations on Glow 1l![ aintenance and Glow-arc Transitions 

The simplified circuit in Fig. 13 was used. The contact cathode was 
the flat end of a cylinder. The cylindrical portion was tightly fitted into 
a block of an insulating material allowing an exposure of the flat end and 
a cylindrical area less than 10 per cent of the flat area. The anode was a 
parallel plain surface of the same material. 

To avoid the unnecessary complications of a measuring circuit con­
nected to the contacts, the plates of a cathode ray oscilloscope were, 
instead, connected across a capacitor, 10 times C, in series with the circuit 
capacitor C. From the transients obtained, it was possible to identify 
glow discharge, steady arcs and interrupted arcs. Four typical transients 
are shown in Fig. 14. Transient A shows a case where glow discharge 
was established and maintained for the entire half period of the circuit. 
In transient B glow was not detected and, instead, interrupted arcs 
occupied the entire half period. In transient C, glow discharge was 
maintained for a short duration 1-2 followed by interrupted arcing, 2-3. 
A t point 3 the circuit current was high enough to maintain an arc and a 
steady arc was obtained, 3-4. Transient D is similar to B where glow 
discharge was undetectable. The multiple discharge in D, however, 
lead to the steady arc 2-3. 

Before presenting our measurements and discussion, a review is given 
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TABLE II - CATHODE CURRENT DENSITY IN STEADY NORMAL GLOW 

IN DRY ATl\WSPHEHIC Am AT 25°0 

Electrodes Cathode Diameter, em. Glow Current, amp. Cathode Current 
Density, amp./em2 

Pd 0.05 0.010 5.1 
0.10 0.033 4.2 

Au 0.05 0.017 8.6 
Ag* - - 9 

* Measurement by F. E. Haworth. 13 

here of the process of the initiation of the steady arc which was explained 
in detail in reference. 5 For the inductive circuit in Fig. 13, when the 
proper contact separation is reached, a first breakdown will occur dis­
charging the local capacitance at the contacts. This is followed by re­
charging from C through L and a second breakdown. This will repeat 
while the circuit current will increase in a discontinuous fashion. If it 
reaches the minimum arcing current of the contact, a steady arc is es­
tablished, otherwise, the transient will be made up entirely of local 
multiple discharges. Figures 14D and B are the main condenser voltage 
transients corresponding to the above two cases respectively. 

The interrupted arcs, or multiple discharges, and th~ steady arc con­
stitute the two processes of conduction that are commonly obtained when 
the voltages involved are below the spark breakdown potential of the 
surrounding atmosphere. In such cases, the arc initiation is dependent 
on the contact material and its surface condition and is independent of 
the atmosphere.2 If the voltages involved are equal to or greater than 
the minimum sparking potential of the atmosphere, the initiation of a 
breakdown is primarily dependent on the atmosphere. This breakdown, 
hmvever, may in addition lead to a glow discharge as discussed above. 
This immediately raises the question as to whether breakdowm, leading 
to an arc and breakdowns leading to a glow discharge are initiated at the 
same potentials. For this purpose the following experiment was per­
formed. 

I 
CONTACT 

1 
Fig. 13 - Simplified circuit for the study of glow-arc transitions. 
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Fig. 14 - Voltage transients at circuit condenser. A: all glow. B: no glow, only a series of interrupted arcs. C: glow-inter­
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Initiation Voltage of Glow Discharge 

The cantilever bar setup previously used for similar measurements 
of arc initiation voltage as function of separation2 was used here. By 
varying the separation the corresponding glow initiation voltage was 
measured. For each separation a measurement was also made of the 
arc initiation voltage. The results are given in Table III. The results 
indicate that both arc and glow are initiated at the same voltage for 
the same separation. One may, therefore, conclude that at least the first 
few steps involved in the process of the breakdown are the same whether 
they lead to a glow discharge or to an arc. In many cases, it was observed 
that the arc was preceded by a period of glow discharge. This ,vas not 
found, however, to be the general case as discussed in the following sec­
tion. 

TABLE III - GLOW AND ARC INITIATION VOLTAGES AS FUNCTIONS OF 

CONTACT SEPARATION FOR PD CONTACTS IN DRY 

ATMOSPHERIC AIR AT 25°C. 

s: 10-4 cm. 
Vai : volts 
Va, : volts 

1.5 3.0 4.5 6.0 7.5 9.0 10.5 12.0 13.5 15.0 16.5 18.0 19.5 
320 320 340 380 400 420 450 480 500 520 540 560 590 
310 320 340 370 400 420 450 470 490 510 540 570 590 

Glow-arc Transition 

The experimental setup used is shown in Fig. 13. By systematic varia­
tion of the circuit parameters V 0, Land C, a variety of transients 
was obtained and recorded. Samples of typical cases are shown in Fig. 14. 
For transient stability and reproducibility, it was found necessary to 
exercise extreme care in securing good contact surface cleanliness and in 
maintaining it during the experiment. The presence of organic vapors, 
humidity, films of grease or oil, fingerprints, etc., usually led to erratic 
results. The general effect was an inclination towards more arcing and less 
glow discharge. Only by proper cleaning of the contact surfaces and allo,v­
ing the contact to arc heavily for about 20 minutes was it possible to 
obtain fairly reproducible results. Table IV shows a summary of results 
obtained from one of several sets of experiments performed. 

Before stabilization of the transient, it was generally observed that the 
glow period was first short then gradually increased until it reached a 
limiting value which it did not exceed. These limiting values are given 
in column 5 as fractions of the half period 7fCLC)1/2. They range from zero, 
actually glow was not detected with a time resolution of 1 per cent of the 
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TABLE IV - GLow-ARC TRANSITION DATA FOR PD CONTACTS 

IN ATMOSPHERIC AIR-CATHODE DIAMETER 0.1 CM. 

(1) (2) (3) (4) (5) (6) (7) I (811 (9) 

Va C L z (Va - Vg)/L (lg) max. (ia) max. (io)/ig = (L/C)1/2 /g/Ir(LC)1/2 volts 10-12] 10-311 ohms 101 amp./sec. amp. amp./cm. 2 max. 

--- ---- ~~- ~~- ~~- ---

600 18,000 5 52 0* 6.0 < .018 <2.3 <0.5 
500 - - - 0 4.0 < .012 <1.6 <0.4 
450 - - - 0 3.0 < .009 <1.2 <0.3 
400 - - - LOt 2.0 > .19 >23 >4.8 
350 - - - 1.0 1.0 >.10 >13 >2.6 
320 - - - 1.0 0.4 > .04 >5 >1.0 

600 18,000 8 660 ° 3.8 < .015 <2 <0.4 
500 - - - 0.22 2.5 .19 24 4.8 
450 - - - 0.44 1.9 .23 29 5.8 
400 - - - 1.0 1.2 > .15 >19 >3.8 
350 - - - 1.0 0.6 > .076 >10 >2.0 

600 18,000 15 906 0.25 2.0 .23 29 5.8 
550 - - - 0.30 1.7 .23 29 5.8 
500 - - - 0.35 1.3 .20 26 5.2 
450 - - - 1.0 1.0 > .17 >22 >4.4 
400 - - - 1.0 0.7 >.11 >14 >2.8 

600 18,000 20 1050 0.40 1.5 .28 36 7.2 
550 - - - 0.40 1.2 .23 29 5.8 
500 - - - 1.0 1.0 > .19 >24 >4.8 
450 - - - 1.0 0.8 > .14 >18 >3.8 

* No glow was detected with a time resolution of 1 per cent of a half period 
7r(LC)1/2. 

t Uninterrupted glow occupied the entire half period. 
t Obtained by dividing (I g) max by the total cathode area. 

transient time, to a full transient time. By calculation, the corresponding 
limiting currents and limiting current densities were obtained, columns 
7 and 8 respectively. The ratios of the limiting current densities to the 
normal glow current density are also given in column 9. They show that 
at the interruption of the glow discharge the current density was 5 to 7 
times the normal glow current density. This indicates a transition from 
normal glow to abnormal glow before the final transition into an arc. 
One may, therefore, conclude that if glow discharge is obtained it starts 
as normal glow which may occupy only a small fraction of the cathode 
area. By increasing the current the cathode glow area expands at con­
stant current density until it covers the entire cathode area. Further 
current increase leads to a transition into abnormal glow with higher 
current densities. Transition of the abnormal glow into an arc occurs 
when the current density reaches a limiting value. This limiting current 
density is extremely sensitive to surface contamination and generally 
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increases with surface cleaning. * For clean Pd contacts in atmospheric 
air an average limiting current density of 30 amps/ cm2

, or about 6 times 
the normal glow current density, was obtained. This sudden transition 
from the low current density glow to the very high current density arc 
represents a high rate of change in the emission process. vVith con­
taminated contacts, this is probably due to the presence of low work 
function high emission spots on the cathode. These spots may be elimi­
nated by proper cleaning thus allowing glow discharge to be maintained 
at higher current densities. The observed glow-arc transitions for clean 
contacts, consistently occurring at about 30 amps/cm2 for Pd, may still 
be attributed to the formation of a surface film on the cathode through a 
cathode-atmosphere reaction. t 

Measurements have also indicated that under certain conditions, 
glow discharge cannot be obtained even at currents much below the 
limiting currents discussed above. It appears that there is a limiting rate 
of rise of current with time above "which glow discharge cannot be main­
tained. In Table IV, column 6, the initial rates of current rise are given. 
In all cases where the rate of current rise was greater than about 3 X 104 

amps/sec, lines 1, 2, 3 and 7, no glow was obtained. The experiment 
was repeated with two other cathode diameters of 0.2 and 0.05 cm. The 
limiting rates of rise obtained were approximately the same as given 
above, indicating that the limiting rate of current rise is independent of 
the cathode area. This seems reasonable since at the beginning of the 
transient the currents are very small and the emission area is only a 
very small fraction of the cathode area. No detailed explanation, how­
ever, can be furnished at this time as to why such a limit of the rate of 
current rise does exist. It is obvious, nevertheless, that while the rate of 
current rise can be increased without limit by manipulating the circuit 
parameters, the conduction mechanism in the contact gap, will, in gen­
eral,' have its own limitations as determined by the emission processes 
involved. 
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* With a contaminated cathode surface a transition into an arc may occur dur­
ing the normal glow period well before the current is high enough to allow normal 
glow to cover the entire cathode surface. This is particularly true with larger 
cathode areas which are usually hard to clean satisfactorily by the above pro­
cedure. 

t A recent unpublished study hy F. E. Haworth has shown that in the absence 
of the usual surface contaminants, glow discharge is capable of activating pal­
ladium and silver contacts through the formation of surface films. These surface 
reactions appear to be strongly dependent on the atmosphere. 



558 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1954 

BIBLIOGRAPHY 

1. A. M. Curtis, Contact Phenomena in Telephone Switching Circuits, B. S. T. J., 
19, p. 40, 1940. 

2. M. M. Atalla, Arcing of Electrical Contacts in Telephone Switching Circuits -
Part II, B. S. T. J., 32, pp. 1493-1506, Nov., 1953. 

3. G. H. Pearson, Phys., 32, pp. 1493-1506, Rev., 56, p. 471, 1939. 
4. L. H. Germer, Arcing of Electrical Contacts on Closure - Part I, J. Appl. 

Phys., 22, p. 955, 1951. 
5. M. M. Atalla, Arcing of Electrical Contacts in Telephone Switching Circuits -

Part I, B. S. T. J., 32, p. 1231, 1953. 
6. F. E. Haworth, Experiments on the Initiation of Electric Arcs, Phys. Rev., 

80, p. 223, 1950. 
7. F. L. Jones, Initiation of Discharges at Electrical Contacts, Proc. Inst. Elec­

trical Engineering I 124, 169, 1953. 
8. W. P. Dyke, J. K. TroIan, E. E. Martin, and J. P. Barbour, The Field Emis­

sion Initiated Vacuum Arc - I, Phys. Rev., 91, p. 1043, Hl53. 
9. W. W. Dolan, W. P. Dyke, and J. K. Trolan, The Field Emission Initiated 

Vacuum Arc - II, Phys. Rev., 91, p. 1054, 1953. 
10. J. J. Thomson and G. P. Thomson, Conduction of Elcctn·city Through Gases, 

Vol. 2, p. 487. 
11. H. S. Carslow, Introduction to the Mathematical Theory of the Conduction of 

Heat in Solids, 2nd Edition, p. 150, 1921. 
12. S. Dushman, Rev. Mod. Phys. 12, p. 381, 1930. 
13. F. E. Haworth, Electrode Reactions in Glow Discharge, Jl. Appl. Phys., 22, 

p. 606, 1951. 
14. L. H. Germer, Erosion of Electrical Contacts on Make, J. App!. Phys., 20, 

pp.1085-1109, 1949. 



Thicl(ness Measuremellt and Control 

the Manufacture of Polyethylene 

Cable Sheath 
By W. T. EPPLER 

(Manuscript received October 22, 1953) 

. 
In 

The manufacture of multiple sheath for Alpeth and Stalpeth cables re­
quires the application of a sheath of polyethylene over a sheath of corrugated 
metal which is flooded with a rubber asphaltic compound. For high quality 
and minimum cost, this outer sheath must be of uniform thickness throug h­
out its length. One of the problems in cable sheath manufacture is to maintain 
the concentricity and average thickness of the extruded polyethylene sheath 
to close limits during manufacture. This article reports on: (1) The applica­
tion of a capacitance sensitive bridge to the measurement of the eccentricity 
and average thickness of the sheath on cables moving at speeds of 20 to 100 
feet per minutej (2) The method of thickness calibrationj and (3) The use of 
the thickness measurements in maintaining the sheath concentricity and 
average thickness within close limits during the sheathing operation. 

HISTORY 

In the manufacture of multiple sheath for Alpeth and Stalpeth cables, 
an outer sheath of polyethylene is applied. It is desirable for'high quality 
and low cost to make this outer sheath of a uniform thickness throughout. 
The construction of these cables is shown in Fig. 1. In both designs, the 
outer sheath is polyethylene extruded onto a corrugated metal under­
sheath which has been flooded with a rubber asphaltic compound. 

The extrusion art had been unable to obtain a high degree of control, 
primarily because measurements of the thickness could not be obtained 
until after the sheath was applied to the cable core. Eccentric sheath 
must have a greater average thickness than concentric sheath, if the 
thickness of the thin side is not to fall below a required minimum thick­
ness. 

The symmetrical design of a typical core tube and die for sheathing is 
shown in Fig. 2. Concentric set-up of these extrusion tools around the 
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cable core will not produce concentric extruded sheath. This is caused 
by an unbalance in the plastic flow in the extruder. The flow makes a 
ninety degree turn from the extruder cylinder into the die head, and to 
reach the far side of the die, must flow around the core tube. The flow 
resistance also varies with changes in the temperature of the plastic and 
of the extruder screw speed. 

The core tube is fixed in position in the extruder head. The die is 
located around the core tube and can be moved in any direction eccentric 
to it. Fig. 3 shows a core tube and die mounted in the extruder head and 
indicates the location of the four die adjusting screws by which move­
ment of the die in relation to the fixed core tube is accomplished. The 
die must be located at some one eccentric position in relation to the core 
tube to compensate for the differences in flow resistances in the head. 

To set the die for concentric sheath and to adjust for specified thick­
ness the prevailing practice of the cable art of measuring the wall thick­
ness of a sample taken from the lead or finish ends of the sheathed cable 
was of necessity resorted to because it was the best technique available. 
The cutting of a ring of sheath and the micrometer gage are shown in 
Fig. 4. These end samples only approximate sheath conditions because 

~------ CONDUCTORS ------... 

~------ CORE WRAP ------... 

~---- ALUMINUM SHEATH ----... 

SOLDERED STEEL SHEATH ---->-

---- SEAM CEMENT 

~--- FLOODING COMPOUND ---~ 

ALPETH DESIGN STALPETH DESIGN 

Fig. 1 - (Left) Telephone exchange cable of Alpeth design; (right) Stalpeth 
design. 
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Fig. 2 - Typical core tube and die. 

they are only short pieces to represent cables up to a few thousands of 
feet in length. 

Sheath eccentricity is expressed as a percentage and is the difference 
between the thicknesses, of the thickest and the thinnest sides of a cross 
section, in relation to the specified wall thickness expressed in mils. 
Control from end sampling resulted in most cables having eccentricities 
of 30 per cent to 60 per cent. Also, it was difficult to keep the average 
thickness to within ±0.010 inch of the specified average thickness. 

The need for a better gaging method than end sampling, led to an 
investigation of determining the wall thickness in terms of the capaci­
tance that would be formed by the metal undersheath and a probe sliding 
on the sheath surface. 

A test set as shown in Fig. 5 was developed which responds to changes 
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Fig. 3 - Core tube and die assembled in extruder head and die adjusting 
screws. 

in capacitance. The capacitance response is in turn calibrated in thou­
sandths of an inch of sheath thickness. The electronic system of the set 
has been described in the Bell System Technical Journal previously. * It 
is practical from test set measurements to control the concentricity of 
Alpeth cable to within 35 per cent and Stalpeth to within 20 per cent. 
Average thicknesses within ±0.005 inch are maintained. 

Formerly, the safe practice was to use an excess of approximately 10 
per cent over specified average in order to keep the thin side of eccentric 
sheath within the minimum spot limit. Control from test set measure­
ments eliminated the necessity of using an excess of polyethylene because 
sheath of improved concentricity maintained close to the specified av­
erage thickness does not vary below the specified minimum spot thick­
ness. The quality of the sheath is improved because it is of consistently 
high dimensional uniformity not previously obtainable. Also, concentric 
sheath has better flexing characteristics since eccentric sheath concen­
trates the stresses of flexing in the thin side. 

* Continuous Incremental Thickness Measurements of Non-Conductive Cable 
Sheath, B. M. Wojciechowski, B.S.T.J., 33, pp. 353-368, Mar., 1954. 
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Fig. 4 - (Left) Removing test strip from end of cable; (right) performing 
micrometer measurements on test strip. 

CALIBRATION OF THE TEST SET FOR SHEATH THICKNESS l\IEASUREMENTS 

Calibration of capacitance into thickness was difficult because the 
capacitance is not a simple function of polyethylene thickness. It de­
pends also on the curvature of the sheath surface, the size and shape of 
the probe, the amount of flooding and the height and shape of the cor­
rugated metal. For a given probe, it depends chiefly on the thickness, 
the flooding and the sheath curvature. The flooding sometimes varies 
from a thin film to an excess that overfills the corrugations. The surface 
curvature is not uniform because the soldering of the metal overlap of 
Stalpeth cable generally produces a flattened sector and the capstan at 
the soldering operation results in an elliptical shape. Changes in the sur­
face curvature and in the amount of flooding can be compensating or 
cumulative in varying the capacitance. 

To determine whether a correlation between jacket thickness and 
capacitance existed, extensive spot checks for three sizes of cable were 
made. Marked points on cable were measured for capacitance and then 
with a micrometer. A slight error can exist because the micrometer 
measurement is only one spot in the center of an area which is effective 
to capacitance. This condition is shown by Fig. 6. Also, it is difficult to 
determine accurately the surface curvature associated with the capaci­
tance measurement. 

The relation of thickness to capacitance conditions in the samples is 
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Fig. 5 - Capacitance test set and unit for tracking probes on cable surface. 

shown by Fig. 7. The sheath thickness is specified as the distance be­
tween the outside surface of the sheath to the bottom of the corrugations 
formed into the polyethylene by the crests of the corregated metal 
sheath, as indicated by dimension T. The top sketch shows the normal 
amount of flood. The capacitance will be different in each of the three 
conditions of equal thickness shown. With excess flood, center sketch, 
the distance between plates is increased and the capacitance is decreased. 
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Fig. 6 - Thickness measured by direct calibration; spot by micrometer; 
area by capacitance. 
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Fig. 7 - Equal thicknesses, different capacitances. 
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Insufficient flood, bottom sketch, alters the dielectric from polyethylene 
plus some flood, to all polyethylene. The capacitance is decreased. 

A typical plot of points and a calibration curve are shown in Fig. 8. 
Each of the three cable sizes measured revealed a wide band of plot 
points. In each curve the points were more dense toward the left side of 
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Fig. 8 - Measured points of sheath thickness versus recorder readings and 
developed calibration curve. 
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the band, becoming progressively less to the right across the band. The 
majority of points to the extreme right were found to be cases of excess 
flood. Many of the points, near the extreme right had insufficient flood­
ing. Points close to the curve had the flood just filling the corrugation 
valleys. Other points consist of various other amounts of flood and/or 
are the result of deviation from correct surface curvature. 
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Fig. 8 also shows that the greatest percentage of points are within a 
thickness range of approximately 0.010 inch. In moving downward from 
maximum thickness the concentration of measured thicknesses increases 
rapidly over approximately 0.003 inch and then becomes progressively 
less covering an additional 0.010 inch. The calibration curve was placed 
at about the location of maximum point concentration. By averaging the 
thickness indications along a short length of the cable, a measurement 
adjusted for the occasional extremes in flooding and surface variations 
is obtained. The accuracy for practical use is therefore within limits of 
±0.005 inch from the mean. 

Investigation was also made of flat samples of Polyethylene placed 
upon a flat metal plate. Flat samples eliminate the variables introduced 
by the cable surface curvature, the corrugated metal undersheath and 
the flooding material. A plot of capacitance against thickness for flat 
samples is shown in Fig. 9. Each point represents an individual molded 
flat sample. The majority of points are within ±0.003 inch of the curve. 

The measurement of sufficient points to obtain curves for the many 
cable diameters would involve an impractical amount of work. 

The calibration curves for the three cable sizes and the curve for flat 
samples drawn to the same capacitance versus thickness scale have simi­
lar form, but are displaced one from the other. The displacement of the 
calibration curves for cables of core diameters of 1.39 to 2.38 inches is 
shown by Fig. 10. The displacement is approximately 1 meter division 
for a diameter change of 0.1 inch. 

Calibration curves for other cable diameters than the three measured 
were obtained by an approximation formula based on measuring a few 
pointfl from each sheath diameter to determine the displacements and 
slopes and multiplying the flat sample curve values by the displacement 
and slope correction factors. 

The curve for flat samples and the curve for 2.38 inch diameter cable 
plotted to the same scales is shown in Fig. 11. The two curves are suffi­
ciently alike so that by multiplying the flat sample curve thickness values 
by a constant (J{l) obtained from the ratio of the cable sheath thickness 
to the flat sample thickness at zero recorder scale, the amount of curva­
ture of the resultant curve and the measured sheath curve are essentially 
the same, and they have the same thicknes'3 and capacitance values at 
zero recorder reading. A multiplier (J{2) can then be added to adjust the 
slope of the percentage curve to make it practically coincide with the 
sheath thickness curve. Actually, there is a slight difference between the 
curvature of the flat sample curve and those of cable sheath. The amount 
of curvature increases as the cable diameter decreases. 
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Fig. 11 - Adjustment of flat sample direct calibration to obtain calibration of 
2.38-inch diameter cable sheath. 

The result is the following approximation formula, from which the 
thickness calibration can be calculated within 0.001 inch with the error 
negligible over most of the working range. 

where T 

T = TFR~d{2 

Thickness in thousandth's of an inch of polyethylene cable 
sheath. 



POLYETHYLENE CABLE SHEATH THICKNESS 571 

T p = Thickness fo flat polyethylene sample at same recorder 
meter reading as for T. 

I{l = Ratio of actual cable sheath thickness to flat sample thick­
ness at zero meter reading. 

I{2 = Constant to change slope of T pI{l curve. 

For + meter readings [(2 = T(at+35meter) - To 
TpI{1(at+~5mctcr) - To 

For - meter readings [(2 = TCat-35meter) - To 
T pI{1(at-35mctcr) - To 

To = Thickness in thousandth's of an inch of cable sheath at 
zero meter reading. 

The [{I factor accounts for the dimensional differences between the 
capacitor formed by a flat thickness of polyethylene on a flat plate com­
pared to the actual capacitor construction of cable at zero meter. Both 
have the same capacitance of 1.20 uuF at zero meter reading. I{2 ac­
counts for changes resulting from the curved surfaces of cable. I{l and I{2 

are different for each cable diameter. 
Since zero meter is used as a reference point, the formula becomes: 

T = (TpI{] - To) I{2 + To 

ACCURACY CHECK UNDER OPERAT ING CONDITIONS 

A check* was made of the accuracy of calibration and of the response 
under operating conditions of applying the sheath to the cable. The 
upper graph in Fig. 12 was obtained with the test set probe tracking at 
a cable sheathing speed of 50 feet per minute. The probe was shifted to 
different octant locations on the circumference for lengths of the cable 
as indicated on the graphs. The track of the probe was marked on the 
sheath surface and the sheath then removed, cleaned of flooding com­
pound and the micrometer measurements of the thickness taken at 
six-inch intervals along the length. The lower graph is a plot of the thick­
ness obtained by micrometer. The ability of the test equipment to track 
and respond to the thickness variations is apparent from comparison of 
the two graphs. 

APPLICATION OF TEST EQUIPMENT FOR EXTRUSION CONTROL 

The test set is placed at some distance after the extruder to prevent 
the probe from marking the plastic polyethylene. The machinery of the 

* Test and measurements by courtesy of J. L. O'Toole, Bell Telephone Lab­
oratories. 
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sheathing line is diagrammed in Fig. 13. At the top left is the supply reel 
of metal jacketed cable. The cable is pulled through the flood tank where 
the hot rubber asphaltic compound is flowed over the corrugated metal 
sheath. It then progresses through the die head of the extruder where 
the polyethylene sheath is extruded over the flooded metal sheath. The 
cable with plastic polyethylene then enters the cooling trough where it is 
cooled and solidified. At the exit of the cooling trough is an air blower 
for drying the water from the sheath surface. The test set is located after 
the dryer. The next unit is the capstan which pulls the cable. At the final 
unit to the right, the sheathed cable is taken up on the shipping reel. 

A typical recorder graph taken along 360 feet of cable length with the 
sensing probe held at one location on the sheath circumference is shown 
in Fig. 14. vVith apparently stable conditions of extrusion the spot thick­
ness indications will vary as much as plus or minus 0.010 inch while the 
lengthwise average remains stable as shown in Fig. 14. These fluctuations 
are sheath thickness variations which result from the complex interaction 
of the many sheathing line variables, but they may be increased or de­
creased by response to uneven flooding distribution and/or variations 
in surface curvature. However, it is practical to visually average this 
graph to within ±0.001 inch. 

For die adjustment, thickness measurements are obtained visually by 
estimating the average of the fluctuations of the recorder's visual indica­
tor. Measurements are taken at quadrant locations corresponding to the 
locations of the four die adjusting screws. Opposite thicknesses give the 
amount of eccentricity. Die adjustments can be made accurately because 
the amount of eccentricity is known and the amount of die movement is 
governed by the adjusting screw pitch. 

Adjustment to specified average sheath thickness is made by averaging 
measurements at eight positions equally spaced around the sheath. In­
creasing the speed of the cable in relation to the speed of extrusion in­
creases the stretch of the polyethylene and decreases the average 
thickness. Decreasing the cable speed increases the average thickness. 

APPLICATION OF TEST EQUIPMENT FOR SHEATH INSPECTION 

The thickness test provides an accurate gage for the inspection organi­
zation to measure compliance of the sheath to specified requirements. 
Inspection possibilities with the thickness test set are many and the 
problem becomes one of an economic procedure that will assure the re­
quired quality. Continuous recording of the entire cable length is prac­
tical but is unnecessary from a manufacturing viewpoint. Recorder chart 
speed is one half inch per minute and cable speeds are from 20 to 100 
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Fig. 14 - Recorder graph of single octant variation and thickness scale in 
thousandths of an inch. 

feet per minute. It was found that the fluctuations or variation peaks of 
one line along the cable length could be averaged from chart lengths of 
74: inch. Also that by taking measurements consecutively by octants 
around the circumference a practical measure of the entire circumference 
is obtained and is sufficient coverage to locate the minimum wall thick­
ness. The graphs of Fig. 15 show typical inspection recordings of two 
cable lengths. 

Four thicknesses are specified for inspecting sheath, all of which are 
obtained from a graph of the consecutively recorded octants. These 
checks are: 

1. The minimum spot thickness. 
2. The average thickness lengthwise along the thinnest side. (Average 

of minimum octant.) 
3. The average cross sectional thickness. (Average of octant averages). 
4. The maximum difference between the lengthwise average of the 

thickest side (average of maximum octant) and the lengthwise 
average of the thinnest side (average of minimum octant). 
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Fig. 15 - Inspection graphs of two reel lengths - octant graphs with esti­
mated octant averages - calculation of average thickness and eccentricity; 
location of specified thickness and actual thickness, in thousandths of an inch. 
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The location of the four major thickness limits have been indicated 
below the test graphs; 

CONCLUSIONS 

This test equipment has proved to be a practical means for the control 
of the concentricity and the average thickness of the polyethylene sheath 
on Alpeth and Stalpeth cables. It is accurate, reliable and of rigid con­
struction suitable for continuous shop use. It measures the sheath wall 
thickness directly in thousandths of an inch both visually and as a re­
corded graph and does so non-destructively as the sheath is applied. 

Concentricity is maintained within 35 per cent on Alpeth and within 
20 per cent on Stalpeth cable. Average thickness is controlled to within 
±0.005 inch of specified average thickness by the practice of visually 
averaging graphs of about twenty-five feet of cable length. 

Polyethylene is conserved in two ways which reduce manufacturing 
costs. First, improved control permits operating at specified average 
thickness without varying below minimum spot limit. Previously, an 
excess over specified average thickness was necessary to prevent the 
wider range of variation from going below the specified minimum spot 
thickness. Second, the sheath is of consistently uniform dimensional 
quality not previously obtainable which made it practical to reduce the 
average wall thickness 11 per cent below previously specified thickness. 

ACKNOWLEDGMENT 

The writer wishes to express his appreciation of the co-operation of 
B. ]\11. \Vojciechowski of the Western Electric Company, who designed 
the capacitance test set and of Bell Telephone Laboratories cable en­
gineers, in establishing the sheath requirements and for their encourage­
ment in this project. 





Topics in Guided-Wave Propagation 
Through Gyrolllagnetic Media 

Part I - The Completely Filled Cylindrical Guide 

By H. SUHL and L. R. WALKER 

(Manuscript received January 26, 1(54) 

The characteristic equation for the propagation constants of waves in a 
filled circular guide of arbitrary radius is written in terms of magnetizing 
field and a carrier density, which are shown essentially to determine the 
dielectric and permeability tensors for a gas discharge plasma and for a 
fertite. The complex structure of the spectrum of propagation constants and 
its dependence upon radius and the two parameters are analyzed by a semi­
graphical method, supplemented by exact formulae in special regions. Thus 
the course of individual modes may be charted with fair accuracy. 

1. INTRODUCTION 

Any material medium which propagates electromagnetic disturbances 
possesses a local electric or magnetic structure and it is just the motion of 
the electric or magnetic carriers under the fields of the disturbance that 
determines how the propagation takes place. If a dc magnetic field be 
applied to the medium one may expect the local response to be altered 
and, consequently, to find changes in the character of the propagation. 
Gyromagnetic media are those for which such changes are sufficiently 
large to be experimentally significant. For plane waves and for optical 
frequencies the experimental effects and their explanation have been 
familiar for a great many years. The non-reciprocal rotation of the plane 
of polarization of light travelling parallel or· antiparallel to an applied dc 
magnetic field, which is known as the Faraday effect, is such a phenom­
enon. So also is the fact that the medium becomes doubly refracting for 
arbitrary directions of propagation. 

Interest in gyromagnetic media at longer wavelengths first arose in 
connection with radio propagation in the ionosphere. The ionosphere is 
essentially an ionic cloud and the earth supplies a magnetic field, which, 
for the charge densities involved, is sufficient to produce a large effect 
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upon propagation. Here, as in the earlier optical cases, the disturbances 
considered are essentially plane waves. In recent years, ,,,ith the ex­
tensive development of microwave techniques, two gyromagnetic media 
have been investigated using guided waves. One of these is the gas dis­
charge plasma, an ionic medium like the ionosphere, in which, ho\\'ever, 
the charge density may be varied over wide ranges in a controllable 
manner. The magnitude of the effects observed in such ionic media are 
governed by the relation of the applied frequency to the cyclotron fre­
quency of the ions in the dc magnetic field. Goldstein and his associates! 
have studied the propagation of waves in a cylindrical waveguide within 
which a discharge is supported and to which a longitudinal magnetic 
field is applied. Among many effects which they have observed is a 
large Faraday rotation. 

The other medium being actively investigated is the low-loss ferro­
magnetic medium, as exemplified by the ferrites. In this case the pe­
culiarities of the medium have their origin in the precession of the 
magnetization of the ferrite about the applied field. This precession 
takes place with a frequency dependent upon the applied field strength 
and large changes in the nature of the propagation occur when the fre­
quency of the rJ. applied field approaches this. Polder2 worked out the 
effective properties of such a medium for plane waves and Hogan3 has 
mq,de various experimental studies of the propagation in cylindrical 
guides containing ferrite. Here, again, Faraday rotation and other 
non-reciprocal effects have been observed. 

In this paper a variety of topics associated with the theory of guided 
waves in gyromagnetic media is considered, with the main emphasis laid 
on the ferrites. The exposition does not attempt to be systematic. Very 
few problems in this field admit of a thorough analytic treatment and, 
frequently, the more closely allied they are to the practical uses of ferrites 
in microwave devices the more fragmentary is the analysis. On the other 
hand since the problems can always be formulated it is always possible' 
in specific cases to resort to a purely numerical solution. The problems 
considered here all arise in the effort to analyze the operation of various 
devices and different idealizations are utilized in particular cases. 

In Part I the general properties of gyromagnetic media are discussed 
and the connection between the phenomenological constants of the 
medium and the underlying molecular model is derived for the ferrite 
and for the plasma. The assumptions necessary to render the ferrite 
problem tractable are discussed at some length. Maxwell's equations are 
written down for a general gyromagnetic medium and some of the salient 
features of their solution are noted. The propagation of circularly po-



GUIDED-WAVE PROPAGATION THROUGH GYROMAGNETIC MEDIA 581 

larized "waves in circularly cylindrical guide filled with ferrite or plasma 
is then considered. The characteristic equation connecting frequency 
and propagation constant is first derived. For the purpose of obtaining 
results which can be compared with experiment, a specific molecular 
model is chosen for the ferrite. In this way the ferrite itself is specified by 
a single parameter, its saturation magnetization, and its state by an­
other, namely the applied field. The object of the calculation, then, is 
to find, for a given ferrite and a given guide radius, the mode spectrum 
of the wave guide and the variation of propagation constant with mag­
netic field. This is done by a semi-graphical method supplemented by 
exact analytic formulae in the neighborhood of certain critical points, 
series expansions in certain regions and some numerical computations 
in others. A sketch of a similar procedure applicable to the plasma is 
given. 

It should be pointed out that the filled cylindrical waveguide is not a 
topic of the highest importance from the technical standpoint. It is for 
this reason that no effort is made here to obtain a comprehensive body 
of exact numerical information about the modes. One wishes, on the 
other hand, to exploit the simplifying features of the problem (as con­
trasted with the more useful case of a cylinder of ferrite not filling the 
guide) so that the discussion may be exhaustive, in the sense that the 
complete mode spectrum is exhibited. 

In Part II we deal with cases of transverse magnetization. By that 
term we mean the following: the microwave fields propagate in a direc­
tion normal to the dc magnetization and they do not vary along the 
magnetization direction. They may then be separated into two inde­
pendent sets of field components, of which only one explicitly depends 
on the dc magnetizing field. For these two fields wave impedances are 
defined which can be used for matching purposes. A few simple examples 
are then given. One special case, that of the "non-reciprocal helix" utiliz­
ing ferrite, is of importance in traveling-wave tube work and is discussed 
at length.7 The slow-wave propagation along both a cylindrical and a 
"plane" helix are treated; magnetic loss is analyzed in some detail for 
the plane case, and general rules are given for its approximate deter­
mination in the cylindrical case. 

In Part III perturbation theory and some miscellaneous topics are 
taken up. Suitable perturbation methods are developed for cases in 
which the wave guide fields are drastically modified over small volumes 
(as occurs if thin pencils or thin discs are inserted) and also for situations 
in which the local properties of the medium are but slightly disturbed 
over finite volumes. Among the miscellaneous topics dicusssed is the 
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propagation between infinite parallel planes filled ,yith ferrite in a longi­
tudinal magnetic field. The effect upon Faraday rotation of multiple 
reflections is considered. 

2. THE PHYSICAL PROPERTIES 

The propagation of electromagnetic waves in a medium is governed 
by Maxwell's equations which connect the space variations of Jj) and ll, 
the electric and magnetic intensities with the time variations of 1) and 11, 
the electric displacement and magnetic induction. To characterize the 
particular medium relations may be given of the form [) = II E II Jj) and 
11 = II J.I. Illl where II E II and II J.I. II are the dielectric and permeability ten­
SOl'S. For disturbances whose amplitude is in some appropriate sense 
small, the elements of these tensors will be independent of rf ampli­
tude, but will depend upon the dc state of the medium, upon the fre­
quency of the signal and in unfavorable cases upon the wavelength of 
the latter. With the assumptions made in this paper the dependence 
upon wavelength will not arise. 

The form of II E II and II Jl II may be known experimentally or it may be 
deduced from some molecular model of the medium. If the equations of 
motion of the parts of the medium are known under applied electric and 
magnetic fields, the displacement and magnetic induction resulting from 
this motion may be found explicitly. In isotropic media and in the ab­
sence of applied dc fields, each component of the displacement or of 
induction depends in the same way upon the associated component of 
Jj) or ll. The tensors then become diagonal with equal elements. The ap­
plication of a dc magnetic field, say in the z-direction, causes ions to circle 
about this field or magnetic dipoles to precess about it. It follows that a 
rf electric field in the ionic case or magnetic field in the ferrite, normal to 
the dc magnetic field, will produce a component of motion at right angles 
to itself and in time quadrature with it. From symmetry and from the 
equations of motion in a magnetic field the tensors may be expected to 
be now of the form 

a !- jb 0 
jb a 0 (1) 
o 0 c 

where a is an even function of magnetic field and b an odd function. c, in 
general, will be independent of the magnetic field. 

That a and b at a given frequency and for a given sample of the medium 
are not independent but are related through the magnetizing dc field, H o, 
is a fact of which we need not take cognizance when solving Maxwell's 
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equations subject to the appropriate boundary conditions. Their solution 
will determine the propagation constant {3 of a wave as a function of a 
and b, no matter what their interrelation. On the other hand, in a given 
experiment {3 is generally determined as a function of one parameter 
only: the magnetizing field Ho . Comparison of the family of calculated 
results {3 = (3(a, b), with the results {3 = (3(Ho), found experimentally 
will, of course, determine a and b as functions of Ho . 

If, however, we have a prior knowledge of a and b in terms of H o , 
either through postulating the correct dynamical model for the medium, 
or through independent experiments, we can utilize the functional form 
of a and b in our analysis of {3, and thus arrive directly at {3 as a function 
of Ho. The distinction between the two methods is by no means aca­
demic; early introduction of such a functional form of a and b into the 
waveguide problem actually simplifies the analysis. Aside from this prag­
matic consideration the latter method seems to us more appropriate for 
another reason: it is hardly the task of analysis of technical devices to 
check on the physical theories that give a and b as functions of Ho ; such 
checks are made by experiments specifically designed· to avoid the ana­
lytic complexities attending the solutions for most of the technically 
important structures. 

Accordingly we adopt the more direct approach of expressing a and b 
in terms of Ho (and, of course, in terms of the magnetic or electric carrier 
density of a given sample) throughout these papers, even in those few 
cases in ·which f3 can be expressed analytically as a function of a and b. 

2.1 F errites 

Most ferrites used in microwave applications are fully saturated in dc 
magnetic fields that are small compared with the dc field with which they 
are biased in operation. We shall therefore always postulate a fully 
saturated sample. Accordingly the magnetization vector M at a point in 
the sample will always be of constant magnitude, although its orienta­
tion will change in the ac field. 

One equation of motion for M that takes this into account is 

d]J1 'Ya 
(It = 'Y[M X liT] - I M I [M X [M X liT]] (2) 

where H T is a total effective magnetic field seen by the spins that make 
up M, t is the time and 'Y is the gyromagnetic ratio appropriate to elec­
tron spins, whose g-factor is close to 2. The expression on the right hand 
side of (2) is in the nature of a torque; the force on M is always at right 
angles to M, thus leaving its magnitude unchanged. The first term on 
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the right of (2) is quite well substantiated by quantum mechanical con­
siderations. It is a vector normal to 111 and to the force H T and is re­
sponsible for the precession. The second term is also a vector normal to 
M, but is in the plane of j}f and H in a sense such as to reduce the angle of 
the precession. It thus represents a damping. Not much is known about 
the precise mechanism of the damping, so that its phenomenological 
representation by the second term of (2) is still in doubt. 

H T , the total field acting on the electron spins, is made up of terms 
not all of which are of electromagnetic origin. It consists of the dc field 
Ho within the sample, the ac field H, the anisotropy field, and the field 
ascribed to the quantum mechanical exchange forces between spins. 

llo in the sample must be calculated from the applied dc field Hext by 
a purely magnetostatic calculation, which, in the case of sufficiently 
simple shapes, can be carried out with the help of the appropriate de­
magnetizing factors. Throughout this paper it is assumed that this 
problem has been solved, so that Ho is given. Furthermore it is assumed 
that llcxt and llo are uniform. Boundary effects due to non-uniformities 
of Hoare neglected. 

The microwave field H in the sample is one of the unknowns of the 
problem of propagation, and will appear in the solution of Maxwell's 
equations subject to the appropriate boundary conditions. 

The anisotropy field, a property of a single crystal of ferrite, arises 
from the fact that through the medium of spin-orbit interaction, the 
electron spins can "see" the orbital wave-functions. Since these have the 
symmetry properties of the crystal, it is to be expected that the aniso­
tropy field will be a vector function of J}f, with the symmetry properties 
of the crystal. The samples of ferrite used in practice contain a great 
many small crystals randomly oriented, so that the net effect of the 
anisotropy field on microwave propagation must be obtained by means 
of an averaging procedure. The integrations involved are laborious and 
have not been carried out so far. We shall therefore neglect anisotropy 
altogether. Since anisotropy fields are usually of the order of a few 
hundred gauss, this will put our results in error below frequencies of 
about 3,000 mc/sec. (Corresponding to a precession frequency of "tHo '= 

3,000 mc/sec., Ho is about 1,100 gauss.) 
The field between two spins ascribable to exchange forces will be zero 

when the two are parallel, and thus arises out of differences of spin ori­
entation (that is, differences of M) from place to place. In fact, analysis 
shows that this magnetic field is proportional to \1 2M for cubic crystals. 
Thus equation (2) really involves position coordinates as well as time. 
Hence the ac part ??1- of M at a point will depend not only on the ac field 
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H at that point, but on values of H throughout the volume of the sample. 
Therefore 13, which is J.I.oH + ?!J-, will likewise be a functional of Hover 
the whole sample. Fortunately it turns out that the spatial variation of 
H in a microwave structure is so much slower than that characteristic of 
the "spin waves" to which \/2111 gives rise that this effect is quite negli­
gible at microwave frequencies. Only in the most immediate vicinity of 
gyromagnetic resonance could such effects become significant. 

Thus, we shall regard H T simply as the sum of the dc and ac magnetic 
fields, Ho + H, and correspondingly ilI as the sum of the dc magnetiza­
tion (directed along Ho in a saturated sample when anisotropy is neg­
lected) plus an ac part m. Equation (2) must now be solved for m in 
terms of lJ. It is a non-linear equation, whose solution m will depend on 
H non-linearly, as will 13. Even if m could be determined in this way, 
Maxwell's equations would become non-linear, and hope of their solu­
tion remote. It is therefore necessary, and in the great majority of ap­
plications also quite sufficient, to assume that the ac quantities in (2) 
are so small that their products can be neglected and only linear terms 
taken into account. The terms m and lJ may now be assumed to vary 
as exp jwt. 

Under these circumstances, (2) becomes 

d?!1 
at 'Y([1E X Hol + LMo X HD 

O:'Y - I ]JI
o 
I ([ilIo X [?!1 X Holl + [Mo X [Mo X lJlD, 

and is easily solved for 1E in terms of lJ, and of the dc quantities Ho , Mo 
which we shall assume to point in the z-direction. Each of the components 
mz , my is a linear function of both Hz and Hy and when they are sub­
stituted in the components of the equation lJ = J.I.olJ + ?:!!::., lead to ex­
pressions of the form (1) for lJ in terms of lJ: 

and (3) 

It is convenient to introduce two auxiliary quantities 

u= I 'Y I Ho • , I 'Y I ]JIo 
p= 

w J.I.ow 
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and in terms of these one obtains the relations first derived by Polder: 

}L 

}Lo 

1 + 0"(1 + ci) + ja sgn p 
p 0"2(1 + (2) - 1 + 2jaO" sgn p' 

K - P 
Jlo 0"2(1 + (2) - 1 + 2jaO" sgn p' 

where the function 

sgn p +1 
-1 

and 

(4) 

p>O 

p<O 

1 
0" is the ratio of the natural precession frequency 271" 1 'Y 1 H 0 to the 

signal frequency. p is the ratio of a frequency 2~ I'Y 11l10/ Jlo , associated 

with the saturation magnetization Mo , to the signal frequency. Note 
that 0" and p always have similar signs: if Ho is reversed, so is the satura­
tion magnetization. Equations (4) are true only for a fully saturated 
sample. Therefore they hold good only for values of 0" greater than the 
very small value corresponding to the amount of Ho required to saturate 
the sample. In practice that value of IIo is generally so sman that this 
restriction is trivial. In the text a number of formulae will appear 
which apply "near 0" = 0". These are to be understood as applying near 
the very small value of 0" that corresponds to saturation. 

Equation (4) has an interesting implication with regard to the loss 
parameter a. If a were zero, we would have 

}L = 1 
pO" 

and 
Jlo 1 - 0"2' 

(5) 
K P 
Jlo 1 - 0"2' 

and these equations describe the loss-free case. If in equations (5), 0" is 
replaced by (0" + ja sgn p), the resulting expressions check (4) to order a. 
For small a, it follows that any propagation problem need be considered 
for the loss-free case (5) only.* The first order change due to loss in any 
formula so obtained can be deduced by differentiation of the formula 

* A form of the damping term in Equat.ion (2), no less justified experimentally 

• a ( dM) h h· " h than the one used above, IS - I M I M X d~ . W en t IS expreSSIOn IS used t e 

permeabilities are exactly functions of the variable, u + ja sgn p. 
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with respect to a', and multiplication by ja sgn p. Of course this procedure 
is invalid close to resonance (a' = 1), when terms in a 2 play an important 
part. Equations (5), which will hereafter be called the Polder equations, 
are plotted in Fig. 1. The quantity 

K P 
PH = ~ = 1 "..2 

I"" - pa' - v 

is shown in Fig. l(c). It occurs in the waveguide theory, and also in the 
theory of other microwave circuits considered later on. The ratio p,/ P,o = 
p,/p,;: will be denoted by PH. At a fixed p, J.L/p,o decreases from unity at 
a' = 0, through zero at a' = -p/2 + V p2/4 + 1 to - 00 at a' = 1 - 0, 
and then from + r:IJ at a' = 1 + ° steadily down to unity at a' = 00. K/ P,o 

increases from p at a' = ° to + 00 at a' = 1 - 0, and then again from 
- 00 at a' = 1 + ° to zero at a' = 00. 

It has already been mentioned that the anisotropy fields are of the 
order of a few hundred gauss. For most ferrites the saturation magnetiza-
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tion is about 1,000 gauss. It will therefore be consistent with the neglect 
of anisotropy to assume that the applied frequency is such that p is less 
than unity and this will be done hereafter. 

2.2 Ion clouds or plasmas 

Since these are considered in much less detail in these papers, their 
physical properties are stated only briefly here. 

Instead of a tensor relationship between 13 and, H we now have one 
between the displacement vector [) and the electric field E. If the mag­
netizing field is along the z axis, we have 

Dx = EEx - jrJEy , 

Dy = jrJEx + EEy , and 

Dz = EzEz . 

(6) 

If the medium consists of equal densities R of positive ions and elec­
trons, and if collisions and thermal velocities are neglected, E and rJ can 
be calculated for weak ac disturbances Ee iwt from the equation of motion 

v = !.- Ee Jwt + 'Yfv X H], - m -

where 32 is the velocity vector of the electron and'Y = ep,o/m, in the usual 
notation. When this equation is solved and the abbreviations 

Wo = I 'Y I IIo; 
W 

0" = -; 
Wo 

Re2 

Wp = -
mEo 

are introduced, one obtains, from the fact that the total current IS 

jWEoE + R1J.., the heavy ions being assumed stationary, 

• = ·0 (
1 + .. ~ 1)' 

2 
qO" d 

17 = EO -2--1 ' an 
(J -

Ez = Eo(1 - q2), 

(7) 

where EO is the dielectric constant of vacuum. The waveguide theory will 
involve the parameters 

(8) 



GUIDED-WAVE PROPAGATION 'rHROUGH GYROl\IAGNETIC l\IEDIA 589 

These results apply to stationary plasmas only. If the plasma were 
an electron stream moving along the wave-propagation direction, for 
example, the dielectric constants would depend on wavelength also, and 
the propagation problem would be much more involved. 

The variations of E and 1] with ff are shown in Fig. 2. E/ EO for a given q2 
starts at ff = 0, E = EO (1 - q2), decreases through zero at ff = VI - q2 
to - 00 at ff = 1 - 0, starts again from + 00 at (J '= 1 + 0, and de­
creases to EO at ff = 00. 1] = ° when ff = 0, decreases to - 00 at ff = 1 - ° 
and then decreases from + 00 at 1 + ° to zero at ff = 00. 

We note that similar formulae apply to the electron-gas in semicon­
ductors at temperatures sufficiently low and frequencies sufficiently high 
so that damping is not important. However, the formulae have to be 
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generalized in some of those cases to take into account the existence of 
groups of electrons with different "effective masses" m. 

3. THE SOLUTION OF MAXWELL'S EQUATIONS 

Maxwell's equations will now be solved in a cylindrical waveguide 
filled with a hypothetical medium which contains the ferrite and the 
plasma as a special case. It will be supposed therefore that both its per­
meability and dielectric constant are tensors of the form previously 
considered. 

3.1 Field components 

The following notation will be found convenient. The projection of a 
vector A upon the plane normal to the z-axis will be written At. If the 
components of A t are a, (3 then an associated vector having components 
((3, -a) is devoted by At*. A similar notation is used for differential 
operators. Thus, if \1 denotes (a/ax, a/ay), \1* denotes (ajay, - a/ax)t. 
Denoting scalar products by a dot, the following identities are eVIdent 

Ae*·At* = At·At ; (At*)* = -At; At·Ae* = 0; 

4t·Bt* = -Ae*·Bt; 
and 

At·13 t* = z-component of [A X Bl. 
Also if l~ is a unit vector along the positive z-axis, If X A = - At*. 
Similar relations hold for differential operators. If one denotes the star­
ring operation by the symbol P then clearly 

p2 = -1; p-1 = -P; 

where a is a number. 

1 
P+a 

1 
1 + a2 (a - P), 

Maxwell's equations may now be written, for that case in which the 
dependence of any component upon t and z is of the form ei(wt-Pz" in the 
form: 

\1*Hz + j(3lJe* = jW€fj)t + w'YlEt*, 

\1 ·lJ t* = jw€zEz , 

\1*Ez + j(3Et* = -jWJ1.lJt - WKlJt*, and 

\1·Et* = -jwJ1.zHz, 

where use is made of equations (3) and (6). 

(9) 

t The operator \1* is called "flux" by Schelkunoff. Strictly, one should write 
\1 t and \1 t*, rather than \1 and \1 *, but this is needlessly cumbersome. 
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It is desirable to remove scale factors as far as possible. A unit of 
length given by 

1 1 

{30 ~V J.Lz€z 

will be used to measure lengths. This unit is Ao/27r, where Ao is the wave­
length in an unbounded, unmagnetized medium. It will be assumed that 
{3 is in future measured in units of (3o. Finally all magnetic fields will 
be multiplied by V J.Lz/ €z to give them the dimensions of electric fields. 
Using the definitions of the v's and p's given in Section 2, Maxwell's equa­
tions may be put into the form: 

and 

\l*Hz + j{3lJt* = vEUlllt + PElllt*) , 

\l·lJt* = jEz, 

(lOa) 

(lOb) 

(lOc) 

(lOd) 
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Bt and lIt may now be eliminated yielding two simultaneous second 
order equations for Ez and Hz. These, in turn, may be combined to 
produce two independent second order equations each of which is satisfied 
by an appropriate linear combination of Ez and Hz . These equations 
may be solved and Ez and Hz expressed as linear combinations of the 
solutions. The transverse fields are then written in terms of Ez and Hz 
and, finally, the boundary conditions are applied leaving a transcendental 
equation in fl. 

Operating on (lOa) and (lOc) with V· and taking account of (lOb), 
(lOd) , one finds that 

= -(:3Ez , and 
(11) 

j{:3\7']Jt* = - VH(jV 'lIt + jPHEz) = (:3Hz 

Operating on (lOa) and (lOc) with \7*', using\7*· \7* = \7 2 and so on, 
one obtains, using (lOb) and (lOd), 

V 2lIz + j{:3\7·Ht = vEe-Hz + pEV ·Bt), and 

V 2Bz + j{:3V ·Et = -vH(Ez + PIIV ·lIt). 
(12) 

Now, elimination of V ·Et and V ·H t between (11) and (12) yields 

(13) 

equations which demonstrate that pure TE or T.J.l1 fields no longer exist, 
as the result of the presence of p's. Hz or Ez might now be eliminated 
between these equations giving a single equation in \72 and (\72)2, but it 
is more convenient to find those linear combinations of Ez and Hz which 
satisfy a first order equation in \7 2

• Writing such a linear combination as 

(14) 

and adding jA times the first of equations (13) to the second, it is found 
that this is an equation in if; alone of the form 

V2if; + x2if; = 0, (15) 

provided that A is a root of the quadratic 
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The value of i is then given by 

2 (1 2 (32 ) XI,2 = VE - PE ---
VEVII 

(17a) 

or 

where Al and A2 are the roots of (16) and X1
2
, X22 are the corresponding i. 

The labelling of the roots is not important, but consistency must be 
maintained. From (14) Ez and Hz must satisfy 

E z + j AIH z = 1/;1, 

and 

so that 

(I8a) 

and 

H 
.1/;1 - 1/;2 

z = J . 
A2 - Al 

(I8b) 

Solutions of (15) may now be sought in cylindrical coordinates. To 
satisfy the boundary conditions in circular guide it will be necessary to 
assume the solutions to vary as i nIJ

, where e is the polar angle and n is 
any integer, positive, negative or zero. Equation (15) then becomes 

1 a (a1/;I,2(r)) ( 2 n2) () - - r --- + XI,2 - - 1/;1,2 r = 0, 
r ar ar r2 

if r is the radius. Solutions which are regular within the guide will have 
the form of constant multiples of J n(XI,2r), where J n is the nth order 
Bessel function. The solutions of (15) are, then, 

(19) 

where the A's are constants. Ez and Hz can be found now from (18), but 
further equations must be found to express lJJt and lJt . Using P to denote 
the starring operation, (lOa) and (10c) may be re-written as 

(jvFP - PEVE)!Jt + j{3lJt = - \llJz, 

and 
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which yield 

{[vEvII(l + PEPII) - {J2] - jVIIVE(PII + PE)P}Et 

= -j{J\l Ez - VII(jP - PII)\l Hz, 
and 

{[vEvII(l + PEPII) - {J2] - jVIIVE(PII + PE)P}llt 

= VE(jP - PE)\l Ez - j{J\l Hz 

The term in parentheses may be removed by using the rule for inverting 
such expressions in P which was given earlier. This process gives 

OB, = [(1 + PEPH - v~J + j(PH + PE)P] (20a) 

and 

nllt = [(1 + PEPII - L) + j(PII + PE)P] 
VEVII (20b) 

where 

o = VEVH [(1 + PEPH - v~:J' - (PE + PH)'], 

= VEVII [L - (1 + PE) (1 + PII) ] [L - (1 -PE)(l - PII)]' 
VEVII VEVII 

It may be noted that for plane waves in the unbounded medium along 
the z axis, which have Ez = Hz = 0, n must vanish and that the propaga­
tion constants for such plane waves are evidently given by 

(21) 

The values of Ez and Hz given by (18) may now be substituted in (20) 
and the operator P removed. This gives, finally, 

(AI - A,)OE, = j [ ( 1 + PEPH - v~:J ([3A, - PHVH) + VH(PH + PE)] ",p, 

[ ( 
(J2 )] (22a) 

- ({JA2 - PHVH)(PE + PH) + VH 1 + PEPII - VEVII \l*lfI 

minus the same expression with suffixes 1 and 2 interchanged. 
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(AI - A 2)fJlft = [(1 + PEPH - L) (A21lEPE- (3) - llEA2(PE + PH)] \/1/;] 
llEllH 

[ ( 
(32 ) ] (22b) 

- j ilEA 2 1 + PEPH - llEllH - (PE + PH) (A21lEPE - (3) "\1*1/;1 

minus the same expression with suffixes 1 and 2 interchanged. 

Equations (22a) and (22b) may be written in a variety of equivalent 
forms by making use of the relations between Al and A2 . The manipula­
tions which have been used in deriving (22a) and (22b) assume the use 
of rectangular coordinates, but the results are valid in polar coordinates 

if Et means (Er, Eo) and "\1 means ( ~,! !-) . That this is the case may ar r ae 
be seen from the consideration that the rotation, - e, which carries the 

vector (Ex, Ey) into the vector (Er, Eo) also transforms (~ , ~) into 
ax ay 

(a 1 a) * 
ar'r ae . 

3.2 The characteristic equation 

The boundary conditions of the problem are that Ez = 0 and Eo = 0 
at r = ro, the radius of the guide. Ez is given by [see (18)]. 

(A2 - A1)Ez = [A2A1J n(xlr) - A1A2J n(X2r)] einO, (23) 

and vanishes at r = ro if 

A _ I n (X2ro) . 
1 - A2 ' 

Hence the relations hold: 

1/;1.2 = Al In(X2.1rO)Jn(Xl.2r)ein9. 
2.1 

From (22a) it follows that 

(AI - A2)fJEo = - - 1 + PEPH - - ({3A2 - PHllH) 
In(X2ro)ein9 [ n {( (32 ) 

A2 r llEllH 

+ VII (PH + PE)} In(Xlr) + {({3A2 - PHVH)(PE + PH) 

+ VH (1 + PEPH - v::J} x,Jn' (Xlr)] 

* In Appendix III the field components in polar coordinates are written out 
fully for the ferrite and plasma cases with some changes in notation which are 
introduced in Sections 4.11 and 4.2. 
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minus the same expression with the suffixes interchanged. Hence 

where use has been made of the relation AIA2 = -1. Therefore the 
characteristic equation for (32 is obtained by equating the term in square 
brackets to zero. Because of the quadratic relation satisfied by A and 
the relation between A and x, it is possible to write the characteristic 
equation in a great variety of ways. It will be convenient to introduce a 
function 

Using the F-function and replacing the A's by 
equation may be written:* 

nVII(X2
2 

- X12) [PH{32 + PE(l - PH
2
)] {3 ( ~ ) 

VEVH PE PII 

(25) 

X's the characteristic 

(26) 
2 

- ~ Fn (X2r O). 
Al 

The asymmetry of this equation between PH , VII and PE , VE arises from 
the fact that the boundary conditions involve electric field components 
alone. 

It may be noted that if the basic solution had been taken to vary as 
cos n() or sin n(), the expression for Eo would have been a linear combina­
tion of sin n() and cos n() that could not have vanished at the walls for 
all (). 

In passing we remark that for a guide of arbitrary cross-section, the 

* The characteristic equations given in Reference 4 were specializations to the 
ferrite and plasma cases of the form in square brackets. They have also been de­
rived by Kales 5 and Gamo 6 • These authors have given expressions for some, though 
not all, of the varieties of cut-off point derived in this paper and classified them 
as TE or TM according to the field configuration at cut-off. By contrast, they are 
classified here by their association with quasi-TE or quasi-TM limit modes which 
reduce to the usual TE and TM modes in the unmagnetized medium. 
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boundary value problem may be put into the form, of which (26) is a 
special case, 

and 

\1
2
f2 + x/h = 0, 

j (x/ alI _ Xl
2 
ah) = VII(X/ - X12) [PII{32 + PE(l 2)J afl 

A2 aN Al aN {3 (PE + PH) VEVH - PH as' 

where a/aN and a/as are normal and tangential derivatives at the guide 
surface, where, in addition, fl = f2 . 

4. DISCUSSION OF THE PROPAGATION CONSTANTS 

At this point we specialize the characteristic equation (26) to one or 
other of the two media. 

4.1. The ferrite (PE = 0, VE = 1) 

4.11. Mter some rearrangement the characteristic equation becomes 

-; [Fn(XlrO) _ nJ = ~ [Fn(X2rO) - nJ ' (27) 
Xl Al X22 A2 

where A2.I = {3 AI•2 and the A satisfy 

(1 - VH) (1 _ (32) + VHPH2 

Al.22 - VH Al.2 - {32 = 0. 
PH 

The x's are given by 

Xl,,' = (1 - ~:) -PaAI,2 . 

From Polder's equations for PH and VH , (28) may be written 

AI.22 - [p + 0"(1 - (32)]Al.2 - {32 = 0, 

or 

AIA2 = _(32, 

Al + A2 = P + 0"(1 - (32), 

= P + 0" + o"AIA2 . 

(28) 

(29) 

(30) 

(31a) 

(31b) 

If {32 be eliminated between equations (28) and (29), Xl.22 may be ex-
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pressed solely in terms of Al,2 , PH and VH in the form 

2 
Xl,2 = 

~ - 1 
1-~ A12 

PH ' 

Again using Polder's formulae, this becomes 

2 1 - Al,/ 
XI,2 = 1 ". 

- 0"1\],2 
(32) 

With these expressions for the x, the characteristic equation takes the 
form 

(33) 

where 

1 - O"A [1 ( • jl-V) ] G(A, 0", ro) = 1 _ A2 }.. F n ro 11 ~ - n • (34) 

Equations (31b) and (33) may now be considered for a fixed 0" and p 
as determining associated pairs of values for Al and A2 . Such a pair in 
turn determines {32 = - AIA2 . Since (32 must be positive for propagation 
AI, A2 must have opposite signs. The convention will be adopted that Al 
is positive and A2 is negative. Equation (31b) will hereafter be called the 
Polder relation and Equation (33) the G-equation. 

An important fact of which frequent use will be made is that the 
transformation 

0"-7-0", P -7-P 

leaves the Polder relation and (32 unchanged and converts n to -n in the 
G-equation. It follows that it is necessary to consider positive n only, 
provided we allow the pair 0", p to take on negative as well as positive 
values. This corresponds to the physical fact that a right-circular wave 
in a backward-directed magnetizing field behaves like a left-circular 
wave in a forward field. 

The discussion in this paper is confined to the first azimuthal mode 
number n = ± 1. Accordingly the symbol F will replace FI in what 
follows. 

Before commencing the graphical analysis of the G function it is ad­
vantageous to consider briefly the function F(x) = xJ/(x)/ JI(x), which 
we require for real and for purely imaginary x. By logarithmic differentia-
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tion of the infinite product for J 1(x), F(x) is found to be given by 

00 2 

F(x) = 1 - 2 L . 2 X 2 ' 
n=lJn - X 

where the jn's are the zeros of J 1(x). 
Thus, F(x) is real if x2 is, which is always the case here. For positive x, 

F(x) is an always decreasing function of x, which has an infinite number 
of first order zeros and poles. The zeros are those of J l' (x) and will be 
denoted by Un • The poles are the lieros of J 1(x). It may be recalled from 
the properties of Bessel functions that for large n these zeros and poles 
are essentially equally spaced with a separation 7r/2. \Vhen x is a pure 
imaginary, equal to jy, F(x) becomes yI/(y)/I1(y). This is a steadily in­
creasing function of y, always positive, and behaving like y - Yz for 
large y. The function F is shown in Fig. 3. Further formulae pertaining 
to F are given in Appendix 1. The inverse function F-I(x), which is also 
of some importance, is a multivalued function of x, whose behavior is 
readily understood from the figure for F(x). We are now ready to proceed 
with the graphical analysis of the G-equation. 

In a rectangular coordinate system with 'A as abscissa and 0- as ordinate, 
a contour map is sketched of the function 
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-1 - erA [1 ( VI - A2 ) ] G - -- - F ro -- - 1 
1 - A2 A 1 - erA 

for all values of A, er from - 00 to + 00, ro being kept fixed. This can 
be done as accurately as desired by first drawing the contours i = 

11 - A2 = constant (Fig. 4), along each of which G simply behaves like 
- erA 

A/A + B and is easily evaluated with the help of a table of F. However, 

2.5,------------.--------.--. .. -.--.--.----,------.-----, 

2.0 

1.5 

1.0 

0.5 

rr 
or------4.----+---+--~----~----+---+---T_--~~----~ 

-0.5 

-1.0 

-1.5 

-2.0 

1 - 1-2 
Fig. 4 - Curves of constant x 2 = -- in the CT - I- plane. 

1 - CTI-
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many features of the G-contours are already determined by the position 
of the contours G = 00, and G = 0, across ,,,hich G changes sign (from 
± 00 to =F 00 or from ±O to =FO). Because of their special role in the 
subsequent analysis it is desirable to introduce a scheme for their enum­
eration. The infinity and zero curves in the right-hand half-plane will be 
denoted by I and 0, respectively, those in the left-hand half-plane by I' 
and 0'. All but two of the I-curves arise from the poles jn of F. Their 
equations are 

1 - A.
2 

. 2/ 2 
1 - (iA = In ro n = 1,2, ... 

Each of these curves has two branches, one in the half-plane A. > 0, one 
in A. < 0 and these are called In, In' respectively. All In curves pass 
through A. = 1, (J = 1, all I n' curves pass through A. = - 1, (J = - 1. The 
lines A. = 0, A. = -1 are also infinity curves to be denoted by I A , I B' 

respectively (As A. ~ + 1, G tends to a finite value). 
Zero curves of G are given by 

= A., 

or in a more readily computable form by 

1 r02(1 - A.2) 
(J=-- • 

A. A.[F-l(A.»)2 
(35) 

The branches of F-\A) may be labelled according to the scheme: "0" 
for - 00 < [F-\A)]2 < j12; "1" for j12 < [F\A)J2 < j/ and so on. The 
nth branch of F-\A) gives rise to an On curve for A. > 0 and to an On' 
curve for negative A. All On' curves pass through A. = -1, (J = -1; all 
save one of the On curves pass through A = 1, (J = 1. The exceptional one, 
seen to be 00 , is associated with the "0" branch of F-\A) on which 
F-\I) = o. For fixed (J, G tends to zero as A. -j 00, hence the vertical 
lines A. = ± 00 are also zero curves, to be denoted by 01X) and OIX)' respec­
tively. 

In a sense the two branches of (JA = 1 are also zero curves, to be called 
Oc and Oc'. Oc and Oc' are zero curves only when viewed from "one side." 
In the right half-plane, for A < 1 as (JA. ~ 1 - 0 and for A. > 1 as 
(JA. ~ 1 + 0, the argument of F tends to infinity and remains real. 
Therefore G passes through all values an indefinite number of times and 
(JA = 1 is a limit line of all contours, G = constant. For A < 1 as 
(JA ~ 1 + 0 and for A > 1 as (JA. ~ 1 - 0, the argument of F is 
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~ ALL 
~ BRANCHES 

/ 
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I 
d"=±0 ,h--oo 

-180 -90 0 90 180 
DEGREES 

Fig. 6 - Qualitative behavior of G(A, 0") at large distances from the origin as a 
function of arc tan a/A. ro is about 2. 

/

1 - X2 
imaginary and F tends to infinity. However F 1 _ (J'X tends to zero 

so that G tends to zero. 
To complete the picture of the G-function given by the form and posi­

tion of the 0 and I curves it is necessary to see how it behaves at large 
distances from the origin. This is indicated in Fig. 5 and also by Fig. 6. 
The latter shows the value of G at large distances as a function of direc­
tion. In general, along the line (J' = eX + d (e finite), G will tend to -e 
for all d. For e = r02/jn2 (which is the slope of the asymptotes to the In 
curves), G again tends to a constant. Now, however, the constant depends 
upon d and assumes all values from - 00 to + 00 as a function of d. In 
the first quadrant the sign of variation of the limiting value of G with 
direction e is opposite to that of its variation with d near e ~ ro2ljn2

• 

Consequently local maxima and minima arise as a function of direction 
between successive In-curves. This suggests the existence of saddle points, 
which may be verified directly. In the third quadrant, the dependence of 
G upon e and d does not give such maxima and minima, and indeed no 
saddle points are found there. Finally it is necessary to consider the be­
havior of G as (J' tends to infinity, while X remains finite, corresponding to 
(lie) ~ O. If A remains fixed, then for X > -1, G ~ =F 00 as (J' ~ ± 00 ; 

and for A < -1, G ~ ± 00 as (J' ~ ± 00. As A ~ 0, the curves of constant 

G are asymptotic to A(J' = (1 - r
o2

2
) - BA, where B goes from - 00 to 

Un 

+ 00 wi th G. In terlea ved with these families of curves are the curves 
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G = ± 00, which are ACT = (1 - ;~~ + O(A'). More detailed information 

on these matters will be found in Appendix II. 
From the G-diagram it would be possible to determine pairs of A-values 

with opposite signs, which, for a definite <T-value satisfy the characteristic 
equation, but, for a given p such pairs would not necessarily satisfy the 
Polder relation (31b). It is necessary to have a procedure which takes 
account of the latter systematically. Such a method may be based upon 
the fact that if, for <T and p positive, the Polder relation is solved for Al 
in terms of A2 it can be thought of as a rather simple mapping of the 
whole A2-quadrant upon a part of the AI-quadrant (AI > 0). Similarly for 
<T and p negative there is an analogous mapping of the AI-quadrant onto 
the A2-quadrant. 

Considering first the case <T, p > 0, the Polder relation may be written 
in the forms 

Al = <T + p - A2 = .~ + <T + p - 1/<T = T(A2). (36) 
1 - <TA2 <T 1 - <TA2 

From (36) it may be seen that the curves A2 = const. transform into a 
bundle of hyperbolae passing through the intersection of <T = I/AI and 
<T = Al - p; that is, through AlO , <To , where 

<To = -p/2 + I ~2 + 1 , .~ 
AIO = P /2 + 11 4 + 1 . 

These hyperbolae have the vertical asymptotes Al = -1/A2, and intersect 
<T = ° at Al = P - A2 . For a fixed positive <T less than <To , Al decreases 
from 1/ <T to <T + P as A2 increases from - 00 to 0, but -\vhen <T is greater 
than <To , Al increases from 1/ <T to <T + P under the same circumstances. 
Thus the whole A2-quadrant is transformed upon that part of the AI­
quadrant which lies between the hyperbola Al = 1/ <T and the straight 
line Al = <T + p. It follows that points in the AI-quadrant which are, for 
a given p, excluded from this region, cannot be the site of acceptable so­
lutions of the G-equation. 

Since as has already been stated, the Polder relation is unchanged 
by the substitution Al ~ - A2 , A2 ~ - Al , <T ~ - <T, and p to - p, it 
follows that for <T and p negative a similar mapping of the AI-quadrant 
upon part of the A2-quadrant takes place. The transforms of the lines 
Al = const. and so forth may easily be found by using these substitutions 
in the formulae already given. 

Reference to Fig. l(a) and (b) will show that ±<TO are the values of <T at 
which J.I, reverses sign. Therefore we may expect <To to playa special role 



GUIDED-WAVE PROPAGATION THROUGH GYROMAGNETIC MEDIA 605 

in the propagation theory, as also does (J = 1. The following scheme 
exists: for ° < (J < (Jo, K and J.L are both positive; for (Jo < (J < 1, K < ° 
and J.L < 0, for (J > 1, K is negative and J.L positive. If (J is changed to 
-(J, J.L goes into J.L, and K into -K. 

The procedure which will now be used to discuss the solution of the 
characteristic equation, observing the Polder relations, begins by writing 
the equation, for (J, p positive, in the form 

G(Al, (J, ro) = G(T(Al), (J, ro) 

We are already in possession of a contour map of the left hand side 
of this equation in the quadrant (J > 0, A > 0, and of the function 
G(A2, (J, ro) in the quadrant A < 0, (J > 0. The latter surface has now to 
be transformed into one in the AI-quadrant by the relation 

A2 = T(Al) = ((J + p - Al)/(l - (JAl) 

(or equally ,veIl, Al = T(A2). This may be effected by considering the 
transformation of curves G(A2 , (J, ro) = constant, onto the AI-quadrant. 
For the l' curves whose analytical expression in terms of (J and A2 is very 
simple, the corresponding explicit expression of the transformed curve 
in Al and (J is simple. Contours other than l' are most easily transformed 
by replotting G(A2 , (J, ro) = const. in the hyperbola-mesh formed by the 
lines T(A2). However, information about particular points and about 
asymptotic behavior of these transformed curves is available in analytic 
form and is stated in Appendix II. The two surfaces so obtained will in­
tersect in various curves, along whose projections on. the A - (J plane both 
Polder relation and G-equation are satisfied. For each such projection Al 
is a function of (J, A2 is then knu\vn in terms of (J and p, and finally {32 = 
- AIA2 is known. In most cases the general course of these curves can be 
found without resort to much numerical analysis. Each of the curves is 
associated with a definite mode and it follows that the classification of 
the modes can be carried out fairly easily. The approximate location of 
the solution curves relies upon the fact that if the position of the infinity 
curves of both surfaces is known, continuity considerations will fre­
quently assure the existence of an intersection within certain regions. 
Moreover, the neighborhood of certain special points on these solution 
curves can be investigated analytically. These are points at which one 
or both of the G-functions may be approximated by a simpler expression; 
included among these is the point at infinity. 

It is clear that for (J and p negative the whole procedure outlined above 
may be carried out in a similar way, with the (J > 0, A > ° quadrant now 
being transformed on to the (J < 0, A < ° quadrant. 
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It is possible to translate such solution curves into {32 - U curves in.a 
direct graphical manner if a mesh of constant (32 lines is drawn in the 
first quadrant. From (30) these are given by 

Al2 - [p + u(1 - (32)] Al - {32 = 0, 

or 

1 - {32. 

1 - [u + -P-JAI 1 - {32 

The contour, (3 = b, is just the contour i = 1 - b2 displaced along the 
fT-axis by an amount, -pl(l - b2

). The contours of constant {3 all pass 
through the point u = Uo, A = Uo + P and are shown in Fig. 7. Their 
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course in the third quadrant is immediately found by reflection in the 
OrIgm. 

When p = 0 the magnetization of the ferrite vanishes and it is clear 
that we should then obtain just the modes of a guide filled with isotropic 
material (fJ. = fJ.z ; K = 0). Superficially it might appear that, since the 
equations (31b) and (33) depend upon (j, even for p = 0, this result 
might not be attained. We now show that (32 is indeed independent of (j 

for p = O. It may first be noted that in this case if (j ~ 1, the Polder re­
lation (31b) transforms 

1 - ~12. 1 - ~/ . (j - ~2 
1 ~ mto 1 ~ and ~1 mto 1 . 

- (j J - (j ~ - (j~:: 

The G-equa tion reads 

= 1 - ~2~ [1 - (j~2 F (ro • / 1 - ~22 \ 1J . 
1 - ~22 (j - ~2 11 1 - (j ~2 ) 

Since ~1 ~ ~2 we must have 

or 

1 - ~1.22 _ un
2 

1 - (j~1.2 - ro2 

Thus ~1.2 are roots of 

o or 00, 

or 

~2 _ (j un
2 

~ + (un2 
_ 1) = 0, 

ro2 ro2 

or else of 

Tn the first case 

and in the second 
• 2 

In 
ro2 • 



Fig. 8 -'The division of the parts of the A - (F plane allowed by the Polder relation, Equation (31b), into regions of 
positive and negative G by the first few 0 and I curves. Excluded regions are shaded. I p I is about 0.5. Fig. 8(a), 0 < ro < 1; 
Fig. 8(b), 1 < ro < UI ; Fig. 8(c), ro = UI ; Fig. 8(d), ttl < ro < jl ; Fig. 8(e), jl < ro < U2 • 
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Thus, when u ~ 1, the {32 values, for p = 0, are evidently independent 
of u and are just those of an isotropic medium. When (J = 1 (p. = K = (0), 
p = 0, {32 is indeterminate and for p small, there is a small region near 
(J = 1, of width rvp, in which {32 differs appreciably from the isotropic 
value. The convergence of an expansion of (32 in powers of p[(61) and (62)] 
shows a marked dependence on (J. 

4.12. The scheme of analysis described above will now be illustrated 
in detail by a discussion for a radius ro between Ul and jl , which, if the 
ferrite were unmagnetized, would propagate the TEn-mode alone. 

Figs. S(c) and Sed) show the division of the A - (J plane into regions of 
positive and negative G(A, (J) by the various I and ° curves. A few con­
tours of constant G are plotted to indicate the behavior of the function 
in more detail. That part of the A - (J plane which is excluded by the 

3r--------------,-.~~~------~--~--__ ~ 
( e) 

2 

+ 

(JO~-------------;~~~~~--------------~ 

-2 
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-4 

-5 

-6 

-4 -1 3 4 

Fig. 8(e) - See Fig. 8. 
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Fig. 9 - Geometrical exploration of the solution curves. The permitted areas 
of the).. - u plane are divided by the 0, I, (Oh , (Ih curves into regions in which 
G().., u) and G(TCX), u) have like or unlike signs. Shaded regions are those of unlike 
signs. Solution curves (shown schematically by dotted lines) must lie in regions 
of like signs. Only the first few 0 and I curves are shown. Fig. 9(a) and (b), ro ,-...; 
3.0; Fig. 9(c) and (d), ro,-...; 5.0; Fig. 9(e) and (f), 112 < ro < j2 ; Fig. 9(g), ro < UI . 

I p I < 1, throughout. The horizontal dashed line marks I u I = I uo I . 

Polder relation is indicated, for p = Y2, by shading. For other ,p-values 
the straight portion of the boundary of the excluded region is simply 
translated along the A-axis. 

In Fig. 9(a) the allowed region of the first quadrant is shown again, 
together with the transforms (I A'h, (Ol'h, and (I n'h of the only 
critical curves 1/, 01' and In' occurring in the second quadrant for the 
present radius. Regions in which G(A1 , cr) and G(T(A1), cr) have opposite 
sign are shaded; the common signs in the remaining parts of the quadrant 
are as indicated. (In this diagram p is taken to be ~8). 

From the disposition of the surfaces G(A1 , cr) in the region between 01 
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and II and of the surface G(T(Al), eT) between (Oor/h and (IB') Tit is evident 
that along any contour such as G(AI , eT) = K, G(T(Al), eT) will take on all 
positive values from 0 to 00 and, in particular, K. Since this is true for 
any I{, it follows that the region between 01 , II, (IB'h contains a solu­
tion curve. Two points on this curve are immediately obvious: the inter­
sections of (I B'h , II and the point (1, 1) on (Ooo'h , Oc . The first is the 
intersection of the curves 

A = 1 + -p­
I + 0" 

• 2 1 _ ,\2 
Jl _ " 
ro2 - 1 - O'A • 

At the point (1, 1), A2 is - 00, Al is unity and {32 is therefore infinite. 
Armed with this knowledge we now investigate analytically the behavior 
of {32 near eT = 0 directly from the original G-equation and Polder rela­
tions. Writing Al = 1 + CE and eT = 1 + E, (1 - A

2)/(1 - eTA) is to zero 

A.2 

Fig. 9(d) - See Fig. 9. 
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order just 2c/l + c. Thus, G(AI , 0") to zero order is 

But we have, in this case, G(A2) = 0, so that 

where Zl is the smallest non-zero root of F(z) = 1. From the Polder 
relation, the leading term of A2 is -pl(1 + c)e, and consequently the 
leading term of {32 is 

p p (1 -~) 2ro2 
(1 + c)e 0" - 1 

This analysis is readily extended to the next order term, which is stated 
in Section (4.17). 

From analogous considerations concerning the variation of one G-
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function through all possible values of the other in the region bounded by 
II, (I B'h, (O/h we deduce that the solution curve just discussed con­
tinues into that region and persists as (J ~ r:t::J. For, the asymptote of 

2 

(Ol/h is (J = ro 2 A, and between it and A = 1, 'which is the asymptote of 
Ul 

(IB'h, G(T(Al), (J) takes on all values between 0 and - r:t::J ; in particular, 
the limited range of values assumed by G(AI , (J) in this region. The be­
havior of the solution curve for large (J may be deduced by using the 
asymptotic formulae for curves G(AI , (J) = 9 and G(T(Al) (J) = 9 which 
are given in the appendix. These are 

<I = -gAl - gF (~) , 
and 

It is clear that 9 at a point of intersection is given by -ro2Iu/ plus terms 
of order I/Al j substituting this value in the second equation gives the 
solution curve correctly to order I/Al in the form. 

When the solution curve has such a linear asymptote it is convenient 
to calculate {j2 from the formula 

{j2 = 1 + P. - ~ + terms of order higher than 1/(J 
(J (J 

which is readily obtained from (30). In the present case 

rJ' = (1 - ~~) (1 + ~) + higher terms in 1/<I. (38) 

As (J ~ r:t::J, {j2 tends to the value appropriate to the TEn-mode in an 
isotropic medium (J..t ~ J..tz = J..to, K ~ 0 as (J ~ r:t::J). Thereby the whole 
solution curve is classified as specifying part of a TEn-limit mode. 

The remaining section of the TEn-limit mode in the upper half-plane 
is again found in the region between (O/h and (IB'h for (J < (Jo • Any 
line (J = constant < (JO cuts these two curves at two values of Al . As Al 
varies between these values, G(T(Al), (J) varies from 0 to - r:t::J; it is, thus, 
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Fig. lO(a) - (32 versus p for small values of u - the TEu-limit mode. 

clearly equal to the finite (negative) GO .. 1 , IT) somewhere between. This 
situation persists up to IT = lTo - 0 and a solution curve therefore exists 
between IT = 0 and IT = lTo. It meets IT = 0 for Al satisfying 

I ~ A,' [~FCro VI - A,') - 1] = 1 ~ A,' [~Fh vT=T,2) - I], 

and (39) 

These equations have been solved numerically; the corresponding (32 

= - AIA2 is shown in Fig. lO(a). For ro between UI and jl a value derived 
for {32 from the first three terms of an expansion of {32 in powers of p, 
equation (61), turns out to be in very good agreement with the numerical 
calculation up to p = 1, for IT = 0 and presumably is good for small IT. 

At lTo (the point at which J.L becomes negative), the solution curve is 
"cutoff". However, the corresponding (32 is not zero. As lTo is approached 
from below G(AI , IT) ~ 0 and so G(A2 , IT) tends to zero. Thus, A2 tends to 
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-0.4 -0.2 o 
P 

0.2 0.4 0.6 0.8 

Fig. 1OCb) - {32 versus p for small values of u - the TMa-limit mode. 

the negative root A20 (unique for the present radius) of 

1.0 

The associated (32 is, -A20A10 = - A20 and is shown in Fig. II(a). The way 
era 

in which {32 approaches this value as er ~ ero can be found and is one of 
the more subtle examples of behavior of a mode near a special point. 
Writing er = ero - oer, Al = A10 - OA1, we observe that, since ero + p 

- ~. = 0, the Polder relation in the form 
era 

Al = ~ + er + p - l/er 
er 1 - erA2 

f 11 d . dAl . . d . h u y etermmes der ; any VarIatIOn ue to OA2 vams es at CT = ero· OA2 can 

be determined from the G-equation. Near erA = 1 - 0 (A > 1), G(A1, er) is 
given by 

which near ero , A10 may be written 
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/ 

deJ 
'A10 d' + eJo 

-V~ ~ 1\1 

eJ AlO 'A10
2 - 1 • 

The perturbed G('A2 ,eJ) which (since G('A20 ,eJo) = 0) is aG 0'A2 + O(oeJ) 
a'A20 

equals the preceeding expression and gives 

OeJ 
AI0 ~ + eJo (aG)-1 _ /- ro 

0'A 2 = -v OeJ­
'A10 A102 - 1 a'A20 

Accordingly, o{i = -'A10 8'A2 + O(oeJ), a result which shows that (32 

tends to its terminal value along the vertical. It is clear analytically and 
graphically that this mode persists as p ---7 0, and must be identified with 
the only isotropic mode for this radius, namely TEll. No other branches 
exist below eJ = eJo, since G('A1 , eJ) and G(T('A1), eJ) have opposite signs 
except in the region just considered. 

The two solution curves considered so far are not the only ones; in 
fact the infinity of sheets of the surface G('Al , eJ) in the region bounded 
by II , Oc and (I/h , Fig. 9(a), intersect the transformed sheets G(T(Al)eJ) 
in infinitely many more curves. In the blank areas of that region the 
G-functions have equal sign, and all these areas must be carriers of solu­
tion curves, since in everyone of them every single contour G('Al, eJ) = g 
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crosses all con tours of G (T (AI), CT), in particular G (T (AI), CT) = g. All 
the additional solution curves arising in this way start at CT = 1, Al = 1; 
the nth of them threads its way from one blank region to another, first 
through the intersection of I n+1 with (In') T , then through the intersec­
tionof On with (O!'h, and finally comes to an end at the intersection of 
In with (I A'h . At the end point (CT = 1, Al = 1), A2 and, therefore, {32 are 
infinite, (just as for the TEn solution curve). At the end point (In, 
(I A'h), A2 , and, therefore, {32 are zero. The CT and Al values corresponding 
to the latter are obtained from the equations 

1 "\ 2 • 2 
- I\ln _ In • 

1 - CTnAln - ro2 ' 
(40) 

It is possible to derive the slope o{32/ OCT of the (i - CT curves at these cut­
off points. Near cut-off, the infinity In of G(AI, CT) is matched by the 
infinity I A' of G(X2 , CT). The G-equation therefore degenerates to 

1 jn 1 ro2 
~ F(ro) = vi - AI2 . 'Aln 'jn2' 

ro ~ - In - CTAI 

Writing CT = CTn - XA2, Al = Aln - YA2, expansion of the right hand 
side of this equation to order 1/X2 furnishes one relation between x and Yi 
the Polder equation furnishes another. The two can be solved for x, and 
so, since to first order 

o{l/oCT may be found. It is found that for convenience in computation, 
the results of this calculation are best presented parametrically. Equa­
tions (46-8) represent equations (40) and o{32/0CT in this way. Fig. 12 
(a) and (b) show the result of some computations. Near CT = 1, {32 = 

00, these added solution curves behave rather like the TEn curve. The 
1 

leading term in the expansion of {32 in powers of --1 is now 
CT-

CT - 1 

for the solution curve ending at In - (Iih. Here Zn+I is the (n + 1)th 
root of F(z) = 1, not counting O. 

It ·will turn out later that the infinity of solution curves just discussed 
represents an incipient form of the whole mode spectrum; the reservoir 
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frum which higher modes are drawn as the guide radius is increased. 
That the propagation of modes which for larger guide radii correspond 
to higher TM and TE modes is possible for limited ranges of (J might 
be ascribed to the, larger JL-values in those ranges, which cause the wave 
to see an effectively larger guide. This explanation is convincing only 
when (J > 1. When (JO < (J < 1, JL is negative, and the propagation ·must 
then be the result of an interplay between JL and K. In passing we remark 
that we are here dealing with the propagation analog of so-called "shape 
resonances," which physicists sometimes encounter in resonance experi­
ments on small spheres of ferrite in cavities. 

'N e now turn to a discussion of the solution curves for (J < 0 which 
lie in the third quadrant. Fig. 9(b) shows the partition of the region 
allowed by the Polder relation (again for p = %) into positive and 
negative regions by the various 1', 0', (Ih and (Oh curves. Regions in 
which GO\2, (J) and G(T(A2), (J) have opposite signs are shaded. For 
(J < - (JO, the question whether a given region of like signs is the site 
of a solution curve may, with one exception, be answered by the same 
type of geometrical argument as used for (J > O. The singular area is 
that part of the region bounded by I B' and Oc in which the G-functions 
are both positive. Here both G(A2, (J) and G(T(A2), (J) are zero on Oc ; 
G(A2, 0") goes to 00 on IB', whereas G(T(A2), 0") is finite throughout the 
region. No intersection can be predicted, then, by the earlier argument. 
It can indeed be shown (for all ro) that there is no such intersection. For, 
in the case p = 0, the solution curves are In' or On' curves as demon­
strated in Section (4.11). The region under consideration contains no 
such curves, and hence no solution curves. Thus, for p = 0, since G(A2 , (J) 

goes to infinity on In', the surface G(T(A2), (J) must lie entirely below 
the surface G(A2 , (J). Consider now, for fixed (J and increasing p, a point 
on the G(T(A'l), (J) surface whose height remains unchanged. For such a 
point T(A2 , p, (J) remains fixed and from the Polder relation this means 
an increasingly negative A2 . Since it can be shown that G(A2, (J) goes 
monotonically from 0 to 00 as A2 becomes more negative, it follows that 
G(T(A2), (J) continues to be below G(A2 , (J) for all p. 

All other regions of common sign do carry solution curves. That 
corresponding to the TEn-limit mode begins at (J = -1, A2 = -1, 
passes through the intersection of (Ooh and 00' and persists for indefi­
nitely large (J. The asymptotic formula (38), for {32 at large (J also holds 
as (J ~ - 00, if the signs of both (J and p are taken to be negative. The 
behavior of {32 near (J = -1 may be found by the same means used at 

1 
(J = 1. The resulting expression* is to order (J + 1, essentially the same 

* See Section 4.17 for a more exact formula. 
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as the earlier (37) except that the smallest root of F(z) = -1 replaces 
that of F(z) = 1. The remaining solution curves confined to the region 
bounded by 00', Oc, (IA)T portray the incipient modes already encoun­
tered in the first quadrant. Their behavior near u = -1 also follows 
(58), associated with the higher roots of F(z) = -1. Their end points, 
the intersections of In' with (I A)T, are still given by the parametric 
representation (46-8), due regard being paid to the signs of Un and p. 

The remaining branch of the TEn-limit mode, lying above u = - Uo , 

is found in the triangle between (I Ah, u = 0 and lB. Its end points are 
given by (39) with p negative and by the intersection of I B' with (I nh 
which is u = - (1 + p), A2 = -1, Al = O. Thus the cut-off in contrast 
to the analogous branch for u > 0, is given by (32 = 0, U = - (1 + p). 
(When p < -1, the branch does not exist at all.) vVe note that a left­
circular plane wave is cut off at exactly the same value of u as the TE­
mode is in this particular case (see, however, the following sections). 
The slope at cut-off is determined by expanding the G functions near 
their infinities at In and I B' and utilizing the Polder relation. The slope 
is found to be 

d(32 F(ro) 
du - p(l - F(ro» . 

(41) 

A further solution curve lies in the region between Oc and (Ooh for 
u > - Uo • It has no analogue in a guide with isotropic material and 
will be discussed later. 

In the discussion of the mode spectrum for radii between UI and jl 
three distinct types of cut-off point have already been encountered. When 
larger radii are treated it is found that no other types arise.* In Section 
4.17 formulas relevant to the three types are given. An examination 
of the field components in the neighborhood of the cut-off points is of 
some interest. Cut-off points of type one (intersections of In and (I A'h 
or In' and (IA)T), at which (32 = 0, have Ez = 0 and the ~eld is of a 
pure TE-type. The medium behaves transversely as though it had a 
permeability, p. - K2/p.. Although the field is purely TE at cut-off the 
mode terminating at such a point may in the limit of vanishing magne­
tization be either a TE- or a TM-mode. This impartiality extends to cut­
off points of the other types. Cut-off points of type II [(On') T - Oc or 
(On) T - 00'] occur at u = ±uo, where p. = 0 and here (32 does not van­
ish. In such cases one of the x's is finite and the corresponding contri­
butions to the field pattern quite normal. The other, however, tends 

* There is an exception to this statement. This is the type designated in Sec­
tion 4.17 as 2000 which cuts off an isolated mode having no TE or TM analogue. 
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to an infinite imaginary value and the associated fields are confined 
very closely to the guide walls. The wall currents are very large and 
essentially longitudinal. Type III cut-off points [I B - (I Ah] at which 
J.L = - K have (32 = 0, but the fields are not of a purely TE- or TM­
type. They consist essentially of a rotating, transverse, H, which is 
uniform over the guide. The components Hz, Eo and Er are smaller 
by one order of U - Ucut-off and Ez , two orders smaller. 

It should be stressed again that, in general, the modes are never of 
pure TE or TM type. Nevertheless, for the sake of brevity, we shall 
refer to them as such; calling them TE-modes or TM-modes according 
to their limit as the magnetization is removed. 

4.13. vVe now consider the behavior of the modes as a function of 
radius. The reader will be aided by Figs. Sea) to (e) and 9(a) to (g). In 
preparation for this it is necessary to examine the movement of the 
In, In' and On , On' curves when ro is varied. It will be recalled that the 
equation for the In curves and their reflections, In', in the origin, is 

1 _ ,\2 ·2 /\ _ In 
1 - UA - ro2· 

The contours X(A, u) = C, where i = (1 - A2)/(I - UA) have already 
been plotted in Fig. 4. The In, In' curves are among these, and, clearly, 
for a fixed n, the associated X2 decreases as ro increases. The course of a 
given pair (In, In') may then be seen directly from Fig. 4. The qualita­
tive behavior of the pair changes radically only when ro passes through 
the value jn . Before it does so, In lies, for A between 0 and 1, above (j = A 
and tends to U = 00 as A tends to zero. At ro = jn , the In and In' curves 
merge into the lines U = A and A = o. Beyond jn , In lies below U = A 
for A between 0 and 1 and goes to - 00 as A approaches zero. The I n'­
curve remains, throughout the reflection of In in the origin. As ro ~ 00, 

In tends to the line A = 1, In' to A = -1. No In curves ever enter the 
region A > 1, U < 0; no In' curves enter A < -1, U > O. It is also im­
portant to relate the In, In' curves to the boundaries of the Polder 
regions. In curves cut the Polder boundary U = A - p, of the first quad­
rant in at most one point. As ro increases from 0 to jn, this point moves 
from U = Uo to U = 00. Thereafter, no intersection occurs at fixed p until 
ro equals jn/VI - p2; it here reappears at U = 0 and moves steadily to 
U = 1 - p as ro increases indefinitely. The only intersection with the 
other Polder boundary U = I/A, is at A = 1, U = 1, regardless of ro . 

The On , On' curves are given by 
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if the nth branch of F-\A) is used. Thus, as ro increases, the successive 
curves either all pass through a fixed point (which can only be X = ±1, 
0" = ± 1, n > 0) or move steadily up or down without further intersec­
tion. An On curve starts from (JA = 1 at ro = a and falls for A < 1, rises 
for A > 1, as ro increases. For large A, since (J r-.J jn2jr02 (A - 2), n > 0, 
the On and In curves move together with a constant separation. 00 is 
singular, since it does not pass through X, (J = 1 and falls steadily for all 
A; it tends to 0" = a for large A. The On' curves rise from (JA = 1 at ro = a 
for -1 < A, fall for A < -1. They run parallel to I n+/ for - A very 
large. For sman A there is an expansion 

0" = (1 _ r02
) ~ _ 2r02 + O(A) 

un2 A Un2(Un2 - 1) 

holding for On and for On'. This indicates that for ro < Un, On goes to 
+ 00 and On' to - 00 for small A, but at ro = Un+l, On and On' merge 
momentarily at 

A = 0, 

0"= 

For larger ro , On goes to - 00 and On' to + 00 • Since the union of On and 
On' takes place at a negative 0", it is clear that On curves, unlike In curves, 
may cross the line 0" = a twice. Intersections of the On , On' curves with 
the Polder boundary are difficult to examine explicitly and this may lead 
to some obscure situations for a < 1 A 1 < 1. However, for 0" > 0"0, 

since On and In have a fixed separation for large 1 A I, this pair escape 
intersection with the boundary at the same value of ro, namely jn . 
Similarly On' and I n+l escape together at ro = fn+l for 0" < - (Jo . 

We shall now examine the effect of varying ro upon the sequence of 
modes when 0" > 0"0. When ro is less than Ul, a case in which the iso­
tropic medium would not propagate, no part of 00' lies in the upper 
half plane and there is then no (Oo')r curve. The solution curve which in 
the previous discussion of Section 4.12 was assigned to TEn, after 
passing the intersection [II - (I B)r] can no longer escape to infinity and 
terminates on [II - (I A)r]. Thus, the TEn mode at this radius has 
become an incipient mode with cut-off and other properties given by the 
formulae already quoted for such modes. As ro approaches Ul from 
below, the f32 - 0" curve is double valued between (Jcut-off and some larger 
value. This is borne out by the fact that df32jdO" becomes positive at 
cut-off, and by the observation that the solution curve bulges towards 
large 0" between II - (I B')r and its terminus. The part of the f32 - (J 
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curve along which ~~2 < 0, 'will tend smoothly towards the {32 - (J curve 

for ro just greater than Ul • The course of the TEn solution curve remains 
qualitatively unchanged for all ro > Ul. 

vVhen ro passes through Ul , and the TEn solution curves escapes dis­
continuously to infinity, the solution curves below it disengage from 
their former end points I n+l - (I Ah and instead end at the point 
In- (IA)T. When ro exceedsjl, the curves II and 01 escape intersection 
with (J = A - p simultaneously, for (J > (Jo , and the curve (Il'h makes 
its first appearance. From the asymptotic formulae (App. II) the latter 
runs to infinity between II and 01 , and now the solution curve which 
ended for Ul < ro < jl at II - (I Ah is carried to infinity between 11 
and (I1)T . The asymptotic expression for {32 versus (J, given in formula 
(56) indicates that {32 tends to the isotropic value for the TMn mode. 
No further qualitative changes will take place in behavior of this mode 
as ro increases. 

As ro increases through U2 (the value at which the isotropic medium 
supports the TE12 mode), the (O/h curve makes its appearance, an 
event accompanied by the escape of the uppermost incipient solution 
curve (the one ending at (I Ah - 12) to infinity. The escape takes place 
in the same way as that of the TEn solution curve as ro passed through 
Ul . The newly escaped curve, of course, represents the TE12-limit mode. 
The end points of the remaining incipient solution curves also jump 
discontinuously to their next higher neighbors as they did at ro = Ul . 

The course of events as ro is increased further should now be abundantly 
clear, and is summarized in Table I on page 642. 

We now turn to the region 0 < (J < (Jo and consider first the situation 
o < ro < Ul . It is clear that in the area bounded by 000 , 00 , (I A'h and 
(1' B)T both G functions are negative. There is no simple geometrical argu­
ment which determines the existence of a solution curve in this region. 
It is therefore necessary to use a type of analytic argument, which is use­
ful in a number of other cases, although fully discussed only in the pre­
sent instance. 

We show that the least value attained by G(AI , (J) in the admissible 
region for p = 0 (which contains all regions admissible for other p-valucs) 
is greater than the maximum value of G(A2 , (J) in the range -1 < A2 
< 0, (J > O. Consider the variation of G(Al, (J) as the point Al = 1, 

(J = 1 is approached along a line of constant i in the admissible region 
for p = 0 (see Fig. 4) . We have the relation 

G("A,u) = ~2 [~ F(rox) - 1 J 
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For x2 negative, F(rox) is positive and thus, as A approaches unity from 
above G decreases. Again for x2 positive and ro < Ul, F(rox) is positive 
and thus, as A approaches unity from below, G also decreases. Thus for 
any x2

, G(A, cr) takes on its least value at cr = 1, A = 1 and this value is 

1 
2 [F(rox) - 1]. 
X 

The minimum value of this limit in this region is F(rc) -1 and is greater 
than -1. In the region -1 < A2 < 0, cr > 0, i is between ° and 1, and 
the x2 curves run from cr = ° to cr = 00. G will clearly decrease as cr 
increases from zero on anyone of these curves. Thus G attains its maxi­
mum on cr = 0, where its value is 

1 [F(ro VI - A2) ] 
-r=-~ IAI +1. 

Since F(roVl - A2) is positive for ro < Ul and I A I < 1, Gis clearly less 
than -1. In passing we note that for ro = Ul, both G functions may 
attain the value -l. 

As ro passes through Ul , the (00') T curve appears in the region under 
discussion and together with (I B') T delimits the region carrying the TEn­
solution curve already discussed at length. No qualitative changes occur 
in that curve as ro is increased indefinitely. When ro exceeds jl , the 
(I1'h curve appears between (Oo'h and (l ih. Between (l A') T and 
(lI'h the G functions have a region of common sign, yet no solution 
curve arisestherefora given p until ro reachesjI/~.* From then 
on, the II curve cuts (IA'h, see Fig. g(c), and a solution curve exists 
between (l1'h and II . It is cut off at the intersection (l A'h - II; there, 

[32 = ° and cr, ~~2 are given by the same parametric formulae (46-8) 

applying to the cut-off of incipient modes, the parameter e being nega­
tive. The curve begins at cr = 0, where it satisfies the usual equation, 
which for this radius has two solutions. The solution with the smaller 
A, belonging to the present curve, tends to the isotropic TMn-limit as 
p -? 0. At a fixed ro , sufficiently below U2 , this mode does not exist at 

* There are some exceptions to this statement. When 4.82 < ro < U2 = 5.33 and 
p exceeds VI - j12/ro2, a double-valued {32 - U curve exists between two positive 
u values. For values of ro still closer to U2 further regions of common sign may 
arise as a result of the interplay of the (01')1' and (IA')r curves. We have not 
examined these regions closely. Such dubious regions are confined to the immedi­
ate neighborhoods below the Un • 
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all when 

If ro is greater than U2 , the (01')r curve has appeared. A new region of 
like signs of the G's arises between it and (I!,)r , see Fig. gee), and con­
tains a solution curve. This ends at (To , AlO and begins at (T = 0 at a value 
of A1 pertaining to the TMll-mode. Thus, it is clear that as ro passed 
U2, the end-point of the TMll curve jumped discontinuously from 
(I i)r - 11 to (To , AlO . This jump is anticipated as ro approaches U2; the 
(32 - (T curve first bulges beyond (I A')r - 11 towards its later course and 
returns to that point with positive slope. As ro increases further no change 
occurs in the qualitative behavior of the mode. It may be noted that 
above U2 the mode exists for all p. 

Beyond ro = U2, at least part of the area between 11 and (I A')r is an 
admissible region and does in fact contain the TE12 solution curve. It 
begins at (T = 0 and A1 given by that solution of eqn. (39) which is, in 
the limit p = 0, the TE12 solution. It is cut off with (32 = 0 at (I i)r 
- 11 , the end point relinquished by the TMll-solution curve. As ro 
passes j2 , the TE12 solution retains its cut-off point, but, beyond ro = U3, 

it will transfer this point discontinuously to (To , AlO . Thereafter its course 
remains essentially unaltered. Tables I, II and III show the progression 
of cut-off points of the various modes. 

It may be recalled that in the analysis of U1 < ro < j1, the modes in 
(T < - (To followed essentially the same course as in (T > (To . This is also 
true of their progress with changing radius and of the escape process. 
The singular character of the (Oo)r curve and the presence of I B lead to 
some local changes in the progress of the modes but have no effect on 
their more salient features in this particular range of (T. The scheme of 
progression of the end points is shown in Table 1. 

In contrast with the state of affairs in .the region just discussed, the 
mode structure in the area between (T = 0 and (T = -. (To is very mark­
edly affected by the presence of (On')r and I B'. 

When ro < U1, a solution curve exists between (T = -1 - p, and 
(T = - (To . It starts with (32 = 0 at the intersection of (I A)r and (I B') with 
a slope given by (41). For sufficiently small ro , (32 tends to infinity as 
(T ~ (To , since the solution curve approaches the line 0/ or (Ooo)r. Its 
shape is then given by (52), see Section 4.17. As ro increases, 00 falls 
steadily. Eventually, for sufficiently large p, its minimum falls below 

* See footnote on page 628. 
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- ao . (00) T now has two branches for a > - ao , which pass through the 

point a = -ao, X2 = -~ making there a finite angle with each other. 
ao 

(Ooh is completed by a loop in a < - ao, Fig. 9(g), which docs not 
affect the incipient modes appreciably. The mode in question now has 
two branches. The first starts as before and ends at a = - ao , where the 
associated {32 is given by {3a2 = Xa/ ao and Xa is the smaller root of 

F (ro J / 

1 - Xa
2 

\. = Aa . 11 1 - aXa) 
(42) 

It resumes at a = - ao and {32 = {3b'2 = Ab/ ao , where Ab is the larger 
root of the above equation, progresses to smaller I a I-values and then 
back to a = - ao where {32 tends to infinity again in accordance with 
(52). Beyond ro = Ul , where 00 rises steadily from a= - 00 to a = 0 with 
increasing A, one branch of (Ooh in - ao < a < 0 disappears and only 
the second branch of the mode remains. Neither branch has an analogue 
in ordinary waveguides; as p ~ 0 each lies in a smaller and smaller 
neighborhood of a = 1, and finally vanishes into a = 1, A2 = -1. 

For ro between Ul and ji there is a single solution curve starting at 
a = 0 and ending with {32 = 0 at (I Ah - I B' . This may be identified 
in the limit p = 0, with the TEn-limit mode, and has already been ful1y 
discussed for Ul < ro < ji' No change in the formula for its cut-off point 
occurs up to ro = 112. A useful spot-point (IB' - (II h) along its course 
can be found when 

O<p<I- 1-~ I '2 

r02 

and is given by (60). 
In the range ji < ro < U2 , a further solution curve (corresponding to 

the TMn-limit mode) can arise, provided 

p < J /1 _ j 12 

11 U2
2 

The radius at which it will then first appear is 

jl 
ro = VI _ p2' 

It begins on a = 0, according to (39) and is cut off, with {32 = 0, at 
(IAh - It'. 

As ro passes U2 , the cut-off point of the TEl solution curve moves dis-
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Fig. 13(b), To = 2.75, TEu-limit mode and incipient TMu-limit mode, (]" > 1. Fig. 
13(c), To = 2.75, TEn-limit mode, (j < -1. Fig. 13(d), (e) and (f), 1'0 = 5.75, TEn­
limit and TEw1imit modes; Fig. 13(d), -1 < (j < 1; Fig. 13(e), (]" > 1; Fig. 13(f), 
(j < -1. Fig. 13(g), 13(h) and 13(i), To = 5.75, TMu-limit modes; Fig. 13(g); 
-1 < (j < 1; Fig. 13 (h), (j > 1; Fig. 13 (i), (]" < 1. It should be noted that a scale 

linear in ~ is used for convenience when I (j I > (jO • 
1 + {32 . 

continuously to IJ' = -lJ'o, A2· = -;-! and, simultaneously, the cut-off 
IJ'o 

point of the TMll curve occupies the position relinquished by the for­
mer. The TMu mode now exists for all p. A new solution curve (TE12) 

appears in the region bounded by Or', (Olh and II" if P is not too large, 
terminating at (IAh - II', the point left by the TIVl l terminus. (If p 
exceeds VI - j12jU32 this curve will not exist at all.) 

Figs. 13(a) to (i) and 14 show the approximate course of the f32 - IJ' 

curves for the TEn mode at ro = 2.75 and for the TEn, TMn and TE12 
modes at ro = 5.75. The incipient TMll mode at ro = 2.75 is shown 
for positive IJ', p only. They were computed by the methods outlined 
above. 

4.14. Guides of large radius. It is of some interest because of the high 
dielectric constant of ferrites to examine the behavior of the modes as 
the radius, ro , is allowed to become very large. The two sides of the 
G-equation will remain determinate for unlimited ro provided 

"0 I~ ::: ~~l ( or,.o I~ ::: ~~J 
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remains finite, while 

ro • / 1 - A22 ( • / 1 - A12) 11 1 - O'A2 or ro 11 1 - O'AI 

becomes infinite imaginary. Examining the solutions obtained under 
these conditions it is possible to find expansions for {32 in inverse powers 
of rt These are as follows: 

for p > 0, 0' > 1 or p < 0, - 0'0 < 0' < ° 
{32 = 1 + _p _ _ (1 + P/2) Xn

2

, (43a) 
0' - 1 0' - 1 f02 

where the Xn are the successive roots greater than zero of F(xn) = 1 
and the modes are associated with the Xn by the scheme: TEn -+ Xl , 

TMn -+ X2 , TE12 -+ xa , etc: 

for p > 0, ° < 0' < 0'0 or p < 0, 0' < -1 

{32 = 1 + _p _ _ (1 + P/2) Y/ , 
(J - 1 0' + 1 f02 

(43b) 
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with F(Yn) = -1 and TEll ~ Yl ; TMll ~ Y2; TE12 ~ Ya, etc. 

for p > 0, CTo < CT < 1 and p < 0, - 1 < CT < - CTo, 

there are no solutions. 
These formulae are valid for any p which is not itself so small as to be of 

order 1/rt If they are applied to modes varying as einO
, where n = ±1 

and CT, p are positive, they indicate the folIo-wing results: for CT > 1, 

n = ±1, (32 ~ 1 + ~1; for (J'o < (J' < 1, no n = ±1 modes; for 
(J' -

o < (J' < (J'o, n = ±1, (32 ~ 1 + (J' ~ l' These, in turn, may be classified 

in the following way. For (J' > 1, n = -1, and for 0 < (J' < (J'o , n = + 1 
which correspond to f.l and K both positive, the propagation constant 
tends to the value for a plane wave "Those direction of circular polariza­
tion coincides "\yith that of the wave guide pattern. For (J'o < (J' < 1, 
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where J.1. is negative, n = ±1, no modes exist for large enough guide. 
For ° < 0" < 0"0 , n = -1 and 0" > 1, n = + 1, the propagation constant 
tends to that for a plane wave whose polarization is in the opposite 
sense to that of the field pattern and here J.1. is positive, but K is negative. 
An examination of the field pattern in this last case shows that most of 
the field energy is indeed associated with a circular polarization opposite 
to that of the pattern as a whole. 

The discussion of the preceding sections shows that the complete 
structure of the mode spectrum for a guide filled with lossless ferrite is 
very complex. It is also clear that for some combinations of guide size 
and magnetic parameters the course of an individual mode in the {32 - 0" 

plane may be quite involved. In particular, two values of {32 associated 
with the same mode often occur at a given (J. The extent to which the 
complexity of the spectrum will be observed in practice will depend 
principally upon the loss of the real ferrite and upon the guide radius. 
The effect of loss near 0" = 1, where the incipient modes are crowded 
will be to cause simultaneous excitation of many of these and conse­
quently a confused z dependence of the guide excitation. For values of 
ro just below jn , the point of escape of the TE modes, the latter exist 
over considerable ranges of 0", see Fig. 12(a), and would probably be 
observable. The TE modes near Un also persist over a wide range, but 
are double-valued. Concerning such double-valued waves it may be ob­
served that from the results of the subsequent treatment of losses, it is 

clear that if d ~{3: I > 0, it is necessary to put the source of power at the 

opposite end of the guide. 
4.15. Losses, Faraday rotation and merit figure. So far the analysis has 

been concerned with the loss-free medium. It is of some interest to 
determine the attenuation constant (the imaginary part of (3) that 
arises when losses are taken into account. As long as these are small, 
this can be done rather easily; in fact, sufficiently far from resonance 
(0" = 1), for each formula giving {32, we can establish one giving the 
attenuation constant. 

If the losses are of magnetic origin we utilize the fact (already demon­
strated in section 2) that to first order in a, the permeabilities J.L, K are 
functions of 0" + ja sgn p, and of no other combination of 0", a. Since 
0", a enter Maxwell's equations only through J.1. and K, {32, which is derived 
from them, must likewise depend on 0" through 0" + ja sgn p. Any formula 
for {32 derived for the loss-free medium can, therefore, be genera1ized to 
the lossy case by replacing 0" with 0" + ja sgn p, to first order in a. To 
this order, then, we find 
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(3
2 (3'2 + . a((3')2 

= Ja sgn P -a;;- , 

where (3' is the propagation constant for the loss-free case. Thus 

'(3 '(3' ex a((3')2 (44) 
J = J - 2(3'~' 

and the last term on the right, (multipJied by our scaling variable 
(30 = WV J..I.z€o) is the attenuation in nepers per meter. The present con­
vention is that the waves propagate in the positive z direction, as exp 
(-j(3z). It follows that they will decrease in that direction only if 
a ((3,)2/ al (j I < O. Occasionally this is not the case, and presumably 
indicates that the direction of the power flow opposes that of the phase 
velocity. 

For small dielectric loss, too, it is possible to derive formulae for the 
attenuation constant from those already obtained; obviously the latter 
depend on € only through € = €o - j€1 , and can therefore be expanded. 
But it must now be remembered that (3 was defined as (3nctual/ WV J..I.z€. 

and ro as r actual w~ SO that the scaling parameter wV J..I.z€ will make 
contributions to the imaginary part. It is then readily verified that 

(3actual ,. €1 1 a 2 2 
w~ = (3 - J 2€0 h' a (ro2) (ro (3 ). (45) 

A few words may be said about the relation of Faraday rotation to 
the (32 - (j curves. A linearly polarized plane wave traveling in the un­
bounded medium along the magnetizing field can be regarded as the 
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sum of right and left circular components which travel with different 
propagation constants. If these are fl+ and fl- (measured in units of flo) 
the plane of polarization of the resultant will appear to rotate by 

A 1 
(fl+ - fl_)/2 radians per reduced wavelength 27r = flo' 

In the filled waveguide, on the other hand, it is no longer true that right 
and left circularly polarized modes add up to a plane polarized mode, 
as is readily seen by reference to the field components given in Appendix 
IV. To define Faraday rotation in a simple way it is therefore necessary 
to neglect changes in the field pattern due to the magnetization and 
consider only the changes in the propagation constants. Then the rota-

1 
tion of a mode with azimuthal mode number n will be 2n (fl+ - f3-). 

In the present case n = 1, and the fl+ , f3- are found from the curves of 
f32 versus cr, Figs. 13(a) to (i), for positive (cr, p) and negative (cr, p) re­
spectively. 

The merit figure is defined as the ratio - radians rotation per neper 
loss - and is independent of path-length. For small losses, (neglecting 
terms O(ci)), this ratio is 

Rl ({3+ - (3-) 1 (3/ - f3-' 
I m({3+ + f3-) - ~ a{3+' + af3-' , 

a 1 cr 1 a I cr I 

in the notation of the present Section. 

4.10. Formulae for the ferrite. 

1. Cut-off points 

Cut-off points will be classified into three types, 1, 2 and 3, according 
to the nature of the intersecting curves which generate them. All points 
of a given type may be assigned an index which further identifies the 
generating curve. This will be written as a subscript. 
Type 1. Intersections of In - (I A'h, cr > 0, written as In and of 

In' - (I Ah , cr < 0, written as In' 
{32 = 0 
There is a parametric representation: 

1 AI, 21 = eO, 

I p I ~ 2 sinh 0 (1 - ;:}nd (46) 

I cr 1 = ~o: eO + (1 _ ~o :) e-o. 
In In 
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The slope at cut-off: 

·2 (.2 ) ~ ~ - 1 cothe 
(a Q2

) r 2 r 2 fJ _ 0 0 • sO'n (J 
- - 2 b , 

a(J P [in _1+_2_]e-o_eo 
r02 F(ro) 

(47) 

and 

(
a{J2) 
ap (1 

(J (a{J2) 
p coth e a(J p. 

(48) 

Type 2. Intersections of 

(On'h - Oc at (J = (Jo = vi ~ + 1 - ¥ ; type 2n' 

(Onh - 0/ at (J = - (Jo ; type 2n . 

{32 ~ 0 

Define Ao as a root of 

CTo = 1~011 [1 - (1 - AD') (F-~(AoS] , (49) 

with the following convention: for 2n', Ao is negative and the 
nth branch of F-\Ao) is used; for 2n , Ao is positive and the nth 

branch of F-1(Ao) is used. Now 

{J2=~. (50) 
(Jo 

Near cut-off 

1 + (J02 vi (Jo - I (J I 
(Jo 1 - (J02 1 + I Ao I (Jo . 

(51) 

with 

(1 - Ao')A = 2 11AO I (1 - 1 + I~o I CTo) (CTo + 2 I AD I + CToAo') 

+ 1 + (Jo I Ao I 
Ao . 

For 20 a special situation arises for 1 < ro < Ul where there are two 
positive solutions for Ao • We write 201 and 202 for the points corresponding 
to the smaller and greater of these. A special cut-off point will be labeled 
2000 and arises from 0/ and (Ooh as Al goes to infinity. For this point 
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1 - F(ro) 

'T = 0"0 , {32 -7 00 and near - 0"0 we have 

{32 = I p I 1 
r02 (I 0"0 I - 1 0" I) (2 - I p II 0"0 I) . 

1\ 
"-
~ 

u2 

5.5 

(52) 

Type 3. Intersections of IE - (IA)r; for -0"0 < 0" < 0 only; no sub­
script is needed. 

(32 = 0, 

0" = -1 -p, 

and 

(a{32) _ (ari) _ 1 F(ro) 
(a 0") p - (ap) IT - P 1 - F (ro) 

(see Fig. 15) (54) 

The cut-off points of the modes follow various schemes in different 
ranges of 0" as indicated below. 

For 0" > 0"0 we have Table I. When 0" < -0"0, In' replaces In in the 
Table I. "None" indicates that the mode exists, but has no cut-off. 

For 0 < 0" < 0"0 we have Table II. "N.P." in Table II indicates that 
the mode is not propagated. For -0"0 < 0" < 0 we have Table III. In 
this range of 0" one has also the mode without classical analogue. For 
ro < UI this is cut-off at 3 and 201 and may have a second branch from 
202 to 2000 • For ro > Ul the second branch only exists. 
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TABLE I 

_____ R_ad_i_uS ______ 
I 
__ 

TE
_' I_I _ 1 __ T_M_ll_I_T_E_I_2 _1._

T
_l\_fl_2 _ TEn etc. 

Mode I 
ro < 1(1 

j1 < ro < ~l2 

H2 < 1'0 < j2 
j2 < ro < U3 

etc. 

None 

None 

None 
None 

None 

None 
None 

12 13 

1 
12 13 

'\. 
None 12 
None None 

II. Asymptotes, genesis of the modes and spot points 

For I (J I ~ 00 there are asymptotic formulae: 

For TEln-modes 

For TMln-modes 

I 16 

(55) 

(56) 

For I (J I > (Jo, all modes have their origin in the points (J 1, Al = 1 
or (J = -1, A2 = -1, where {32 ~ 00. The variation of {32 with (J in the 
neighborhood of these points is described by the two expansions: 

for (J f'-' 1 

{3n2 = _p_ [_1_ + {I - an + 2an
2 

(~ + 1) + a
n2

} 

an + 1 (J - 1 p Xn 2 p 2 

+ O((J - 1)], 
(57) 

where 
2 an _ Xn 

an + 1 - 2r02' 

and 

Xn > 0, 
with the scheme 

n 1 2 3 4 ctc. 

Mode TEll TMll TE12 TM12 etc. 
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1'ABLE II 

Mode TEll TMll TE12 T.t.h2 TEl3 etc. Radius 
----

0 < 1'0 < Ul NoPo NoPo NoP. NoP. NoPo 
Ul < 1'0 < jl 20' NoP. NoP. NoP. N.P. 
jl < 1'0 < U2 20' 11 N.Po N.P. N.P. 

'\. 
U2 < 1'0 < j2 20' 21' 11 N.P. N.P. 

1 
j2 < 1'0 < U3 20' 21' It 12 N.P. 

'\. 
1(3 < 1'0 < j3 20' 21' 22 ' 11 12 

etco 

TABLE III 

Mode TEll TMu TEl2 TMl2 TEl3 etc. Radius 

0 < 1'0 < 1fl N.Po NoP. NoP. NoPo N.P. 
111 < 1'0 < jl 3 

1 
NoP o NoP. NoP. NoP. 

jl < 1'0 < 1(2 3 II' NoP. o NoP. NoP. 
'\. 

U2 < oro < j2 21 3 II' NoP. NoP. 
1 

j2 < 1'0 < 1(3 21 3 It' 12 ' NoP. 
'\. 

U3 < 1'0 < j3 21 22 3 II' 12 ' 

etco 

for U I"'""'0o..I -1 

where 
2 

an Yn 
an + 1 2r02 ' 

and 

with the same identification as above. 
For u > Uo a spot-point is given by 1 n - (1 Bh with 
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(32 = Al = 1 + 1 r U ' 

and (59) 

1 '\ 2 • 2 
- 1\1 _ In 

1 - UAl - r02' 

The identification scheme is again that shown above. 
For - Uo < U < 0 an isolated identifiable point arises from I B'­

(I nh which is expressible in inverse form by the relations 

for 

U= 

2 ro 
1 - -;-2 2 
__ J_n + ~Q2 

Q2 • 2 tJ 
tJ In 

and 

p = (rf - 1) [1 + ;::13'+ 1 ~)::] 
(60) 

The identification of the modes with n proceeds as in the earlier parts of 
this section. 

III. Small p. 

To order p2 there exist the following expansions for (32: for the TE1n-

mode 

2 p ... , (61) 

where 

For the TMln-modes 

2 2 U + 1 3(30
2 

- 2 2 (62) 
(3 = (30 - 1 _ u2 P (1 - ( 2) 2 2 (1 - (302) p ... , 
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where 
• 2 

{302 = 1 - ~ . 
r02 

The radius of convergence of these series is not known. It is clear that it 
will depend on (j and will become smaller as i ~ 1. 

4.2. The Plasma (PH = 0, VI! = 1). The characteristic equation (26) 
may now be written 

where (in contrast with the ferrite case) Al,2 = {3AI ,2 • The A satisfy 

AI,/ - (VE - 1)(1 - (32jVE) - 1IEPE
2 

AI,2 _ {32 = 0, (64) 
PE 

and the x's are given by 

(65) 

From the equations for PE and VE in terms of (j, q given in Section 2, 
equation (64) may be written 

or 

2 ((j 2) 2 Al 2 - -- - (j{3 Al 2 - {3 = 0 , 1 - q2 ' , 

(j 
= -- + (jAIA2 . 

1 - q2 

(66) 

(67a) 

(67b) 

Elimination of {32 between equations (64) and (65) enables us to express 
XI./ solely in terms of AI,2 , PH and 11 H : 

2 1 - Al 22 

XI,2 = ] _ liVE ' 
1 - AI,2 

PE 

which, from the plasma formulae for PE , VE , can be written 

2 1 - AI} 
XI,2 = 1 "\. 

- (j/\I,2 
(68) 
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With these expressions for the x, the characteristic equation (63) takes 
the form 

H(Al, U, rO) = H(AZ, u, rO), 

where 

1 - UA [ ( • / 1 - }..2) ] H(A, u, rO) = 1 _ A2 AFn ro 11 1 _ UA - n . (69) 

For given u, and q, equations (67b) and (69) are simultaneous equa­
tions for AI, A2. When AI, A2 have been found, {32 = - AIA2 is known. 
Since (32 must be positive, AI, A2 must have opposite signs. As in the 
ferrite, the convention Al > 0, A2 < 0 will be adopted. Equation (67b) 
will hereafter be called the plasma relation. The transformation 

U---7-U 

leaves the plasma relation unchanged and changes n to -n in the 
H-equation. As more fully explained in connection with the ferrite sec­
tion, it is therefore necessary to consider positive n only if U is allowed 
to take on negative as well as positive values. As before, only the first 
azimuthal mode number (n = ±1) is considered in this paper. 

The method of analysis is the same as that used for the ferrite. Here 
we shall on]y sketch the most important steps; the reader will have no 
difficulty in completing the analysis by referring to Section 4.11. For 
fixed ro, a contour map of H is drawn in the A, U plane (see Fig. 16 
drawn for ro "-' 2.2). The gross features of this map are determined 
by the lines H = 0, H = ± 00. For greater detail recourse is had to the 

line~ 1 - A 
2 

= constant, along which values of H are readily generated. 
1 - UA 

Further help is obtained from a knowledge of the location of the saddle 
point of H. The infinity curves are given by the same formulae as for 
the ferrite, except that the line A = 0 is no longer an infinity line: along 
A = 0, H = -1. Zero curves are given by 

1 ro2el - A2) 
U = };: - A[F-l(A-1»)2. 

The branches of UA = 1 are also zero curves in the same restricted 
sense as for the G function. In the same notation as for the ferrite, all 
I n curves pass through U = 1, A = 1; all I n' curves through - 1, - 1. 
The same is true for all On, On' curves (n > 0). The only exception is 
denoted by 00 , it arises from that branch of F-1 along which F-1(1) = O. 
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Fig. 16 - The division of the A - (]" plane into regions of positive and negative 
H by the first few 0 and I curves. Dotted regions are positive. Cross-hatched re­
gions contain the higher 0 and I curves. 

Along all lines, (]" = AC + d, H tends to infinity except when C = ro2jun
2 

2 

(the slopes of the linear asymptotes of 0 curves). Along (]" = ro 2 A + d, 
Un 

H tends to a value depending on d. More about the general behavior of 
H can be derived by means entirely analogous to those employed in the 
study of G. 
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A-pairs determined from the H-diagram do not necessarily solve the 
problem, since for a fixed q, they may not satisfy the plasma relation 
(G7b). To take it into account, we interpret it as a transformation of the 
whole of the second quadrant onto part of the first, and of the whole 
fourth quadrant on part of the third. vVriting (G7b) in the form 

2 
_(J' __ 1 

Al = ! + ~ _1_---=q=-2 __ 
(J' (J' 1 - (J'A2 

we see that the curves A2 = const. transform into a bundle of hyperbola 
passing through the intersection of (J'2 = 1 - q2 with (J' = l/A, that is, 
through 

(J'o=~. 

These hyperbolae have vertical asymptotes Al = - ~2 ' and cut the line 

(J' = ° in - A2 . For a fixed positive (J' < (J'o, Al decreases from 1/ (J' to (J' / 
(1 - l) as A2 increases from - 00 to 0, but, when (J' > (J'o, Al increases 
from 1/(J' to (J'/(1 - q2). Thus the second quadrant transforms into the 
region between (J' = A(1 - q2) and (J' = l/A in the first quaqrant. Simi­
larly, the inverse transformation A2 = T(AI) transforms the fourth 
quadrant into the region between (J' = A(l - l) and (J' = l/A in the 
third quadrant. Points outside these regions cannot be site of acceptable 
solutions of the H equation. In order to locate acceptable solutions, the 
H = equation is now written in the form 

when (J' > 0, and in the form 

when (J' < 0. These equations represent the curves of intersection of 
the H-surfaces. Along each such curve, both H-e'quation and plasma 
relation are satisfied. Their projections onto the first (or third) quadrant 
give Al (or A2) as a function of (J', and hence A2 (or AI) from the plasma re­
lation. Thus {32 = - AIA2 is known along each solution curve. The rough 
locating of the solution curves, and the establishment of precise analyti­
cal formulae near special points on them proceeds in complete analogy 
with the ferrite case. Here we shall consider only the radius ro r-.J 2.2, 
as typical of radii large enough to permit propagation of the TEll mode 
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through the unmagnetized plasma, but too small to admit higher modes. 
The solution curves for To ,-...; 2.2 are indicated roughly in Fig. 17. 

In the first quadrant, for (J' > (J'o, a solution curve starts at Al = 1, 
(J' = 1, passes through the intersection of II, (In')T and proceeds to 
infinity as indicated. The formulae in Section 4.21 describe the cor­
responding curve near (J' = 1, and at (J' ~ co, showing that the solution 
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curve describes the TEn-limit mode. Incipient modes also exist, just 
as in the ferrite; their end-points on C1' = (1 - q2)Al (or, briefly, on 
(A2 = 0h) are now the points for which H('l\l, C1') = -1 and, simulta­
neously, C1' = (1 - q2)Al . 

Below C1'0, there is only one solution curve for ro r-..J 2.2. It begins at 
C1' = 0, Al = {3iso (= -A2, by the plasma relation), where {3iso is the 
propagation constant of the TEn mode in the unmagnetized plasma. 
(In contrast with the ferrite, the plasma becomes isotropic as C1' ~ 0). 
It is cut off at the intersection of the contour HO\l, C1') = -1 in that 
region with (A2 = Oh. At that point {32 = ° and C1' is best stated, thus: 

C1' = (1 - q2) V (1 + y2) /[1 + (1 _ q2)y2], 

where y is the (unique) real root of 

F(jyro) = vi (1 + y2) [1 + (1 - q2) y2]. 

Alternatively these two equations may (by varying y) be used to generate 
1'o'S and the corresponding cut-off values of C1'. Of course, the two equa­
tions are merely a re-statement of the equations HO''1 , C1') = -1, C1' = 
Al(1 - q2), heed being paid to the fact that the argument of F is imaginary 
in the region considered for the radius under discussion. 

In the third quadrant for C1' < -C1'0, we also find the TEn-limit mode. 
Its solution curve begins at A2 = -1, C1' = -1, and proceeds to C1' = - 00 

without passing through any easily computed intersections of I curves. 
Formulae pertaining to the TEn mode in this range are stated in Section 
4.22. Again the incipient modes are found in their usual region. For 
o > C1' > - C1'0, the solution curve corresponding to the TEn mode 
begins at C1' = 0, A2 = - (3iso( = - ~'1) and is cut off at the intersection 
of H(A2, C1') = - i with A2(1 - q2) = C1' (or (AI = Oh). At that point 
{32 = 0, and C1' is given by 

where y is the least real root of 

Alternatively, this equation can be used to generate ro, and the asso­
ciated C1', if y is regarded as a parameter, which for Ul < ro < il is between 
zero and unity. 

At a fixed ro the higher roots of the last equation with sign reversed and 
the corresponding C1' are associated with the cut-offs of the incipient 
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Fig. 18 - Cutoff value of (J' for the TEn-limit mode in the plasma as a function 
of ro for various q2. 

modes in the lower half plane. Similarly the real roots of 

and the corresponding 

are associated with the cut-offs of the incipient modes in the upper half­
plane. These equations have been solved for the TEn mode and their 
solutions shown in Figs. lS(a) and lS(b). 

4.21. Some formulae relating to the plasma (chiefly for TE-modes). 

The formulas given here employ dimensionless variables (Section 3) 
except where otherwise stated. 

Approximations for extreme values of (J' or l 
(a) sman (J', l not near unity 

TElm mode: 

(70) 
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where 

2 q2 

um
2 - 11 - q2' 

and 

Em (1 ~2 q2)' [1 + u/~ 1 {(2~m' - 1) 13m' 

+ (u/- 1)2 ( 1 - 21~)}]. 
TM modes show no first order variation with (J'. 

(b) small q2, (J'2 not near unity. Here (3a and ra are the actual propaga­
tion constant and radius, without scaling factors: 
TE1m mode: 

2 
2 ( 2) 2 Um 

(3a = 1 - q W j.LOEO - 2 
ra 

2 uq2 (2 ) + W Eoj.LO -1--
2 

-2--1 - (J' + 0(q4). 
- (J' U m -

(71) 

TM1m modes: 

2 ( 2) 2 fm
2 

2 (J'2q2 ( fm2) 
(3a = 1 - q W j.LoEo - - - W Eoj.Lo -1--2 1 - 2 2. 

r02 - (J' W j.LoEora 
(72) 

(c) Approximation for large (J'; q2 not near unity. 
TE1m mode: 

2l 1 
(J'(1 - q2) (um2 - 1) . 

(73) 

All formulae in (a), (b), (c) apply to both positive and negative (J' (right 
and left circular waves). Formulae 70 and 73 show that the first order 
changes in (32, whether due to very large or very small (J', have coefficients 
that differ only in sign. 

The TEn mode near resonance (q2 < 1) 

Near (J' = +1, 

__ q_2_ 
1 - q2 

(~- 1) 
(J' - 1 

(74) 
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Near (J = -1, 

2 -l 1 
{3 =----. 

1 - q2 1 + (J 

Cut-off of the TEn mode (l < 1) (UI < fo < jl) 

(J positive: 

(32 = 0; 

where y is the only real root or the smallest imaginary root of 

F(jroY) = V (1 + y2) [1 + (1 - q2) y2]. 

(J negative: 

(75) 

{32 = 0; (J = - (1 - l) V (1 - y2) /[1 - (1 - q2)y2], (77) 

where y is the smallest real root of 

F(roY) = - V (1 - y2) [1 

(See section 4.2 for further explanation). 

APPENDIX 1. THE F-FUNCTION 

The function F(x) has been defined by the equation 

Jr'(x) 
F(x) = x J

1
(x) . 

Using the infinite product for J 1(x) and differentiating logarithmically 
one finds 

00 2 

F(x) = 1 - 2 L. x , (78) 
n=1 Jn2 

- X2 

where JI(jn) = o. Near one of its poles, jn , F(x) behaves asjn/(X - jn). 
It is also useful to know the form of F(x) near one of its zeros, Un, 

which are also zeros of JI'(x). Such an expansion may conveniently be 
found by using the Ricatti equation satisfied by F(x), which is 

(79) 

The expansion near Un is then 

F(u. + y) ~ y [~ - u. ] - ~2 [~2 + 1] + higher terms. (80) 



Equa-
tion Asymptote 

Number 

83 "~-g [A+ F (:~g)J 

84 r~ ( 2) 0" = - X - n = 1 2 3··· • 2 • 2 ' , 

In 1 + !b.... g 
ro2 

85 
1 g2 

O"=-+-A 
X ro2 

( Un
2

) 2 1 +-g 

86 0" = (1 _ r02) ~ + ro2 ro2 
un2 A 1 - un2 Un3 

n = 1,2,3··· 

TABLE IV 

Polder Transform of Asymptote 

1+g (1) X=--+O -
u 0"2 

N at required 

N at required 

( un2) 2 1 +-0 
0" = A r02 _ p _ 1'0

2 
(1 _ ro2) 

un2 Un (1 - Un2) Un2 

Range of Validity 

u large, g finite and not 
equal to zero or 
-ro2jjn2 

u large, g unrestricted 

Large 0" 

Small A 
g > 0 for A < 0 
o < 0 for X > 0 
g finite 

u large 
o finite 

0) 
Ql 
H"-

8 
p:: 
t:j 

t::::I 
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t" 
t" 

w. 
~ w. 
8 
t:j 

s:: 
8 
t:j 
l.l 
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'""' l.l 
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t" 
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Z 
~ 
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,...... 
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The equation may also be used to furnish an expansion near x = O. 
This is 

2 4 

F(x) = 1 - ~ - ~6 + higher terms. (81) 

Finally, putting x = jy, one finds from Eq. (79) for large y 

F(jy} = y - ~ + ~ ~ + higher terms. (82) 

APPENDIX II. INFORMNl'ION PERTAINING TO THE CONSTRUCTION OF 

G-DIAGRAMS 

The accurate construction of the contours G = const. is conveniently 
based on the contours (1 - A2)/(1 - CTA) = const. along anyone of which 
G is a function of A alone. These contours are shown in Fig. 4. Their 
asymptotic properties are almost self-evident. 

The curves G = g = const. have various asymptotes. These, together 
with their range of validity, and their Polder transforms where needed 
are stated in Table IV. 

The formulas given in Table IV show that the curves G = const. 
generally have two kinds of asymptotes; linear and hyperbolic. Formula 
(83) shows the behavior of G along a line of constant finite slope unequal 
to r02/jn2, the asymptotic slope of the In curves. Parallel to a line of 
slope ro2jjn2 all G contours must be found, not just the restricted range 
given by the first formula. Writing CT = (ro2/jn2

) A + x in the equation 
G = g, and expanding F near its pole jn , we find x in terms of g and ob­
tain (84) which holds for all g, from - 00 to + 00. When g = 0 it also 
gives the linear asymptotes of On, On' curves except 00 , as is readily 
verified from the equation 

1 ro\l - A2) 
CT = X ~ A[F-l(A)]2 ' 

for the zero curves. 
Formula (85) shows how the G-contours tend towards CTA = 1 from 

the side uA > 1 as A ~ O. 
Formula (86) relates the asymptotic behavior of the curves G = g 

to the zero curves, g = 0, for small A. All G curves approach zero curves 
arbitrarily closely as A ~ O. The only exceptions are the infinity curves 
whose form near A = 0 is 

CT = ~ (1 _ r02) 
'\ • 2 
1\ In 

(87) 
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When ro = Un+l, the On curve merges with the On' curve at 

-2 ro2 
a = ---

(Un+12 - 1) Un+13 • 

Similarly all of the contours G = 9 of the sheet to which On belongs 
merge with the corresponding G = 9 of the sheet to which On' belongs, at 

2(1 + g) ro2 
a = - --

(lln+12 - 1) Un+13 • 

These remarks apply to all On , On' curves, 00 included. 
The Oo-curve, for large "A, behaves as 

1 - ro2 
a = --"A--' 

(88) 

and so tends to a from above for ro < 1 and from below when ro > 1. 
(In fact, for ro < 1, 00 lies wholly in the first quadrant; when Ul > ro > 
1, 00 cuts a = 0 once.) 

The saddle points of G are most easily found by considering G in the 
coordinate net formed by the curves x2 = const. and "A = const. At a 
saddle point 

aG = ~ [~ (~F(rox) - l)J = 0 
ax ax x2 "A 

and simultaneously 

aG = 0 
a"A 

The only saddle points that might be missed in this way are points at 
which the two derivatives are not independent, that is points where the 
i contours have vertical tangents, and it is easily verified that no saddle 
points exist there. 

Proceeding with the differentiations, we find that aG = 0 gives 
a"A 

or 

aG 
and so - = 0 gives 

ax 

rox = Un (89) 
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or 

The corresponding 0" ns are given by 

1 - An/ 
1 - O"nsAns 

1 
(90) 

2 

(91) 

and are all positive. Thus all saddle points lie in the first quadrant. At a 
saddle point G = -ro2lun

2 and therefore it is the intersection of two 
contours G = -ro2lun

2 . For n > 1, one of these obeys the asymptotic 
formula (83), the other is asymptotic to In and I n- 1 (see Fig. 5), and 
obeys (84), ,yith nand n - 1, near those curves. For n = 1, one of them 
still follows formula (83), but the two "arms" of the other are asymp­
totic to 0" = l/A and II , and so follow (85) and (84) with n = 1 re­
spectively. 

Three further facts useful in the construction of G-diagrams are: 
1 - A2 un

2 ro2 
Along a curve -1--" = -2, G equals - -2; thus the zero curves of F 

- 0"/\ ro Un 

are contours of constant G. 
Along "A = +1, 

1 - 0" 
G= --

2 

2 ro 
4 

As 0", "A ~ 1 along (0" - 1) = a (A - 1); 

G -> a t 1 [F (ro I a ! 1) - 1] 
As 0", "A ~ - 1 along (0" + 1) = a(A + 1); 

G -> - a t 1 [F (ro I a ! 1)+ 1] 

(92) 

(93) 

As for G(T("A), 0", fo) we have, in addition to the asymptotic formulas 
in the table: 

I B' transforms into = 1 + ~1 
0"+ 

The intersection of (I nh or (I n'h with 0" = 0 is given by 

I ·2 

Al,2 = P ± 1 - Jn2 • 
fo 
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APPENDIX II. THE FIELD COMPONENTS 

The field components are given here for the ferrite and for the plasma. 
They are normalized in such a way that Ez takes a simple form. It should 
be noted that the A'S appearing in these equations are those defined in 
Sees. 4.11 and 4.2 for the ferrite and plasma respectively and have a 
different significance in the two cases .. ' 

We write 

Then, for the ferrite, 

Ez = [AI(r) - A 2(r)]e 3nll , 

Er = -j{3 [AI(r) ~ {Fn(Xlr) - n} - A 2(r) ~ {Fn(X2r) - n}]einll, 
r Xl2 Al r X22 A2 

Ell = -(3 [Al(r) ~ {Fn(Xlr) _ n} _ A 2(r) ~ {Fn(X2r) - n}]e3ne, 
r Xl2 Al r X22 A2 

H, ~ j{3 [f. A,(r) - ~2 A 2(r) };., , 

Hr = - [AI(r) ~ {n _ 1 - Xl
2 

Fn(Xlr)1 
r Xl2 Al J 

A 2(r) 1 { 1 - X2
2 

F ( )}] 3nO d - -- 2 n - '\ In X2r e ,an 
r X2 A2 

HII = . [AI(r) 1 {F ( ) n ( 2)} - J -- -- In Xlr - - 1 - Xl 
r X~ ~ 

and, for the plasma, 

Ez = [AI(r) - A 2(r)]e 3nll , 

Er = - J{3~ [AI(r) ~ {(I - x/)Fn(Xlr) + nAt} 
r Xl 

A 2(r) 1 {( 2) () l] 1nll 
- -- --2 1 - X2 F n X2r + nA2 e , 

r X2 
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Coupled Wave Theory and Waveguide 
Applications 

By s. E. MILLER 

(Manuscript received February 2, 1954) 

S01ne theory describing the behavior of two coupled waves is presented, 
and it is shown that this theory applies to coupled translldssion lines. A 
loose-coupling theory, applicable when very little power is transferred be­
tween the coupled waves, shows how to taper the coupling distribution to 
minimize the length of the coupling region. A tight-coupling theory, appli­
cable when the coupling is 'uniform along the direction of wave propagation, 
shows that a periodic exchange of energy between coupled waves takes place 
provided that the attenuation and phase constants (a and (3 respectively) 
are both equal, or provided that the phase constants are equal and the dif­
ference between the attenuation constants (al - (2) is small cornpared to the 
coefficient of coupling c. Either (al - (2) / C or ({3l - (32) / c being large 
compared to unity is sufficient to prevent appreciable energy exchange be­
tween the coupled waves. Experimental work has confirmed the theory. Appli­
cations include highly efficient pure-mode transducers in multi-mode sys­
tems, and frequency-selective filters. 

INTRODUCTION 

This paper describes some theoretical relations in coupled transmission 
lines, and the use of coupled lines as circuit elements. In order to illus­
trate the points of interest in the theoretical material, several applica­
tions will be stated first. Detailed discussion of experimental models 
will be given after the theoretical sections. 

The theory of coupled transmission lines may be used to determine 
many properties of a multi-mode transmission system in which there is 
distributed coupling between modes. In round pipe, for example, the 
individual modes of propagation can be considered as separate trans­
mission lines which in the perfect waveguide are completely independent. 
Geometric imperfections in the waveguide, if distributed over many 
wavelengths, cause a transfer of power between modes which in general 

661 
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form is predicted by coupled transmission line theory. As a consequence, 
analysis of the mode-conversion effects associated with circular-electric­
wave transmission in commercial round pipe has been aided materially 
by applying the coupled-transmission-line concept.1 In another problem, 
the transmission of the circular-electric waves through bends,2 the 
coupled-wave theory of subsequent sections has also provided valuable 
insight. 

Coupled transmission lines can be employed as circuit elements to 
exchange power between one mode of a multi-mode line and a designated 
mode of another transmission line. Consider Fig. 1, which shows a rec­
tangular waveguide having entries 1 and 2 coupled through a series of 
apertures to a parallel round waveguide having entries 3 and 4. The 
rectangular guide may be made single mode for convenience, and for the 
configuration shown may be made to couple to any TE mode of the round 
guide. Input power at entry 1 may be transferred in whole or in part to 
the selected mode at entry 4, the remaining portion of the power appear­
ing at entry 2. Very little power in any mode will appear at entry 3 for 
excitation at 1, and very little power in undesired modes will appear at 
entry 4. Thus the structure has the hybrid property in addition to being 
mode selective. A matched impedance is presented at all entries tD all 
modes over a very broad frequency band. 

Recently, coupled transmission lines have found use as input and out­
put circuits for travelling-wave tubes. In this instance a helical input 
(or output) line was electromagnetically coupled to the travelling-wave­
tube helix, with conditions adjusted for complete energy transfer be­
tween the helices. The result is an input-output circuit requiring no 
metallic connection to the tube helix and requiring no connection through 

Fig. 1 - Coupled transmission line transducer. 
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the vacuum seal. R. Kompfner conceived this form of connection to 
travelling-wave tubes while working with the Admiralty in England, 
and demonstrated the usefulness of the idea here at the Laboratories. 
Similar work was done by the group at the Electronics Research Lab­
oratory at Stanford University, and was described by S. T. Kaisel at 
the August, 1953, West Coast I.R.E. Convention. Both groups re­
quested pre-publication copies of this paper for use in their research. 

LOOSE COUPLING THEORY 

On the assumption that negligible power is abstracted from the driven 
line of two coupled transmission lines, the magnitude and mode content 
of the forward and backward waves in the side line may be written. vVith 
reference to Fig. 2, there is assumed coupling between two uniform lines 
in the interval - L/2 to + L/2 along the axis of propagation, and no 
coupling elsewhere. On the basis of loose coupling a normalized voltage 
wave on line 2 may be written 

E = 1 0 -i(21r/'l\2)(x+L/2) 
2 • e , (1) 

in which the phase reference is taken as x = -L/2. The forward current 
If in the side line at the point x = L/2 is 

where 

L 

If = I{FM L~ cf>(x)e i21r
(1/Al-l/A2)X dX, 

2 

e -i1rL(1/Al+l/A2) 

F = 
ZIO 

(2) 

¢(x) = a coupling function. More precisely, l/¢(x) is the ratio of the 
voltage on line 2, E 2(x), to the equivalent voltage generator in series with 
line 1 at ~. 

J{ = fraction of the transferred current which travels in the forward 
direction. 

111 = the transfer constant for the various modes which can propagate, 
relative to the mode for which cf>(x) is defined. The backward current Ib 
at the point x = - L/2 is 

L 

Ib = (1 - I()F111 L ~ cf>(x)e-i21r
(1/Al+l/A2)X dx. 

2 

(3) 
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If the coupling mechanism is non-directive (sending equal waves forward 
and backward) and has the same value for all modes, then 1(= ~ and 
J1;1 = 1.0. For simplicity these values are assumed in writing the remain­
der of .the expressions. However, the theory is applicable if the coupling 
mechanism is mode selective and/or directive provided that these proper­
ties do not change over the length of the coupling interval. 

The mode discriminating property of the coupled lines is the ratio of 
the forward current for Al = A2 to the forward current for Al ~ A2 . This 
ratio is 

Discrimination I 
If (AI = A2) I 
If (AI ~ A2) 

L 

i~ cf>(x) dx 
2 (4) 

where e . = 7rL(l/AI - 1/A2) = L({31 - (32)/2 and the {3's are the phase 
constants of the two transmission lines. 

The directivity of the coupling arrangement is defined as the ratio of 
the forward current for Al = A2 to the backward current; this ratio is also 
given by equation (4) provided 

e = -7rL (! + !) = -!::. ({31 + (32). 
Al A2 2 

Thus, in the loose coupling case, the critical performance characteristics 
are given by the discrimination function, equation (4), for appropriate 
values of the parameter e. 

I 
I 

~ 

LINE I 

t ¢(x) 
I LINE 2 

----~----------~------------~--~x -t x=o +i 
Fig. 2 - Schematic of coupled transmission lines. 
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A simplified example will illustrate the application of these relations. 
Suppose the coupling function ¢(x) is constant in the interval - L/2 to 
L/2 and zero for other values of x. Then the discrimination function is, 
from (4) 

o 
Uniform Coupling Discrimination = 

sin O· 
(5) 

Let us further assume, in the hypothetical example, that line 2 (Fig. 2) 
is a single-mode line having a guide wavelength A2 equal to 1.2Ao, and 
that line 1 is the three-mode line having guide wavelengths AI, A2, and 
A3 equal to 1.1Ao, 1.2Ao, and 1.3Ao respectively. Assume the coupling 
length L equals 20AO . For equal coupling to all modes in a differential 
unit of length, the relative current waves travelling in the forward direc­
tion in the three modes of line 1 are obtained from (4). For the ratio of 
the A2 forward current to the Al forward current, 

8 = .-20Xo (1. ~ Xo - 1.~Xo) = 1.52.-

for which (5) gives a discrimination of about 13.5 db. For the ratio of 
the A2 forward current to the A3 forward current 

8 = .-20Xo C.;Xo - 1.~Xo) = 1.28.-, 

corresponding to a discrimination of about 14 db. For the ratio of the A2 
forward current to the A2 backward current, 

8 = .-20Xo C.;Xo + l.;Xo) = 33.3.-, 

corresponding to a discrimination of about 43 db. The backward currents 
in modes Al and A3 can similarly be verified to be very small compared to 
the forward-travelling A2 current. 

Thus, directivity and mode purity in a simplified case have been shown 
to be of the desired form. 

It may be noted that the denominator of (4) is the Fourier transform 
of the coupling function ¢(x). Since the numerator of (4) is independent 
of 0, the discrimination is maximized by minimizing the denominator. 
An analogous problem exists in the time versus frequency domain rela­
tions, and experience with the latter can be used to predict the discrim­
inations to be expected using various coupling distributions. 

In the simple example cited above, a length of coupling interval of 
20Ao yielded a discrimination between the desired versus undesired for-
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Fig. 3 - Discrimination versus O/7r for linear taper coupling. 

ward wave components of about 13 db. How can this discrimination be 
improved? If the difference between the wavelengths of the desired and 
undesired wave types is increased, the value of () is increased and greater 
discrimination results. In practical cases, however, there frequently is 
very little that can be done about the wavelength difference because it is 
inherent in a structure which is fixed by other considerations. By increas­
ing the length of the coupling interval L the value of () is also increased; 
in the case of uniform coupling, (5) shows that a value of ()/7r' equal to 
about 8 is required to get 30 db discrimination. In the above example 
this corresponds to L approximately equal to 125Ao . The latter coupling 
length is probably impractical, and is certainly inconvenient. The final 
alternative is to alter the distribution of coupling between the lines, and 
considerable can be done in this manner. 

Suppose a linear taper of the strength of coupling is used, as sketched 
in Fig. 3. Then the discrimination becomes 

L· T D···· (()/2)2 mear aper IscnmmatlOn = -.--/- . 
sm () 2 

(6) 

which is plotted in Fig. 3. The first peak in discrimination occurs at (J/7r' 

equals two, compared to a value of ()/7r' equals one for the first peak using 
uniform coupling; however, for all values of ()/7r' greater than about 3, 
the linear taper provides superior discrimination. This illustrates a gen­
eral trend; tapering the coupling distribution improves the cliscrimina-
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tion for large 8/7r values at the expense of an increased 8/7r value for the 
first discrimination peak. 

The first two lines of Fig. 4 give the discrimination functions for two 
forms of cosine taper; Fig. 5 shows a plot of the first function and Fig. G 
shows a plot of the second function for a particular case. These figures 
illustrate the importance of the slope at the ends of the coupling distri­
bution. Comparing Fig. 5 with Fig. 3, Fig. 5 has a larger end-slope, shows 
a lower value of 8/7r for the first peak in discrimination, but pro~ides 

FIGURE FOR 
DISCRIMINATION 

PLOT DEFINITION 

6 
r/> (x) =COS(17Lx) 

-~<x<~ 

7 

8 

(
~(X)=l 

1%-< Ixl<~ 

¢(x) 

V 

, 
SHAPE DISCRIMINATION 

II (HC) 

/' '\ 
1.0 '" 

[SIN 0 +ck SIN (kO)] 
l e (ke) 

[

¢(X) = 1+ cfL(k2L + x) =ft:f.o+c (1+~ 

9 -~<x<o I I~~'=I I X{SI~ e +~ SIN(:2~M)!) } 

[

¢(X)=1+Crl.(k2L_ X) .-. . 

k _h _ kL + kL 1,.--O<X< 2L 2 2 2 2 

Fig. 4 - Discrimination functions corresponding to certain coupling distribu­
tions. 
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Fig. 5 - Discrimination versus ()/7r for the cosine coupling disbribution. 

poorer discrimination at values of 8/7r slightly above the first peak. In a 
similar way Fig. G shows better discrimination than Fig. 5. 

Linear superposition of forward or backward currents may be em­
ployed to advantage when designing a coupling distribution. The second 
line of Fig. 4 gives the discrimination for a coupling function composed of 
a raised cosine plus uniform coupling. For a value of c = 22.4 and k = 17 
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Fig. 7 - Discrimination versus O/7r for two uniform couplings superposed. 

the discrimination is greater than 38 db for e/rr between 1.95 and 3.0, 
and is greater than 50 db for e/rr larger than 3. Below e/1r = 1.95 the 
discrimination is similar to that shown in Fig. 6. 

Linear superposition of two uniform coupling distributions yields a 
structure which is easy to fabricate and, in cases where the requirements 
are not too complex, may provide satisfactory discrimination. The third 
line of Fig. 4 gives the general relation, and Fig. 7 shows the discrimina­
tion plot for a case of interest. Discriminations on the order of 30 db are 
available in a broad region between e / 1r equal to 1.3 to 2, an attractive 
abscissa value compared to the f)/7f" = 8 required for simple uniform 
coupling. 

Linear superposition of a linear taper and uniform coupling also yields 
a structure which is easy to fabricate, and the theoretical discrimination 
plot for an interesting set of conditions is shown in Fig. 8. High discrim­
inations are provided over greater ranges of f) than for the case of two 
uniform coupling functions superposed. 

The general relations involved in the superposition of coupling func­
tions may be summarized as follows: Let ¢l(X), ¢2(X)' . '¢n(x) be known 
coupling functions and let 

(7) 

Let the maximum length of the coupling interval be L. Then, designating 
the transforms of ¢l , ¢2' . '¢n by FI and F2· .. F n respectively, where 

l
L'2 

Fn = ¢n(x)ei(29IL)X~dx, 
-L/2 

(8) 
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and letting 

(9) 

the discrimination function for the composite coupling distribution 
cf>T(X) is given by 

D
. ... FT(e = 0) 
IscnmmatlOn = F . 

IT 
(10) 

Another useful theoretical approach to the employment of multiple 
distributed coupling functions is illustrated in Fig. 9. The top sketch 
represents any coupling function cf>1(X). The lower sketch shows a new 
coupling function cf>2(X) formed by locating a cf>1(X) at ±d/2 on the "x" 
axis. Using FI to denote the transform for cf>1(X), and F2 to denote the 
transform corresponding to cf>2(X), 

(11) 

wherein 
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for the forward wave discrimination and 

0' = d(~ +~) 
Al A2 

for the directivity as defined earlier in connection with (4). 
The discrimination function for the composite coupling function 

¢2(X) is 

D ' , 't' F2(O = 0, 0' = 0) FI(O = 0) 1 
lscnmlna IOn = F = F --, . 

f 2 f 2 cos 0 
(12) 

The factor 1/ cos 0' is the discrimination function associated with two 
point couplings, and the overall discrimination is the product of that 
discrimination and the discrimination associated with a single distributed 
coupling function ¢1(X). This line of thought may be extended to show 
that use of the same distributed coupling function in place of each point 
coupling in the multi-element distributions described in the following 
section results in multiplying the discrimination of the multi-element 
coupling function by the discrimination associated with the distributed 
coupling function. 

In many cases of interest it is either inconvenient or impossible to use 
absolutely continuous coupling between transmission lines. In the wave­
guide case illustrated in Fig. 1, for example, a continuous slot cut in the 
common wall would not provide coupling of the distributed form due to 
a wave which would oscillate back and forth in the slot itself. vVe know, 
however, that the effects of the continuous coupling distribution can be 

__ ------"A~·¢_dX) ::........__ __ ,. X 

x=o 

1 

(h(x) 

/¢dX+%) ¢l(X-.9.) 

~ I A:x 
_~ x=o d 

2 +2 
Fig, 9':-- Schematic of multiple distributed coupling functions. 
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simulated closely by using closely spaced point couplings. In order to do 
this intelligently we need a theory for multi-element point couplings. 

The most general symmetrical point coupling distribution for parallel 
coupled lines is illustrated in Fig. 10. The letters ao , al, a2'" an desig­
nate the strength of the couplings, and dl , d2 , ••• L represents the 
spacings between them. The transform for the total coupling distribu­
tion is 

{

L12 

F - ,/,. i(2(Jxl L) dx 
T - 'f'T€ •• 

-L12 
(13) 

F T = ao + 2al cos 1'1 + 2a2 cos 1'2 + 2a3 cos 1'3 + 
which 

2an cos () in 

and 

depending on whether forward wave discrimination or directivity is re­
quired. The discrimination function is then 

D · . . t' FT(I'k = 0, (J = 0) 
Iscnmma IOn = F . . 

/ T 
(14) 

Let us take as an example the familiar 1-3-3-1 binomial distribution 
of amplitudes for equally spaced couplings. In the terminology of equa­
tion (13), ao = 0, al = 3, a2 = 1, ak = ° for k > 2, d1 = L/3, and d2 = L. 
Then (14) yields 

Discrimination 
8 1 

6 cos () /3 + 2 cos () eos3 ()/3 . 

CENTER OF ARRAY 

an a3 a2 a1 ao a1 a2 a3 an 
x-------x--x-x-x-x-x--x-------x ~x 

I I I ~ d ~ I I I 
I I ~ __ ~ d~-=---~ I I 
I ~-------d3-------~ I 
\------------------- L ----------------.-~ 

Fig. 10 - Schematic of point coupling distributions. 

(15) 
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which is the relation given by Mumford. 3 The approach is perfectly gen­
eral, and henceforth the coupling distribution only will be given with 
the understanding that the corresponding discrimination function can 
be obtained from (13) and (14). 

For the case of tapered amplitudes and an even number of equally 
spaced couplings, (13) can be simplified to 

flT ~ 2a, cos (2n ~ 1) + 2a, cos en 3~ 1) + .,. 2an cos 8. (16) 

This case is of interest because a solution has been worked out for the 
analogous antenna problem to bring the spurious responses (the peaks 
of the side lobes in the antenna case, or the peaks of the undesired mode 
responses in the wave selector case) to the same level relative to the de­
sired response. Th£s makes the total length of the coupl£ng array a minimum 
for a given required degree of discrimination. The solution 4 includes specifi-

. cation of the Tchebysheff distribution of coupling strengths al , a2 , a3· .. 
an that are required to achieve various levels of spurious response, and 
the resulting increase in total array length required to place the first null 
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in undesired mode response at the same value of 

( !. - ~) or(!' +~) 
}q A2 Al A2 

as for uniform strength couplings equally spaced. Fig. 11 shows the latter 
relation, a very useful yardstick with which to evaluate the extra coupling 
length required by less ideal but more easily constructed coupling distri­
butions. 

An important practical question is "What is the smallest number of 
point couplings which will satisfy requirements in a given stiuation?", 
for it is time-consuming and expensive to fabricate the coupling holes or 
probes in some circumstances. The large range of possible mode condi­
tions and discrimination requirements makes it difficult to give an answer 
in closed form, but the general restrictions involved may be stated. In 
the case of n equally spaced couplings (of any amplitude taper) the dis­
crimination vanishes at O/7r = (n - 1). This is illustrated by the dis­
crimination plot of Fig. 12. 

Moreover, it is found that equally spaced couplings produce discrimina­
tions which are periodic in O/7r on the interval (n ~ 1), and which are 
symmetrical about O/7r = (n - 1)/2. 

The implication of the discrimination zero at O/7r = (n - 1) is that a 
large number of point couplings are required to get good directivity and 
good forward wave discrimination. In the simple case cited above in 
which L = 20Ao, the O/7r value for directivity was shown to be 33.3. 
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Fig. 12 - Discrimination for 8 equal-strength point couplings equally spaced. 
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Thus, something on the order of 50 or 60 equally spaced couplings might 
be needed. 

Simulation of continuous coupling functions with equal strength 
couplings may be carried out as follows: the coupling amplitude versus 
distance plot may be divided along the distance axis into a number of 
intervals of equal area, and a point coupling placed at the center of each 
interval. The more efficient continuous coupling functions require more 
point couplings to get a good simulation in this manner. For example, 
the function of line 2, Fig. 4, with c = 22.4 and k = 1 has been simulated 
with 12 and 40 equal strength couplings (as described above) and the 
exact discrimination plotted using (13) and (14). The results are given 
in Figs. 13 and 14. The original continuous coupling function yields dis­
criminations greater than 38 db for all values of fJ/7r greater than 2; the 
40-point simulation approximates this well in the region of fJ/7r = 1.7 to 
4.5, but thereafter begins to fail. The 12-point simulation (Fig. 13) never 
matches the original but does best in the region of small fJ/7r. 

It is more efficient to seek high discriminations by tapering the 
strength of equally spaced couplings than by tapering the spacing be­
tween equal strength couplings. However, when low discriminations are 
acceptable, the relative efficiency of tapering the spacing between con-
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Fig. 13 - Discrimination for 12 equal-strength point couplings arranged to 
simulate the continuous distribution of Fig. 4, line 2. 
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stant strength couplings is much greater than when high discriminations 
are required. Fig. 15 shows a distribution which produces about 20 db 
discrimination from O/7r = 1 to 3.25. Eight couplings arranged with the 
Tchebysheff amplitude taper for 20 db discrimiuation would produce 
that discrimination from ()/7r = 1.05 to 5.95. 

It is possible to obtain directivity or mode discrimination at smaller 
O/7r values than made available with uniform coupling. This situation is 
analogous to the superdirectivity problem in antenna design, with similar 
results - the lobes of spurious response are increased. In particular, if 
the coupling near the ends of the third array of Fig. 4 is made larger than 
the coupling in the center region, making "e" a negative quantity, the 
first peak in discrimination occurs at ()/7r less than one, and the first 
minimum in discrimination becomes less than 13 db. 

By implication, emphasis has been placed on obtaining both mode dis­
crimination and directivity simultaneously. However, by employing a 
relatively short coupling length it is apparent that the discrimination 
associated with 

() = 7rL (~ - ~) 
Al A2 

may be kept small when the directivity associated with 

is in suitable range for good discrimination. Consequently, one can de­
sign a directional coupler with little mode discrimination. Conversely, 
when using a relatively small number of point couplings, the mode dis­
crimination in the forward wave may be good when the directivity is 
poor. 

TIGHT COUPLING THEORY* 

We now consider the case in which a significant amount of power is 
taken from the driven transmission line by the line coupled to it. To 
simplify the problem the coupling is assumed uniform along the length 

* An analysis of coupled transmission lines was given by W. J. Albersheim,ll 
and the effects of coupling between waves on certain particular forms of trans­
mission media were analyzed by Meyerhoff 9 and Krasnushkin and Khokhlov.lO 
The treatment given here is intended to be more general and is believed to de­
scribe the effects of wave coupling under a greater variety of conditions. 
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axis. The space variation of the wave amplitude may be written 

dEl 
dx = - (r1 + ku)E1 + k21E2 , 

and 

d!2 = k12E1 - (r2 + k22)E2 , 

(17) 

(18) 

in which ku, k22 represent the reaction of the coupling mechanism on 
lines 1 and 2 respectively 

k21, k12 represent the transfer effects of the coupling mechanism 
r 1,2 are the uncoupled propagation constants of line 1 and 2 

respectively; 
E 1,2 are the complex wave amplitudes on lines 1 and 2, 

and are so chosen that 1 E1 12 and 1 E212 represent the power carried by 
lines 1 and 2 respectively at the input or output of the coupling region. 
The usual transmission-line equations are of this general form, except 
for second derivatives ill place of the first. The first derivatives appear 
here because we deal only with the forward travelling waves, which the 
preceding section has shown are the only significant waves when smal1 
coupling per wave length is employed. Limiting our interest to the cases 
for which reciprocity holds and noting that there is always a transverse 
plane of symmetry midway between the ends of any pair of uniformly 
coupled lines, we may transform the wave amplitudes to make ku = 
kn = k. We may further simplify the equations without loss of essential 
generality by submerging the differences (ku - k) and (k22 - k) into a 
modified propagation constant for lines 1 and 2 respectively, yielding 

and 

in which 

kE1 - (1'2 + k)E2, 

1'1 = r 1 + len - k, 

1'2 = r 2 + le22 - k. 

and 

(19) 

(20) 

(20') 

For some cases ku = k22 = k and for all cases of interest here 'Yn differs 
very little from r n since we are concerned only with loose coupling per 
wavelength. 
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(21) 

and 

(22) 

where 

r1 = - Yz(2lc + 1'1 + 1'2) + Yzv (1'1 - 1'2)2 + 4le2, (23) 

r2 = -Yz(21e + 1'1 + 1'2) - Yzv (1'1 - 1'2)2 + 4le2• (24) 

The nature of the coupling coefficient ~ is the first thing to investigate. 
Assume no dissipation in either the transmission line or in the coupling 
mechanism. Then it follows that for any value of :J;, 

1 El 12 + 1 E2 12 = constant (25) 

on the basis of energy conservation. It may be determined that (25) 
leads to the requirement that the coupling constant Ie be purely imagin­
ary. This is a very important result. In all of the following discussion lc 
is taken to be purely imaginary. Even where dissipation in the trans­
mission lines themselves is important, it is still assumed that the coupling 
mechanism is non-dissipative. 

The simplest case is 1'1 = 1'2 = 1', coupling between identical trans­
mission lines. Then (21) and (22) reduce to 

(26) 

and 

E .. -(ic+r)x 
1 2 = 1, sIn ex € , (27) 

where k = ie. The exponential of (26) and (27) shows that the coupling 
modifies the average phase constant, and that the attenuation in the 
driven line (E1) is the same as in the uncoupled case for Q:J; (coupling 
length times coupling strength) equal to n7r radians. The amplitude and 
phase variations due to the coupling are plotted in Fig. 16. Complete 
power transfer between lines takes place cyclically, with a period of 
ex = 7r, and with suitable choice of the product ~~, an arbitrary division 
of power between the lines may be selected. 
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Let us now assume that the phase constants of the two lines are un­
equal, but the attenuation constants are the same. Then 

al = a2 = a, and 

(1'1 - 1'2) = i({3l - (32), 

and equations (21) and (22) reduce to 
El = e-[a+i(c+(tll+tl2)f2)]X El*, 

where 

(28) 

(29) 

(30) 

(31) 
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where 

(32) 

The major effects of coupling in this case are represented by El* and E2*, 
which are plotted in Fig. 17 for several values of ({31 - (32). As ({31 - (32) 

becomes different from zero, the maximum power transferred from the 
driven line to the undriven line decreases, and the period of the cyclical 
variation in amplitude is reduced. The latter period is the value of {;~ 
given by 

, / (B 1 - (3 2) 2 + 1 ex = 7r 

11 4e2 
(33) 

The driven and undriven-line ·wave amplitudes El* and E2* at the max­
imum power transfer point, namely, at 

(34) 
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versus ({jl - {j2)/e when the coupled lines have equal attenuation constants. -

are plotted in Fig. 18 as a function of the ratio ((31 - (32)/ c. It is evident 
that this maximum energy transfer may be made very small for suitably 
large values of ((31 - (32)/C. The behavior of El* and E2* as a function of 
coupling length ~ is shown with greater accuracy in the wide amplitude 
range of interest in Figures 19 and 20 respectively. 

Consider now the case in which the coupled lines have identical phase 
constants, (31 = (32 = (3, and unequal attenuation constants so that 
(1'1 - 1'2) = (al - (2). Then (21) and (22) reduce to 

"7 _ -[al+i(c+B)]x {[I 
.1!Jl - € 2 

(al - (2) ] [ 
€ (al-a2)/2+Y2v(al- CX 2)2-4c 2]x 

2y (al - (2)2 - 4c2 

and 

_ €[(CX1-a2)/2-Y2V(CXI-CX2)2-4c2]x} , 

E2 = e-[CX l+i(c+f3)] XE2**. 

(35) 

(35') 

or 

(36') 
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The amplitude factors E1** and E2** have been defined in such a way as 
to reflect the principal effects of attenuation difference in the two lines; 
for the case in which the driven line attenuation constant 0:1 is negligible, 
note that E1** and E2** contain all the amplitude variations of E1 and 
E2 respectively. In general, E1** and E2** are the ratios of the wave am­
plitudes actually present in lines 1 and 2 respectively to the wave am­
plitude which would exist in line 1 at the same value of ~ in the absence 
of coupling. 
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We consider first the case of (al - a2) negative, i.e., a lower attenua­
tion constant inthe driven line than in the undriven line. The effects of 
unequal attenuation constants may be illustrated at the integrated 
coupling strength ex = 7r/2 which, as Fig. 10 shows, results in complete 
transfer of power to the undriven line when al = a2 and {3l = {32 . Fig. 21 
shows that the driven line wave amplitude El** is very small when 
(al - a2)/e is small, but is only ~ db below unity when (al - a2)/e is 
about 55. Fig. 22 illustrates the way the undriven line wave amplitude 
E2 ** decreases as (al - a2) / e increases. 

For integrated coupling strengths less than 7r /2, the effects of unequal 
attenuation constants are not pronounced at small (al - a2)/e, but again 
for large (al - a2)/e, El** approaches unity and E2** becomes small. 
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For integrated coupling strengths greater than 7r /2 the effect of small 
values of (al - (2)/c is to increase the loss to EI**, as shown by the 
curve for {!:}! = 37r/4 in Fig. 21. However, for sufficiently large values of 
(al - (2)/c the loss to EI** is made small. 

The variation in EI** and E2** as a function of coupling strength ({!:}!) 

IS given in Figs. 23 and 24. The periodicity of EI** is removed for 
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(al - az)/ c as small as -1, but a value as large as -10 or more is re­
quired in order to reduce the loss to EI** to a moderate value for large 
integrated coupling (Q~) values. 

vVhen (al - az) is positive, the attenuation constant for the undriven 
line is less than that for the driven line, and under these circumstances 
EI** can exceed unity. Physically this means that the power loss line is 
carrying the energy for a distance and returning it to the driven line at 
a more distant point. The curves of Fig. 25 and Fig. 26 show the varia­
tion of EI** and E2** versus positive (al - (2)/c values, at fixed values 
of integrated coupling strength Q~. For Q~ equal to 71"/4, the driven line 
wave magnitude EI** decreases as the ratio (al - az)/c assumes small 
positive values and goes through a balanced type of null near 
(al - (2)/c = 3.5 (see Fig. 25). Again this is the resultant of the lower 
loss undriven wave carrying power for a distance and returning it to the 
driven wave in the proper phase to cause cancellation of the straight­
through component of the driven wave. For Q~ between 71"/4 and 71"/2 the 
null would move from (al - az)/c near 3.5 toward (al - (2)/c = O. 

Figures 27 and 28 show the variation of EI** and E2** versus the 
integrated coupling strength Q~ at fixed values of (al - az)/c. In these 

-60 

-40 

-20 

-10 

-8 

-6 

! -4 
W 
I.!) 

-- l"-1"-

--t-....... 

I 

r--~=¥ 

~ 
\. 

\ 

17 1\ 
4 ---

~ -2 
o 
C\J 

...... ~ 

~ -1.0 
-0.8 

-0.6 

-0.4 

-0.2 

-0.1 
0.01 0.02 0.04 0.1 

\ 

, 
, , 
~ , 
I 

0.2 0.4 0.6 

OC:l- a 2 

c 

I 

I 

/ 
/ 

/ 

,../ 

1\ 
, , , 

1\ I , 
\ \ 
\ i 
\ , 
\ , 
\ 

i I 
\ , 
\ I 

~ 

2 4 6 10 

Fig. 25 - Driven line wave amplitude versus (al - a2)/e with equal phase 
constants and ex constant. Positive (al - a2) indicates the undriven line has the 
~maller attenuation constant. 



-4.0 

-3.0 

-2.0 

;- -1.0 

W-0.8 
C) -06 
g -0.5 

~ -0.4 

-0.3 

0.2 

-0.1 
0.01 0.02 

cx=!I -- r--r-:-......... ~ t...... --~\ 
\ 
\ 

\ , 
I 

_1 , 
I 
I 
I 
I 
I 
I 
I 
I 
I 

0.04 0.06 0.1 0.2 
0:. 1-0:.2 

c 

~ 
1\ 

\ 
\ 

\ 

\ , 
\ 
\ 

\ 
\ 

0.4 0.6 1.0 

Fig. 26 - Undriven line wave amplitude versus (al - (2)/e with equal phase 
constants and ex constant. 

-100 

-60 

-40 

-20 

-10 

, 
\ 

I / \ 
-6 
-4 

-2 

-, 
-0.6 
-0.4 

'* tJ-o.2 

C) ;to.l 
0 

/, 

+2!A 
y/+I 
1/1 

0(.1-0(.2=0 II 
U~-- --- c , f--

I 
-I 
0 0.2 
N 

0.4 

0.6 
I \ 

2 

4 
6 

\ \ \ 
\\ \ \ I 

\ , \ / I 
\ " "- / 

10 

20 

40 

60 

" "-, ..... ~'\.. ~ ../ 
--"-'" ..... ....., 

"'", ::--. I ..... 
~ 20 LOG eCX ~ -I ..... --

~~ 
--t 

t--- 20 LOGe2CX -~- r=:= -- t--
100 

o 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 45 5.0 5.5 6.0 6.5 7.0 
ex IN RADIANS 

Fig. 27 - Driven line wave amplitude versus ex, for equal phase constants; 
(al - (2) / e as a parameter. 

688 



COUPLED WAVE THEORY AND WAVEGUIDE APPLICATIONS 689 

figures a double logarithmic scale is used on the ordinate to represent 
amplitude variations from 50 db below unity to amplitudes 50 db above 
unity. An arbitrary break in the scale has been made at ±0.1 db which 
for practical purposes will be assumed to correspond to amplitudes of 
unity. With reference to Figure 27, small positive values of (al - (2)/e 
move the first null in EI** from ex = 7r/2 toward lower values of (;:.f. 

For abscissa values greater than 7r/2, EI** exceeds unity. For 
(al - (2)/e = 1, EI** again has a minimum in the vicinity of ex = 37r/2 
but this second null has disappeared for (al - az)/e = +2 and presum­
ably also for larger positive values. vVith reference to Figure 28, Ez** 
grows at a more rapid rate as a function of (;:.f when (al - (2)/e takes on 
positive values. The null in the vicinity of ex = 7r is still present for 
(al - az)/e = 1 but has disappeared at (al - (2)/e = 2. For (al - (2)/e 
equal to +2 (and presumably for larger positive values) the undriven 
wave amplitude Ez** is greater than EI** for (;:.f larger than about 0.5. 

The question comes to mind in connection with this case in which the 
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undriven wave has a smaller attenuation coefficient than the driven 
wave, "How much less is the undriven line wave amplitude than would 
have existed at the same value of x if the same incident wave had been 
launched in the lower loss line and in the absence of coupling to the 
higher loss line?" This amplitude difference for the condition 
(a1 - (2) / c = 1 is represented in Fig. 28 by the difference between the 
curve for E2** and the curve labeled 20 log lX. Similarly, for the condition 
(a1 - (2)/ C = 2, this amplitude difference is represented by the difference 
between the curve for E2** and the curve labeled 20 log e2CX

• 

The general case of 1'1 ~ 1'2 is important both in interpreting undesired 
mode coupling effects in multi-mode systems as well as in evaluating 
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errors in construction of devices intended to produce /'1 = /'2 . To facili­
tate discussion of this case we define 

(37) 

and 

(38) 

where El and E2 are defined by (21) through (24). The relation between 
El*** and El (or E2*** and E 2) is the same as described in connection 
with (35) and (36). 

Small deviations from /'1 = /'2 are represented in Fig. 29, which shows 
El*** and E2*** versus Qf for (al - (2)/c = -0.03 and ({3l - (32)/C = 0.5. 
At Qf = 7r /2 radians, the first complete power transfer point in the /'1 = /'2 

case,· the above values correspond to a phase difference ({3l - (32)X = 7r / 4 
or 45°, and an attenuation difference (al - (2)x = 0.03 7r/2 or 0.047 
nepers (0.41 db) for the path length of the coupling distance. In the ab­
sence of the dissipation difference, but for the same difference in phase 
constants, Fig. 20 shows that E2* reaches a maximum at -0.26 db near 
Qf = 7r /2, whereas the value including the dissipation difference (Fig. 32) 
is - 0.46 db. The latter two values differ by 0.2 db or one-half of 
(al - (2)Xj when (al - (2)/c is small compared to unity, this is a genera] 

result. 
More sizeable deviations from /'1 = /'2 are represented in Fig. 30, which 

shows El*** and E2*** versus Qf for (al - (2)/c = -2 and ({3l - (32)/C = 
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ex = 71"/20 and ({31 - (32)/C = 2. 

2. At {;~ = 7r /2, the phase difference is therefore 7r radians and the at­
tenuation difference 7r nepers. The result is appreciable attenuation for 
EI*** and only a moderate ratio of EI***/Ez***. 

Fig. 31 shows the way dissipation differences counteract the coupling 
forces when there is a phase constant difference (fh - {3z)/c = 2. This 
may be compared with Fig. 21 which represents the case of ({31 - (3z) = O. 
Very little change in EI*** occurs until (al - (2)/c exceeds ({31 - (32)/C; 
this is again a general result. 

Finally, we may inquire as to how much power is dissipated in the 
system when attenuation constant differences are utilized to mitigate 
the effects of coupling. A measure of the power preserved is 

1 EI*** 12 + 1 E2*** 12 

and this quantity is plotted in Fig. 32 for cases previously discussed in 
connection with Figs. 21 and 31. Either in the absence or presence of a 
phase constant difference, the attenuation constant difference shows a 
maximum effect in reducing the available power at (al - (2)/c = 2. 
This is probably a general result brought on by the factor 

vi ('YI - 'Y2)2 - 4c2 

found in the exponent of terms describing EI and Ez . 
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TIGHT COUPLING EFFECTS OF MULTIPLE DISCRETE COUPLINGS 

In practice it is convenient under some conditions to produce the de­
sired coupling between transmission lines using multiple discrete cou­
plings. It is then of interest to know the relation between the total power 
transferred and the number and strength of the individual couplings. It 
is the purpose of this section to state these relations. 

We assume two transmission lines having identical propagation con­
stants, with coupling units located at intervals along the lines as shown 
schematically in Fig. 33. A coupling unit may be a single point coupling. 
or an array of point couplings, but is always assumed to have the property 
of low reflection in the driven line and low back-wave transmission in 
the undriven line. If there. are 

and 

nl couplings of magnitude aI, 

n2 couplings of magnitude a2 , 

nk couplings of magnitude ak 

located along the lines in any order whatsoever, the wave amplitudes in 
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Fig. 33 - Schematic of transmission lines with multiple point couplings. 
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Fig. 34 - Overall loss to the undriven line versus loss per coupling unit, with 
the number of coupling units as a parameter. 

the driven and undriven lines respectively are 

E = cos [nl sin-1 al + n2 sin-1 
a2 + 

and 

(39) 

v = sin [nl sin-1 
al + n2 sin-1 

a2 + ... nk sin-1 
ak]. (40) 

These are amplitude factors due to coupling, and the normal attenuation 
effects in the uncoupled lines must be added separately. For complete 
power transfer we set the bracketed quantity of (39) and (40) equal to 
7r /2, which gives the desired information about number and strength of 
point couplings. Other transfer losses may similarly be prescribed or 
determined. 

For multiple coupling units of the same coupling strength, Fig. 34 
shows the overall transfer loss to the undriven line versus loss per cou­
pling units as a parameter. The shape of these curves from the complete 
transfer point toward higher losses is very nearly the same. Fig. 35 shows 
the loss per coupling unit versus number of coupling units, with overall 
transfer loss to the undriven line as a parameter. 

SOME RESUIJTS OF EXPERIMENTS IN DOMINANT-MODE WAVEGUIDE 

In a previous paper on dominant-mode waveguide directional cou­
plers,5 complete power transfer between dominant-mode rectangular 
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waveguides was shown to be possible in a coupling interval two "wave­
lengths long, and very broad band directivity characteristics of a shape 
prescribed to meet given requirements were shown to be achievable. 

The following paragraphs report on experiments which have been 
carried out with the objective of developing other useful devices and 
with the ancillary aim of verifying other predictions of the theory. 

Experimental work was done to verify the cyclical nature of energy 
transfer between coupled lines, to determine the magnitude of losses 
which accompany such transfer in the waveguide case, and to determine 
desirable coupling distribution shapes in the tight coupling case. These 
experiments were carried out by R. VV. Dawson in the 3.1 to 3.5 cm band 
using the 0.4" x 0.9" I.D. jig shown in Fig. 36, consisting of two wave-

Fig. 36 - A 0.4" x 0.9" LD. waveguide jig used for 3 cm coupled line experi­
ments. The long waveguides on one side of the coupling insert were required to 
accommodate low-reflection terminations for directivity measurements. 
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guides having one wall cut away to accept a coupling insert. In one set 
of observations, the insertion loss in the driven-line and the transfer 
loss to the undriven line were recorded for a variable number of No. 22 
copper wires dividing a coupling aperture 11~" long and linearly tapered 
from 0.030" height at the ends to 0.33" height at the center. The results 
are recorded in Fig. 37. At 102 holes, negligible power was abstracted 
from the driven line, and the transfer loss to the undriven line forward 
wave I E2 I was about 18 db. Note that more coupling was observed at 

18 

16 

14 

12 

10 

4 

2 

o 

~ 8 
(/) 
(/) 

g 7 

6 

5 

4 

3 

2 

I 1 ,-0 
TRANSFER LOSS E2 

(a) 
102 HOLES 

INSERTION LOSS El 
I 

(e) 
34 HOLES 

, 
",RTlON LOSS 

~ 
t'u 

--/-0 

I O-;:;~ER LOSS E2 
I I I I 

E, 

8 
(b) 

50 HOLES 
7 

6 

I~~ER LOSS E2 

F:::::: 
~ 

4 

3 

..J) 

o---~t-
2 

INSERTION LOSS E, 
III 
--l 
W 
co 

1 I I I 

80 
Q 

~ 8 

(/) 
III g 7 

6 

4 

3 

2 

(d) 
25 HOLES jJ 

/17 
V TRANSFER 

j LOSS E2 

V 
/ , 

I'--... 
INSERTION 

1 LOSS E, 
~ t'--o 

o 0 
3.1 3.2 3.3 3.4 3.5 3.6 3.' 3.2 3.3 3.4 3.5 3.6 

Ao IN CM Ao IN CM 
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coupled waveguides of Fig. 36, showing the cyclical exchange of power as the 
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increasing wavelength values, a general result for small holes in the side 
wall. As the number of wires in the given aperture was reduced, markedly 
increased coupling resulted. This was due to the fact that the coupling 
loss per hole varied approximately as the fourth power of the hole dimen­
sion perpendicular to the electric vector, whereas the overall power loss 
varied only as the square of the number of holes in the loose coupling 
region. (Equations (39) and (40) describe the effects of number of cou­
pling points more precisely.) At 50 holes, the transfer loss was about 5 db 
and the wave in the driven line was reduced by about 2 db; the slope of 
the I E2 I versus Ao plot was the same as for 102 holes. At 34 holes, the 
transfer loss was about 2 db and the wave in the driven line was reduced 
by about 5 db; in this case, however, the undriven line wave loss in­
creased with increasing Ao . Since coupling increases with increasing Ao 
we deduced that the total coupling was greater than required for com­
plete power transfer and the bracketed expression of (39) and (40) was 
greater than 7r/2. On the diagram of Fig. 16, the presumed operating 
point was near (;~ = 2.2 radians. At 25 holes, Fig. 37(d), the transfer 
loss was about 5 db and the wave in the driven line was reduced by about 
2 db; as in the 34 hole case, the undriven line wave amplitude decreased 
with increasing Ao and hence with increasing coupling. Again the in­
tegrated coupling appeared to be in the region between 7r/2 and 7r. The 
driven line wave loss was headed for a low value at the long-wave end 
of Fig. 37(d), and it seems clear that periodic energy exchange is realized 
in practice. 

The losses associated with this energy exchange may be inferred by 
comparing the total power output of the undriven and driven lines to the 
input power. Assuming that the forward waves in the driven and un­
driven lines contain all the output power, (i.e. neglecting reflection, back 
wave in the undriven line and waveguide losses) the following table gives 
the losses observed" in the above described experiments: 

Number of Holes 

50 
34 
25 

Coupling Mechanism Loss 

db 

0.16 
0.23 
0.33 

rhese losses may be due to circulating currents in the wires, in which 
case the loss would be expected to increase with increasing coupling. 

Good agreement between the observed and theoretical directivities has 
been found in the loose coupling case,5 but when appreciable power is 
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abstracted from the driven line it is clear that the theory given above 
does not apply. Dawson has obtained experimental data of interest in 
this connection. For a 6~g long linear-taper aperture of the form given 
above (0.33" height at the center and 0.030" height at the ends), the 
loose coupling theory predicts directivities in excess of 45 db for the 
wavelength band 3.1 to 3.5 cm. When using sufficient number of wires 
to obtain 18 db transfer loss, directivities in the range 36 to 48 db were 
observed. The reason for the 36 db observation being lower than the 45 
db theoretical value may be inaccuracy of fabrication (jig per Fig. 36) 
or inapplicability of the loose coupling theory at 18 db transfer loss. At 
3 db transfer loss, the observed directivity of a similarly shaped but 5.5 
~g long coupling array is shown at the top of Fig. 38; again loose coupling 
theory predicts more than 45 db directivity. The reason the observed 
values are in the 24-33 db range rather than above 45 db is presumed to 
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TABLE I 

Array 

Single 2Ag array ........................... . 
Two cascaded arrays ...................... . 
Single 5.5Ao array ......................... . 

Array 

Single 2AI1 array ........................... . 
Two cascaded arrays ...................... . 
Single 5.5 Ag array ........................ . 

Transfer Loss 

AO = 3.15 em AO = 3.30 em AO = 3.45 em 

db 
3.2 
4.3 
3.5 

db 
3.0 
4.2 
2.9 

Straight Through Loss 

db 
2.8 
4.0 
2.4 

AO = 3.15 em AO = 3.30 em AO = 3.45 em 

db 
3.0 
2.6 
2.9 

db 
3.2 
2.8 
3.6 

db 
3.5 
3.0 
4.3 

be inapplicability of the theory. Loose coupling theory predicts better 
than 35 db directivity over a broad frequency band at a coupling length 
of about 2Ag ; therefore one might expect to obtain better overall results 
by using two cascaded arrays each about 2Ag long, and each having a 
transfer loss of 8.4 db to get the 3 db net transfer loss. Observed directivi­
ties for such a coupling array are also given in the top of Fig. 38; in this 
case values in the 32-37 db region were obtained. The destructive inter­
ference associated with addition of backward wave components is more 
nearly of the form computed by loose coupling theory because the ex­
citing wave is more nearly constant over the length of one of the arrays. 
The observed return loss at anyone of the four waveguide entries, when 
the others are terminated, is given for the 5.5Ag and cascaded 2Ag cou­
pling arrays at the bottom of Fig. 38. The cascaded 2Ag combination is 
again superior to the single long taper. The characteristic of being in­
herently matched at all terminals makes the coupled-line type of 3 db 
hybrid attractive at the very high frequencies where lumped element 
matching becomes difficult if not impracticable. 

Where space is at a premium, or where more constant transfer loss 
values are to be desired a shorter array composed of larger holes is at­
tractive. A single linear taper of the shape outlined above and 2Ag long 
was observed to have better than 22 db directivity and better than 25 db 
return loss over the 3.1 to 3.5 cm band. The observed loss values of the 
three coupling arrays discussed above are given in Table 1. The coupling 
arrays composed of larger holes have less slope in the loss versus fre­
quency characteristic for side-wall coupling. 
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SOME LOOSELY COUPLED TRANSDUCERS IN MULTIMODE WAVEGUIDE 

In connection with research on low-loss circular-electric-wave trans­
mission/ there developed a need for means with which to measure the 
power present in any ope of the modes of a multi-mode round waveguide. 
In particular, it was known that the circular electric wave in round 
waveguide converts readily to the TMll wave due to curvature of the 
line,2 and a direct measurement of the effect was needed. The TMll wave 
will not exist in the round waveguide without the presence of at least 
four other modes, and in the waveguide size used for the experiments 
five other modes could propagate. In designing a transducer for this ap­
plication, therefore, it was necessary to evaluate the discrimination 
function, equation (4), with regard to mode discrimination between five 
different pairs of modes as well as to insure directivity. l\10reover, the 
TMll wave is degenerate with the circular electric wave TEol , i.e., they 
have the same phase constant. Therefore, mode discrimination against 
TEol could not be obtained through the phase difference effects described 
by (4). This discrimination was obtained using geometric balance in the 
individual coupling orifices, which were narrow slits on the center line 
of the wide side of the rectangular guide, as shown in Fig. 39. The shape 
of the coupling distribution employed was that described in connection 
with Fig. 14 except that 80 point couplings were used to simulate the 
raised-cosine coupling distribution (instead of 40 as in Fig. 14) in order 
to assure good directivity for the very long coupling length that was 
required. The round guide diameter was two inches, the rectangular guide 
width 0.820 inches, calculated to produce the same cut-off frequency in 
the rectangular guide as exists for the TMll wave in the round wave­
guide. The coupling length was about 17 inches. 

One simple method for evaluating the mode content of such a trans­
ducer is to measure the azimuthal distribution of electric field at the 
round guide wall using the radial probe technique described by M. 
Aronoff. 7 If the power in a single mode is a great deal larger than the 

Fig. 39 - A TEIOD to TMllO coupled wave transducer. 
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Fig. 40 - Distribution of radial electric field at the guide wall for the forward 
and backward waves of the transducer of Fig. 39. 

power in any other mode of the multi-mode guide, the radial probe 
technique narrows down the possible mode types to a very few. Measure­
ments of this type, recorded in Fig. 40, indicate that the forward wave 
has the radial electric field distribution to be expected for the TMn wave. 
However, the forward wave might have the same radial field distribution 
at the ,yall and actually be the TEn wave instead of T1VIn . The TEn 
wave is very simply generated from a dominant mode rectangular guide, 
by means of a long taper transition along the axis of propagation from 
the rectangular cross section to the circular cross section. Such a trans­
ducer was used to measure the output wave of the TMn transducer and 
it was found that the TEn component was down on the order of 30 db 
below the value which would be present if the radial field intensity ob­
served at the top of Fig. 40 had been due to TEn. By a process of elim­
ination, therefore, and by virtue of the fact that we have a pure pattern 
suggesting the presence of a single mode, we have established that the 
mode generated is actually T1VIn . Other checks can of course be made, 
such as measurement of the phase constant of the output wave. 

The backward wave shown at the bottom of Fig. 40 has a maximum 
field more than 20 db below the maximum field of the forward wave and 
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has a six-peaked variation with angle which indicates the presence 
of TE31 • 

The transfer loss of the T1VIn transducer was derived by (1) calibrat­
ing the receiving probe on a known amount of power in the TEn wave, 
(2) inserting this same amount of power in the rectangular waveguide 
of the coupled wave transducer and, with the probe at the transducer 
output, observing the change in the receiver response, and (3) correcting 
the observed loss using the theoretical difference in the radial electric 
field at the wall for the TEn versus TMll waves in the known waveguide 
diameter. (This technique is described in more detail by Aronoff. 7) The 
result gave a transfer loss of about 25 db to the TMll wave. The insertion 
loss for the rectangular guide of the transducer was less than 0.2 db. 

Coupled-wave devices of the type shown in Fig. 39 were built for 
several of the modes in 2" round waveguide. The one built for the TE31 
mode in 2" waveguide (mechanically similar to the TMll model of Fig. 
39) has several characteristics worthy of mention. Fig. 41 shows the 
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Fig. 41 - Distribution of radial electric field at the guide wall for the forward 
and backward waves of TElOD to TE s10 coupled wave transducer. 
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TABLE II 

Observed Discriminations 
Ratio of Forward 

Traveling TJ\Ill Power to 
AO = 3.1 em AO = 3.3 em AO = 3.5 em 

--
db db db 

TMll Backward >20 >20 >20 
TEll Forward 28.5 28 26 
TEll Baclnvard 37 35 39 
TMoI Forward 46 46 41.5 
TMoI Backward 49 51 45.5 
TE2l Forward 24.5 21 23 
TE2l Backward 29.5 35 31 
TEn Forward 14 26 21.5 
TEoI Forward 45 46 45 
TEoI Backward 64 69 67 

measured forward and backward wave patterns in the round guide, for 
excitation in one of the rectangular guides of the transducer. Only TE31 
of the six modes possible in the 2" pipe at 3.3 cm has a six-lobed pattern 
of azimuthal distribution of radial electric field at the wall, and hence 
the clean pattern 'with equally spaced deep nulls indicates the presence 
of a rather pure TE3l mode. The six maxima of the forward wave were 
equal within ±0.15 db. The backward wave had a peak electric field at 
least 23 db down on the peak electric field of the forward wave. 

Using coupled transmission line techniques and the familiar geometric 
taper techniques, transducers were built for all of the six modes possible 
in 2" diameter pipe at 3.3 cm for use in the circular electric wave research 
program.l These transducers were used to measure the forward wave and 
backward wave output of the TMl1 transducers, as given is Table II. 
In reality, imperfections in either one of the two transducers involved 
in a measurement could result in the recorded values of discrimination. 
For example, if the TMl1 transducer were perfect and the TEol output 
transducer contained some TMl1 . then the insertion loss measurement 
involving the two transducers face to face would produce an indication 
of mode impurity. Since we do not have independent information on the 
mode purity of anyone of the transducers at the level of the observed 
wave impurities, we can only state that both transducers involved in a 
discrimination measurement are probably at least as good as the number 
tabulated. 

It should be noted that very high discriminations between TEol and 
TMu were achieved, despite the fact that this one discrimination de­
pends solely on the mode-selective nature of the coupling orifice. Similar 
discriminations can be employed effectively to augment the wave-inter-
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ference discrimination even in cases where there is difference between 
the desired and undesired modes' phase constants, to achieve very large 
discriminations. In the TMll discriminations listed above, the values for 
TE31 are not great but are consistent with computed values for the 
coupling length and the coupling function employed; longer coupling 
lengths would produce better TMll versus TE31 discriminations. 

A TIGHTLY COUPLED TE10D TO TEo1 0 WAVE TRANSDUCER* 

A highly efficient means of transferring power from dominant-mode 
rectangular waveguide to one of the higher modes of a multi-mode wave­
guide would be essential in a "'aveguide transmission system.1 When 
several modes can propagate in one or both of the guides, the problem 
of achieving complete powcr transfer is more difficult and requires some 
new techniques. This section describes these techniques and gives ex­
perimental data for a circular-electric-wave (TElP - TEo 1°) transducer. 

The desired transdueer was required to make the wave transformation 
between a single-mode rectangular waveguide and the circular electric 
mode (TEo1°) of an 0.875" round waveguide at a nominal frequency of 
24,000 mc. The 0.875" round wavcguide at this frequency will support 
10 modes of which the circular electric mode and its degenerate partner 
T1\1110 are the fourth and fifth in order of appearance. 

The minimum length of the coupling interval required to achieve mode 
discrimination may be estimated using loose coupling theory (equation 
4). The mode nearest to TEolo in phase constant is the TE310 and for 
this mode a coupling length of about 0.18 meters is required in order to 
produce a value of O/7r equal to unity. As shown by equation (5) for 
uniform coupling, it is necessary to have O/7r equal to unity or greater in 
order to develop discrimination against the undesired mode. 

The maximum coupling coefficient permissible for a given amount of 
mode impurity at the complete power transfer point may be estimated 
using the tight coupling theory of the preceding sections. For example, 
equations (31) and (32) show that for the ratio ((31 - (32)/C equal to 10, 
the transfer loss to the undesired wave will always be greater than 14 db 
(regardless of the length of the coupling interval), corresponding to an 
energy loss for the desired wave of less than 0.2 db. For the TEo1o and 
TE310 modes the calculated values of (31 and (32 lead to the conclusion 
that the coupling coefficient Q between TE31° and TElOD must be less 

* When discussing; the modes of hollow metallic waveguides of different cross­
sectional shapes, it has been found convenient to use a superscript to designate 
the shape of the cross section. (See G. C. Southworth, Princivlc:s and A vplications 
of Waveguide TranS1n1·ssion, D. Van Nostrand Co., 1950). Thus, TEIOD refers to 
the TITlO mode in rectangular waveguide. 
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than 3.45 radians per meter. If the coupling coefficient for TElOD to 
TEolo is equal to that for TE1P to TE310 it follows that the total coupling 
length must be greater than 0.455 meters, because complete power 
transfer requires that the product of coupling-length times coupling­
coefficient be exactly 7r/2 (see Fig. 17). Actually, the TElOD - TE310 

coupling may be greater than the TE1P - TE310 coupling which leads 
to the requirement for longer coupling intervals. It is evident that the 
shorter coupling intervals may be employed at the sacrifice of greater 
mode impurities. The preceding calculations ·were made for the TE1P -
TE310 and TE1P - TEolo transfer ratios as though only one mode of the 
multi-mode waveguide were present at a time, i.e., using a theory based 
on coupling between two waves instead of a theory for the simultaneous 
coupling between a plurality of waves. It is felt that this is probably 

Fig. 42 - An experimental circular electric wave (TElOD to TEo 10) transducer 
for 24,000 mc. 

justified provided that the coupling per unit length is weak and only one 
mode in each guide carries an appreciable amount of power. 

Fig. 42 shows a photograph of one of the models used to obtain experi­
mental data. The coupling holes were located in the narrow wall of the 
rectangular waveguide, thus avoiding coupling to all of the TM modes 
of the round waveguide. The total coupling length "~as 0.55 meters. The 
coupling orifices ,,'ere spaced about 0.3 wavelengths in the dominant­
mode rectangular ,,,aveguide, which assured reasonable directivity in 
the transfer of power between waveguides, provided that two or more 
coupling elements ,,,ere employed. 

The transfer loss between the rectangular waveguide and the circular 
electric mode of the round waveguide was measured as a function of the 
number of coupling elements, using the structure of Fig. 42 with the 
addition of a movable thin-walled metallic cylinder. The latter could be 
moved inside the transducer in such a way as to cover up a variable 
number of coupling holes, and contained a long wooden termination so 
that all the power entering the movable cylinder was absorbed. The inner 
diameter of the movable cylinder was large enough to propagate the 
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Fig. 43 - Transfer losses versus frequency for the transducer of Fig. 42. 

circular electric wave but did cut off some of the waves which could 
propagate in the round guide of the transducer itself. The measured 
transfer loss under these conditions is recorded in Fig. 43. It is seen that 
the TE1P - TEo1o coupling was so weak as to be in the region where 
power from successive coupling elements should add inphase all the way 
up to 40 coupling elements. The observations show the inphase addition 
for less than 30 coupling elements but show a marked deviation in the 
vicinity of 40 to 66 coupling elements. This is evidence of inequality of 
the phase constants for the TEo1o and TE1P waves. More will be said 
about this matter presently. The transfer loss between the rectangular 
waveguide and the TEn mode of round waveguide, is also recorded in 
Fig. 43. As expected, the power from successive coupling elements did 
not add inphase and no appreciable build-up of power in the TEn mode. 
took place. 

One way of evaluating the total power in all modes other than the 
circular electric mode, is to measure the value of the transverse magnetic 
intensity at the wall of the round waveguide. The circular electric wave 
has no such field component and all other waves do possess such a field 
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component. Thus the total value of the transverse magnetic intensity at 
the round waveguide wall is a measure of the impurity associated with 
the circular electric ,vave. (This is very similar to the radial probe tech­
nique described by 1V1. Aronoff. 7

) Using this method of evaluation, the 
mode impurities present at the output of the transducer were measured 
as a function of the number of coupling elements, and the results are 
recorded in Fig. 44. The absolute calibration of the ordinate relates the 
observed magnetic intensity to that which the same power input used at 
the rectangular guide would have produced if placed in the round wave­
guide in the TEn mode. These measurements show that for all of the 
modes other than the circular electric mode, the energy components 
from successive coupling elements suffer destructive interference. Al­
though curves are shown only for one and for 66 coupling elements, the 
patterns for intervening numbers of coupling elements were similar in 
shape and never exceeded an intensity value greater than about 6 db 
above that given for the 66 coupling element case; thus the mode dis­
criminating property of the coupled wave transducer was verified ex­
perimentally. 

Returning to the question of TE1P - TEolo transfer loss, it is clear 
from Fig. 43 that the rectangular waveguide has a phase constant which 
is not equal to that of the circular electric mode in the round waveguide. 
One reason for this inequality lies in the fact that the coupling elements 
disturb the phase constant in the two waveguides unequally, a conse­
quence of the fact that some of the power transferred to the round wave-
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Fig. 44 - Distribution of transverse magnetic intensity at the wall for the 
transducer of Fig. 42. 
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guide on a single coupling element basis, appears in modes other than 
TEal. Thus, the total coupling to TElOD is greater than to TEolo. The 
total coupling ~odifies the phase constant of each line, per (20'), and 
since the total coupling coefficient is unequal for the TElOD and the 
TEolo modes, the perturbed phase constants should be expected to be 
unequal when the unperturbed phase constants are made equal. A method 
of determining the magnitude of this phase-constant disturbance has 
been suggested by S. A. Schelkunoff. In this method the reflected wave 
from a single coupling orifice is measured in the dominant waveguide and 
in the single mode of interest in the multi-mode waveguide. Having de­
fined the ratio of the incident to the reflected power in the same mode by 
the sympol p, Schelkunoff determines that the disturbed phase constant 
{3', is related to the undisturbed phase constant {3 by the relation 

{3' = (3 + VH, (41) 

in which "d" is the distance between the coupling orifices in the coupling 
arrangement which one wishes to evaluate. This relation may be used to 
evaluate the change in the phase constant for the circular electric mode 
and for the wave in the dominant waveguide, and the change of wave-
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Fig. 46 - Rectangular guide insertion loss for the transducer of Fig. 42. 

guide dimensions required to correct this phase constant difference may 
be computed as though the coupling elements ,,'ere not present. 

For the small phase constant disturbances which are associated with 
the 'weak couplings employed, this procedure was found very accurate. 
The reflection measurements and associated calculations for the model 
of Fig. 42 indicated that the rectangular guide width should be 0.340" 
for equality of phase constants instead of 0.359" as computed neglecting 
coupling effects. The measured value of the transfer loss ,,,hen the in­
dividual coupling holes had been enlarged and the rectangular guide 
width had been altered to the 0.340" value is shmvn in Fig. 45. It is 
evident that the theoretical value of 0 db transfer loss was approached, 
and that the shape of the transfer loss versus number of coupling ele­
ments, was reproduced very well. The 0.75 db minimum transfer loss 
consisted of no more than 0.3 db heat loss, the remaining loss being due 
to power present in other modes. 

The measured insertion loss in the rectangular waveguide is shown as 
a function of the number of coupling holes at the three frequencies in 
Fig. 46. Complete power transfer would, of course, correspond to an in­
finite insertion loss in the rectangular waveguide. It is interesting to note 
that at 24,000 mc the peak in the rectangular guide insertion loss occurred 
at 85 coupling elements whereas the maximum in the TElOD - TEolo 
transfer loss characteristic occurred at about 96 coupling elements (Fig. 
45). This difference is likely to be the result of power transferred back 
to the rectangular waveguide from rOllnd waveguide modes other than 
circular electric. Additional evidence of deviations due to the coupling 
between a plurality of waves was obtained; the rectangular-guide in­
sertion loss as a function of number of coupling elements did not increase 
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smoothly according to a cosine amplitude function as would be expected 
for two coupled waves of identical phase constant, but instead exhibited 
ripples. The remarkable thing about the data of Figs. 45 and 46 is that 
it agrees with the theory for two coupled waves as well as it does. 
- The coupling per individual orifice decreases with increasing frequency 
and this is verified by the observation (Fig. 46) that a greater number of 
coupling elements are required to reach the maximum insertion loss in 
the rectangular guide at· the higher frequency. 

Some indication of the overall bandwidth of this first experimental 
model is given in Figs. 47, 48 and 49 which show respectively the TElOD -
TEoio transfer loss, the insertion losses in the TEloD and TEOlo modes, 
the TElOD - TEllo and TEIP - backward wave TEoio transfer losses, 
and the TElOD and TEoio return losses in the frequency range 20,000 to 
30,000 mc. Noone of these characteristics represents the degree of ex­
cellence which is achievable but they do demonstrate that good im­
pedance match, low transfer losses to the desired mode, and appreciable 
discrimination against unwanted modes, can be achieved over frequency 
ratios on the order of 1.5. 

FREQUENCY SELECTIVITY 

In the case wherein the coupling is so weak as to not affect the total 
phase constant appreciably, all modes of hollow conductor waveguides 
of any cross section have the same phase constant at all frequencies pro­
vided that these modes have the same cut-off frequency. This results 
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in very broad band mode-selective characteristics, as has been demon­
strated. 

The transfer loss characteristics are in general a function of frequency, 
since the individual coupling holes are somewhat frequency selective. 
There may be applications wherein less variation in transfer loss as a 
function of frequency is required. One approach to this problem is to 
make the coupling holes individually have less coupling variation with 
frequency; since the total coupling loss between two identical transmis­
sion lines is a function only of number of coupling holes and the loss per 
hole (equations (39) and (40)) constant coupling per hole will produce 
constant coupling overall. Riblet and Saad6 have reported on this ap­
proach. 

There is another approach to obtaining flat coupling versus frequency 
despite variations in the coupling per hole, and that is to intentionally 
create a difference between the phase constants of the two coupled lines. 
Fig. 17 illustrates the transfer characteristic when the coupled lines have 
unequal phase constant, and either identical or negligible attenuation 
constants. Near the maximum for the transferred wave I E2* I there is a 
region wherein the transfer loss is independent of coupling strength, and 
the transfer loss in this flat-loss region is under control of the ratio 
({31 - (32)/e. Hence for a given transfer loss there is an optimum ratio of 
phase constant difference to coupling strength in order to minimize the 
overall transfer loss variation. For the distributed coupling case, equa­
tions (31) and (32) represent the transferred wave amplitude and show 
that the transferred wave goes through a maximum as a function of 
integrated coupling strength Q;r, when 

• / ({31 - (32) 2 _ 7r 11 4e2 + 1 ex - "2 + n7r. (42) 

The transferred amplitude at this maximum point is 

1 
(43) 

The integrated coupling strength at the maximum point is 

1 7r 

eoxo = . /({31 - (32) 2 + 1 . "2. 
11 4e2 

(44) 

For the important cat;e of an optimum 3 db transfer loss coupler, Ez* 
is 0.707. Then ({31 - (32)/e equals 2 and CoXo equals 7r/2y2 from (43) 
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and (44). Assuming a coupling length Xo of two wavelengths in the line 
with the smaller phase constant, it follo"ws that (31/(3'2 is about 1.18 show­
ing that a phase-constant difference of 18 % is required. This phase-con­
stant difference is quite readily attainable in the waveguide structure of 
Fig. 50(a). The two modes coupled together are given slightly different 
cut-off wavelengths in the coupling region, and may be tapered to the 
standard waveguide size outside the coupling region. The desired phase­
constant difference can also be obtained in two identical metallic guides 
by inserting a piece of dielectric into one of the guides in the coupling 
region as sketched in Fig. 50(b). Although rectangular waveguides are 
used in Fig. 50 to illustrate the method of obtaining frequency inde­
pendent transfer characteristics, the approach is general and may be 
applied to any form of single or multi-mode transmission line. 

SECTION A-A 

(a) 

Fig. 50 - Examples of structures in which flat transfer loss may be obtained 
despite coupling loss variations. 

In either dominant-mode directional couplers or in multi-mode cou­
pled-wave devices such as the one illustrated in Fig. 1, one may obtain 
much more frequency selectivity than occurs incidentally due to the 
frequency sensitivity of the coupling elements used. This may be done 
by coupling two transmission lines which have the same phase constant 
at one frequency, but unequal phase constants at other frequencies. 
Then, as shown by equation (31), the midband transfer loss may be set 
at any desired value by adjusting the integrated coupling strength (;~ 

at midband (where (31 - (32 = 0), and at other frequencies where ((31 -

(3'2) ~ 0, the transfer loss will increase. For the particular case of (;~ = 7r /2 
(fixed) for which complete power transfer occurs when (31 = (32 (and as­
suming a1 = a2 or both a's are negligible), Fig. 51 shows the shape of 
the filter characteristic, E2* versus ((31 - (32) /2c. This plot is valid for 
any form of transmission line. 

A very simple configuration for realizing such a frequency-selective 
filter involves coupling between two hollow conductor waveguides, one 
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Fig. 51 - Transfer loss E2* versus ({jl - {j2)/2e for coupling strength ex 
71"/2, the value required for complete power transfer. 

of which is air-filled and the other of which is filled with a material of 
dielectric-constant €. The phase constants for these waveguides have the 
form sketched in Fig. 52, in which {3o is the phase constant in free space. 
At the frequency f m the two waveguides have identical phase constants 
and, in a typical case, negligible loss constants so that complete power 
transfer can be obtained. For the case € = 2.55, Fig. 53 shows the com­
puted frequency characteristic on the assumption that the integrated 
coupling is set for complete transfer (ex = n/2) and is independent of 
frequency. (Actually the usual coupling mechanisms are somewhat fre­
quency sensitive and would increase the selectivity somewhat.) This filter 

~ -----------------------

A 1.0 

/30 

fm 

FREQUENCY -.. 

Fig. 52 - The general form of the phase constants for two hollow conductor 
waveguides, one of which is filled with a dielectric. 
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hollow conductor waveguides, one of which is air filled and has a guide wavelength 
V2 times the free space wavelength at 1m , and the other of which is filled with a 
material of dielectric constant 2.55 with dimensions chosen for equality of phase 
constant with the air-filled guide at 1m . Coupling ~ assumed constant at 11/2. 

characteristic applies regardless of the shapes of the hollow conductor 
waveguidess (which may be dissimilar) and regardless of the modes 
selected. 

It is apparent that frequency selectivity in the transfer characteristic 
E2* can also be obtained without requiring that the phase constants be 
unequal by using coupling elements which are frequency sensitive. 

DIELECTRIC WAVEGUIDE CONFIGURATIONS 

The coupled-wave approach to circuit design is applicable using any 
form of transmission line, the only important variant associated with 
different forms of line being the physical structure associated with intro­
ducing the desired coupling between lines. In a recent publication8 A. G. 
Fox sho·wed that dielectric waveguides are very attractive for use in the 
millimeter wavelength range, and this section points out how dielectric 
waveguides can be used in various forms of coupled wave devices. Fox 
showed that dielectric waveguides arranged in the configuration sketched 
in Fig. 54 are coupled by the electric field components only, and that 
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periodic energy exchange of the type described by equations (26) and 
(27) is observed. Moreover, he also showed that if one line were made 
very lossy the energy exchange phenomena disappeared and, despite 
sufficient coupling to cause complete power transfer when both lines 
were loss-free, power passed through the coupling region in the low-loss 
line with less than 0.25 db attenuation. This verified the predictions of 
equations (35) and (36). 

Other implications of the coupled wave theory can also be utilized in 
dielectric waveguides. If the two lines (Fig. 54) are made of materials 
having different dielectric constants and their cross-sectional dimensions 
set so as to secure identical phase constants at a frequency f m , then a 
frequency-selective coupled-wave filter results and the selectivity charac­
teristic of Fig. 53 applies. As an alternative to using materials having 
different dielectric constants, the same dielectric may be used for both 
lines by making one line solid and the other hollow. 

If both lines are made of the same material and the cross-sectional 
dimensions are set so as to obtain a known difference between their phase 
constants, the result is a directional coupler having a region of flat trans­
fer loss (of any desired magnitude) and equations (42), (43) and (44) 
apply. 

Both of the preceding applications can be carried out in dielectric 
waveguides having arbitrary cross-sectional shapes. 

Fig. 54 - Coupled dielectric waveguides. 
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If one of the transmission lines (Fig. 54) is round and the other is 
rectangular and if their cross-sectional dimensions are set for equal phase 
constants, then the power in one of the two polarizations of the round 
line may be transferred to any desired extent to the rectangular guide, 
and power in the other polarization of the round guide will pass the 
coupling region undisturbed. Two such rectangular-rod to round-rod 
coupling configurations arranged in cascade along the round-rod, with 
the two rectangular rods coupled in planes at 90 0 to each other, consti­
tutes a means for independently connecting to the two polarizations of 
the round-rod. This type of device depends upon the fact that the phase 
constants of the two polarizations of round-rod are identical, whereas 
the two phase constants for the rectangular rod are different. Thus a 
,,,ave interference occurs in the transfer characteristic for one of the 
polarizations, and for suitable values of ({31 - (32)/C (see Fig. 18) the 
power transferred in this polarization can be made small. 

SUMl\lARY 

Two approaches to a theoretical description of the behavior of two 
coupled waves have been presented. One, based on the assumption of 
negligibly small coupling, is applicable in cases where very little power 
is transferred between the coupled waves. The other, a solution based 
on uniform coupling between waves in the coordinate of propagation, is 
valid for any magnitude of total coupling. 

The loose coupling theory shows how to taper the coupling distribution 
in order to minimize the length of the coupling interval required for a 
given degree of directivity and/or for a given magnitude of mode im­
purity. In particular, it is possible to shape the coupling distribution so 
as to discriminate sharply against one or more undesired modes in a 
coupled-wave arrangement involving just a few modes. (See Figs. 7 and 
15 for examples). 

The theory indicates that significant exchange of power takes place 
provided that the attenuation and phase constants of the coupled waves 
are equal, or provided that the difference between the attenuation con­
stants and the difference between the phase constants are small compared 
to the coefficient of coupling. A suitable difference between either the 
attenuation constants or the phase constants of two coupled waves is 
sufficient to prevent appreciable energy exchange (equations 29-32 and 
35-36). 

It follows that substantially single-mode propagation is possible in a 
multi-mode structure even though geometrical effects tending to cause 
coupling between modes are present. A gradual transition in the boundary 
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of a multi-mode waveguide will not cause an appreciable exchange of 
power between modes provided that the quantity ({3l - (32) / c is suffici­
ently large for the modes which are coupled by the boundary change. 
Similarly, for disturbances in the coupled-wave system which takes place 
over a large number of wavelengths in the direction of propagation, the 
coupled-wave theory indicates that all conversion ·will take place in the 
forward direction and very little reflection in any mode will result. 

The tight coupling theory shows that for the case of identical complex 
propagation constants, a periodic exchange of energy between waves 
takes place along the coordinate of propagation. The only effect of the 
existence of an attenuation constant for both waves (compared to the 
dissipationless ease) is to add the same exponential attenuation factor 
(to the periodic energy exchange phenomenon) which would have existed 
for a wave traveling on one of the lines in the uncoupled state. 

When the phase constants of the two coupled waves are not equal (and 
the attenuation constants are either equal or negligibly small compared 
to the coupling coefficient), the exchange of energy between waves is no 
longer complete but remains periodic (Fig. 17). The quantity ({3l - (32)/C 
determines the fraction of the total energy which is exchanged, and also 
modifies the period of the energy exchange phenomenon along the axis 
of propagation. 

When the phase constants of the two lines are equal but the attenua­
tion constants are unequal, the energy transfer phenomenon differs only 
slightly from that associated with equal propagation constants provided 
that the quantity (al - (2)/e is less than about -0.1. For (al - (2)/e 
more negative than about -1, the periodieity of the energy transfer 
phenomenon has largely disappeared (Fig. 23) and as (al - (2)/e be­
comes on the order of -10 or more, the principal effect of the coupling 
for the low loss line is a minor alteration of the phase and attenuation 
constants. The wave amplitude for unit input on the low-loss line be­
comes [from (33) for I (al - (2) lie » 1] 

(45) 

Through proper choice of the phase constants relative to the coupling 
coefficient in two coupled transmission lines, it is possible to make di­
rectional couplers having an arbitrary transfer loss that is independent 
of frequency despite variations in coupling strength with frequency 
(equations 43-44). It was also shown that the coupled-wave approach 
may be utilized to create highly frequency-selective filters which may 
operate between single-mode media or between selected individual modes 
of a multi-mode system. 
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The experimental data given for two dominant-mode rectangular 
waveguides showed that the periodic energy exchange theoretically pre­
dicted for a coupled-wave system can be achieved in coupled transmis­
sion lines. 

Performance characteristics were given for some loosely coupled trans­
ducers between a dominant-mode rectangular waveguide and one mode 
of a six-mode waveguide. A tapered coupling distribution was used to 
achieve the mode selectivity in a limited length interval. 

The problems associated with a coupled-wave transducer for trans­
ferring all of the power from a dominant-mode rectangular waveguide 
to the circular electric mode in a ten mode waveguide, ·were discussed 
and the observed characteristics of an experimental model were given. 

The application of coupled-wave techniques to other types of trans­
mission systems was illustrated by pointing out analogous structures 
using coupled dielectric waveguides. 
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A compendiwn is presented of theoretical fundamentals relating to pulse 
transmission, for engineering applications. Emphasis is given to the con­
sideration of various imperfections in transmission systems and resultant 
transmission impairments or limitations on transmission capacity. 

In Part I of this paper, Sections 1 to 11, fundamental properties of trans­
mission-frequency characteristics are discussed, together with general rela­
tions between frequency and pulse transmission characteristics and special 
transmission characteristics of importance in pulse system's. This is fol­
lowed by a presentation of engineering methods of evaluating pulse distortion 
from various types of gain and phase deviations. 

In Part II, Sections 12-16, transmission limitations imposed by charac­
teristic distortion will be discussed. 
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INTRODUCTION 

Pulse transmission is a basic concept in communication theory and 
certain methods of modulating pulses to carry information approach in 
their characteristics the ideal performance allowed by nature. In certain 
applications, such as telegraphy, pulse signalling and data transmission, 
it has the advantage of great accuracy, since the information is trans­
mitted in digital form by "on-off" pulses. This at the same time facili­
tates regeneration of pulses to avoid accumulation of distortion from 
noise and other system imperfections, together with the storing, auto­
matic checking and ciphering of messages, as well as their translation 
into different digital systems or transmission at different speeds, as may 
be required in extensive communication systems. Another characteristic 
of pulse systems is that improved signal-to-noise ratio can be secured in 
exchange for increased bandwidth, as in pulse code, pulse position and 
certain other methods of pulse modulation. Finally, pulse modulation 
systems permit multiplexing of communication channels on a time divi­
sion basis, which under appropriate conditions may have appreciable 
advantages over frequency division in the design of multiplex terminals. 

In pulse modulation systems, pulses are applied at the transmitting 
end in various combinations, or in varying amplitude, duration or posi­
tion, depending on the type of system. Pulses thus modulated to carry 
information may be transmitted in various ways, or undergo a second 
modulation process suitable to the transmission medium. The received 
pulses will differ in shape from the transmitted pulses because of band­
width limitations, noise and other system imperfections. The performance 
of the system in the absence of noise can be predicted if the "pulse trans­
mission characteristic" is known, that is, the shape of a received pulse 
for a given applied pulse. 

Although the pulse-transmission characteristic suffices for determina­
tion of system performance it is customary for various reasons to relate 
it to the "transmission-frequency characteristic," that is, the steady­
state transmission response expressed as a function of frequency. For 
one thing the transmission-frequency characteristics of various existing 
facilities and their components are known, and for new facilities can be 
determined more readily by calculation or measurements than the pulse­
transmission characteristic. But the more fundamental reason is that the 
transmission-frequency characteristics of various system components 
connected in tandem or parallel can readily be combined to obtain the 
over-all transmission characteristic, while this is not the case for pulse 
transmisssion characteristics. It is thus possible to analyze complicated 
systems with the transmission-frequency characteristic as a basic 
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parameter, and to specify requirements that must be imposed on the 
transmission-frequency characteristic of the system and its components 
for a given transmission performance. 

A fundamental problem in pulse modulation systems is transmission 
distortion of pulses by system imperfections in the form of phase and 
gain deviations over the transmission band or a low-frequency cut-off, 
usually referred to as "characteristic distortion," 'which may give rise 
to excessive interference between pulses and resultant crosstalk noise or 
errors in reception, depending on the type of system. Because of such 
interference, characteristic distortion limits the number of pulse ampli­
tudes permissible in the transmission of informatioll or messages over a 
given channel, and may reduce the rate at which pulses can be trans­
mitted in systems employing only two pulse amplitudes, the minimum 
number. It thus places a limitation on channel capacity which, unlike 
signal distortion by noise, cannot be overcome by increasing the signal 
power. 

Characteristic distortion is an important consideration particularly in 
wire systems where there is a low-frequency cut-off caused by trans­
formers, and where the transmission band may extend over several 
octaves with substantial variation in attenuation and phase shift,' ()r 
may be sharply confined by filters. In wire systems there are also 'flne 
structure deviations from a smooth attenuation and phase characteristic 
of a more or less random nature, resulting from small random impedance 
variations and mismatches along the lines. Gain and phase deviations 
remaining even after fairly elaborate equalization may be appreciable 
and difficult to overcome, especially in systems comprising a large num.:.. 
bel' of repeater sections. . 

The purpose of this paper is to present a compendium of theoretical 
fundamentals on pulse transmission in a form suitable for engineering 
applications, both from the standpoint of design of new pulse transmis­
sion systems and pulse transmission over existing facilities. Emphasis is 
placed on considerations of various system imperfections, because of 
their importance from the standpoint of transmission performance, and 
since literature on this question is rather limited. Certain fundamental 
properties of transmission-frequency characteristics are discussed, to­
gether with general relations between frequency and pulse transmission 
characteristics and special transmission characteristics of importance in 
pulse systems. This is followed by a presentation of methods of evaluat­
ing pulse distortion from various types of gain and phase deviations, to­
gether with resultant transmission impairments or limitations on pulse 
transmission rates in low-pass, symmetrical and asymmetrical sideband 
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systems. Conversely, these methods may be used ill the design of pulse 
modulation systems to evaluate requirements imposed OIl the transmis­
sion characteristics for a given transmission performance. 

Transmission impairments may result from system imperfections other 
than characteristic distortion, which require a different theoretical ap­
proach and are not considered here. Among them are erratic timing of 
pulses, thermal and other noise within the transmission system and in­
terference from outside sources, such as other communicat"ion systems or 
atmospheric disturbances. 

1. PROPERTIES OF TRANSMISSION-FREQUENCY CHARACTERISTICS 

A basic parameter of transmission systems is the transmission-fre­
quency characteristic 

T(iw) = A(w)e-if(w), (1.01) 

in which w = 27rf is the radian frequency, A(w) is the amplitude and 
1/I(w) the phase characteristic. The transmission-frequency characteristic 
may designate the ratio of received voltage to transmitted current, of 
received current to transmitted voltage, of received to transmitted cur­
rent or of received to transmitted voltage. The two latter ratios are not 
the same except for symmetrical networks with impedance matching at 
both ends. For symmetrical structures having appreciable attenuation, 
such as transmission lines between repeaters, the ratios are virtually the 
same with impedance matching at the receiving end. In the following, 
T(iw) will designate any of the above ratios, as the case may be. 

When a number of networks are connected in series, as is usually the 
case in transmission systems, the resultant transmission characteristic 
IS 

TI(iw) T2(iw) ... Tn(iw), 

(AI A2 ... An) e-i(fl+f2+ ... +fn>, 

T(iw) 
(1.02) 

where TI , T2 . " Tn are the transmission characteristics of the individual 
networks with the same impedance terminations as encountered in the 
series arrangement, i.e. as measured in place or with equivalent termina­
tions. 

The phase characteristic 1/1 can in general be regarded as the sum of 
three components. The first is the minimum phase shift component, 
1/10, ,,-hich has a definite relation to the amplitude characteristic of the 
system, and is of particular interest in connection with phase distortion 
with different types of amplitude characteristics. The second is a 
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linear component WTd , which represents a constant transmission delay 
Td for all frequencies, as in the case of an ideal delay network. Ladder 
type structures and transmission lines have phase characteristics which 
can be represented by the above two components. The third component 
can be represented by a lattice structure with constant amplitude char­
acteristic but varying phase. Such a network component may be present 
in a transmission system or may be inserted intentionally for phase 
equalization, i.e. to supplement the first component above so as to secure 
a linear phase characteristic without altering the amplitude characteristic 
of the system. 

The following discussion is concerned with the relationship of the first 
component to the amplitude characteristic of the system, or conversely. 

The natural logarithm of the transmission-frequency characteristic 
given by (1.01) is 

CnT(iw) = CnA(w) - i1f;(w). (1.03) 

The component CnA (w) is referred to as the attenuation characteristic, 
and when expressed in decibels equals 8.69 lnA(w). 

The following relations exist between the attenuation and phase char­
acteristics of minimum phase shift sys~ems or system components:1 

,2 

i'nA(w) = _ ~ [0<;) 1f;°(u) du = ~ 1
00 

u1f;°(u).., du, 
7r --0<;) W - U 7r ° u2 - w~ 

(1.04) 

and 

(1.05) 

In the evaluation of these integrals, the principal values are to be used, 
i.e., results of the form Cn( -u) are to be taken as In I -u I rather than 
Cn I u I + i7r. 

As an example consider an attenuation characteristic as shown in Fig. 
1, with A(w) = A o between w = 0 and We and Al between w = We and 
00. Equation (1.05) then becomes 

- 2w [cnAo 1we 

du + CnAI 10<;) 2 du 2J, 
7r 0 1.1,2 - w2 

We U - W 

= ~ tn(AoIAl)Cn I We + wi· 
7r We - W 

(1.06) 

In Fig. 1 is shown the phase characteristic for Aol Al = 100, correspond­
ing to a 40 db cutoff at W = We • 
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Fig. 1 - Low-pass transmission frequency characteristic with sharp cut-off. 

In Fig. 2 the attenuation and phase characteristics are shown as a 
function of wi We for W < We and as a function of the inverse ratio wei W 

for W > We • It will be noticed that for the above case the phase charac­
teristic is infinite for wi We = 1 and has even symmetry about this point, 
while the attenuation characteristic has odd symmetry with respect to 
the midpoint of the amplitude discontinuity. The phase characteristic 
may be modified by a gradual cutoff in the attenuation characteristic, 
as illustrated in the figure. It is possible to shape the attenuation char­
acteristic to obtain a linear phase characteristic in the transmission 
band, i.e. between wlwe = 0 and 1. Since transmission systems with a 
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Fig. 2 - Solid curves same as in Fig. 1, but with inverse scale for w/wc > 1. 
Dashed curves illustrate modification in phase characteristic with gradual cut-off 
in attenuation (not computed). 
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phase shift for w/wc < 1. 

linear phase characteristic in this range are of particular importance in 
pulse transmission, this case will be considered further. 

It will be assumed that the phase characteristic has even symmetry 
when expressed in the scales of Fig. 2, in which case the phase charac­
teristic as shown by the solid lines in Fig. 3 is given by 

,p°(W) = WT 

= W/T/W 

W/We < 1, 

w/we > 1. 
(1.07) 

With these expressions in (1.04) the attenuation characteristic becomes: 

tnA(w) = 2We
T [1 + ! (we _ ~) tn 1 + w/we] . 

7r 2 W We 1 - w/we 

For W = 0, the latter expression approaches the limit tnA(O) = 4WeT/7r, 
so that 

tnA(w)/A(O) = _2W eT [1 + ! (~ _ we) tn 1 + w/we]. 
7r 2 We W 1 - W/We 

(1.08) 

which is the attenuation characteristic shown in Fig. 3. 
Other attenuation characteristics with a linear phase characteristic 

between w/we = 0 and 1 are possible with other types of variations in 
the attenuation or phase characteristic for w/we > 1 than assumed 
above. For example, the attenuation characteristics may be assumed 
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constant for w/we > 1, in which case the attenuation characteristic will 
be somewhat different for w/we < 1 and the phase characteristic different 
for w/we > 1, as illustrated in Fig. 3. (The solution for the latter case is 
given in Reference 2.) It will be noticed that there is a comparatively 
minor difference between the attenuation characteristics for w/ We < 1 
in the above cases, so that the attenuation characteristic for w/ We > 1 
has a relatively minor effect, provided there is no discontinuity near 
w/ We = 1. The transmission loss characteristics shown in Fig. 3 represent 
a close approximation to the type of characteristic employed in pulse 
transmission systems, as will be shown later. 

In the above examples low-pass characteristics were assumed. For 
high-pass characteristics the algebraic sign of the phase is reversed with 
respect to the amplitude characteristic as indicated in Fig. 4, which also 
illustrates relationships for band-pass characteristics. The band-pass 
characteristics are obtained by connecting low-pass and high-pass net­
works in tandem. The resultant attenuation and phase characteristics 
are obtained by adding the low and high-pass attenuation and phase 
characteristics, as illustrated in the figure. In the second case shown in 
the figure, the band-pass characteristic is assumed to have a linear phase 
characteristic in the transmission band, in which case the attenuation 
characteristic will not be symmetrical about the midband frequency, 
unless the latter is high in relation to the bandwidth. The third case 
illustrates the type of band-pass characteristic encountered in wire 
systems with a low-frequency cutoff. There will then be phase distortion 
at the low end of the band, since it is not feasible with a fairly sharp 
low-frequency cutoff to obtain a linear phase characteristic in the trans­
mission band. 

If the amplitude or attenuation characteristic of a transmission system 
is modified, it will be accompanied by a modification in the phase 
characteristic. Of basic importance are cosine' modifications in the 
attenuation and amplitude characteristics. Let the modified amplitude 
characteristic be of the form 

(1.09) 

where Ao(w) is the original amplitude characteristic. The modified at­
tenuation characteristic is then 

-CnA(w) = -CnAo(w) + a cos W7. (1.10) 

In accordance with (1.05) the modified phase characteristic becomes, 

1/Io(w) = ~ 100 

fnAo(w) du + ~ 100 

cos WT dll, 
7f" -00 W - II 7f" -00 W - u (1.11) 

= 1/Io(w) + a sin WT, 
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where t/lo(w) is the phase characteristic of the original amplitude charac­
teristic Ao(w). 

Thus, for any consine modification in the attenuation characteristic 
there is a corresponding sine modification in the phase characteristic, 
and for any sine modification in the phase characteristic a corresponding 
cosine modification in the attenuation characteristic. In general any 
modification in the attenuation characteristic may be represented by a 
Fourier cosine series, in which case the modification in the phase charac­
teristic will be the corresponding Fourier sine series. 

o 

o 

With a cosine modification in the amplitude rather than in the at-
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Fig. 4 - Attenuation and phase shift for various types of transmission fre­
quency characteristics. 
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tenuation characteristic 

A(w) = Ao(w) [1 + a cos wr], 

and the corresponding phase characteristic becomes 

",O(w) = ~ i: tnAo(u)~ ~ : cos llr] du, 

.1, ( ) + 2 t -1 r sin wr = 'YO W an , 
1 + r cos WT 

2 

= "'o(w) + 2[r sin WT + ~ sin 2 WT 

3 

+ i sin 3 WT + ... 

where 

1 ./--
r = - [1 =F v 1 - a2] 

a ' 

and the minus sign is to be used. 

(1.12) 

(1.13) 

(1.14) 

Thus, a cosine modification in the amplitude characteristic is accom­
panied by an infinite series of sine deviations in the phase characteristic. 
For sufficiently small values of a, r r-..J a/2 and (1.13) reduces to (1.11). 

2. FREQUENCY AND IMPULSE TRANSMISSION CHARACTERISTICS 

In dealing with pulse transmission, it is customary to consider three 
basic types of time variations of currents and electromotive forces, a 
cisoidal variation, a unit impulse and a unit step. The cisoidal variation, 
eiwt

, is basic in the solution of network and transmission problems in 
terms of complex impedances and admittances. The unit impulse is a 
current or electromotive force of very high intensity and short duration, 
such that the area under the impulse is unity. The unit step is a current 
or electromotive force which is zero for t < 0 and unity thereafter. 

The time responses of networks or transmission systems to these three 
basic time functions are interrelated so that each may be obtained ,vhen 
one of the others is known. Furthermore, the time responses for electro­
motive forces or currents of arbitrary wave shape may be obtained from 
the response characteristic for anyone of these basic time functions. 

The pulses applied in pulse systems can usually be approximated by 
impulses. Furthermore, with impulses certain simple relationships can 
be established which are either obscured or more complicated when a 
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unit step is assumed. For these reasons, only the transmission charac­
teristic for impulses will be considered here, or for pulses of sufficiently 
short duration to be regarded as impulses. 

Corresponding to any transmission-frequency characteristic is an 
impulse transmission characteristic, pet), which designates the received 
pulse as a function of time for a transmitted unit impulse. The impulse 
and transmission frequency characteristics are interrelated by the follow­
ing Fourier integral relations 

pet) = 21 100 

T(iw)e iwt dw, (2.01) 7r -00 

T(iw) = L: P(t)e- iwt dt. (2.02) 

The transmission characteristic for an applied pulse or signal of 
arbitrary shape G(t) is given by 

H(t) = ;7r L: T(iw)S(iw)e
iwt 

dw, (2.03) 

where S(iw) is the frequency spectrum of the applied pulse and is given 
by 

S(iw) = L: G(t)e- iwt dt. (2.04) 

In the case of a symmetrical pulse S (iw) is a real function. 
In view of (1.01), expression (2.03) may also be written 

1 100 

H(t) = - A(w)S(w) cos [wt - 1f(w)] dw, 7r 0 
(2.05) 

where the relations A( -w) = A(w), S( -w) = Sew), 1f( -w) -1f(w) 
have been used, and it is assumed that S(iw) = Sew) is a real function, 
as for a symmetrical pulse. 

In most pulse transmission systems, the applied pulses can be ap­
proximated by short rectangular pulses. Rectangular pulses of unit 
amplitude and duration 8 have a frequency spectrum 

Sew) = 8 Si:8/~2 . (2.06) 

The same pulse transmission characteristic as when an impulse is 
applied is obtained with a rectangular pulse if A(w) is modified by the 
factor (w8/2)/sin (w8/2). In the following it will be assumed that the 
applied pulses are of sufficiently short duration to be regarded as im-
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Fig. 5 - Transfer of reference frequency from w = 0 to W = Wr • 

pulses or that otherwise the above modification is applied, in which 
case 

o 1"" pet) = - A(w) cos [wt - ~(w)] dw. 
7r 0 

(2.07) 

In the latter equation A(w) can also be regarded as the frequency 
spectrum of a pulse applied to a transmission system having a constant 
amplitude characteristic and a phase characteristic ~(w) over the band 
of the pulse spectum. 

Equation (2.07) applies to any type of transmission-frequency char­
acteristic and is convenient in this form for low-pass characteristics. For 
band-pass characteristics as shown in Fig. 5 however, it is convenient 
from the standpoint of general analysis as well as for numerical evalua­
tion to use a reference frequency Wr within the tranmsission band, that 
is, to employ the transformation w = Wr + u dw = duo 

vVith the notation 

a(u) = A(w) = A(u + wr), 

'!F(u) = ~(w) - ~(Wr) = ~(w) - ~r, 
(2.08) 
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equation (2.07) can be written: 

P(t) = cos (wrt - 1/;r)[R-(t) + R+(t)] 

+ sin (Wl't - 1/;r)[Q-(t) 
(2.09) 

o 1wr 

R_ -- a( - u) cos [ut + '1'( - u)] du, 
7r 0 

(2.10) 

o 100 

R+ = - a(u) cos [ut - '1'(u)] du, 
7r 0 

o 1WT 

Q_ = - a(- u) sin rut + '1'(- u)] du, 
7r 0 

and 

o 100 

Q+ = - a(u) sin rut - '1'(u)] duo 
7r 0 

(2.11) 

The envelope P(t) of the impulse transmission characteristic is given 
by 

(2.12) 

Comparison of (2.09) with (2.07) shows that R_ and R+ can be identi­
fied with the impulse characteristics of low-pass systems having the 
same frequency characteristics as the bandpass system below and above 
WI' • The impulse characteristics Q_ and Q + which arise from asymmetry 
in the transmission characteristic with respect to WI' are not present in 
low-pass systems, since by definition the amplitude characteristic has 
even symmetry and the phase characteristic odd symmetry with respect 
to zero frequency. 

The first and second components of (2.09) are referred to as the in­
phase and quadrature components of the impulse characteristic of 
band-pass systems.3 The transmission-frequency characteristic may cor­
respondingly be regarded as made up of a component with even sym­
metry and another component with odd sym,metry about WI', as indicated 
in Fig. 6. These two components, together with the in-phase and quadra­
ture components, will depend on the choice of WI' • However, P(t) as given 
by (2.09) and the envelope as given by (2.12), will remain the same, since 
a single impulse characteristic is associated with a given transmission­
frequency characteristic. 

With the customary pulse transmission methods, the reference fre­
quency WI' may be identified "with a modulating or carrier frequency, 
which has a special significance when the envelope of a sequence of 
received pulses is considered. Although for a single pulse the envelope 
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is always the same, for a sequence of pulses the resultant envelope of the 
received pulse train will depend on the in-phase and quadrature com­
ponents.4 The reason for this is that one has even and the other odd 
symmetry about the peak amplitude of the envelope for a single pulse, 
when the phase characteristic is linear. 

In order to compare the transmission performance as the reference or 
carrier frequency is changed, it is necessary to determine the in-phase 
and quadrature components for each carrier frequency under considera-

Wr 
I 
I 

-u <IE-- : -.. u 

t--~, \-
I 
I 
I 

I 
I 
I 
I 
I o 

"<2 ___ : ~y 
FREQUENCY, W 

Fig. 6 - Decomposition of amplitude characteristic a l asymmetrical with 
respect to Wr into a component a~ of even symmetry and a component, a3 of odd 
symmetry about Wr • When the phase shift is linear, al = a2 + CX3 • 

tion. One method is to evaluate integrals (2.10) and (2.11) for each 
carrie frequency, which may be facilitated by resolving the transmis­
sion-frequency characteristic into symmetrical and anti-symmetrical 
components as indicated in Fig. 6. This, however, is a rather elaborate 
procedure which can be avoided with the aid of a simple translation 
from one reference or carrier frequency to another, as shown below, 
provided the in-phase and quadrature components or the envelope has 
been determined for one reference frequency. 

Equation (2.09) may also be written, with cp = cpU): 

pet) cos(wrt - 1fr - cp) pet), 

cos(wrt - 1fr) cos cp pet) + sin(wrt - 1fr) sin cp Pet)· 
(2.13) 
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Comparison of (2.13) with (2.09) shows that: 

R_ + R+ = cos cp pet), 

Q_ - Q+ = sin cp pet), 

tan cp = (Q_ - Q+)/(R_ + R+). 

(2.14) 

(2.15) 

To find the corresponding components when Wr is changed to w/, 
equation (2.13) may be written 

pet) = cos[w/t - 1f// - (wr' - wr)t + (1f// - 1f/r) - cp] pet) 
= cos(w/t - 1f// - cp') pet), (2.16) 

where cp' = cp' (t) is given by: 

cp' = cp + (w/ - wr)t - (1f/r' - 1f/r), 

= cp + wyl - 1f/y . 
(2.17) 

Thus, when the reference frequency is changed by wyand its phase by 
1f/y , the corresponding in-phase and quadrature components become: 

R_' + R/ = cos (cp + Wyt - 1f/y) pet), 

Q-' - Q/ = sin (cp + wyt - 1f/y) pet) 

and 
(2.18) 

To summarize, when the in-phase and quadrature components have 
been determined for any reference frequency Wr from (2.10) and (2.11), 
and the envelope P together with the function cp from (2.12) and (2.14), 
the in-phase and quadrature components for another reference frequency 
w/ can readily be determined with the aid of (2.18). In the particular 
case where the amplitude characteristic has even and the phase charac­
teristic odd symmetry with respect to the midband frequency, the 
quadrature component disappears with respect to the midband fre­
quency, so that cp = 0 and (2.18) simplifies to 

R_' + R/ = cos (wyt - 1f/y) pet), 

Q-' - Q+' = sin (wyt - if;y) pet). 

and 
(2.19) 

The above relations (2.18) and (2.19) facilitate comparison of trans­
mission performance as the reference or carrier frequency is changed, for 
example the comparison of double with vestigial sideband transmission, 
as illustrated in section 14. 
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3. IDEALIZED CHARACTERISTICS WITH SHARP CUTOFF 

In pulse transmission theory, particularly in dealing with transmission 
capacity of idealized transmission systems, an ideal low-pass transmis­
sion frequency characteristic is ordinarily assumed, with constant ampli­
tude and delay in the transmission band together with an abrupt cutoff 
at the top frequency and zero amplitude beyond, as shown in Fig. 7. 
As is evident from Fig. 1, this type of characteristic is an abstraction 
which cannot be physically realized since it will have phase distortion 
and infinite transmission delay. It can, however, be approached with 
sufficiently elaborate phase equalization. 

For the above type of characteristic, A(w) = 1 between W = 0 and 
WI , while 1/;(w) = WTd, where Td is the transmission delay. With these 
values in (2.07): 

pet) = OWl sin wlto, 
7r Wlto 

(3.01) 

where to = t - Td is the time referred to the peak amplitude of the 
received pulse. 

The resultant pulse transmission characteristic is shown in Fig. 7, 
with the factor owI/7r omitted. The peak amplitude is attained after an 
infinite time, since the above type of characteristic can be realized only 
with Td ~ 00. The impulse characteristic is zero when Wlto = ±n7r, or 
to = ±Tl, ± 2Tl , ... ± nTl where 

1 
Tl = 211 . (3.02) 

Impulses can thus be transmitted at the latter intervals without 
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Fig. 7 - Idealized low-pass characteristic with sharp complete cut-off. 
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mutual interference between the peaks of the received pulses. This is a 
basic theorem underlying the determination of the transmission capacity 
of idealized systems. 3 

For an idealized bandpass characteristic between Wo and WI , it follows 
from (2.09) with 'l'(u) = UTd and 'l'( -u) = -UTd that the impulse 
characteristic with respect to the midband frequency Wr = Wm is 

pet) = 2 COS[Wmto - 1/to] pet), (3.03) 

where pet) is given by (3.01) and 1/to = 'l'm - WmTd is the phase intercept 
at zero frequency. For the transmission characteristic to be ideal in the 
sense that the peak pulse amplitude occurs when to = t - Td = 0, it is 
necessary that 1/to = ±n7r, where n is an integer. This is not necessary 
if the bandwidth is small in relation to the midband frequency. There 
will then be a large number of cycles of the modulating frequency Wm 

within the envelope pet), and the latter can be recovered by envelope 
detection regardless of the phase of the modulating frequency. 

With 1/to = ±n7r, 

pet) 
2wso t sin wsto (3.04) cos WmO ---, 

7r wolo 

WIO sin WilO woo sin wolo 
(3.05) ---- ----

7r Wlto 7r woto 

where Wm = (wo + wI)/2 andws = (WI - wo)/2. 
The shape of the impulse characteristic as given by (3.04) is illustrated 

in the upper half of Fig. 8. Alternately the impulse characteristic may 
be regarded as made up of two components}n accordance with (3.05). 
The first component corresponds to a low-pass characteristic of band­
width WI, the second component to a negative low-pass characteristic 
of bandwidth Wo , as indicated in the lower part of the Fig. 8. 

The factor sin wsto/wsto in (3.04) is zero at the same intervals as for a 
low-pass characteristic of bandwidth W s , as shown in Fig. 8, so that 
pulses may be transmitted at the same rate without mutual interference 
between pulse peaks. The bandwidth in the present case, however, is 
2ws = WI - Wo , so that for the same bandwidth the pulse transmission 
rate is half as great as for a low-pass characteristic. 

An exception to this is the particular case when WI = 2wo, so that the 
total bandwidth is Wo . The factor sin woto/woto in (3.05) is then zero at 
intervals TO = 1/2fo, while the factor sin WitO/ WitO is zero at intervals 
1/2fI = 1/4fo, as shown in Fig. 9. Pulses may accordingly in principle be 
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transmitted without mutual interference at the same rate as for a low­
pass characteristic of bandwidth Wo , or at the same rate as ~\Vith single 
sideband transmission over a band-pass system of bandwidth Wo • More 
generally, pulses can in principle be transmitted without mutual inter­
ference between pulse peaks at the same rate as for a low-pass character­
istic of bandwidth WI - Wo = 2ws if Wo is a multiple of WI - Wo • It should 
be noted however, that this pulse transmission rate cannot actually be 
realized since the phase characteristic will have infinite slope, so that 
the transmission delay will be infinite. In addition, the zero frequency 
phase intercept tf;o must be ±n7r, a condition which cannot be attained 
or remain stable in view of the infinite slope of the phase characteristic. 

vVith the envelope given by the factor sin wsto/ wsto in (3.04), the 
in-phase and quadrature components for any reference frequency can 
be determined with the aid of (2.19). If the lower band-edge is selected, 
i.e. Wr = Wo, then Wy = Ws. "With a linear phase characteristic tf;y = WTd, 

so that in (2.19) wyt - tf;y = wsto. The in-phase and quadrature com­
ponents are accordingly obtained by multiplying the envelope by cos 
wsto and sin wsto , respectively. 

As an alternate method, the two components can be obtained from 

-------·-r====~~ }! 
3=1+2/ ~ 

I (a) 

t I AMPLITUDE VS FREQUENCY 
I CHARACTERISTIC 

w I 
o I 
~ I 

~ 10 IWo wl 
~ I I FREQUENCY, W 

I I 
I I 
L_~---1 

........ ~'" I \ -"'-...-..., l ~,'yl \ -/j "/",, 

(b) 
IMPULSE 

CHARACTERISTIC 

"I' ,~ ! 2(/ "1/ 
To -) ...... -ro-~-ro .1. ro~ro .. I I( To-~f--To-~'---ro 

To = 7T/Wo = ~ TIME -... 
2fo 

Fig. 9 - Special case of idealized band-pass characteristic in which WI = 2wo 

and resultant impulse characteristic is zero at intervals TO = 2~0 . 
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(2.09), which with R_ = 0, Q_ = 0 becomes: 

pet) = cos wotoR+(t) + sin wotoQ+(t), (3.06) 

with 

o l wb 

R+ = - cos uto du, 
'Tr 0 

CWb sin WbtO 

'Tr wbto 

(3.07) 
2cws t sin wsto 

cos Ws 0 ---, 
'Tr wsto 

and 

o l wb 

- sin uto du, 
'Tr 0 

QWb 1 cos WbtO ------
WbtO 

(3.08) 
2cws • t sin wsto 

SIn Ws 0 ---, 
'Tr wsto 

where Wb = 2ws is the bandwidth. It wilJ be noticed that R+ and Q+ are 
obtained by mUltiplying the envelope by cos wsto and sin WEtO in accord­
ance with (2.19). 

(al (b) 
FREQUENCY CHARACTERISTICS IMPULSE CHARACTERISTICS 
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I : 
1 13=1+2 
1 1 
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I 1 
I 1 
1 1 

o 
TIME -

Fig. 10 - Idealized transmission characteristic with gradual cut-off, 3, ob­
tained by superposition of characteristic with sharp cut-off, 1, anp characteristic, 
2, with odd symmetry about WI • Linear phase shift assumed. 
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4. IDEALIZED CHARACTERISTICS WITH GRADUAL CUTOFF 

The idealized transmission characteristics discussed above are of 
principal interest in that they indicate the physical limitations on pulse 
transmission rates for a given bandwidth. Even if these impulse char­
acteristics could be realized without undue difficulties from the stand­
point of phase equalization, they would be impracticable in most applica­
tions. Their oscillatory nature would entail the use of discrete pulse 
positions and precise synchronized sampling at fixed intervals, and 
would preclude certain methods of pulse modulation and detection. 

The non-linearity in the phase characteristic as well as the oscillations 
in the impulse characteristic can be reduced with a gradual rather than 
a sharp cut-off, as illustrated in Fig. 10. It is assumed that an ideal 
characteristic 'with a sharp cutoff is supplemented by an amplitude 
characteristic Ch which has odd symmetry about the cutoff frequency 
WI , i.e., eLl (-u) = - eLl (u). 

If the latter component alone is considered, and a linear phase charac­
teristic assumed, it follows from (2.09) with WI = Wr that the effect of 
this component on the pulse transmission characteristic is given by 

P1(t) = - QI sin wlto , (4.01) 

where to t - Td and 

(4.02) 

The function PI(t) will be zero at the same points as the original pulse 
transmission characteristic with a sharp cut-off at WI and under certain 
conditions also at other points. It will modify the original impulse char­
acteristic by reducing the oscillatory tail, as illustrated in Fig. 10, but 
the zero points remain unchanged. 3 

With the above modification, the resultant impulse characteristic ob­
tained by superposition of (3.01) and (4.02) becomes 

o (1 lWX ) pet) = - sin WilO - - 2 eLI(U) sin uto du , 
7r to 0 

(4.03) 

where 

p(t) = [~ - 21 wX 

eLI(U) sin uto dUJ . (4.04) 

In the following the expression for F(t) is given for the case when the 
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band-edge is modified by a supplementary characteristic of the form 

a1(U) = ~(1 - sin 7ru/2wx) u < Wx , 

= 0 u > Wz . 

(4.05) 

This form of a1 represents a close approximation to actual modifications 
of band-edges by a gradual cutoff and also results in rather simple ex­
pressions for the modified impulse characteristic 

With (4.05) in (4.04), 

1 l wX 

F(t) = - - (1 - sin 7ru/2wx) sin uto du, 
to 0 

.!. _ Wx [1 - cos wAo + cos wAo _ cos wxto ] 
to wxto 7r + 2wxto 7r - 2wxto ' 

[ 
1 1 1 ] Wx cos wxto - + 2 -

wxto 7r - wxto 7r + 2wxto ' 

(4.06) 

1 cos wxto 
~ 1 - (2wAo/7r)2' 

The impulse characteristic obtained from (4.03) is 

pet) = OWl sin WltO cos wAo 
7r WltO 1 - (2wxtO/7r)2 

(4.07) 

For the particular case shown in Fig. 11 the value of Wx is taken to be 
w1/2. 

For a symmetrical bandpass characteristic, as shown in Fig. 12, 

pet) = 2 cos (wmto - 0/0) pet). (4.08) 

pet) is obtained by replacing WI by Ws in (4.07), and 1/10 is the phase 
intercept at zero frequency as in connection with (3.03). This gives 

pet) = oWs sin wsto cos wxto 
7r wsto 1 - (2wxto/7r) 2 • 

(4.09) 

For the particular case shown in Fig. 12, the value of Wx is taken to be 
ws/2. 

The in-phase and quadrature components with respect to any fre­
quency are obtained from (2.19) with 1/Iy = WTd and are shown in Fig. 
12 for the particular case in which the reference frequency is displaced 
from the midband frequency by Wy = WI] • 
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5. IDEALIZED CHARACTERISTICS WITH NATURAL LINEAR PHASE SHIFT 

With the type of amplitude characteristics discussed above it is 
necessary to employ phase equalization to obtain a linear phase charac­
teristic. Furthermore, oscillations of appreciable amplitude remain in 
the impulse characteristic. A virtually linear phase characteristic to­
gether with a reduction of these oscillations can be attained by a further 
extension of the gradual cut-off in Fig. 10, such that W:;r; = WI • An ampli­
tude characteristic of this type, together with the corresponding impulse 
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Fig. 11 - Low-pass characteristic with gradual cut-off and associated impulse 
characteristic. Linear phase characteristic assumed. 
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Fig. 12 - Symmetrical band-pass characteristic with gradual cut-off and 
associated impulse characteristic. In-phase and quadrature components shown 
with respect to WT = wm - Ws • 

characteristic is shown in Fig. 13. The supplementary amplitude charac­
teristic and the impuJse characteristic are obtained by making W z = WI 

in (4.05) and 4.07). 
The resultant amplitude characteristic between W = 0 and W = 2WI 

in this case becomes 

A(w) = ~ [1 + cos 7rw.J 
2 2wJ 

and the impulse characteristic: 

2 7rW 
cos 4-' 

WI 

pet) = (WI sin 2WItO 
7r 2wIto[l - (2wItO/7r) 2] , 

(5.01) 

(5.02) 

where WI IS the bandwidth to the half-amplitude point on the trans-
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mission frequency characteristic and 2Wl the bandwidth to the point of 
zero amplitude. 

In Fig. 13 is also shown the amplitude characteristic given by (1.08), 
which will have a linear phase characteristic in the transmission band~ 
i.e. from W = 0 to 2Wl • Because of the close approximation of (5.01) to 
the proper type of amplitude characteristic as regards phase linearity, 
the phase characteristic associated with (5.01) may for practieal purposes 
be regarded as linear. 

For a symmetrical band-pass characteristic as shown in Fig. 14, the 
impulse characteristic is given by (4.08) and the envelope by (4.09) 
with Wx = Ws , or 

[Ws ' sin 2w .• to 
7r 2w~to[l - (2W8tO/7rP]" 

pet) = (5.03) 

The in-phase and quadrature components shown 111 Fig. 14 with 
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Fig. 13 - Low-pass transmission frequency characteristic, 1, and associated 
impulse characteristic. Frequency characteristic, 2. is same as shown by solid 
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Fig. 14 - Symmetrical band-pass characteristic with linear phase shift and 
corresponding impulse characteristic. In-phase and quadrature components 
shown with respect to Wr = Wm - Ws • 

respect to a reference frequency at the midpoint of the band-edge are 
obtained from (2.19) with Wy = Ws. This gives pet) cos wsto for· the in­
phase and P sin wsto for the quadrature component. 

In Fig. H5 is shown a special case of a band-pass characteristic, which 
corresponds to that illustrated in Fig. 9 "\vith WI = 2wo, shown for com­
parison by dashed lines in Fig. 15. In this particular case Wm = 3 wo/2 
and Wx = Ws wo/2. With 1/;0 = n7r, equation (4.08) in conjunction with 
(4.09) gives 

P(t) owo (t /2) sin 2woto - sin wolo - cos woo 
27r wot[ 1 - (wolo/ 7r) 2] 

(5.04) 
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This expression is zero when sin 2woto - sin woto = 0, and also when 
cos woto/2 = 0. Zero points in the impulse characteristic will occur at 
uniform intervals 70 = 7r / Wo = 1/2fo. Pulses can accordingly be trans­
mitted at these intervals without mutual interference, or at the same 
rate as for a low-pass characteristic with the bandwidth to the half­
amplitude point equal to Wo . This is the same pulse transmission rate 
as is possible in principle with an ideal band-pass characteristic as shown 
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Fig. 15 - Particular case of band-pass characteristic with gradual cut-off in 

which impulse characteristic is zero at intervals 70 = 2~o . 
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by the dashed lines in Fig. 15. With a gradual cut-off, however, the phase 
characteristic will be nearly linear and have a finite slope, so that the 
above pulse transmission rate can be realized provided t/lo = ±n7l'. The 
same pulse transmission rate can also be attained with vestigial side-band 
transmission, discussed in section 14. 

Another particular case of interest is that shown in Fig. 16, in which 
Wm = 2ws . In this case (4.08) becomes with t/lo = ±n7l' and with pet) as 

t 

Wm 
FREQUENCY 

Wm = 2ws 
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Fig. 16 - Particular case of symmetrical band-pass characteristic for which 
Wm = 2ws . 
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Fig. 17 - Modification of frequency characteristic to obtain same response as 
for impulses, when pulse duration is prolonged to half the pulse interval. 

given by (5.03) 

pet) CWm sin wmio 
- cos wmto [1 ( /) 2] , 
7r wmto - wmto 7r 

(5.05) 
OWm sin 2wmto 

- ----:;;:- 2wm to[l - (Wmto/7r) 2] . 

Pulses can in this case be transmitted without mutual interference be­
tween the pulse peaks at the points shown in the above figure. The 
effective pulse transmission rate is the same as for a low-pass characteris­
tic between W = 0 and W = 2w m with half amplitude at Wm • * 

As mentioned in Section 2, when pulses of finite duration are employed, 
the same response as for impulses is obtained if the amplitude charac­
teristic is modified by the factor (wo/2)/sin (wo/2). In Fig. 17 is shown 
the resultant minor modification in the amplitude characteristic (5.01) 
when the duration of the pulses is equal to half the pulse interval. 

The low-pass and band-pass amplitude characteristics considered 
above can also be regarded as the spectra of pulses applied to a trans­
mission system having a constant amplitude characteristic over the 

* W. R. Bennett and C. B. Feldman originally proposed this type of charac­
teristic in an unpublished memorandum, as a means of matching the bandwidth 
economy of baseband transmission without inclusion of frequencies near zero. 
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band of the spectra. If the phase characteristic of the system is linear 
over this band, the received pulses will have the same shape as the 
impulse characteristics. It should be recognized, however, that there 
may be appreciable phase distortion within the transmission band or 
pulse spectrum, if there are amplitude discontinuities beyond the band 
resulting from a sharp cut-off by filters. Nevertheless, the type of am­
plitude characteristic or frequency spectrum considered above has de­
cisive advantages from the standpoint of transmission distortion of the 
pulses, as shown later, since appreciable phase distortion will ordinarily 
be confined to the edges of the band where the frequency components 
of the pulse spectrum have low amplitudes. 

Another type of amplitude characteristic resembling that shown in 
Fig. 13 and frequently considered in connection with pulse transmission 
is a Gaussian characteristic: 

The corresponding impulse characteristic is 

P( ) 0 -t02/411' 

t = 2 (-mT) 1/2 e . 

(5.06) 

(5.07) 

If it is assumed that the amplitude is reduced to 1 per cent of the peak 
value after an interval to = 7r / WI, corresponding to the first zero point 
of an ideal impulse characteristic, it is necessary that to2 /40' = 4.6, or 
0' = .54/WI2

• The corresponding amplitude and impulse characteristics 
are 

A(w) (5.08) 

and 

(5.09) 

In Fig. 18 a comparison is made of the two frequency characteristics 
(5.01) and (5.08) considered above, and of the corresponding impulse 
characteristics (5.02) and (5.mn. The comparison shows that for the 
same pulse transmission rate and with negligible intersymbol inter­
ference, a somewhat wider band must be provided with a Gaussian 
amplitude characteristic. This is a disadvantage, particularly when the 
band is restricted within prescribed limits by considerations of inter­
ference in adjacent transmission bands, as radio pulse systems. 
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Fig. 18 - Comparison of two representative frequency and impulse transmis­
sion characteristics. Frequency characteristic 1: T(w) = ![1 + cos 7rw/2wd. Fre­
quency characteristic 2: T(w) = exp - O.54(w/WI)2. 

Amplitude characteristic 1 of Fig. 18 has certain properties, aside 
from the linearity of the associated phase characteristic, which makes it 
preferable to a Gaussian as well as other types of amplitude characteris­
tics for most pulse systems. The corresponding impulse characteristic 
has zero points at intervals 71 = 1/2j1 with the minimum possible oscilla­
tion consistent with this property for a given bandwidth. This permits 
the use of this impulse characteristic for pulse systems with discrete 
pulse positions with minimum intersymbol interference and considerable 
tolerance on synchronization. Since the oscillation in the impulse char­
acteristic is inappreciable, it can also be used for pulse systems without 
discrete pulse positions and with other methods of detection than syn­
chronized instantaneous sampling. In view of these attributes, an ampli­
tude characteristic of the above type, rather than a constant amplitude 
characteristic with sharp cut-off, may be regarded as ideal when various 
physical requirements for practicable pulse systems are taken into con­
sideration. 
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6. PULSE ECHOES FROM PHASE DISTORTION 

For any transmission -frequency characteristic the corresponding 
impulse characteristics can be determined from the Fourier integral 
relation (2.01). This, however, may involve the evaluation of compli­
cated integrals, which in general would require numerical integration 
and would be a rather elaborate procedure. A preferable method of 
sufficient accuracy in most engineering applications is to employ the 
theoretical solutions given previously for various ideal transmission 
characteristics with a linear phase shift as a point of departure or first 
approximation. A satisfactory second approximation can in many 
instances be secured by evaluating the transmission distortion resulting 
from a sinusoidal deviation in the phase characteristic. Furthermore, 
any type of deviation in the phase characteristic can in principle be 
represented by a Fourier series in terms of harmonic sinusoidal devia­
tions. 

Aside from the circumstance that in many cases a sine deviation in 
the phase characteristic affords a fairly satisfactory approximation to 
actual phase distortion it has the advantage in theoretical formulation 
that it permits determination of the resultant pulse distortion by the 
method of "paired echoes." In the usual application of this method only 
small phase deviations are considered resulting in a single pair of pulse 
or signal echoes of small amplitude, and the method is then particularly 
simple.5

• 6 When delay distortion is appreciable, however, as is fre­
quently the case in wire circuits, it becomes necessary to consider a 
large number of pulse or signal echoes of considerable amplitude. Since 
the amplitudes of the pulse echoes may be obtained from available tables 
of Bessel Functions, the determination of the echoes is, nevertheless, 
simple in procedure and the determination of the shape of the distorted 
pulses or other signals not too elaborate. 

A given amplitude characteristic within the transmission band may 
be associated with various phase characteristics, depending on the shape 
of the amplitude characteristic outside the transmission band and also 
on whether or not a minimum phase shift system is involved. It is 
therefore permissible to consider the effect of various departures from 
a given phase characteristic independent of the amplitude characteristic 
within the transmission band. 

With a sinusoidal departure from a given phase characteristic t/;o(w) 
as shown in Fig. 19, the modified phase function becomes 

t/;(w) = t/;o(w) - b sin WT. (6.01) 

With 
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To(iw) = Ao(w) e-iif;o(w) 

the modified transmission-frequency characteristic becomes 

T(iw) = To(iw) eib 
8in WT, 

which, inserted in (2.01) gives 

PCt) = ~ 100 

ToCiw)e ib 
sin WT eiwt dw. 

27l" -00 

(6.02) 

(6.03) 

The following relation (Jacobi's expansion) in which J 1 , J 2 ••• are 
Bessel Functions in their usual notation can now be employed7 

eibsinwT = Jo(b) + J 1(b)[e iwT - e-iwl 

+ J2(b)[e2iwT + e-2iwl 
(6.04) + J3(b)[e3iwT _ e-3iwl 

+ J4(b)[e4iwT + e-4t"wT] + 
Let poet) designate the shape of the received pulse or other signal for 

a transmission frequency characteristic To(iw) obtained from (6.03) with 
b = o. In view of (6.04) the solution of (6.03) may then be written 

pet) = Jo(b )Po(t) + J 1(b ) [PoCt + 7) - poet - 7)] 

+ J 2(b)[Po(t + 27) + Poct - 27)] 

+ J 3(b)[Po(t + 37) - poet - 37)] 

+ J 4(b)[Po(t + 47) + poet - 47)] + 

(6.05) 

The shape of the received pulse or signal pet) is thus obtained by 
superposing an infinite sequence of pulses or signals of shape poet). The 
peak amplitudes of the pulse or signal echoes and the times at which 
they occur with respect to t = 0 are given in the following table. The 
reference point t = 0 is arbritrarily selected to coincide with the peak 
of the pulse Po(t): 

Time .. -3T -2r -r 0 T 2r 3T 

---

Am~litude ... , Js(b) J 2 (b) J1(b) Jo(b) -J1(b) J 2 (b) -J~(b) 

A sufficient number of echoes must be considered until their peak 
amplitudes become negligible. 

The superposition of echoes to obtain the resultant pulse is illustrated 
in Fig. 20. Instead of plotting the various echoes and combining them 
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into a resultant pulse or signal as in Fig. 20(c) the equivalent and less 
laborious method shown in (d) can be employed. 'Vith the latter method 
the pulse Po is plotted with reversed time scale and its peak made to 
coincide with the point for which the amplitude of the resultant pulse P 
is to be determined. The amplitude of P is determined as indicated in 
the figure. In the particular case where the original phase characteristic 
1/10 is linear, the pulses poet) will be symmetrical with respect to their 
peak amplitude, and this assumption will be made in the following 
a pplica tions. 

For amplitudes b « 1, the Bessel Functions become negligible except 
for J o and J 1 , which are given by Jo(b) V""\ 1 and J 1(b) V""\ b12, so that 
(6.05) becomes 

t 
w 
If) c( 
I 
0. 

o 
Z c( 

b b 
pet) = poet) + 2 poet + T) - 2 poet - T). (6.06) 

t l----

w 
If) 
c( 
I 
a. 
o 
z 
c( 

w 
o 
=> 
I-
:::i 
a. 
::E 

7jI (W) = WTd - bSIN WT 

c(O~=-~---FR-E-Q-U-E-N-CY-,-w--~-·~-------

(a) LOW-PASS CHARACTERISTIC 

i 
i 
I 

-u~l~u 

i 
I 

~r-~----------------~~~~~--------------~----­
:::> 
I­
:::i 
0. 
::E c( 

(b) BANDPASS CHARACTERISTIC 

Fig. 19 - Low-pass and band-pass characteristics with sinusoidal phase dis­
tortion. 
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For amplitudes b > 1, it is necessary to consider a greater number of 
echoes, as will be evident from Table I for b = 1,2, 5, 10 and 15 radians.8 

The preceding equations apply to low-pass characteristics and also 
to symmetrical bandpass characteristics, as shown in Fig. 19. In the 
latter case a(u) = a( -u) and 'l'(-u) = -'l'(u) in (2.10) and (2.11) 
so that R+ = R_ and Q+ = Q_ and (2.09) becomes 

pet) = cos (wrt - l/1r) R(t), (6.07) 

where R(t) = R+ + R_ and Wr = Wm = midband frequency. The en­
velope R(t) is accordingly obtained by replacing poet) in (6.05) by Ro(t), 
the envelope in the absence of phase distortion. 

In Fig. 21 is shown a particular case of a sine deviation in the phase 
characteristic and the corresponding delay distortion, which approxi­
mates that encountered in many instances. For a low-pass system the 
phase and delay distortion would be as shown for u > O. In this particu-

o 

AMPLITUDES OF PULSE ECHOES 

J o 

P = JOaO+Jlal-Jla-t 

+J28 2+J28-2 

\-J 1 

(a) 

t 

(el 

(d) 

Fig. 20 - Determination of resultant pulse by superposition of pulse echoes. 
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TABLE I -AMPLITUDES OF ECHOES, In(b) 

b = 1 2 5 10 15 

n = 0 0.7652 0.2239 -0.1776 -0.2459 -0.0142 
1 0.4401 0.5767 -0.3276 0.0434 0.2051 
2 0.1149 0.3528 0.0466 0.2546 0.0416 
3 0.0196 0.1289 0.3648 0.0584 -0.1940 
4 0.0340 0.3912 -0.21D6 -0.1192 
5 0.2611 -0.2341 0.1305 
6 0.1310 -0.0145 0.2061 
7 0.0534 0.2167 0.0345 
8 0.0184 0.3179 -0.1740 
9 0.0055 0.2919 -0.2200 

10 0.2075 -0.0901 
11 0.1231 0.1000 
12 0.0634 0.2367 
13 0.0290 0.2787 
14 0.0120 0.2464 
15 0.0045 0.1813 
16 0.1162 
17 0.0665 
18 0.0346 
19 0.0166 
20 0.0073 

lar case the maximum amplitude b is at the maximum frequency Wmax 

= 2Wl, so that sin WT = 1, or WT = 7r/2, for W = 2Wl . Hence the interval 
between pulse echoes is T = 7r/4Wl = 1/8f1 . The interval r is accordingly 
7:! the interval T1 = 1/2fl required for the pulse PoCt) to reach zero ampli­
tude in the absence of phase distortion. 

PHASE 
CHARACTERISTIC 

---1.. -

- AMPLITUDE CHARACTERISTIC 

I 

I 
I 

I 
*------ u 
I 
~-------

Fig. 21 - Particular case of sinusoidal phase deviation. 
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For the particular case illustrated in the above figure, the delay dis­
tortion is given by 

When W 0 

vVhen WT TWmax 

Hence 

dtf;/dw = -bT cos WT. 

dtf;/dw 

7r/2 

-bT 

dtf;/dw o. 

-dmax • (6.08) 

(6.09) 

With T 7r /2wmax and bT = dmax , the following relation is obtained 

2 
b = - Wmax dmax = 4f max dmax • 

7r 
(6.10) 

In Fig. 22 are shown the positions of the pulse echoes for the above 
case on a numerical scale t·fmax , together with their amplitudes for 
b = 5 radians. On this scale the interval between pulse echoes 
7 = 1/4jmax is 7:4:. In the same figure is shown an assumed pulse shape in 
the absence of ph.ase distortion, which is the same as shown in Fig. 13, 
except that the small tail has been neglected. The peak of the pulse is 
taken at tjmflx -0.75, and the amplitude of the resultant pulse at the 

1.00 

-0.178 

-0.328 
-0.365 

AMPLITUDES OF 
0.39 ,/ PULSE ECHOES 

J/' 

0.131 

-0.26 

!! ! ! 

-2.0 -1.5 -1.0 -0.5 0 0.5 1.0 1.5 2.0 

t f MAX 

Fig. 22 - Illustrative example of calculation of impulse characteristic shown 
in Fig. 23, by method illustrated in Fig. 20(d). 
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Fig. 23 - Impulse transmission characteristics with cosine variation in delay. 

corresponding point obtained by the method illustrated in d of Fig. 20 
IS 

P = 1·0.365 + 0.85 (0.39 + 0.05) 

+ 0.5 (0.26 - 0.328) + 0.15 (0.131 - 0.178) 

= 0.70. 

In Fig. 23 are shown the resultant pulses obtained by the above method 
for various values of b and the corresponding values of dmDtxi max • Since 
the interval between pulse echoes is small in relation to the duration of 
the pulse Po(t), as seen from Fig. 22, the individual pulse echoes cannot 
be discerned in the resultant pulses shown in Fig. 23. It will be noticed 
that as b increases, the pulses are received with decreasing transmission 
delay, which is due to the choice of reference delay in the delay distor­
tion curve. That is, as dmax or b is increased, the delay becomes increas-
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ingly negative with respect to dmax. = 0 used for reference. The curves 
apply to a band-pass system as indicated in the figure, and also to a 
low-pass system having the delay distortion shown above the midband 
frequency of the band-pass system. 

An improved approximation to phase distortion is sometimes obtained 
by considering two sine deviations in the phase characteristic. 

If the phase characteristic is given by 

I/;(w) = I/;o(w) - b' sin WT - b" sin WT', 

i (a) PHASE DISTORTION 
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(b) DELAY DISTORTION 
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// 
" ,/'/ 
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...J 
UJ ' .. 

ro ...... I .... 
a: -1.0 ~~ 

-1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 

f/fMAX = f/2f; 

(6.11) 

Fig. 24 - Shape of delay distortion with combined fundamental and third 
harmonic cosine variation in delay. 
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Fig. 25 - Comparison of impulse characteristics with fundamental and com~ 
bined fundamental and third harmonic cosine variation in delay as in Fig. 24. 

the combined effect of the two sine deviations is obtained by first deter­
mining the effect of -b' sin wr' from (6.05). The value of pet) = P1(t) 
thus obtained from (6.05) with b = b' and r = r' is next substituted for 
poet) in (6.05), with b = b" and r = r" to evaluate the effect of -b" 
sin wr". That is, the system is considered to consist of a tandem arrange­
ment of two components, the first with a phase distortion - b' sin wr 
and the second with phase distortion - b" sin wr". 

In Fig. 24 is shown a particular case in which the second component 
is a tripJe harmonic of the first with amplitude b" = -0.0435b'. This 
results in an improved approximation to the delay distortion encountered 
in certain wire facilities, where the band is sharply confined by filters. 
In Fig. 25 is shown the pulse shape for this case with b' = 15 radians, 
together with that for a single sine deviation of b = 15 radians. 

It will be recognized from the above that as the number of sine com-
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ponents required to represent a given phase distortion increases, the 
determination of the resultant pulse becomes rather laborious, unless 
the sine deviations are all small in amplitude. In the latter case each 
sine deviation corresponds in a first approximation to a single pair of 
echoes, so that the effect of a number of sine deviations can be obtained 
by direct superposition. 

7. PULSE ECHOES FROl\! AMPLITUDE DISTORTION 

Departures from a given amplitude characteristic may in certain cases 
be approximated by a single cosine variation, as illustrated in Fig. 26. 
Since the amplitude characteristic is an even function of w, any departure 
from a given amplitude characteristic may be represented by a cosine 
Fourier series. The effect of a cosine variation in the amplitude charac­
teristic is therefore of basic interest. 

A cosine variation will in general be accompanied by a change in the 
phase characteristic, as discussed in Section 1, but it will first be assumed 
that phase correction is employed to maintain a fixed phase characteris­
tic. 

Let Ao(w) be the original amplitude characteristic and let the modified 
amplitude characteristic be of the form 

A(w) = Ao(w)[l + a cos wr]. (7.01) 

Equation (2.01) for the impulse transmission characteristic then be­
comes, with To(iw) = Ao(w)e-i>l'o(w>, 

pet) = 217r LOO 

To(iw) [1 + ~ (e iWT + e-
iWT

) ] e
iwt 

dw, 

a a = poet) + "2 poet + r) + 2 poet - r). 

w 

(a) RATIO OF AMPLITUDE 
CHARACTERISTICS 

o I 

i: A("")jAoC"")=1+aCOSWT 
:::i 
a.. 
~ 
« 
o~-------------------

FREQUENCY,'" ---

(b) I M PULSE CHARACTERISTIC 

(7.02) 

Fig. 26 - Pulse echoes from cosine variation in amplitude characteristic with­
out change in phase characteristic. 
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There will thus be pulse or signal echoes of amplitude a/2 at the time 
r before and after the main pulse as illustrated in Fig. 26. 

With a cosine variation in the attenuation rather than in the amplitude 
characteristic, the modified amplitude characteristic becomes 

A(w) = Ao(w) ea 
cos WT, 

and the modified impulse characteristic 

pet) = ~ r~ To(iw)ea 
cos WT eiwt dw. 

27f L~ 

The expansion corresponding to (6.04) is in this case: 

ea 
cos WT = Io(a) + I 1(a)(e iwT + e-iWT ) 

+ I2(a)(e2iWT + e-2iwT) 

+ I3(a)(e3iWT + C-
3iwT), + 

(7.03) 

(7.04) 

(7.05) 

where II, 12 ... are Bessel functions for imaginary arguments in their 
usual notation. 

The resultant modified impulse characteristic in this case becomes 

Pct) = Io(a)Po(t) + Il(a)[Po(t + r) + poet - r)] 

+ I 2(a)[PoCt + 2r) + poet - 2r)] (7.06) 

+ I3(a)[Po(t + 3r) + poet - 3r)] + 
which can be interpreted in a similar way as discussed for (6.05). For 
small values of a, 10 (a) V"\ 1, II (a) V"\ a/2 and the remaining terms 
in C7.06) negligible, so that C7.02) is obtained. 

As discussed in Section 1, when the amplitude characteristic is modi­
fied in accordance with (7.01), the resultant modification in the phase 
characteristic is in accordance with (1.13) 

." _ 2 t -1 r sin wr .,.,1 - an 
1. + r2 cos wr 

The modified transmission-frequency characteristic is in this case 

TUw) = To(iw)(1 + a cos wr)e-i'fI, 

which can be transformed into 

T(iw) = ToCiw) 1 ~ r2 (1 + re-
iWT

)2, 

_ T (.) 1 (1 + 2 -iWT + 2 -2iWT) 
- 0 ~w 1 + r2 re r e . 

(7.07) 

(7.08) 

(7.09) 
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Thus, with a cosine variation in the amplitude characteristic in ac­
cOl'dance with (7.01), accompanied by a minimum phase shift change in 
the phase characteristic in accordance with (7.07), the modified impulse 
characteristic becomes 

pet) = 1 ~ r2 [Poet) + 2rPo(t - r) + r2Po(t - 2r)], (7.10) 

where 

r = ! [1 - VI - a2]. 
a 

(7.11) 

The received pulse or signal pet) will thus consist of three components 
each having the same shape as the pulse or signal poet), but differing in 
amplitude and displaced in time, as indicated in Fig. 27. 

For small values of the amplitude a of the cosine deviation, r \/"\ a/2 
and 1 + r2 \/"\ 1, so that 

a2 

pet) = poet) + aPo(t - r) + 4 poet - 2r). (7.11) 

The solution for a somewhat similar case given elsewhere,9 has an 
infinite number of echoes, with the second echo given by a2Po(t - 2r) 
rather than (a2/4)PoCt - 2r) as above. In the case referred to, the ampli­
tude deviation is in a first approximation a cos wr, but there are addi­
tional terms in cos 2wr, cos 3wr etc, which are responsible for the different 
amplitude of the second echo and for the infinite sequence of echoes. 

With a cosine modification in the attenuation characteristic as given 
by (7.03), there will be a corresponding sine modification in the phase 
characteristic in accordance with (1.11). The modified transmission-

Q 
~1 
c::: 
w 
0 
=> 
!:::: 
-l 
0.. 
::2 
« 

0 

\A (CV)/A o (cv) 
= 1+a COSCVT 

FREQUENCY, CV -. 

(b) IMPULSE CHARACTERISTIC 

a«l, r=-a/2 

Fig. 27 - Pulse echoes from cosine variation in amplitude characteristic with 
associated minimum phase shift variation in phase characteristic. 
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frequency characteristic is in this case 

T(iw) To(iw)ea (cos wT-i sin WT), 

To(iw)eae-iwT, (7.12) 

To(iw) [1 + ae-iWT + a
2 

e-2iwT + a
3 

e-3iwT + ... ] . 
2! 3! 

The modified impulse characteristics is in this case 

a2 

pet) = poet) + aPo(t - 7) + 2! poet - 27) 

a3 

+ 3! poet - 37) + 
(7.13) 

For small values of a both (7.11) and (7.13) give for the modification 
in the impulse characteristic resulting from a small cosine deviation in 
the amplitude or attenuation characteristics accompanied by changes 
in the phase characteristic: 

pet) = poet) + a poet - 7). (7.14) 

In certain applications it is convenient to regard poet) as a pulse or 
signal applied to a transmission line and pet) as the received pulse or 
signal with a cosine deviation in the amplitude characteristic of the 
transmission line. 

In the lower part of Fig. 28 is shown the modification in the received 
pulses resulting from a slow pronounced cosine deviation in the ampli­
tude characteristic shown at the top. In Fig. 29 is shown the effect of 
positive and negative cosine variations when the amplitude at zero fre­
quency is held constant, a condition which may be approximated in wire 

. systems as a result of variation in attenuation over the transmission 
band with temperature. Curve 1 would correspond to a 3.5 db smaller 
loss at the maximum frequency 2Wl than at zero frequency, and curve 2 
to a 6 db greater loss at the maximum frequency. It will be noticed that 
pulse distortion as well as the variation in the peak amplitude ()f the 
pulses is greater under the first condition, i.e. curve 1. Pulse overlaps can 
in both cases be avoided by a moderate increase in pulse spacing, and 
in the first case can be substantially reduced also by a decrease in pulse 
spacing. 

8. FINE STRUCTURE IMPERFECTIONS IN TRANSMISSION CHARACTERISTICS 

As a result of imperfections in the transmission medium and in equali­
zation there may be fine structure departures from a nominal transmis­
sion characteristic, as illustrated in Fig. 30. They are often caused by 
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Fig. 28 - Modification of impulses characteristic by slow cosine variation in 
amplitude characteristic. 

echoes in very long lines resulting from impedance mismatches. Fine 
structure deviations from a specified amplitude characteristic may in 
principle be represented by a cosine Fourier series, since the amplitude 
function is an even function of w. Thus, if the specified amplitude char­
acteristic is Ao(w), the actual amplitude characteristic A(w) may be 
represented by an infinite cosine Fourier series as: 

A(w) = Ao(w)[l + al cos WT + a,} cos 2WT + ... + am cos mWT + ... ]. 
(8.01) 
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The coefficients aI, a2 ... am ... are determined in the usual manner 
by Fourier series analysis to represent the function 

jew) = A(w) = 1 + a(w) 
Ao(w) 

(8.02) 

over the frequency band. If Ao(w) closely approaches A(w) the fine 
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Fig. 29 - Effect of slow cosine variation in amplitude characteristic when 
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structure departures a(w) in the transmission characteristic and hence 
the coefficients al , a2 ... am ... will be small. 

In the above representation Ao(w) can also be regarded as the ampli­
tude characteristic of a terminal network or as the frequency spectrum 
of a pulse applied to a transmission system with an amplitude charac­
teristic few) = 1 + a(w). 

In a Fourier series analysis of the deviation in the amplitude charac­
teristic, the fundamental period of the amplitude variation would be 
selected so that there is one complete cycle between -WI and WI, the 
cutoff frequency, in which case WIT = 7r or 

7r 
T = -, 

WI 

This is the interval between pulse echoes when the amplitude charac­
teristic is represented by (8.01). It is identical with the interval TI given 
by (3.02) at which pulses can be transmitted without mutual interfer­
ence with a constant amplitude transmission frequency characteristic. 

A/Ao = 1+ lX(W) 
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(b) IMPULSE TRANSMISSION CHARACTERISTIC 

, , 
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Fig. 30 - Fine structure imperfections in transmission frequency characteristic 
and resultant prolongation of impulse characteristic. 
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Assume that pulses of unit peak amplitude but varying polarity are 
transmitted· at intervals 7 = 71 and consider the interference with a 
given pulse from all pulses. As illustrated in Fig. 31, the first preceding 
and following pulses will in accordance with (7.02) give rise to a pulse 
echo ±al/2 and the second preceding and following pulses to a pulse 
echo ±az/2 etc., where the signs of the echoes depend on the polarity 
of the pulses and on the signs of the coefficients al , a2 . The resultant 
intersymbol interference Ua(t) will depend on the polarity of the various 

PULSE ECHOES FROM INDIVIDUAL PULSES 

I 

7i -J..- 7, 
I 
I 
I 
I 
I 

it-a2/2 

PULSES 

:ta3/2 ta3/2 
.------------.-------------.~~----------~----------~ t -a3/2 -a3/2~: 

I 
I 
I 
I 

a4 /2 tt a4/2 

RESULTANT PULSE TRAIN AND INTERSYMBOL INTERFERENCE 

Ua PULSES 

l 

a, a, a2 a2 a3 a3 a4 a4 
Ua = "2 + 2" + "2 - "2 - "2 + 2" + 2" + 2"" = a, + a4 

Fig. 31 - Combination of pulse echoes into intersymbol interference for a 
particular case. 
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pulses and will thus vary with time. It can have any value assumed by 
the expression 

u (t) ±~ ± ~1 ± ~ ± ~ ... ± am ± am + ... 
a = 2222 22 (8.03) 

The maximum possible intersymbol interference will thus be the sum 
of the absolute values of the coefficients am . 

Oa = I all + I a21 + I aal + ... + I am I + ... (8.04) 

In certain pulse systems, such as PAM time division systems, rms 
intersymbol interference is of main importance, 'while in others, such as 
PClY! or telegraph systems, peak intersymbol interference is of principal 
interest. If the fine structure imperfections are regarded as of random 
nature, in the sense that they are not predictable and vary between 
systems having the same nominal transmission characteristics, peak 
intersymbol interference can be estimated from rms interference by 
applying a peak factor of about 4. With random variation in the ampli­
tude of intersymbol interference, the probability of exceeding 4 times 
the rms value is in accordance with the normal law about 5 X 10-5

• Peaks 
in excess of 4 times the rms value will thus be so rare that they can for 
practical purposes be neglected. 

The rms intersymbol interference is equal to the root mean square 
of all the different values which can be assumed by expression (8.03). 
This turns out to be equal to the root sum square of the amplitudes 
am/2 and - am/2 of the pulse echoes, or 

[ 

00 ()2 00 ( )2J-1/2 Ua = 2t a; + 2t -;m (! ~ 2)1/2 
2~am . (8.05) 

\Vhen am are the various coefficients in the Fourier .representation of 
a(w) over the frequency band from -Wl to Wl , the following relation 
holds. 

-- L am = - a (W) dw = - a (w) dw 1 00 2 1 1WI 
2 1 l w 

1 2 

2 1 2W1 -WI WI 0 
(8.06) 

where a(w) in the present case is given by (8.02) and represents the 
departure in the ratio A(w)/ Ao(w) from unity. 

With (8.06) in (8.05) the following expression is obtained for rms 
intersymbol interference due to amplitude deviations a(w) not accom­
panied by phase deviations 

(8.07) 
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where g, is the rms deviation in a(w) over the transmission band as 
given by 

[
1 [WI J1

/2 

Q = WI Jo a\w) dw 

[
1 111 J1/2 

= . h 0 a
2
(j) dj 

The rms amplitude deviation expressed in db is 

g' = 20log10(1 + g,) 

\./\ 8.69 g, when g, < 0.1 

(8.08) 

(8.09) 

A corresponding analysis can be made for fine structure imperfections 
in the phase characteristic. The deviation (3(w) = 1f;(w) - 1f;o(w) from a 
prescribed phase characteristic 1f;o(w) may in this case be represented by 
a sine Fourier series since the phase characteristic is an odd function of 
w: 

(3(w) = bl sin WT + b2 sin 2WT + ... + bm sin mwr + ... 

The resultant peak intersymbol interference becomes 

Ub = I bl I + I b2 I + ... + 1 bm I + 
and the rms intersymbol interference 

Ub = -" bm = b [
1 co 2J1/2 

- 2Lt -, 
where Q is the rms phase deviation in radians as given by 

[ 1 l w1 J1

/

2 

Q = WI 0 (32(w) dw , 

[
1 II J1

/2 
= h l (32(j) dj . 

(8.10) 

(8.11) 

(8.12) 

(8.13) 

In the above derivation, the amplitude and phase deviations were 
assumed independent of each other. The resultant rms intersymbol 
interference from both is in this case 

(8.14) 

This relationshipi applying to an ideal transmission characteristic, has 
been established by a different method in a paper by W. R. Bennett.IO 
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From (7.05) it will be seen that with minimum phase shift relation­
ships a small cosine deviation of amplitude am in the amplitude charac­
teristic will be accompanied by a phase deviation bm = am. Hence in this 
case (8.14) gives 

(8.15) 

This also follows when it is considered that in this case all the pulse 
echoes occur after the main pulse, and have amplitudes a1 , a2 ... am . 
The root sum square of the amplitudes is in this case [L~ am

2
]1/2, which 

is greater than Ua as given by (8.05) by the factor 21/2. 

The above analysis was based on an infinite sequence of pulse echoes, 
which combine to give the proper pulse distortion but may be regarded 
as fictitious in nature. The assumption of an infinite sequence of pulse 
echoes can be avoided by a different method of analysis outlined below, 
which does not involve the assumption that the coefficients are known 
from a Fourier series analysis, and furthermore, does not assume an 
ideal amplitude characteristic ·with a sharp cut-off as above. 

Let Ae -iif; and Aoe -i'l'o designate two transmission - frequency charac­
teristics, where A, Ao , 1/1 and 1/10 are functions of w, which for con­
venience is omitted in the following. The squared absolute value of the 
difference in the transmission frequency characteristics is then 

I A e-iif; - A oe- i if;°12 = A02[2(1 - cos (3) (1 + a) + a2], (8.16) 

where a = a(w) = (A - Ao)/ Ao represents the deviation in the ratio 
of the amplitude characteristics from unity and f3 = f3(w) = 1/1 - 1/10 the 
deviation in the phase characteristic. 

Let P and Po designate the impulse characteristics corresponding to 
the above transmission frequency characteristics, and let !:lP = P - Po. 
Assume that unit impulses of varying polarity are transmitted at uni­
form intervals 7'1 • The rms value of !:lP over the interval 7'1 in relation to 
the maximum amplitude P(O) of the received pulses, or the rms inter­
symbol interference U, is then given by 

U = _1_ [~ r~ (!:lP)2 dt)J I /2, 
P(O) 7'1 L~ 

1 [1 100 

J
1

/2 = P(O) 7l'T1 0 A2[2(1 - cos (3)(1 + a) + a2
] dw . 

For small values of a and f3, this expression becomes 

1 [1 100 J1

/2 U = P(O) 7r7'1 0 A02(a
2 + (32) dw . 

(8.17) 

(8.18) 
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If a and (3 are random variables representing fine structure deviations 
uniformly distributed over the transmission band, it is permissible to 
simplify (8.18) to: 

(8.19) 

where 

1 ( l wmax 
2 )1/2 

TJ = 71' P (0) WI 0 Ao dw , (8.20) 

( 
1 l wmax 

2 )1/2 
g=-- adw, 

Wmax 0 
and (8.21) 

( 
1 l wmax 2 )1/2 Q=- (3dw, 

Wmux. 0 
(8.22) 

where Wmnx. is defined as in Fig. 30 and WI is the bandwidth at the half 
amplitude point. 

For a transmission characteristic with linear phase shift, aside from 
small random imperfections as considered here: 

1 l wmax 

P(O) = - Ao dw. 
71' 0 

(8.23) 

For the particular case of a transmission characteristic with constant 
amplitude between w = 0 and WI = Wmux., TJ = 1. Pulses would in this 
case be transmitted at intervals 71 = 71'/Wl so that 71'/WI71 = 1 and (8.19) 
is identical with (8.14). 

For a transmission characteristic of the type shown in Fig. 13, pulses 
would also be transmitted at intervals 71 = 71'/Wl so that 71'/WI71 = 1. 
In this case Wmnx. = 2Wl, and evaluation of (8.20) gives TJ = 31

/
2/2 = 

0.866. Rms intersymbol interference is thus reduced by the factor 0.866, 
for the same values of g, and Q. However, these are now the rms devia­
tions taken over a band which is twice as great as with a sharp cut-off 
at WI. 

Expressions (8.14) and (8.19) can also be applied to localized imper­
fections in the amplitude and phase characteristics confined to a narrow 
portion of the transmission band. This follows when it is considered 
that such deviations can be represented by Fourier series containing a 
large number of coefficients, so that the resultant intersymbol inter­
ference can attain a great number of different values depending on the 
sequence of transmitted pulses. A particular case of a localized imperfec­
tion in the amplitude characteristic in the form of a low-frequency cut-off 
is considered in the following section. 
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9. TRANSMISSION DISTORTION BY LOW FREQUENCY CUT-OFF 

A low-frequency cut-off in the transmission frequency characteristic 
of ,vire systems is unavoidable with transformers as employed for in­
creased transmission efficiency or other reasons. In single sideband 
frequency division systems, there is a low-frequency cut-off in individual 
channels caused by elimination of the carrier and part of the desired 
sideband. The effect of a low-frequency cut-off can be avoided by em­
ploying a symmetrical band-pass characteristic as illustrated in Fig. 16, 
or more generally by double sideband transmission with a two-fold in­
crease in bandwidth as compared to a low-pass system. It can also be 
overcome by vestigial sideband transmission "with inappreciable band­
width penalty, but with complications in terminal instrumentation. The 
effect of a low-frequency cut-off can, furthermore, be reduced without 
frequency translation as involved in double or vestigial sideband trans­
mission, by certain methods of shaping or transmission of pulses, as 
discuss'ed in the following, and by certain methods of compensation at 
the receiving end or at points of pulse regeneration not considered here. 

The nature of the pulse distortion resulting from a low-frequency cut­
off is illustrated in Fig. 32. If the phase characteristic is assumed linear, 
the amplitude characteristic may be regarded as made up of two com­
ponents, in accordance with the following identity: 

A(w) = Ao(w) + [A(w) - Ao(w)], (9.01) 

where Ao(w) is the amplitude characteristic without a low-frequency 
cut-off and [A(w) - Ao(w)] a supplementary characteristic of negative 
amplitude, as indicated in Fig. 32. 

The impulse char~cteristic may correspondingly be written 

pet) = poet) + [pet) - Po(t)]. (9.02) 

If the cut-off is confined to rather low frequencies, the impulse charac­
teristic /j.P(t) = pet) - poet) will extend over time intervals substan­
tially longer than the duration of poet) or the interval at which pulses 
are transmitted. The total area under the resulta~t pulse is always 
zero. 

When a sufficiently long sequence of pulses of one polarity is trans­
mitted, the cumulative effect of the pulse overlaps resulting from the 
modification pet) - poet) in the impulse characteristic will be a dis­
placement of the received pulse train, as illustrated in Fig. 33 for various 
intervals between the pulses. This apparent displacement of the zero 
line, often referred to as "zero wander," will reduce the margin for dis-
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tinction between the presence and absence of pulses in a random pulse 
train. In the particular case when pulses are transmitted at the minimum 
interval 71 = 1/2ft possible without intersymbol interference in the ab­
sence of a low-frequency cut-off, the pulse train will ultimately vanish 
when an infinite sequence of pulses of one polarity is transmitted, as 
illustrated for the last case in Fig. 33. 

The number of pulses of one polarity, or nearly all of the same po­
larity, which can be transmitted before the limiting condition illustrated 
in Fig. 33 is approached depends on the extent of the low-frequency 
cut-off. If the low-frequency cut-off is inappreciable, this number may 
be sufficiently great so that the probability of encountering such a 
sequence in a random pulse train and resultant errors in reception may 
be so small that it can be disregarded. The requirement of the low­
frequency cut-off which is necessary to this end is evaluated below for 
pulses transmitted at intervals 71 = 1/2/1 • 

t 

Ao 

/ 
/ 
I 
IA-Ao 

/ 
I 

"..".. 

""-"-,.,,...,,, _- Ao = TRANSMISSION FREQUENCY 
'""",Y CHARACTERISTIC WITHOUT 

""''"'''''"''''' LOW-FREQUENCY CUTOFF 

"""""""'" 

"..".. 

FREQUENCY --.. 

I~ Po = IMPULSE CHARACTERISTIC 
\ WITHOUT LOW-FREQUENCY 
\ CUTOFF 

\ 
\ 
\ 
\ 
\ 

------- ,-1- ------~~--= 
P - Po = LOW-FREQUENCY CUTOFF 

COMPONENT 

Fig. 32 - Separation of low-frequency cut-off componente A-Ao and P-Po in 
transmission frequency and impulse characteristics. l' 
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PULSE TRAIN ENVELOPE ZERO LINE WITH LOW-FREQUENCY CUTOFF 

2~~_7 ~ '( J\. 7 
r'ZERO LINE WITHOUT LOW-FREQUENCY CUTOFF 

/\/\/\/\/\ 

/\ /\ /\ /\ I' 
I \1 '/ '/ '/ 

",,/ ___ "'X"-___ )< .... ___ )<,.. ___ X",- __ _ 

..J To - 1 f. k ~PULSE TRAIN ENVELOPE AND ZERO LINE 
-------1 1 - 2" 1 f_-_-__ --_--_-L_--WITH LOW- FREQUENCY CUTOFF 

/, /' ,., " ,., /, 
/ \ / \ / \ / '\ / \ / 

" 'X '{ Y 'X \{ 
/ " \ / \ / \ / \ / \ ~_ ZERO LINE WITHOUT 

,L __ ,L~_L~_L~,_L~_L~,_J~ LOW-FREQUENCY CUTOFF 

Fig. 33 - Effect of low-frequency cut-off on recurrent pulses as pulse interval 
is decreased. 

If it is assumed that positive and negative impulses are applied at 
random to the transmission systems at intervals 71 , the rms intersymbol 
interference resulting from a low-frequency cut-off can be evaluated by 
essentially the same method as employed in Section 8 for fine structure 
imperfections in the transmission characteristic, provided Wo is much 
smaller than WI • On this basis, rms intersymbol interference in relation 
to the peak amplitude PoCO) of the pulses in the absence of a low-fre­
quency cut-off becomes: 

1 (1 100

. 2 )1/2 If. = PoCO) ; -00 [pet) - Po(t)] dt , (9.03) 

1 (1 100 

2 )1/2 
= PoCO) 7r71 0 [A(w) - Ao(w)] dw . (9.04) 

For a transmission characteristic with linear phase shift 

1100 

PoCO) = - Ao(w) dw. 
7r 0 

(9.05) 
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For the particular case of sharp cut-offs at Wo and WI 

and 

Ao(w) 

A(w) - Ao(w) 

PoCO) 

1 

-1 

o < w < WI, 

o < w < wo,and 

71 = 7r/W1, 

(9.06) 

It will be noticed that the same result is obtained from (8.07) with the 
amplitude deviation a = [A(w) - Ao(w)] = -1 between 0 and Wo . 

In actual systems, the low-frequency cut-off will be gradual between 
w = 0 and Wo, rather than abrupt as assumed above. With a linear 
variation in the amplitude characteristic between 0 and Wo, A(w) -
Ao(w) = (-1 + w/wo)Ao(O) and !l = (WO/3Wl)1/2. 

If a sufficient number of pulses of one polarity is transmitted in suc­
cession at intervals 71 = 1/2fl the received' pulses will as noted before in 
the limit be reduced to zero amplitude by the low-frequency cut-off. 
The maximum pulse distortion resulting from pulse overlaps when a 
train of pulses as transmitted is thus equal and opposite to the amplitude 
PoCO) of the received pulses in the absence of a low-frequency cut-off, so 
that peak intersymbol interference 0 = -1. If rms intersymbol inter­
ference is held at one-quarter the peak value, i.e., !l = 0.25, the prob­
ability of encountering the maximum tolerable intersymbol interference 
and resultant errors in reception is low enough to be disregarded. On this 
basis the ratio WO/Wl would in accordance with (9.06) have to be less than 
0.0625. Actually a substantially smaller ratio would be required because 
of intersymbol interference from other imperfections in the transmission 
characteristic and noise. Furthermore, a low-frequency cut-off will 
be accompanied by phase distortion at the low end of the transmission 
band, disregarded in the above evaluation. The requirements imposed 
on the low-frequency cut-off will thus be rather severe for a pulse 
system as assumed above in which random sequences of pulses are 
transmitted at intervals 71 = 1/2fl. Two pulse amplitudes were as­
sumed above, and with a greater number' of amplitudes the require­
ments would be more severe. 

From Fig. 33 it is evident that the effect of a low-frequency cut-off 
on a received pulse train can be reduced by transmitting pulses at longer 
intervals than 71 = 1/2ft considered above. For example, with a two-fold 
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increase in the pulse interval, as represented by the second case in Fig. 
33, the maximum displacement of the zero line "would be half the peak 
amplitude of the pulses. There would then be a 50 per cent reduction in 
the margin for distinction between the presence and absence of a pulse 
in a random pulse train, rather than a complete elimination of the margin 
for an infinite train of pulses of the same polarity transmitted at intervals 
71 = 1/211. This improvement would be achieved at the expense of a 
two-fold increase in bandwidth for a given pulse transmission rate. A 
further improvement, for the same two-fold increase in bandwidth, can 
be achieved by "dipulse" transmission, as discussed below. 

In dipulse transmission a positive pulse followed by a negative pulse 
in the next pulse position would be transmitted to indicate "on," and 
a negative pulse followed by a positive pulse to indicate "off," as indi­
cated in Fig. 34. There will then be a substantial reduction in the pulse 

2 3 4 5 7 8 9 10 11 

I I I I I I 

(a) PULSE TRAIN WITH POSITIVE AND NEGATIVE IMPULSES 

T~-~-~-r-J-~-~-
(b) PULSE TRAIN WITH POSITIVE AND NEGATIVE DIPULSES 

(C) PULSE TRAIN (a) REVERSED AND DELAYED BY ONE PULSE INTERVAL 

2 3 4 5 6 7 8 9 10 11 

I 
I 

I I 
I I 

I I I 
! 11 L-L-

TIME -.. 

I I 
I I 

(d) DICODE TRANSMISSION (a)+(c) 

THE PULSES AND ZEROS iN THE RECEIVED PULSE TRAIN Cd) HAVE THE 
FOLLOWING RELATIONS TO TH E ORIGINAL PULSES (a) 

1. POSITIVE AND NEGATIVE PULSES IN (d) REPRESENT CORRESPONDING 
PULSES IN(a) 

2. POINTS ON PULSE TRAIN IN (d) REPRESENT A REPETITION OF PREVIOUS 
PULSE, AS INDICATED BY DASHED LINES 

Fig. 34 - Dipulse and dicode pulse transmission methods. 
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overlaps resulting from a low-frequency cut-off, as illustrated in Fig. 
35, and in peak intersymbol interference. 

If ~P(t) = pet) - poet) is the modification in the impulse characteris­
tic shown in Fig. 32, the modification in the dipulse transmission charac­
teristic resulting from a low-frequency cut-off becomes 

(9.07) 

where T1 is the interval between the positive and negative dipulse com­
ponents. 

The difference given by (9.07) represents the differential in the curve 
pet) - poet) shown in Fig. 32 over an interval T1 • It can be shown that 
the maximum cumulative effect or peak intersymbol interference for a 
long pulse train is represented by the sum of the differentials given by 
(9.07) and is approximately equal to 

o ~ ~P(T1) = P(T1) - PO(T1). (9.08) 

As an example, if the shape of A - Ao in Fig. 32 were about the same 
as that of Ao , ~P(t) would have the same shape as poet) but would be 
lower in peak amplitude by the factor folf1 and would have the time 
scale increased by the factor fI/fo. Peak intersymbol interference as 

.---

-----

, , , , , , , , 
I , , , 
\-1------- t,p(t) 
\ t,p(t)-t,p(t-r,)-----__ 

----

--~ 7j ~--
t -+ 

Fig. 35 - Low-frequency cut-off effects t.P(t) and t.P(t - 71) for positive and 
negative pulses and resultant effect C:.1P(t) = t.P(t) - t.P(t - 71) for a dipulse. 
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obtained from (9.08) would then be about 0 = folfl and thus in the 
order of 10 per cent of the peak pulse amplitude for folfl = 0.10. 

The bandwidth penalty incurred in dipulse transmission can be 
avoided by transmitting two identical pulse trains, one of which is de­
layed by one pulse interval and reversed in polarity with respect to the 
other.* The combined pulse train will then be as indicated in Fig. 34, 
and one or the other of the two original component pulse trains can be 
restored at the receiving end by suitable conversion equipment. In the 
combined pulse train, a pulse of one polarity is always followed by a 
pulse of opposite polarity, but not necessarily in the next pulse position. 
For this reason the low-frequency cut-off compensation with the above 
method of "dicode" transmission is not quite as effective as with dipulse 
transmission. Furthermore, since it is necessary to distinguish between 
three pulse amplitudes (1, 0, -1), in the received pulse train, the maxi­
mum tolerable pulse distortion in relation to the peak pulse amplitude 
is only half as great as with two pulse amplitudes (1, -1) in an ordinary 
code. 

10. TRANSMISSION DISTORTION FROM BAND-EDGE PHASE DEVIATIONS 

In pulse transmission systems where phase equalization is employed, 
it may be impracticable or unnecessary to equalize over the entire trans­
mission band. There will then be residual phase distortion near the band­
edges, as indicated in Fig. 36. This type of phase deviation will give rise 
to pulse distortion extending over appreciable time intervals if the band­
edge phase deviations are large, as indicated in the above figure, for the 
reason that the frequency components outside the linear phase range 
will be received with increased transmission delay. Evaluation of the 
pulse shape is in this case a rather elaborate procedure, but rms pulse 
distortion or intersymbol interference resulting from such phase dis­
tortion can readily be determined as outlined below. In certain pulse 
modulation systems, such as PAM time division systems, rms inter­
symbol interference is of principal interest. In other systems where peak 
intersymbol interference is controlling, it may usually be estimated with 
engineering accuracy by applying a peak factor. 

When the pulse shape is known, peak intersymbol interference may 
be determined by methods outlined in Section 13. Comparison of peak 
intersymbol i'nterference evaluated in this manner with rms pulse dis­
tortion, for some cases in which the pulse shapes in the presence of phase 

* L. A. Meacham originally proposed this method is an unpublished memoran­
dum. 
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distortion were determined, indicates that the peak factor is about 3 
when phase distortion is appreciable and the pulses are substantially 
prolonged in duration. 

Returning to equation (8.17) and assuming a = 0, the following rela­
tionship is obtained for rms intersymbol interference due to phase devia­
tions 

1 (1 )1/2 [100 J1
/2 fl = P(O) 7I"TI 0 2Ao2(1 - cos (3) dw , (10.01) 

where {3 = (3(w) is the deviation from a linear phase characteristic. 
For transmission systems with a linear phase shift, the peak amplitude 

of the pulses is given by (8.23) and with this relation in (10.01) 

where 

t 
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=> 
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Fig. 36 - Pulse distortion from band-edge phase deviation for particular case 

of linear band-edge delay distortion. 
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Fig. 37 - Constant amplitude characteristic with band-edge phase distortion. 

If there is no phase distortion, i.e., {3 = 0, between W = 0 and w', equa­
tion (10.03) becomes 

A ~ ["'1 .C" 2Ao'(1 - cos Il d", r / [f" Ao <1", l (1O.Q4) 

As an example, consider a parabolic deviation from a linear phase 
characteristic between w' and Wmax , in ,vhich case delay distortion would 
vary linearily in this band, as indicated in Fig. 37 for a constant ampli­
tude characteristic for which Wmax = WI. In this case 

( ')2 W-W 
{3 = {3I , , 

WI - W 

where {3I is the maximum phase deviation, obtained for W 

Equation (10.04) in the above case becomes: 

},.2 = ~ jWl [1 _ cos {3I (w - w
I,)2] dw, 

WI w' WI - W 

= 2(WI - w') [1 _ ! (~)1/2 (R + X)] , 
WI 2 2{3I 

(10.05) 

(10.06) 

where R + iX = erf ({3//2e i1r
/
4) in which erf is the error function. 

For a constant amplitude transmission characteristic as assumed 
above, (n/wITI) = 1, so that (10.02) becomes !l = },., which may also 
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be written: 

WI - W 
( 

')1/2 !l = WI • F({3I) , and (10.07) 

[ 
1 ()1/2 J1/2 

F({3I) = 21/2 1 -"2 2;1 (R + X) . (10.08) 

For various values of the maximum phase deviation {3I in radians the 
function F becomes: 

fll 0 0.25 1 4 <Xl 

F 0 0.14 0.43 1.24 1.42 

If, for example, phase distortion were confined to 10 per cent of the 
transmission band, then (WI - W')/Wl = 0.1. For a maximum phase 
deviation of 1 radian at the edge of the transmission band, F = 0.43 and 
!l. = 0.135. For a maximum phase distortion of 4 radians, F = 1.24 and 
!l = 0.39. Since peak intersymbol interference may exceed the above 
rms values by a factor of about 3, and the maximum tolerable peak 
intersymbol interference in a system employing two pulse amplitudes 
would be less than 1, it is evident that band-edge phase deviations must 
be held at rather small values, less than about 3 radians, in the upper 
10 per cent of the transmission band. 

The above severe tolerances on band-edge phase distortion can be 
overcome by employing a transmission frequency characteristic of the 
type shown in Fig. 38 and previously discussed in Section 5. If the phase 
characteristic is linear between W = 0 and WI, and phase distortion 
between WI and 2WI varies as 

( )2 ( )2 W - WI W 
{3 = {3I 2 = {3I 1 - - , 

WI - WI WI 
(10.09) 

equation (10.04) can be written 

-;..2 = ~ 12W1 (1 + cos 7r
2

W )2 [1 - cos {3I (1 - ~)2J dw, 
WI W 1 WI WI' 

= 1,' (1 - sin; u)' (1 - cos f31U') duo 

(10.10) 

Pulses may also in this case be transmitted at intervals 71 = 7r/Wl 

without intersymbol interference in the absence of phase distortion, so 
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that (10.02) becomes !Z = A or 

Q ~ [~ { (1 - sin; u)' (1 - cos f31U') duJ II'. (10.11) 

The maximum de1ay distortion at the edge of the transmission band, 
i.e., w = 2Wl, is dmax = 2{3dwl. The product of this delay distortion 
with the maximum frequency fmax. = 2f1 is dmaxfmnx = 2{3I/7r. For various 
values of maximum phase distortion {31 and the corresponding product 
dmaxfmax , the following values of rms intersymbol interference are ob­
tained by numerical integration of (10.11). (This integral can be ex­
pressed in terms of a number of Fresnel integrals, but numerical integra­
tion is simpler and sufficiently accurate for the present purpose.) 

{31 7r 27r 47r 00 

dmax fmax 2 4 8 00 

U 0.070 0.120 0.185 0.330 -

The particular case dmaxfmnx. = 8 is similar to that shown in Fig. 36, 
except that this figure applies to a Gaussian characteristic, for which 
the amplitude at W = WI has been taken as 0.32 rather than 0.5 in the 
case considered here. For this reason rms intersymbol interference from 
phase distortion would be greater in the present case. 

t 
AMPLITUDE 

CHARACTERISTIC 
I 

I 

o W1 WMAX =2W1 FREQUENCY, w 
Fig. 38 - Typical transmission frequency characteristic with phase equaliza­

tion over 50 per cent of transmission band. 
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t 
AMPLITUDE CHARACTERISTIC -----------------------------------, I , 

: ' 
I 
I 
I 
I 
I 
I 

I 
I 
I 

I 
SUB-CHANNEL~ 

FREQUENCY ~ fm 
Fig. 39 - Sub-channel with nearly linear delay distortion. 

Peak intersymbol interference may exceed the above rms values by a 
factor of about 3. In a system employing two pulse amplitude (1 and 
-1), the maximum tolerable intersymbol interference is 1. This value 
would thus be attained in the above case for dmuxfmux. = 00. Hence, in a 
system employing two pulse amplitudes, and in the absence of noise 
and intersymbol interference from other sources, there would be no 
limitation on phase distortion for W > WI, provided the phase charac­
teristic is linear between W = 0 and WI • 

11. BAND-PASS CHARACTERISTICS WITH LINEAR DELAY DISTORTION 

In Fig. 39 is shown a transmission frequency characteristic together 
with an assumed delay distortion d1f;/dw. When a portion of the trans­
mission band is employed for pulse transmission, as for example in pulse 
signalling, data or telegraph transmission over portion of a voice channel, 
there may be an appreciable component of substantially linear delay 
distortion, as indicated in the above figure. The departure from a linear 
variation can usually be approximated by a cosine variation in delay, 
and the system can then be regarded as made up of two components in 
tandem, one with linear the other with cosine variation in delay. The 
effect of the latter can be evaluated by the methods outlined in Section 6, 
and the effect of a linear variation by methods established in this section. 

In Fig. 40 is shown a symmetrical amplitude characteristic with linear 
delay distortion over the transmission band. Phase distortion with 
respect to the midband frequency is in this case 

'l'(u) = (3u
2 and 'l'( -u) = {3u

2
, (11.01) 
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and delay distortion 

d'I!(u)jdu = 2{3u, d'I!(-u)/du = -2{3u. (11.02) 

(The symbol {3, together with (x, '1], a and b used later in this section do 
not have the same meaning as in earlier sections.) vVith (11.01) in (2.10) 
and (2.11), the in-phase and quadrature components in (2.09) become 

and 

(11.03) 

The in-phase and quadrature components can accordingly be identi­
fied with the real and the negative imaginary component of the integral 

J 20 100 

() -i{3u
2 d = - a u cos ute u. 

7r 0 
(11.04) 

The solution of this integral is rather simple for the particular case of a 
Gaussian transmission characteristic 

a (u) = e- au2 , (11.05) 

in which case 

J 20 100 

-(a+i{3)u 2 t d = - e cos u U, 
7r 0 

(11.06) 
o -t2/4(a+itJ) 

[7r((X + i(3) F/2 e • 

AMPLITUDE CHARACTERISTIC 

/ 

I PHASE CHARACTERISTlC,,t3U2 
I 

I 

/ DELAY DISTORTION, 2j3U 

-u---------~------~~~----~·---------U 
FREQUENCY 
~ 

-2j3U 

Fig. 40 - Symmetrical band-pass amplitude characteristic with linear delay 
distortion. 
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The real and negative imaginary components of this expression are 

where 

R_ + R+ = 2. (;)112 e-at
' cos (8 - bt'), and 

(11.07) 

Q _ _ Q+ = 2. (~y/2 e-at
' sin (8 _ bt'), 

a (3 
b = 4(a2 + (32) 

tan 28 = (3/a = b/a 

The impulse characteristic obtained with (11.07) in (2.09) becomes 

pet) = 20 (~)1/2 e-at2 [cos (wrt - t/;r) cos (8 - bt2) 
" (11.08) 

+ sin (wrt - t/;r) sin (8 - bt2
)]. 

From (11.08) it is seen that the envelope is 

( )
1/2 

pet) = 20;- e-at2
• (11.09) 

The peak of the envelope obtained with t = 0 is smaller than without 
delay distortion ({3 = 0) by the factor 

1 
(11.10) 

'rJ = [1 + ({3/a)2)1/2· 

The constant a is smaller than without delay distortion by the factor 
'/. If to designates the time required for the instantaneous amplitude of a 
pulse to decay from its peak to a given value without delay distortion, 
the time tl to reach the same amplitude with delay distortion is 

(11.11) 

If Wmax indicates the frequency at the 40 db down point on the trans­
mission frequency characteristic, aWma/ = 4.6. The corresponding delay 
distortion is dmax = 2wmax{3. Thus {3/ a = .68 dmaxfmax so that (11.11) 
becomes: 

(11.12) 

The effect of a linear delay distortion across the transmission band is 
thus to disperse or broaden the envelope of the received pulses, as illus-
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trated in Fig. 41. For a specified pulse over1ap or intersymbol interference 
the pulse spacing must accordingly be increased by the factor tllto, so 
that for a given transmission performance the transmission capacity is 
reduced by the factor toltl . About the same effect would be expected for 
other pulse shapes or amplitude characteristics resembling the Gaussian 
shape assumed in the above derivation. 

Comparison of (11.08) with (2.13) shows that the function cp(t) with 
respect to the midband frequency is 

(11.13) 

If the reference or carrier frequency is displaced from the midband by 

AMPLITUDE CHARACTERISTIC 

-u--------~~--------~~~--------~~--------u 
................ ~----- f

MAX 
____ ~ FREQUENCY 

.......... fm 
............ oE~AY DISTORTION 

(a) TRANSMISSION FREQUENCY CHARACTERISTIC 

I 
WITHOUT DELAY DISTORTIONi 

/ 

_ ...... 
"" ... ",,,,;1;1 

I 
/ 

/ 
/ 

/ 
I 

/ 
I 

,," 

(b) IMPULSE CHARACTERISTICS WITHOUT AND WITH DELAY DISTORTION 

1 

t1 = to [H0.46(d MAX fMAX )2J'2 

fAX = FREQUENCY FROM MIDBAND AT WHICH AMPLITUDE OF TRANSMISSION 
M FREQUENCY CHARACTERISTIC IS REDUCED 40 DECIBELS 

dMAX = DELAY DISTORTION AT f MAX IN SECONDS 

Fig. 41 - Lengthening of impulse envelope by linear delay distortion for 
Gaussian transmission characteristic. 
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W y , the in-phase and quadrative components are in accordance with 
(2.18) 

R_' + R/ = cos (8 - bt2 + Wyt - 1/111) pet), 

Q-' - Q/ = sin (8 - bt2 + Wyt - 1/Iy) pet), 

where 1/111 = (3Wy2 and Pct) is given by (11.09). 

REFERENCES 

and 
(11.14) 

1. Y. W. Lee, Synthesis of Electric Networks by Means of the Fourier Trans­
forms of Laguere's Functions, J. Math.' & Phys., June, 1932. 

2. H. W. Bode, Network Analysis and Negative Feedback Ampl~jier Design, D. 
Van Nostrand Book Company, 1945. 

3. H. Nyquist, Certain Topics in Telegraph Transmission Theory, A.I.E.E. 
Trans., April, 1928. 

4. H. Nyquist and K. W. Pfleger, Effect of Quadrature Component in Single 
Sideband Transmission, B.S.T.J., Jan., 1940. 

5. H. A. Wheeler, The Interpretation of Amplitude and Phase Distortion in 
Terms of Paired Echoes, Proc. I.R.E., June, 1939. 

O. C. R. Burrows, Discussion of 5 above, Proc. I.R.E., June, 1939. 
7. G. N. Watson, Theory of Bessel Functions, Cambridge University Press, 1944. 
8. E. Jahnke and F. Emde, Funktionentafeln, 1928, p. 149. 
9. E. A. Guillemin, Communication Networks, John Wiley & Sons, Inc., 1935. 

10. W. R. Bennett, Time Division Multiplex Systems, B.S.T.J., April, 1941. 
11. S. Goldman, Frequency Analysis, 1I10dulal1'on and Noise, McGraw-Hill Book 

Co., 1948. 
12. C. E. Shannon, A Mathematical Theory of Communication, B.S.T.J., October, 

1948. 
13. B. M. Oliver, J. R. Pierce and C. E. Shannon, The Philosophy of PCM, Proc. 

LR.E., Nov., 1948. 



Bell System Technical Papers Not 

Published in this Journal 

AIKE;NS, A. J.,1 and C. S. THAELER.2 

Noise and Crosstalk Co~trol on Nl Carrier Systems, Elec. Eng., 72, 
pp. 1075-1080, Dec., 1953. 

ALLEY, R. E., JR./ and F. J. SCHNETTLER. l 

Effect of Cross-Section Area and Compression Upon the Relaxation 
in Permeability for Toroidal Samples of Ferrites, Letter to the Edi­
tor, J. Appl. Phys., 24, pp. 1524-1525, Dec., 1953. 

ALLIS, 'V. P.,1 and D. J. ROSE. l 

The Transition From Free to Ambipolar Diffusion, Phys. Rev., 93, 
p. 84-93, Jan. 1, 1954. 

ANDERSON, O. L.,1 and D. A. STUART.4 

Statistical Theories as Applied to the Glassy State, Ind. Eng. Chem., 
46, pp. 154-160, Jan., 1954. 

ARNOLD, S. M., see S. E. KOONCE. 

BARSTOW, J. M.,1 and H. N. CHRISTOPHER. l 

The Measurement of Random Monochrome Video Interference. 
A.I.E.E., Commun. and Electronics, pp. 735-741, Jan., 1954. 

1 Bell Telephone Laboratories, Inc. 
2 American Telephone and Telegraph Company. 
4 Cornell University. 

789 



790 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1954 

BASHKOW, T. R.I 

Stability Analysis of a Basic Transistor Switching Circuit, Proc. 
National Electronics Conference, 9, p. '748, Feb. 15, 1954. 

BLECHER, F. H.I 

Automatic Gain Control of Junction Transistor Amplifiers, Proc. Na­
tional Electronics Conference, 9, p. 731, Feb. 15, 1954. 

BOGERT, B. P.l 

Erratum: On the Band Width of Vowel-Formants, [published in J" 
Acous. Soc. Am., 25, p. 791, (1953)], J. Aq.ous. Soc. Am., 25, p . 1203' 
Nov., 1953. The statement in the abstract which reads "The mean 
values for bars 1, 2, and 3 were 130, 100, and 185 cps, respectively," 
should be corrected to read "The median values for bars 1, 2, and 3, 
were 130, 150, and 185 cps, respectively." 

BROWN, W. L.,1 R. C. FLETCHER,] and K. A. WRIGHT.o 

Annealing of Bombardment Damage in Germanium - Experimental, 
Phys. Rev., 92, pp. 591-596, Nov. 1, 1953. 

BROWN, W. L., see R. C. FLETCHER. 

BURTON, J. A.,1 G. W. HULL,! F. J. MORIN, I and J. C. SEVERIENS.I 

Effect of Nickel and Copper Impurities on the Recombination of 
Holes and Electrons in Germanium, J. Phys. Chern., 57, pp. 853-859, 
Nov., 1953. 

BURTON, J. A.,I R. C. PRIM,! and W. P. SLICHTER.I 

Distribution of Solute in Crystals Grown from the Melt - Theoreti­
cal, J. Chern. Phys., 21, pp. 1987-1991, Nov., 1953. 

BURTON, J. A.,1 E. D. KOLB,! W. P. SLICHTER,1 and J. D. STRUTHERS.I 

Distribution of Solute in Crystals Grown from the Melt - Experi­
mental, J. Chern. Phys., 21, pp. 1991-1996, Nov., 1953. 

CAMPBELL, M. E., see C. L. LUKE. 

1 Bell Telephone Laboratories, Inc. 
5 Massachusetts Institute of Technology. 



TECHNICAL PAPERS 791 

CASE, R. L.,1 and IDEN KERNEy.1 

Program Transmission Over Type-N Carrier Telephone, A.I.E.E .. 
Commun. and Electronics, pp. 791-795, Jan., 1954. 

CHRISTOPHER, H. N., see J. M. BARSTOW. 

CLARK, M. A.I 

An Acoustic Lens as a Directional Microphone, J. Acous. Soc. Am., 
25, pp. 1152-1153, Nov., 1953. 

CORENZWIT, E., see S. GELLER. 

COY, J. A.I 

Heat Dissipation from Toll Transmission Equipment, A.I.E.E., Com­
mun. and Electronics, pp. 762-768, Jan., 1954. 

DUNN, H. K.1 

Remarks on a Paper Entitled "Multiple Helmholtz Resonators," 
Letter to the Editor, J. Acous. Soc. Am., 26, p. 103, Jan., 1954. 

FLETCHER, R. C.,1 and VV. L. BROWN.1 

Annealing of Bombardment Damage in a Diamond-Type Lattice­
Theoretical, Phys. Rev., 92, pp. 585-590, Nov. 1, 1954. 

FLETCHER, R. C., see VV. L. BROWN. 

FRACASSI, R. D.,! and H. KAlIL.I 

Type ON Carrier Telephone, A.I.E.E., Commun and Electronics, 
pp. 713-721, Jan., 1954. 

FULLER, C. S., see J. R. SEVERIENS. 

GELLER, S.,1 and E. CORENZWIT.1 

Hafnium Oxide, Hf0 2 (Monoclinic), Anal. Chern., 25, p. 1774, Nov., 
1953. 

1 Bell Telephone Laboratories, Inc. 



· 792 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1954 

GIBBS, W. B.3 

Investment Cast Artificial Larynx Eases Fabrication Difficulties, 
Precision Metal Molding, pp. 34, 35, 75, Dec., 1953. 

GREEN, F. 0.3 

Cost Control- Bonus from Centralized Maintenance, Plant En­
gineering, pp. 88-91, Jan., 1954. 

HAGSTRUM, H. D.l 

Instrumentation and Experimental Procedure for Studies of Electron 
Ejection by Ions and Ionization by Electron Impact, Rev. Sci. Instr., 
24, pp. 1122-1142, Dec., 1953. 

HANSON, A. N.l 

Automatic Testing of Wired Relay Circuits, A.I.E.E., Commun. and 
Electronics, pp. 805-857, Jan., 1954. 

HULL, G. W., see J. A. BURTON. 

KAlIL, H., see R. D. FRACASSI. 

KERNEY, IDEN, see R. L. CASE. 

KOCH, W. E.l 

Use of the Sound Spectrograph for Appraising the Relative Quality of 
Musical Instruments, Letter to the Editor, J. Acous. Soc. Am., 26, 
p. 105, Jan., 1954. 

KOLB, E. G., see J. A. BURTON. 

KOONCE, S. E.l and S. M. ARNOLD.! 

Metal Whiskers, Letter to the Editor, J. Appl. Phys., 25, pp. 134-
135, Jan., 1954. 

1 Bell Telephone Laboratories, Inc. 
3 Western Electric Company, Inc. 



TECHNICAL PAPERS 793 

KRETZMER, E. R.1 

An Amplitude-Stabilized Transistor Oscillator, Proc. National Elec­
tronics Conference, p. 756, Feb. 15, 1954. 

LEWIS, H. W.l 

Search for the Hall Effect in a Super-Conductor - Experiment, 
Phys. Rev., 92, pp. 1149-1151, Dec., 1953. 

LINVILLE, J. G.l 

A New RC Filter Employing Active Elements, Proc. National Elec­
tronics Conference, 9, p. 342, Feb. 15, 1954. 

LUKE, C. L.,t and M. E. CAMPBELL. l 

Determination of Impurities in Germanium and Silicon, Anal. Chern., 
25, pp. 1588-1593, Nov., 1953. 

MAHONEY, J. J., see E. H. PERKINS. 

MAY, J. E.l 

Characteristics of Ultrasonic Delay Lines Using Quartz and Barium 
Titanite Ceramic Transducer, Proc. National Electronics Conference, 
9, p. 264, Feb. 15, 1954. 

MORIN, F. J.1 

Lattice Scattering Mobility in Germanium, Phys. Rev., 93, pp. 62-63, 
Jan. 1, 1954. 

MORIN, F. J., see J. A. BURTON. 

MURPHY, E. J.1 

Surface Migration of Water Molecules in Ice, J. Chern. Phys., 21, 
pp. 1831-1835, Oct., 1953. 

PENNELL, E. S.l 

A Temperature Controlled Ultrasonic Solid Delay Line, Proc. N a­
tional Electronics Conference, 9, p. 255, Feb. 15, 1954. 

1 Bell Telephone Laboratories, Inc. 



794 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1954 

PERKINS, E. H.,I and J. J. MAHONEy.1 

Type-N Carrier Telephone Deviation Regulator, A.I.E.E., Commun. 
and Electronics, pp. 757-762, Jan., 1954. 

PETERSON, G. E.,6 and GORDON RAISBECK.I 

The Measurement of Noise with the Sound Spectrograph, J. Acous. 
Soc. Am., 25, p. 1157, Nov., 1953. 

PRIM, R. C., see J. A. BURTON. 

PRINCE, M. B.I 

Drift Mobilities in Semi-Conductors. I - Germanium, Phys. Rev., 
92, pp. 681-687, Nov. 1, 1953. 

RAISBECK, GORDON, see G. E. PETERSON. 

REA, W. W.3 

Oscilloscope Reduces Cost of Jig Grinding Operations, Machinery, 
pp. 201-203, Dec., 1953. 

REMEIKA, J. P. 

Method for Growing Barium Titanate Single Crystals. J. Am. Chern. 
Soc., 76, pp. 940-941, Feb. 5,1954. 

ROSE, D. J., see W. P. ALLIS. 

SCHLAACK, N. F.1 

Development of the LD Radio System, Trans. LR.E., Professional 
Group on Communication Systems, pp. 29-38, Jan., 1954. 

SCHNETTLER, F. J., see R. E. ALLEY, JR. 

SEVERIENS, J. C., see J. A. BURTON. 

1 Bell Telephone Laboratories, Inc. 
3 Western Electric Company, Inc. 
6 University of Michigan. 



TECHNICAL PAPERS 795 

SEVERIENS, J. R.,1 and C. S. FULLER.I 

Mobility of Impurity Ions in Germanium and Silicon, Letter to the 
Editor, Phys. Rev., 92, pp. 1322, Dec., 1953. 

SHOCKLEY, 'V.I 

Transistor Physics, Am. Scientist, 42, pp. 41-72, Jan., 1954. 

SHOCKLEY, VV.I 

Some Predicted Effects of Temperature Gradient on Diffusion in 
Crystals, Letter to the Editor, Phys. Rev., 93, pp. 345-346, Jan. 15, 
1954. 

SLICHTER, E. D., see J. A. BURTON. 

SNOREK, F.3 

Cut Tool Costs with Precision Casting, Iron Age, pp. 136-139, Feb. 
11, 1954. 

STILES, K. P.2 

Overseas Radio Telephone Services of A. T. and T. Co., Trans. I.R.E., 
Professional Group Communications Systems, pp. 39-44, Jan., 1954. 

STRUTHERS, J. D., see J. A. BURTON, and C. D. THURMOND. 

STUART, D. A., see O. L. ANDERSON. 

THAELER, C. S., see A. J. AIKENS. 

THURMOND, C. D.I 

Equilibrium Thermochemistry of Solid and Liquid Alloys of Ger­
manium and Silicon - The Solubility of Ge and Si in Elements of 
Group III, IV and V, J. Phys. Chern., 57, pp. 827-830, Nov., 1953. 

THURMOND, C. D.,! and J. D. STRUTHERS.I 

Equilibrium Thermochemistry of Solid and Liquid Alloys of Ger-

1 Bell Telephone Laboratories, Inc. 
2 American Telephone and Telegraph Company. 
3 Western Electric Company, Inc. 



796 THE BELL SYSTEM TECHNICAL JOTJRNAL, MAY 1954 

manium and of Silicon - The Retrograde Solid Solubilities of Sb 
in Ge, Cu in Ge, and Cu in Si, J. Phys. Chern., 57, pp. 831-834, Nov., 
1953. 

WALKER, L. R.I 

Dispersion Formula for Plasma Waves, Letter to the Editor, J. Appl. 
Phys., 25, pp. 131-132, Jan., 1954. 

WOLFF, P. A.I 

Theory of Plasma Waves in Metals, Phys. Rev., 92, pp. 18-23, Oct. 
1, 1953. 

WRIGHT, K. A., see W. L. BROWN. 

1 Bell Telephone Laboratories, Inc. 



Contributors to this Issue 

M. M. ATALLA, B.S., Cairo University, 1945; M.S., Purdue University, 
1947; Ph.D., Purdue University, 1949; Studies at Purdue undertaken as 
the result of a sch~larship from Cairo University for four years of gradu­
ate work. Bell Telephone Laboratories, 1950-. For the past three years 
he has been a member of the Switching Apparatus Development De­
partment, in which he is supervising a group doing fundamental research 
work on contact physics and engineering. Current projects include 
fundamental studies of gas discharge phenomena between contacts, 
their mechanisms, and their physical effects on contact behavior; also 
fundamental studies of contact opens and resistance. In 1950, an article 
by him was awarded first prize in the junior member category of the 
A.S.M.E. He is a member of Sigma Xi, Sigma Pi Sigma, Pi Tau Sigma, 
the American Physical Society, and an associate member of the A.S.M.E. 

JAMES M. EARLY, B.S., cum laude, New York State College of Fores­
try, 1943; M.S. and Ph.D. Ohio State University, 1948 and 1951. Bell 
Telephone Laboratories 1951-. After teaching Electrical Engineering at 
Ohio State University for five years while studying for his Master's and 
Ph.D. degrees, Dr. Early joined an electronic apparatus development 
group, participating in the development of the junction transistor. At 
present he is doing general theoretical work as well as development work 
on high frequency junction transistors. Member of the I.R.E. and Eta 
Kappa Nu. Associate of Sigma Xi. 

WALTER T. EpPLER, B.S., in E.E., Tufts College, 1927; Western 
Electric Company, purchase of special machinery and development of 
coil manufacture, 1927-1932; Crystal Golf Ball Company, Superin­
tendent of Manufacture, 1933-1936; New Haven Clock Company, 
1936-1937; vVestern Electric Company, 1937-. In 1941, he engineered a 
conveyorized dispatch control system for key assembly at the Kearny 
plant. For the past six years, he has been engaged in cable sheath en­
gineering on Alpeth and Stalpeth cable. Member of New Jersey Society 
of Professional Engineers. 

797 



798 THE BELL SYSTEM TECHNICAL JOURNAL, MAY 1954 

STEWART E. MILLER, University of Wisconsin, 1936-39; B.S. and 
. M.S., Massachusetts Institute of Technology, 1941. Bell Telephone 

Laboratories, 1941-. Except for World 'Var II work on airborne radar 
systems, Mr. Miller's first eight years at the Laboratories were con­
cerned with studies on coaxial carrier transmissions systems. A member 
of the radio research group, he is currently in charge of research on 
guided systems and associated millimeter and microwave techniques at 
Holmdel. Member of the I.R.E., Eta Kappa Nu, Tau Beta Pi, and 
Sigma Xi. 

HARRY SUHL, B.Sc., University of Wales, 1943; Ph.D., Oriel College, 
University of Oxford, 1948. Admiralty Signal Establishment, 1943-46; 
Bell Telephone Laboratories, 1948-. Dr. Suhl conducted research on the 
properties of germanium until 1950 when he became concerned with 
electron dynamics and solid state physics research. His current work is 
in the applied physics of solids. Member of the American Institute of 
Physics and Fellow of the American Physical Society. 

ERLING D. SUNDE, E.E., Technische Hochschule, Darmstadt, Ger­
many, 1926. Brooklyn Edison Company, 1927; American Telephone and 
Telegraph Company, 1927-1934; Bell Telephone Laboratories, 1934-. 
Mr. Sunde's work has been centered on theoretical and experimental 
studies of inductive interference from railway and power systems, light­
ning protection of the telephone plant, and fundamental transmission 
studies in connection with the use of pulse modulation systems. Author 
of Earth Conduction Effects in Transmission Systems, a Bell Laboratories 
Series Book. Member of the A.I.E.E., the American Mathematical So­
ciety, and the American Association for the Advancement of Science. 

LAURENCE R. WALKER, B.Sc. and Ph.D., McGill University, 1935 and 
1939; University of California, 1939-41. Radiation Laboratory, Mass­
achusetts Institute of Technology, 1941-1945; Bell Telephone Labora­
tories, 1945-. Dr. Walker has been primarily engaged in research on 
microwave oscillators and amplifiers. At present he is a member of the 
physical research group concerned with the applied physics of solids. 
Fellow of the American Physical Society. 


