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The information contained in this document is subject to change without notice. Although an effort has been made
to keep the information accurate, there may be misleading or even incorrect statements made herein.
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Data Assignment Conventions

Data Width PCI 9656 Convention
1 byte (8 bits) Byte
2 bytes (16 bits) Word
4 bytes (32 bits) Lword
8 bytes (64 bits) Qword

REVISION HISTORY

Date Revision Comments
01/2000 0.11 Initial release Red Book.
07/2000 0.90 Initial release Blue Book.
02/2002 0.90a Blue Book update. Only affected pages list the revision and date change.
02/2002 0.90b Blue Book update. Only affected pages list the revision and date change. Revised pages 2-8, 2-9, 4-8, 4-9,
11-3, 11-31, 13-2, and 13-3. For corrections to the content on the listed pages, refer to the document,
PCI 9656 Blue Book Revision 0.90 Correction.
PCI 9656 Data Book, Version 0.90a
XXviii Preliminary Information © 2002 PLX Technology, Inc. All rights reserved.




February 2002
Revision 0.90b

PCI 9656

64-Bit, 66 MHz PCI Bus Mastering 1/0 Accelerator

for PowerQUICC and Generic
32-Bit, 66 MHz Local Bus Designs

FEATURE SUMMARY

* Bus Mastering interface between a 64-bit, 66 MHz
PCI Bus and 32-bit, 66 MHz processor Local Bus
¢ PCI r2.2-compliant

* Supports Vital Product Data (VPD)

e Supports PCI Power Management r1.1,
including D3¢0 PME generation for PC 2001
modem and network communications
adapter compliance

e PICMG 2.1 CompactPCI® r1.0 Hot Swap
Ready

* PCI Hot Plug r1.0 compatible

¢ Direct connection to three processor Local Bus
types

* M Mode—Motorola MPC850, MPC860,
PowerPC 801

e C Mode (non-multiplexed address/data)—
Intel 1960, DSPs, custom ASICs and FPGAs,
and others

¢ J Mode (multiplexed address/data)—
Intel i960, IBM PowerPC 401, DSPs,
IOP 480, and others

¢ Asynchronous clock inputs for PCl and
Local Buses
e 272-pin, 27 x 27 mm, 1.27 mm ball pitch PBGA

* Low-power CMOS 2.5V core, 3.3V I/O

e 3.3 and 5.0V-tolerant PCl and Local Bus
operation

* Industrial Temperature Range operation
e |EEE 1149.1 JTAG boundary scan

¢ Three data transfer modes—Direct Master, Direct
Slave, and DMA!

¢ Direct Master—Transfer data between a
Master on the Local Bus and a PCI Bus device

1. Although PCI Local Bus Specification, Revision 2.2
utilizes “PClI Initiator” for “Direct Master” and “PCI Target”
for “Direct Slave,” PLX Technology, Inc., continues to
utilize “Direct Master” and “Direct Slave.”

e Two Local Bus address spaces to the PCI
Bus—one to PCI memory and one to PCI I/O

* Generates all PCl memory and I/0
transaction types, including MWI and
Type 0/1 configuration

* Read Ahead, Programmable Read Prefetch
Counter (all modes)

* MPC850/MPC860 Delayed Read and IDMA
support (M mode)
* Direct Slave—Transfer data between a Master
on the PCI Bus and a 32-, 16-, or 8-bit Local
Bus device
* Two general-purpose address spaces to the
Local Bus and one expansion ROM address
space

* Delayed Read, Delayed Write, Read Ahead,
Posted Write, Programmable Read Prefetch
counter

* Programmable READY# timeout and
recovery

e DMA—PCI 9656 services data transfer
descriptors, mastering on both buses during
transfer
* Two independent channels

Block Mode—Single descriptor execution

Scatter/Gather Mode

* Descriptors in PCI or Local Bus memory

* Linear descriptor list execution

¢ Dynamic DMA descriptor Ring

Management with Valid bit
semaphore control

* Burst descriptor loading

Hardware EOT/Demand controls to

stop/pause DMA in any mode

Programmable Local Bus burst lengths,

including infinite burst

¢ Six independent, programmable FIFOs—Direct
Master Read and Write, Direct Slave Read and
Write, DMA Channel 0 and 1
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Feature Summary

Advanced features common to Direct Master, » Eight 32-bit Mailbox and two 32-bit Doorbell
Direct Slave, and DMA
Zero wait state burst operation
528 MB/s bursts on PCI Bus

264 MB/s bursts on Local Bus

Deep FIFOs prolong fast PCI bursts

Unaligned transfers on both buses
On-the-fly Local Bus Endian conversion « Serial EEPROM interface

Programmable Local Bus wait states

Parity checking on both buses
* |,O0™ r1.5-Ready Messaging Unit

registers enable general-purpose messaging

e PCI arbiter supports seven external masters in
addition to the PCI 9656

* Reset and interrupt signal directions configurable
for host and peripheral applications

* Programmable Interrupt Generator

¢ Store user-specified power-on/reset
configuration register values

e Store Vital Product Data (VPD)

* Register compatible with PCI 9060, PCI 9080,
PCI 9054, and PCI 9056
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1 INTRODUCTION

1.1 COMPANY AND PRODUCT
BACKGROUND

PLX Technology, Inc., the leading supplier of high-
performance PCl-to-Local Bus chips and software,
supports OEM customers in a wide variety of
applications including embedded networking products,
such as routers and switches, PC workstations and
servers, adapter boards, and industrial
implementations, such as CompactPCIl and PMC.

An active participant in industry standard committees,
including the PCI SIG®, PICMG®, CompactPCl,
1,0 SIG®, and the RapidlO trade association, PLX
maintains active development and cross-marketing
partnerships with industry leaders such as Intel, IBM,
Hewlett-Packard, Motorola, WindRiver, and others.

PLX provides customers with the complete PCI
solution, which results in faster time to market and
lower development costs. This complete solution
consists of high-performance 1/O chips, PCI Reference
Design Kits (RDK), the PCI Hardware Development
Kit (HDK) CD-ROM collection, PCI Software
Development Kits (SDK), and third-party development
tools through the PLX Partner Program. Our reference
boards, “C” API libraries, software debug tools, RTOS
and Windows device drivers enable customers to
quickly bring new designs to production without
worrying about the complexities of implementing PCI
hardware, software and 1,0. New tools, application
notes and information updates are frequently added to
the PLX web site (http://www.plixtech.com).

Serving the computer industry since 1986, PLX is the
leading source of high-performance, 1/O silicon,
software, and development tools.

1.2 DATA PIPE ARCHITECTURE
TECHNOLOGY

PLX 1/0 accelerators feature PLX proprietary Data
Pipe Architecture™ technology. This technology
consists of powerful, flexible engines for high-speed
data transfers, as well as intelligent messaging units
for managing distributed 1/O functions.

1.2.1 High-Speed Data Transfers
Data Pipe Architecture technology provides
independent methods for moving data—Direct

Transfers and DMA.

Regardless of the method chosen, Data Pipe
Architecture technology data transfers support the
following:

¢ PCI < Local Bus burst transfers at the maximum
bus rates

* Unaligned transfers on both buses

* On-the-fly Local Bus Endian conversion
* Programmable Local Bus wait states

* Parity checking on both buses

1.2.1.1 Direct Transfers

Data Pipe Architecture technology Direct Transfers
are used by a master on either the PCI or Local Bus to
move data through the 1/0O accelerator to a device on
the other bus. The master takes responsibility for
moving the data either into the 1/0O accelerator on a
write or out of the I/O accelerator on a read. The I/O
accelerator is responsible for moving the data out to
the target device on a write, or in from the target
device on a read.

1.2.1.1.1 Direct Master

When a master on the local processor bus uses Direct
Transfer, this is a Direct Master transfer. The I/O
accelerator is a master on the PCIl Bus. Data Pipe
Architecture technology provides independent FIFOs
for Direct Master Read and Write transfers. It also
supports multiple independent Direct Master Local
Bus address spaces for mapping to PCI addresses, as
shown in Figure 1-1.

Direct Master transfers support generation of all PCI
memory and I/O transaction types, including Type 0/1
cycles for system configuration.
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Data Pipe Architecture Technology

~_— ~
Target / Sp;ce
Device 0

‘ 1/0
Accelerator Space Master
Target /
Device 1 [y
Read Direction
" _Write Direction L

PCI Memory Local Memory
Map Map

Figure 1-1. Direct Master Address Mapping

1.2.1.1.2 Direct Slave

When a master on the PCI Bus uses Direct Transfer,
this is a Direct Slave transfer. The 1/0 accelerator is a
slave (technically, a target) on the PCI Bus. Data Pipe
Architecture technology provides independent FIFOs
for Direct Slave Read and Write transfers. It also
supports multiple independent Direct Slave PCI
address spaces for mapping to Local Bus addresses,
as shown in Figure 1-2.

Under software control, Direct Slave transfers support
Local Bus data transfers of various widths. (for
example, on 32-bit Local Buses, data widths of 8, 16,
and 32 bits are supported). Direct Slave read transfers
also support PCI delayed reads.

~ " ~
. Target
Space Device 0
N /10
Master Accelerator |, Target
Space Device 1
1 N
Read Direction
~— " Write Direction
E—
PCI Memory Local Memory
Map Map

Figure 1-2. Direct Slave Address Mapping

1.2.1.2 DMA

When a Master on either bus uses Data Pipe
Architecture technology DMA transfers, instead of the
Master moving data, it places a description of the
entire transfer in 1/0 accelerator registers and allows
the 1/O accelerator to perform the entire data transfer
with its DMA engine. This offers two main benefits:

1. Data movement responsibilities are off loaded
from the master. A transfer descriptor is short
and takes little effort on the master’s part to

load. Once the descriptor is loaded into the I/O
accelerator, the master is free to spend its time
and resources elsewhere.

2. Because the I/O accelerator supports multiple
DMA channels, each with its own FIFO, it can
service multiple PCI and processor Local Bus
masters simultaneously. During DMA transfers,
the 1/0O accelerator masters each bus.
Consequently, during DMA, there are no
external masters to Retry. During DMA, if the 1/0O
accelerator is retried on either bus, it can simply
change context to another transfer and
continue. Furthermore, DMA can run
simultaneously with Direct Master and Direct
Slave transfers, providing support for several
simultaneous data transfers. Direct Master
and Direct Slave transfers have higher priority
than DMA.

Data Pipe Architecture technology supports two DMA
transfer modes—Block mode and Scatter/Gather
mode.

1.2.1.2.1 Block Mode

Block mode is the simplest DMA mode. The master
simply programs the description of a single transfer in
the 1/0O accelerator and sets the Go bit. The I/O
accelerator signals DMA completion to the master,
either by setting a bit in one of its registers that the
master polls or by asserting an interrupt.

1.2.1.2.2 Scatter/Gather Mode

In most cases, however, one descriptor is not
sufficient. The master typically generates a list of
several descriptors in its memory before submitting
them to the 1/0 accelerator. For these cases, Scatter/
Gather mode is used to enable I/O accelerator list
processing with minimal master intervention.

With Scatter/Gather mode, the master simply tells the
I/O accelerator the location of the first descriptor in its
list, sets the Go bit, then waits for the I/O accelerator
to service the entire list. This off loads both data and
DMA descriptor transfer responsibilities from the
master.

Data Pipe Architecture technology supports Scatter/
Gather mode descriptor lists in either PCI or Local Bus
memory. It also supports linear and circular descriptor
lists, the latter is called Ring mode.

1-2 Preliminary Information
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Ring mode uses a Valid bit in each descriptor
to enable dynamic list management. In this case,
the master and I/O accelerator continuously “walk”
the descriptor list, the master in the lead filling
invalid descriptors, setting the Valid bit when done,
and the I/O accelerator following behind servicing valid
descriptors, resetting the Valid bit when done. The I/O
accelerator supports write back to serviced
descriptors, allowing status and actual transfer counts
to be posted prior to resetting the Valid bit.

1.2.1.2.3 Hardware DMA Controls—
EOT and Demand Mode

To optimize DMA transfers in datacom/telecom and
other applications, Data Pipe Architecture technology
supports hardware controls of the data transfer.

With End of Transfer (EOT), an EOT# signal is
asserted to the 1/O accelerator to end the transfer.
Whenever EOT# is asserted, the I/O accelerator
immediately aborts the current DMA transfer and
writes back to the current DMA descriptor the actual
number of bytes transferred. Data Pipe Architecture
technology also supports unlimited bursting. EOT and
unlimited bursting are especially useful in applications
such as Ethernet adapter cards where the lengths of
read packets are not known until the packets are read.

With Demand mode, a hardware DREQ#/DACK#
signal pair is used to pause and resume the DMA
transfer. Data Pipe Architecture technology provides
one DREQ#/DACK# signal pair for each DMA
channel. Demand mode provides a means for a
peripheral device with a FIFO to control DMA
transfers. The peripheral device uses Demand mode
both to pause the transfer when the FIFO is full on a
write or empty on a read and to resume the transfer
when the FIFO condition changes to allow data
transfer to continue.

1.2.2

Data Pipe Architecture technology provides two
methods for managing system 1/O through messaging.

Intelligent Messaging Unit

The first method is provided through support for
Intelligent 1/0 (1,0). As the device independent,
industry standard method for 1/O control, 1,0 is the
easiest way to obtain interoperability of all PCl-based
components in the system. 1,0 is the recommended

method, especially for systems that include PCI or
CompactPCl expansion slots.

The second method is provided through
general-purpose mailbox and doorbell registers. When
all PCl-based components are under direct control of
the system designer (for example, an embedded
system, such as a set-top box), it is often desirable to
implement an application-specific messaging unit
through general-purpose mailbox and doorbell
registers.

1.3 PCI1 9656 /0 ACCELERATOR

The PCI 9656, a 64-bit 66 MHz PCI Bus Master I/O
Accelerator, extends the PLX family of advanced
general-purpose bus master devices to 66 MHz
operation. (Refer to Table 1-3 for a detailed
comparison of the PCI 9656 with other PLX bus
mastering I/O accelerators.)

The PCI 9656 register set is backward-compatible with
the previous generation PCl 9054 and PCI 9080 I/O
Accelerators and offers a robust PCI Specification r2.2
implementation, enabling burst transfers up to 264
MB/s. It incorporates the industry-leading PLX Data
Pipe Architecture technology, including programmable
Direct Master and Direct Slave transfer modes,

intelligent DMA engines, and PCl messaging
functions.

1.3.1  Applications

The PCI9656 continues the PLX tradition of

expanding its product capabilities to meet the leading
edge requirements of I/O intensive embedded-
processor applications. The PCI 9656 builds upon the
industry-leading PLX PCl 9080 and PCl 9054
products, providing an easy upgrade path to 64-bit,
66 MHz PCI Bus operation and 32-bit, 66 MHz Local
Bus operation. The PCI 9656 supports all legacy
processors and designs using the M, C and J Local
Bus interfaces. Additionally, the PCI 9656 adds
several important new features that expand its
applicability and performance.

PCIl 9656 Data Book r0.90
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PCI 9656 I/0 Accelerator

1.3.1.1 High-Performance
Motorola MPC850/MPC860

PowerQUICC Designs

A key application for the PCI 9656 is Motorola
MPC850- or MPC860-based adapters for telecom
and networking applications. These applications
include high-performance communications, such as
WAN/LAN controller cards, high-speed modem cards,
Frame Relay cards, routers, and switches.

The PCI 9656 simplifies these designs by providing an
industry-leading enhanced direct-connect interface to
the MPC850 or MPC860 processor. The flexible
PCI 9656 3.3V, 5V tolerant I/O buffers, combined with
Local Bus operation up to 66 MHz, are ideally suited
for current and future PowerQUICC processors.

The PCI 9656 supports the MPC850 and MPC860
IDMA channels for movement of data between the
integrated MPC850 or MPC860 communication
channels and the PCI Bus.

In addition, the PCIl 9656 makes use of the advanced
Data Pipe Architecture technology, allowing unlimited
burst capability, as shown in Figure 1-3.

MPC850 or
MPC850
PowerQuICC

PCI 9656
1/0 Accelerator

64-Bit,66 MHz PCI Bus

Figure 1-3. High-Performance MPC850 or MPC860
PowerQUICC Adapter Design

1. For PowerQUICC IDMA operation, the PCI 9656
transfers data to the PCI Bus under the control of
the IDMA handshake protocol using Direct Master
transfers (1).

2. Simultaneously, the PCl 9656 DMA can be
operated bi-directionally, with the PCI 9656 as the
master for both buses, to manage transfers of data
between the Local Bus and the PCI Bus (2).

This is a prime example of how the PCI 9656 provides
superior general-purpose bus master performance
and provides designers using the PowerQUICC
processor with greater flexibility in implementing
multiple simultaneous I/O transfers. The PCI 9656 has
unlimited bursting capability, which enhances most
MPC850 or MPC860 PowerQUICC designs.

1.3.1.2 High-Performance
CompactPCl Adapter Cards

Another key application for the PCI9656 is
CompactPCl adapters for telecom and networking
applications. These applications include high-
performance communications, such as WAN/LAN
controller cards, high-speed modem cards, Frame
Relay cards, telephony cards for telecom switches,
and remote-access systems.

Many processors have integrated communication
channels that support ATM, T1/E1, Ethernet, and
other high-speed communication standards for
communications add-in cards. Today, CompactPCl is
the standard choice for the system interconnect of
these add-in cards. The PCI 9656 is the perfect choice
for adding CompactPCl connection capabilities to a
variety of processor platforms.

The PCI 9656 has integrated key features to enable
live-insertion of Hot Swap CompactPCl adapters.
The PCI1 9656 PICMG 2.1 CompactPCl Hot Swap
Ready PCI interface includes all Hot Swap Capable,
Friendly, and Ready features.

Hot Swap Capable

e Compliant with PCI Specification r2.2

* Tolerant of Vcc from early power, including support
for pin bounce, 2.5 and 3.3V appearing in any
order, I/O cell stability within 4 ms, and low current
drain during insertion

e Tolerant of asynchronous reset
* Tolerant of pre-charge voltage

¢ |/O buffers meet modified V/I requirements in the
CompactPCI Hot Swap specification

» Limited I/O pin leakage at precharge voltage

1-4 Preliminary Information

PCI1 9656 Data Book r0.90
© 2000 PLX Technology, Inc. All rights reserved.



PCI 9656 /O Accelerator

Section 1
Introduction

Hot Swap Friendly

e Incorporates the Hot Swap Control/Status register
(HS_CSR)

* Incorporates an Extended Capability Pointer (ECP)
to the Hot Swap Control/Status register

* Incorporates added resources for software control
of the ejector switch, ENUM#, and the status LED
which indicates insertion and removal to the user

Hot Swap Ready

* Bias voltage support with integrated 10KQ
precharge resistors eliminates the need for an
external resistor network

* Early power support allows transition between the
operating and powered down states without
external circuitry

Figure 1-4 illustrates a CompactPCl peripheral card
that utilizes an MPC860 CPU for communication 1/O
and the PCI 9656 for PCl-based I/0.

The PCI 9656, with its internal PCI arbiter, reset signal
direction control, and Type 0/1 PCI configuration
support, is also an ideal choice for CompactPCI
system cards.

Figure 1-4. PCI 9656 CompactPCI Peripheral Card

1.3.1.3 High-Performance

PC Adapter Cards

The PCI 9656 is also designed for traditional PCI
adapter card applications requiring 64-bit, 66 MHz PCI
operation and bandwidth. Specific applications include
high-performance communications, networking, disk
control, and data encryption adapters. As such, the
PCI 9656 enables easy migration of existing 32-bit,
33 MHz PCI I/O accelerator designs to 64-bit, 66 MHz
capability.

Today, Power Management and Green PCs are major
initiatives in traditional PCI applications. The PCl 9656
supports PCI power management, including
generation of PME in the Dgs.,q state. This is
especially useful in applications such as, modem
cards that are responsible for waking up the system as
a result of an external event, such as the telephone
line ringing.

Figure 1-5 illustrates the PCI 9656 in a PCI adapter
card application with a CPU, using the C or J Local
Bus modes.

PCI 9656
1/0 Accelerator

64-Bit, 66 MHz PCI Bus

Figure 1-5. PCI 9656 PC Adapter Card with
C or J Mode Processor

The C and J Local Bus modes, in addition to
supporting Intel’s i960 processors, have been adopted
by designers of a wide variety of devices, ranging from
DSPs to custom ASICs, because of their high-speed,
low overhead, and relative simplicity.

For applications using I/O types not supported directly
by the processor (such as, SCSI for storage
applications), the PCI 9656 provide a high-speed
interface between the processor and PCl-based 1/O
chips. Furthermore, its Local Bus interface supports
processors that do not include integrated 1/O.

Typically, a PCI-to-PCI bridge chip is used to isolate
the add-in card’s local PCI Bus and its I/O chips from
the system bus. Figure 1-6 illustrates a typical PCI
add-in card with local PCI I/O using the PCI 9656 and
a PClI-to-PCl bridge interfacing to the system PCI Bus.
The PCI 9656 internal PCI arbiter provides arbitration
services to the devices on the local PCI Bus.

PCIl 9656 Data Book r0.90
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PCI 9656 I/0 Accelerator

Memory

32-Bit, 66 MHz Local Bus

v

PCIVO pCi0 g

Arbiter

Serial
PCl-to-PCI e . EEPROM

S| e oo wLocarroious
64-Bit, 66 MHz Local PCI Bus

7y

32-Bit/64-Bit, 66 MHz System PCI Bus

Figure 1-6. PCI 9656 PC Adapter Card with Local
PCI I/O and PCI-to-PCl Bridge

The PCI 9656 directly interfaces to the PLX IOP 480,
which includes an integrated PowerPC 401 processor,
and PCI Bus. The IOP 480 can control the local PCI
Bus while the PCI 9656 provides 64-bit, 66 MHz,
mastering on the system PCl Bus, as shown in
Figure 1-7.

PCI 9656

64-Bit, 66 MHz PCI Bus

Figure 1-7. PCI 9656 PC Adapter Card with
Local PCI I/O and IOP 480

1.3.1.4 High-Performance

Embedded Host Designs

I/O intensive embedded host designs are another
major application of the PCI 9656. These applications
include network switches and routers, printer engines,
set-top boxes, CompactPCl system cards, and
industrial equipment.

While the support requirements of these embedded
host designs share many similarities with peripheral
card designs (such as, their requirement for intelligent

management of high-performance 1/O), there are three
significant differences.

First, the host is responsible for configuring the system
PCl Bus. The PCI 9656 supports PCI Type 0 and
Type 1 configuration cycles to accomplish this.

Second, the host is responsible for providing PCI Bus
arbitration services. The PCI 9656 includes an internal
PCI arbiter that supports seven external PCl masters
in addition to the PCI 9656. This is sufficient for a
standard 33 MHz CompactPCI backplane with seven
peripheral slots and one system slot.

Third, for hosts, the directions of the reset and
interrupt signals reverse. The PCI 9656 includes a
strapping option for reversing the directions of the PCI
and Local Bus reset and interrupt signals. In one
setting, the directions are appropriate for a peripheral.
In the other setting, they are appropriate for a host.

Figure 1-8 illustrates the PCl 9656 in an embedded
host system. Figure 1-9 illustrates the PCl 9656 and
IOP 480 in an embedded host system.

PCl 9656

Memory
PCI Arbiter

Expansion Slot

Figure 1-8. PCl 9656 Embedded Host System with
Generic Host CPU
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PCIl 9656

PCI Arbiter

Figure 1-9. PCI 9656 Embedded Host System
with IOP 480

1.4 PCI 9656 MAJOR FEATURES

141 Interfaces

The PCI 9656 is a PCI Bus Master interface chip that
connects a 64-bit, 66 MHz PCI Bus to one of three
32-bit, 66 MHz Local Bus types.

PCl r2.1 and r2.2 Compliant. Compliant with
PCI Local Bus Specification r2.1 and r2.2, including
66 MHz operation.

New Capabilities Structure. Supports New
Capabilities registers to define additional capabilities
of the PCI functions.

VPD Support. Supports the Vital Product Data (VPD)
PCI extension through its serial EEPROM interface,
providing an alternate to Expansion ROM for VPD
access.

Power Management. Supports all five power states
for PCI Power Management functions (Dy, D4, Do,
Dahots @and Dgagoq) and Power Management Event
interrupt (PME#) generation in all five states, including
D3cold-

CompactPCl Hot Swap Ready. Compliant with
the Hot Swap Ready silicon requirements in the
PICMG 2.1 CompactPCl Hot Swap Specification, r1.0.

PCl Hot-Plug Compliant. with  PCI
Hot-Plug Specification, r1.0.

Compliant

Subsystem ID and Subsystem Vendor ID. Contains
Subsystem ID and Subsystem Vendor ID in the PCI
Configuration Register Space in addition to System
and Vendor IDs. The PCI 9656 also contains a
permanent Vendor ID (10B5h) and Device ID (9656h).

RST# Timing. Supports response to first configuration
accesses after de-assertion of RST# under 22 clocks.

Clocks. The PClI and Local Bus clocks are
independent and asynchronous. The Local Bus
interface runs from an external clock to provide the
necessary internal clocks.

Local Bus Direct Interface. 32-bit, 66 MHz Local Bus
interface supports direct connection to the Motorola
801 PowerPC and MPC850/MPC860 PowerQUICC
families, the Intel i960 family, the IBM PowerPC 401
family, the PLX IOP 480, Texas Instruments DSPs,
and other similar bus-protocol devices.

Local Bus Types. Local bus type selected through a
pin strapping option, as listed in the following table.

Table 1-1. Local Bus Types

Mode Description
32-bit address/32-bit data, non-multiplexed
M direct connect interface to MPC850 or
MPC860 PowerQUICC
C 32-bit address/32-bit data, non-multiplexed
J 32-bit address/32-bit data, multiplexed
1.4.2 Data Transfer

PCI <> Local Burst Transfers up to 264 MB/s.

Six Programmable FIFOs for Zero Wait State Burst
Operation. The following table enumerates the
FIFO depth.

Table 1-2. FIFO Depth

FIFO Length
Direct Master Read 16 Qwords
Direct Master Write 32 Qwords
Direct Slave Read 16 Qwords
Direct Slave Write 32 Qwords
DMA Channel 0 32 Qwords
DMA Channel 1 32 Qwords

PCIl 9656 Data Book r0.90
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PCI 9656 Major Features

Unaligned Transfer Support. Capable of transferring
data on any byte-boundary combination of the PCI
and Local Address spaces.

Big/Little Endian Conversion. Supports dynamic
switching between Big Endian (Address Invariance)
and Little Endian (Data Invariance) operations for
Direct Slave, Direct Master, DMA, and internal register
accesses on the Local Bus.

Supports on-the-fly Endian conversion of Local Bus
data transfers. The Local Bus can be Big/Little Endian
by using the BIGEND# input pin or programmable
internal register configuration. When BIGEND# is
asserted, it overrides the internal register configuration
during Direct Master, and internal register accesses
on the Local Bus.

Note: The PCI Bus is always Little Endian.

Keep Bus Mode (M Mode). Supports program control
to keep the PCI Bus by generating wait state(s) if the
Direct Slave Write FIFO becomes full. Can also be
programmed to keep the Local Bus (BB# asserted) if
the Direct Slave Write FIFO becomes empty or the
Direct Slave Read FIFO becomes full. The Local Bus
is dropped in either case when the Local Bus Latency
Timer is enabled and expires.

Keep Bus Mode (C and J Modes). The PCI 9656 can
be programmed to keep the PCI Bus by generating
one or more wait states if the Direct Slave Write FIFO
becomes full. The PCI 9656 can also be programmed
to keep the Local Bus (LHOLD asserted) if the Direct
Slave Write FIFO becomes empty or the Direct Slave
Read FIFO becomes full. The Local Bus is dropped in
either case when the Local Bus Latency Timer is
enabled and expires.

M Mode Data Transfers. Communicates with the
MPC850 or MPC860, using five possible data transfer
modes:

* Configuration Register Access
* Direct Master Operation

¢ Direct Slave Operation

* DMA Operation

¢ |IDMA/SDMA Operation

C and J Mode Data Transfers. Communicates with
these processors, using four possible data transfer
modes:

* Configuration Register Access
* Direct Master Operation

¢ Direct Slave Operation

¢ DMA Operation

Direct Bus Master. Supports PCIl accesses from
a Local Bus master. Burst transfers are supported for
memory-mapped devices and single transfers are
supported for memory-mapped and I/O devices. Also
supports PCI Bus interlock (LOCK#) cycles.

Direct Slave. Supports Burst Memory-Mapped and
Single 1/0O-Mapped accesses to the Local Bus.
Supports 8-, 16-, and 32-bit Local Bus data transfers.
The Read and Write FIFOs enable high-performance
bursting.

Three PCI-to-Local Address Spaces. Supports three
PCI-to-Local Address spaces in Direct Slave mode—
Space 0, Space 1, and Expansion ROM. These
spaces allow any PCl Bus master to access the Local
Bus memory spaces with programmable wait states,
bus width, burst capabilities, and so forth.

Read Ahead Mode. Supports Read Ahead mode,
where prefetched data can be read from the internal
Read FIFO instead of the external bus. The address
must be subsequent to the previous address and
32-bit aligned (next address = current address + 4).
This feature allows for increased bandwidth and
reduced data latency.

Programmable Prefetch  Counter. Includes
programmable control to prefetch data during Direct
Slave and Direct Master, prefetches (known or
unknown size). To perform burst reads, prefetching
must be enabled. The prefetch size can be
programmed to match the master burst length, or can
be used as Read Ahead mode data. Reads single
data (8, 16, or 32 bit) if the master initiates a single
cycle; otherwise, prefetches the programmed size.

Posted Memory Writes. Supports the Posted
Memory Writes (PMW) for maximum performance and
to avoid potential deadlock situations.

1-8 Preliminary Information
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Two DMA Channels with Independent FIFOs.
Provides two independently programmable DMA
controllers with independently programmable FIFOs.
Each channel supports Block and Scatter/Gather DMA
modes, including ring management, as well as EOT
mode. Supports Demand mode DMA for both
channels.

PCl Dual-Address Cycle (DAC) Support (64-bit
Address Space). Supports PCI Dual Address Cycle
beyond the low 4-GB Address space. PCI DAC can be
used during PCI 9656 PClI Bus Master operation
(DMA and Direct Master).

1.4.3

I,0-Ready Messaging Unit. Incorporates the
I,O-Ready Messaging Unit, which enables the adapter
or embedded system to communicate with other
I,O-supported devices. The [,0 Messaging Unit
is fully compatible with the PCIl extension of
1,0 Specification r1.5.

Messaging Unit

Mailbox Registers. Contains eight 32-bit Mailbox
registers that may be accessed from the PCI or
Local Bus.

Doorbell Registers. Includes two 32-bit doorbell
registers. One asserts interrupts from the PCI Bus to
the Local Bus. The other asserts interrupts from the
Local Bus to the PCI Bus.

1.4.4

Type 0/1 Configuration. In Direct Master mode,
supports Type 0 and Type 1 PCI Configuration cycles.

Hosting Features

Internal PCI Arbiter. Includes integrated PCI arbiter
that supports seven external masters in addition to the
PCI 9656.

Reset and Interrupt Signal Directions. Includes a
strapping option to reverse the directions of the PCI
and Local Bus reset and interrupt signals.

1.4.5 Electrical/Mechanical

Packaging. Available in a 272-pin, 27 x 27 mm PBGA
package.

2.5V Core/3.3V 1/0. Low power CMOS 2.5V core with
3.3V 1/0.
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5V Tolerant Operation. Provides 3.3V signaling with
5V 1/0 tolerance on both the PCI and Local Buses.

Industrial Temperature Range Operation. The
PCI 9656 works in a -40 to +85 °C temperature range.

JTAG. Supports IEEE 1149.1 JTAG boundary-scan.

1.4.6

Serial EEPROM Interface. Contains an optional serial
EEPROM interface (optional only if using a Local
processor) that can be used to load configuration
information. This is useful for loading information that
is unique to a particular adapter (such as, the Network
or Vendor ID).

Miscellaneous

Interrupt Generator. Can assert PCl and Local
interrupts from external and internal sources.

1.5 COMPATIBILITY WITH
OTHER PLX CHIPS

1.5.1 Pin Compatibility

The PCI 9656 is not pin compatible with the PCI 9050,
PCI 9060, PCI 9080, nor PCI 9054.

1.5.2 Register Compatibility

All registers implemented in the PCI 9060, PCI 9080,
and PCI 9054 are implemented in the
PCI 9656. The PCI 9656 includes many new
bit definitions and several new registers. (Refer to
Section 11 for details.)

The PCI 9656 is not register-compatible with the
PCI 9050.

PCI 9656 Data Book r0.90a
© 2000 PLX Technology, Inc. All rights reserved.

Preliminary Information 1-9



Section 1
Introduction

Compatibility with Other PLX Chips

1.5.3

PCI 9656 Comparison with Other PLX Chips

Table 1-3. Bus Master I/O Accelerator PLX Product Comparison

Features

PCI 9080-3

PCl 9054-AB50PI
PCI 9054-AB50BI

PCl 9656-AA66BI

Interfaces

Host Bus Type

32-Bit, 33 MHz PCI r2.1

32-Bit, 33 MHz PCI r2.2

64-Bit, 66 MHz PCI r2.2

Processor Local Bus Type(s):
A = Address Bus
D = Data Bus
Mux = Multiplexed A/D Buses
Non-Mux = Non-Multiplexed

C: Generic, 32-Bit A,
32-Bit D, non-mux
J: Generic, 32-Bit A, 32-Bit D, mux
S: Generic, 32-Bit A,

C: Generic, 32-Bit A,
32-Bit D, non-mux
J: Generic, 32-£it A, 32-Bit D, %ux
M: PowerPC™ PowerQUICC ™,

C: Generic, 32-Bit A,
32-Bit D, non-mux
J: Generic, 32—£it A, 32-Bit D, %ux
M: PowerPC™ PowerQUICC ™,

16-Bit D, mux 32-Bit A, 32-Bit D, non-mux 32-Bit A, 32-Bit D, non-mux
A/D Buses

Maximum Processor 40 MHz 50 MHz 66 MHz
Local Bus Speed
Core Voltage 5V 3.3V 2.5V
1/0 Ring Voltage 5V or 3.3V 3.3V 3.3V

v

v v

8.3V Tolerant PCI Bus (Only if 3.3V source to I/O Ring)

v
5V Tolerant PCI Bus (Only if 5V source to I/O Ring) e Y

v
8.3V Tolerant Local Bus (Only if 3.3V source to /0 Ring) Y v

v
5V Tolerant Local Bus (Only if 5V source to I/0 Ring) v Y
PICMG 2.1 CompactPCl Capable Friendly Ready

Hot Swap r1.0

Package Size/Type(s):
Pin/Ball Count
External Dimensions (mm)
Pin/Ball Pitch (mm)
Package Type

208-Pin, 30.6 x 30.6, .5 PQFP

176-Pin, 26 x 26, .5 PQFP
225-Ball, 27 x 27, 1.5 PBGA

272-Ball, 27 x 27, 1.27 PBGA

Industrial Temperature Range
Operation

Data

Transfer

Direct Slave Address Spaces

Two General-Purpose
One Expansion ROM

Two General-Purpose
One Expansion ROM

Two General-Purpose
One Expansion ROM

Direct Slave Read FIFO Depth

16 Lwords (64 bytes)

16 Lwords (64 bytes)

16 Qwords (128 bytes)

Direct Slave Write FIFO Depth

32 Lwords (128 bytes)

32 Lwords (128 bytes)

32 Qwords (256 bytes)

PCI r2.1 Delayed Read Support

v

v

v

Programmable
READY# Timeout

v

Direct Master Address Spaces

1

1

1

Direct Master Read FIFO Depth

16 Lwords (64 bytes)

16 Lwords (64 bytes)

16 Qwords (128 bytes)

Direct Master Write FIFO Depth

32 Lwords (128 bytes)

32 Lwords (128 bytes)

32 Qwords (256 bytes)
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Table 1-3. Bus Master /0 Accelerator PLX Product Comparison (Continued)

PCl 9054-AB50PI

Features PCI 9080-3 PCI 9054-AB50BI PCI 9656-AA66BI
Data Transfer (Continued)
DMA Channels 2 2 2
DMA Channel 0 FIFO Depth 32 prrd§ (1?8 bytes) 32 LWF)I’CliS (128 bytes) 32 prrt_ﬂs (2_56 bytes)
Bi-directional Bi-directional Bi-directional
DMA Channel 1 FIFO Depth 16 prrds (§4 bytes) 16 prrds (§4 bytes) 32 Qw.orc.is (256 bytes)
Bi-directional Bi-directional Bi-directional
DMA Demand Mode v v P
Hardware Control (Channel 0 Only)
DMA EOT Mode v v 7
Hardware Control
DMA Block Mode
DMA Scatter/Gather Mode
DMA Ring Management Mode
Programmable Prefetch v v v
Counter
Dual Address Cycle Generation v v
Big Endign/LittIe Endian v v 7
Conversion
Control
Mailbox Registers Eight 32-Bit Eight 32-Bit Eight 32-Bit
Doorbell Registers Two 32-Bit Two 32-Bit Two 32-Bit
1,O0M ing Unit Y v Y
2 essaging Lni r1.5 r1.5 r1.5
. v
PCI Arbiter
Seven external masters
PCI Type 0/1 Configuration v v v
PCI P M t v Y
ower Managemen 1.1 1.1
D3¢0l PME Generation v
PCI r2.2 VPD Support v v

Serial EEPROM Support

1K bit, 2K bit Microwire® devices
with sequential read support

2K bit, 4K bit Microwire® devices
with sequential read support

2K bit, 4K bit Microwire™ devices
with sequential read support

JTAG Boundary Scan

v

Register Compatibility

Backward compatible with
PCI 9080

Backward compatible with
PCIl 9054

PCIl 9656 Data Book, Version 0.90a
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2 M MODE BUS OPERATION

2.1 PCI BUS CYCLES

The PCI 9656 is compliant with PCI Specification r2.2.
Refer to PCI Specification r2.2 for specific PCI Bus
functions.

211

As a Target, the PCI 9656 allows access to the
PCI 9656 internal registers and the Local Bus, using the
commands listed in Table 2-1.

Direct Slave Command Codes

All Read or Write accesses to the PCI 9656 can be
Byte, Word, or Long-Word (Lword) accesses, defined
as 32 bit. All memory commands are aliased to basic
memory commands. All I/0 accesses to the PCI 9656
are decoded to an Lword boundary. Byte enables are
used to determine which bytes are read or written. An
I/O access with illegal byte enable combinations is
terminated with a Target abort.

Table 2-1. Direct Slave Command Codes

2.1.21 DMA Master Command Codes

DMA controllers of the PCIl 9656 can assert the
Memory cycles listed in Table 2-2.

Table 2-2. DMA Master Command Codes

Command Type Code (C/BE[7:0]#) OD-
Memory Read 0110 (6h) g
Memory Write 0111 (7h) ;

Memory Read Multiple 1100 (Ch) |
PCI Dual Address Cycle 1101 (Dh) %
Memory Read Line 1110 (Eh) 5
Memory Write and Invalidate 1111 (Fh) 3

2.1.2.2 Direct Master Local-to-PCI

Command Codes
For Direct Master Local-to-PCl Bus accesses, the

PCIl 9656 asserts the cycles listed in Table 2-3
through Table 2-5.

Table 2-3. Local-to-PCI Memory Access

Command Type Code (C/BE[7:0]#)
I/0 Read 0010 (2h)
I/0O Write 0011 (3h)
Memory Read 0110 (6h)
Memory Write 0111 (7h)
Configuration Read 1010 (Ah)
Configuration Write 1011 (Bh)
Memory Read Multiple 1100 (Ch)
Memory Read Line 1110 (Eh)
Memory Write and Invalidate 1111 (Fh)

2.1.2 PCI Master Command Codes

The PCI 9656 can access the PCI Bus to perform DMA
or Direct Master Local-to-PCl Bus transfers. During a
Direct Master or DMA transfer, the command code
assigned to the PCI 9656 internal register location
(CNTRL[15:0]) is used as the PCI command code
(except for Memory Write and Invalidate mode for DMA
cycles where DMPBAM[9]=1.

Notes: Programmable internal registers determine

PCI command codes when the PCI 9656 is the Master.

DMA cannot perform I/O or Configuration accesses.

Command Type Code (C/BE[7:0]#)
Memory Read 0110 (6h)
Memory Write 0111 (7h)

Memory Read Multiple 1100 (Ch)
PCI Dual Address Cycle 1101 (Dh)
Memory Read Line 1110 (Eh)
Memory Write and Invalidate 1111 (Fh)

Table 2-4. Local-to-PCI I/0 Access

Command Type Code (C/BE[7:0]#)
1/0 Read 0010 (2h)
I/0 Write 0011 (3h)

Table 2-5. Local-to-PCl Configuration Access

Command Type Code (C/BE[7:0]#)
Configuration Memory Read 1010 (Ah)
Configuration Memory Write 1011 (Bh)

PCIl 9656 Data Book r0.90
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Local Bus Cycles

2.1.3 PCI Arbitration

The PCI 9656 asserts REQ# to request the PCI Bus.
The PCI 9656 can be programmed using the PCI
Request Mode bit (MARBR[23]) to de-assert REQ#
when it asserts FRAME# during a Bus Master cycle, or
to keep REQ# asserted for the entire Bus Master
cycle. The PCI 9656 always de-asserts REQ# for a
minimum of two PCI clocks between Bus Master
ownership that includes a Target disconnect.

The Direct Master Write Delay bits (DMPBAM[15:14])
can be programmed to delay the PCI 9656 from
asserting PCl REQ# during a Direct Master Write
cycle. DMPBAM can be programmed to wait 0, 4, 8, or
16 PCI Bus clocks after the PCI 9656 has received its
first Write data from the Local Bus Master and is ready
to begin the PCl Write transaction. This function is
useful in applications where a Local Master is bursting
and a Local Bus clock is slower than the PCI Bus
clock. This allows Write data to accumulate in the
PCI 9656 Direct Master Write FIFO, which provides for
better use of the PCI Bus.

2.2 LOCAL BUS CYCLES

The PCI 9656 interfaces a PCI Host bus to several Local
Bus types, as listed in Table 2-6. It operates in one of
three modes (selected through the MODE[1:0] pins),
corresponding to the three bus types——M, C, and J.

Table 2-6. Local Bus Types

Pin tbd Pin tbd Mode Bus Type
1 1 M 32-bit non-multiplexed
1 0 Reserved —
0 0 C 32-bit non-multiplexed
0 1 J 32-bit multiplexed

In M mode, the PCI 9656 provides a direct connection
to the MPC850 or MPC860 address and data lines,
regardless of the PCI 9656 Little Endian or Big Endian
modes.

2.21

The PCI 9656 asserts BR# to request the Local Bus. It
owns the Local Bus when BG# is asserted. Upon
receiving BG#, the PCI 9656 waits for BB# to
de-assert. The PCI 9656 then asserts BB# at the next
rising edge of the Local clock after acknowledging BB#
is de-asserted (no other device is acting as the Local

Local Bus Arbitration

Bus Master). The PCI 9656 continues to assert BB#
while acting as the Local Bus Master (that is, it holds
the bus until instructed to release BB#) when the Local
Bus Latency Timer is enabled and expires
(MARBR][7:0]) or the transaction is complete.

Note: The Local Bus Pause Timer applies only to DMA operation.
It does not apply to Direct Slave operation.

2.2.2

Local Bus cycles can be Single or Burst cycles. As a
Local Bus Target, the PCI 9656 allows access to the
PCI 9656 internal registers and the PCI Bus.

Direct Master

Local Bus Direct Master accesses to the PCl 9656 must
be for a 32-bit non-pipelined bus. Non-32-bit Direct
Master accesses to the PCI 9656 require simple external
logic (latch array to combine data into a 32-bit bus).

2.2.3

The PCI Bus Master reads from and writes to the
Local Bus (the PCI 9656 is a PCl Bus Target and a
Local Bus Master).

Direct Slave

2.2.4 Wait State Control

The TA# signal overwrites the programmable wait
state counter, and could be used to introduce
additional wait states. The following figure illustrates
the PCI 9656 wait states for M mode.

PCI Bus Local Bus
Accessing PCl 9656 Accessing PCl 9656
from PCI Bus from Local Bus

=

PCI 9656 de-asserts
TRDY# when waiting
on the Local Bus

PCI 9656 generates READY#
when data is valid on
the following clock edge

PCI Bus de-asserts IRDY#
or simply ends the cycle
when it is not ready

C ; P c
accessingPPé)?eBii <: i PC | <:‘> :cgeizisr?g Local Bus
PCI 9656 can be 9656

programmed

to de-assert IRDY#
when its Direct

Master Read FIFO is full

Local Processor
generates wait states
with WAIT#

PCI 9656 generates wait
states with WAIT#
(programmable)

Local Bus can respond
to PCI 9656 requests
with READY#

PCI Bus de-asserts
TRDY# when it is
not ready

Figure 2-1. Wait States

Note: Figure 2-1 represents a sequence of Bus cycles.
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2.2.41 Wait States—Local Bus

In Direct Master mode, when accessing the PCI 9656
registers, the PCI 9656 acts as a Local Bus Slave.
The PCI 9656 asserts external wait states with the
TA# signal.

In Direct Slave and DMA modes, the PCI 9656 acts as
a Local Bus Master. The Internal Wait States bit(s)
(LBRDO[21:18, 5:2], LBRD1[5:2], DMAMODEOQ[5:2],
and/or DMAMODE1[5:2]) can be used to program the
number of internal wait states between the first
address-to-data (and subsequent data-to-data in
Burst mode).

In Direct Slave and DMA modes, if TA# is enabled and
active, it continues the Data transfer, regardless of the
wait state counter.

2.2.4.2 Wait States—PCI Bus

To insert PCl Bus wait state(s), the PCl Bus Master
throttles IRDY# and the PCI Bus Slave throttles TRDY#.
2.2.5 Burst Mode and Continuous
Burst Mode (Bterm “Burst
Terminate” Mode)

Note: In the following sections, Bterm refers to the PCI 9656 internal
register bit, and BTERM# refers to the PCI 9656 external signal.

On the Local Bus, BTERM# is not supported, but the
Bterm bit can be used to gain maximum performance
and data throughput.

¢ [f the Burst Mode bit is enabled, but the Bterm
Mode bit is disabled, then the PCI 9656 bursts four
Lwords. BDIP# is de-asserted at the last Lword
transfer before its completion (LA[2:3]=11) and a
new TS# is asserted at the first Lword (LA[2:3]=00)
of the next burst.

* If the Burst Mode and Bterm Mode bits are both
enabled, then the PCI 9656 bursts until the transfer
counter counts to “0”, the Local Latency Timer is
enabled and expires, the EOT function is
introduced, or DREQO# is de-asserted during DMA
transactions. For Direct Slave transactions, the
PCI 9656 bursts until Bl# is asserted, implying a
new TS# is required, or the Local Latency Timer
is enabled and expires. The PCl 9656 does not
release bus ownership during Bl# assertion. BDIP#
output is supported in Burst Forever mode with a
different behavior then MPC860 protocol. Refer to
Section 2.2.5.2.

Notes: If Address Increment is disabled, the DMA transaction
bursts beyond four Lwords.

If the Bterm Mode bit is disabled, the PCI 9656 performs the
following:

e 32-bit Local Bus—Bursts up to four Lwords

e 16-bit Local Bus—Bursts up to four Lwords

e  8-bit Local Bus—Bursts up to four Lwords
In every case, it transfers 16 bytes of data.

2.2.5.1 Burst and Bterm Modes
2.25.2 Burst-4 Lword Mode
Table 2-7. Burst and Bterm on the Local Bus o
If the Burst Mode bit is enabled and the Bterm Mode
Mode Burst | Bterm Result bit is disabled, bursting can start only on a 16-byte
0 0 One TS# per data boundary and continue up to the next 16-byte address
Single Cycle (defautt). boundary. After data before the boundary is
0 ! One TS# per data. transferred, the PCI 9656 asserts a new Address
One TS# per four data cycle (TS#).
Burst-4 1 0 (recommended for
MPC850 or MPC860). Table 2-8. Burst-4 Lword Mode
Direct Slave or DMA—
One TS# per Burst data Bus Width Burst
Burst Forever 1 1 or until Bl# is asserted.
(Refer o Section 32 pit z:f:gr, LlllvA02rd=s1o1r)up to a quad Lword boundary
2.252.1) ’
. Eight words or up to a quad Lword boundary
16 bit
_ _ (LA2, LA1 = 11)
Note: Bl# is supported in Burst-4 mode. Refer to the MPC850 or
MPC860 data manual. 8 bit Sixteen bytes or up to a quad Lword boundary
(LA1, LAO = 11)
PCIl 9656 Data Book r0.90
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2.2.5.2.1 Continuous Burst Mode
(Bterm “Burst Terminate” Mode)

If both the Burst and Bterm Mode bits are enabled, the
PCI 9656 can operate beyond the Burst-4 Lword mode.

Bterm mode enables the PCI 9656 to perform long
bursts to special external M mode interface devices
that can accept bursts of longer than four Lwords. The
PCI 9656 asserts one Address cycle and continues to
burst data. The external address is incremented
during bursts. If a device requires a new Address
cycle, it can assert Bl# input anywhere after the first
Data phase to cause the PCI 9656 to assert a new
Address cycle (TS#). The Bl# input acknowledges the
current Data transfer and requests that a new Address
cycle be asserted (TS#), for the next Data transfer. If
the Bterm Mode bit is enabled, the PCI 9656
de-asserts BURST# only if its Read FIFO is full, its
Write FIFO is empty, or if a transfer is complete. If the
transfer starts on a non-Quad-Word (non-Qword)
aligned address, the PCI 9656 single cycles the data
until the next Qword aligned address and bursts
forever the remainder of the data.

The PCI 9656_AA revision supports the BDIP# signal
for continuous bursts greater than four Lwords, which
differs from MPC850 and MPCB860 protocol. When
Bterm and Burst functions are enabled for Direct Slave
and/or DMA transactions, and Slow Terminate mode
is enabled for DMA, the PCI 9656 asserts the BDIP#
signal low until the last Burst Data transfer. On the last
Data transfer, the PCIl 9656 de-asserts BDIP#,
indicating the last transfer of the Burst transaction.

During Burst Forever Write transactions, the PCI 9656
passes all bytes from the PCI Bus to the Local Bus, if
C/BE# begins to toggle on the nonquad-aligned
address by keeping TSIZ[0:1] at a constant value of
0 and issues TS# for the toggled address. However, if
C/BE# toggles on the Qword-aligned address, the
PCIl 9656 begins the Local Bus Burst and toggles
TSIZ[0:1], along with TS#, for all data that follows
when a burst resumes. It is recommended to keep all
bytes enabled during a PCI Write Burst transaction.

2.2.5.3 Partial Lword Accesses

Lword accesses, in which not all byte enables are
asserted, are broken into Single-Cycle accesses.
Burst start addresses can be any Qword boundary.
The PCI 9656 first performs a Single cycle, if the Burst

Start Address in a Direct Slave or DMA transfer is not
aligned to a Qword or Lword boundary. It then starts to
burst on the Qword boundary if there is remaining data
that is not a whole Lword during DMA (for example, it
results in a Single cycle at the end).

2.2.6

For all Single-Cycle Local Bus Read accesses, the
PC1 9656 reads only bytes corresponding to byte
enables requested by the Direct Master. For all Burst
Read cycles, the PCI 9656 passes all the bytes and
can be programmed to:

Local Bus Read Accesses

* Prefetch

* Perform Read Ahead mode

* Generate internal wait states

e Enable external wait control (TA# input)
e Enable type of Burst mode to perform

2.2.7

For Local Bus writes, only bytes specified by a PCI Bus
Master or the PCl 9656 DMA controller are written.

Local Bus Write Accesses

2.2.8 Direct Slave Accesses to 8- or

16-Bit Local Bus

Direct PCI access to an 8- or 16-bit Local Bus results
in the PCI Bus Lword being broken into multiple Local
Bus transfers. For each transfer, byte enables are
encoded to provide Transfer Size bits (TSIZ[0:1]).

2.2.9

Generation or use of Local Bus data parity is optional.
Signals on the data parity pins do not affect operation
of the PCI9656. The PCI Bus parity checking and
generation is independent of the Local Bus parity
checking and generation. PCl Bus parity checking
may result in assertion of PERR#, a PCI Bus system
error (SERR#), or other means of PCl Bus transfer
termination as a result of the parity error on the PCI
data address, command code, and byte enables. The
Local Bus Parity Check is passive and only provides
parity information to the Local processor during Direct
Master, Direct Slave, and DMA transfers.

Local Bus Data Parity

There is one data parity pin for each byte lane of the
PC1 9656 data bus (DP[0:3]). “Even data parity” is
asserted for each lane during Local Bus reads from

2-4 Preliminary Information
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the PCIl 9656 and during PCl 9656 Master writes to
the Local Bus.

Even data parity is checked during Local Bus writes to
the PCl 9656 and during PCI 9656 reads from the
Local Bus. Parity is checked for each byte lane with an
asserted byte enable. If a parity error is detected,
TEA# is asserted in the Clock cycle following the data
being checked.

Parity is checked for Direct Slave reads, Direct Master
writes, and DMA Local Bus reads. The PCIl 9656 sets
a status bit and asserts an interrupt (TEA#) in the
clock cycle following data being checked if a parity
error is detected. However, the Data Parity Error
Status bit and interrupt are never set or asserted
unless the TA# signal is active and asserted low. This
applies only when the TA# signal is disabled in the
PCI 9656 register. A workaround for this is to disable
the TA# Enable bit and externally pull TA# low.

2.3 BIG ENDIAN/LITTLE ENDIAN

2.3.1 PCI Bus Little Endian Mode

PCI Bus is a Little Endian bus (that is, the address is
invariant and data is Lword-aligned to the lowermost
byte lane).

Table 2-9. PCI Bus Little Endian Byte Lanes

2.3.2 Local Bus Big/Little Endian Mode

The PCI 9656 Local Bus can be programmed to
operate in Big or Little Endian mode.

Table 2-10. Byte Number and Lane Cross-Reference

Byte Number
Big Endian Little Endian Byte Lane
3 0 LD[24:31]
2 1 LD[16:23]
1 2 LD[8:15]
0 3 LD[0:7]

Byte Number Byte Lane
0 AD[7:0]
1 AD[15:8]
2 AD[23:16]
3 AD[31:24]

Table 2-11. Big/Little Endian Program Mode

BIGEND Register
BIGEND# Pin (1=Big, O=Little) Endian Mode
0 0 Big
0 1 Big
1 0 Little
1 1 Big

Table 2-12 lists register bits associated with the
following cycles.

Table 2-12. Cycle Reference

Cycle Register Bits
Loca! access to tr_le BIGENDIO]
Configuration registers
Direct Master, Memory,
and 1/0 BIGEND[1]
. BIGENDI[2], Space 0, and
Direct Slave BIGEND[3], Expansion ROM

In Big Endian mode, the PCIl 9656 transposes data
byte lanes. Data is transferred as listed in Table 2-13
through Table 2-17.

PCIl 9656 Data Book r0.90
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Big Endian/Little Endian

32-Bit Local Bus—
Big Endian Mode

2.3.2.1

Data is Lword aligned to uppermost byte lane (Data

2.3.2.2

16-Bit Local Bus—

Big Endian Mode

For a 16-bit Local Bus, the PCI 9656 can be

Invariance).

Table 2-13. Upper Lword Lane Transfer—

32-Bit Local Bus

programmed to use upper or lower word lanes.

Table 2-14. Upper Word Lane Transfer—

16-Bit Local Bus

Burst Order

Byte Lane

Burst Order

Byte Lane

First transfer

Byte 3 appears on Local Data [24:31]

Byte 2 appears on Local Data [16:23]

First transfer

Byte 0 appears on Local Data [24:31]

Byte 1 appears on Local Data [16:23]

Byte 1 appears on Local Data [8:15]

Second transfer

Byte 2 appears on Local Data [24:31]

Byte 3 appears on Local Data [16:23]

Byte 0 appears on Local Data [0:7]

Little Endian Table 2-15. Lower Word Lane Transfer—

31 0 16-Bit Local Bus
BYTE 3 BYTE 2 BYTE 1 BYTE O Burst Order Byte Lane
First transfer Byte 0 appears on Local Data [8:15]
Byte 1 appears on Local Data [0:7]
Second transfer | Byte 2 appears on Local Data [8:15]
Byte 3 appears on Local Data [0:7]
31 0
BYTE O BYTE 1 BYTE 2 BYTE 3 31 Little Endian 0
Big Endian BYTE 3 BYTE 2 BYTE 1 BYTE O
Figure 2-2. Big/Little Endian—32-Bit Local Bus Cr C%
15 0
Second Cycle BYTEO | BYTET
15 0
31 16 Big Endian
BYTE 0 BYTE 1
15 0
Big Endian

Figure 2-3. Big/Little Endian—16-Bit Local Bus

PCI 9656 Data Book r0.90
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2.3.2.3

8-Bit Local Bus—

Big Endian Mode

For an 8-bit Local

Bus,

the PCl 9656 can be

programmed to use upper or lower byte lanes.

Table 2-16. Upper Byte Lane Transfer—

8-Bit Local Bus

Burst Order

Byte Lane

First transfer

Byte 0 appears on Local Data [24:31]

Second transfer

Byte 1 appears on Local Data [24:31]

Third transfer

Byte 2 appears on Local Data [24:31]

Fourth transfer

Byte 3 appears on Local Data [24:31]

Table 2-17. Lower Byte Lane Transfer—

8-Bit Local Bus

Burst Order

Byte Lane

First transfer

Byte 0 appears on Local Data [0:7]

Second transfer

Byte 1 appears on Local Data [0:7]

Third transfer

Byte 2 appears on Local Data [0:7]

Fourth transfer

Byte 3 appears on Local Data [0:7]

31

Little Endian

BYTE 3

BYTE 2

BYTE 1

BYTE O

Fourth
Cycle

Third
Cycle

23

Second
Cycle

First
Cycle

BYTE O

BYTE O
16

Vv
31 24

BYTEO

BYTEO
7 0

0
Big Endian

Figure 2-4. Big/Little Endian—8-Bit Local Bus

2.3.24 Local Bus Big/Little Endian

Mode Accesses

For each of the following transfer types, the PCI 9656
Local Bus can be independently programmed to
operate in Little Endian or Big Endian mode:

* Local Bus accesses to the PCI 9656 Configuration
registers

¢ Direct Slave PCI accesses to Local Address
Space 0

¢ Direct Slave PCI accesses to Local Address
Space 1

e Direct Slave PCI accesses to the Expansion ROM
e DMA Channel 0 accesses to the Local Bus

¢ DMA Channel 1 accesses to the Local Bus

* Direct Master accesses to the PCI Bus

o
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For Local Bus accesses to the Internal Configuration
registers and Direct Master accesses, use BIGEND#
to dynamically change the Endian mode.

Notes: The PCI Bus is always Little Endian.
Only byte lanes are swapped, not individual bits.

2.4 SERIAL EEPROM

Functional operation described can be modified through
the PCI 9656 programmable internal registers.

2.4.1

Three Vendor and Device ID registers are supported:

Vendor and Device ID Registers

¢ PCIIDR—Contains normal Device and Vendor IDs.
Can be loaded from the serial EEPROM or Local
processor(s).

¢ PCISVID—Contains Subsystem and Subvendor
IDs. Can be loaded from the serial EEPROM or
Local processor(s).

¢ PCIHIDR—Contains hardcoded PLX Vendor and
Device IDs.

PCI 9656 Data Book r0.90
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Serial EEPROM

2411 Serial EEPROM Initialization

During serial EEPROM initialization, the PCI 9656
responds to Direct Slave accesses with a Retry. During
serial EEPROM initialization, the PCl 9656 responds to
a Local processor access by delaying acknowledgement
of the cycle (TA#).

2.4.1.2 Local Initialization

Refer to the document, PCI 9656 Blue Book
Revision 0.90 Correction, for the corrected version
of this section.

2.4.2 Serial EEPROM Operation

After reset, the PCI 9656 attempts to read the serial
EEPROM to determine its presence. An active Start bit
set to 0 indicates a serial EEPROM is present. The
PCIl 9656 supports 93CS56L (2K bit) or 93CS66L
(4K bit). (Refer to manufacturer's data sheet for the
particular serial EEPROM being used.) The first Lword
is then checked to verify that the serial EEPROM is
programmed. If the first Lword (33 bits) is all ones, a
blank serial EEPROM is present. If the first Lword
(33 bits) is all zeros, no serial EEPROM is present. For
both conditions, the PCI 9656 reverts to the default
values. (Refer to Table 2-18.) The Programmed Serial
EEPROM Present bit is set (CNTRL[28]=1) if the serial
EEPROM is programmed (real or random data if a
serial EEPROM is detected).

The 3.3V serial EEPROM clock (EESK) is derived
from the PCI clock. The PCI 9656 generates the serial
EEPROM clock by internally dividing the PCI clock by
268. For a 66.6 MHz PCI Bus, EESK is 248.7 kHz; for
a 33.3 MHz PCI Bus, EESK is 124.4 kHz.

The serial EEPROM can be read or written from the
PCIl or Local Buses. The Serial EEPROM Control
Register bits (CNTRL[28:24]) control the PCI 9656
pins that enable reading or writing of serial EEPROM
data bits. (Refer to manufacturer's data sheet for the
particular serial EEPROM being used.)

The PCI 9656_AA revision provides the ability to
manually access the serial EEPROM. This may be
accomplished by using CNTRL[31, 27:24] (EESK,
EECS, and EEDI/EEDO, controlled by software). Bit
24 is used to generate EESK (clock), bit 25 controls
the chip select, and bit 31 enables the EEDO input
buffer. Bit 27, when read, returns the value of EEDO.

Setting bits 24, 25, and 31 to 1 causes the output to go
high. A pull-up resistor is required on EEDO to go high
when bit 31 is set. When reading the serial EEPROM,
bit 31 must be setto 1.

To perform the read, the basic approach is to set the
EECS and EEDO bits (bits 25 and 31, respectively) to
the desired level and then toggle EESK high and low
until done. For example, reading the serial EEPROM
at location 0 involves the following steps:

Clear EESK, EEDO and EECS bits.
Toggle EESK high, then low.

Set EECS high.

Toggle EESK high, then low.

Set EEDO bit high (start bit).
Toggle EESK high, then low.
Repeat step 6.

Clear EEDO.

Toggle EESK bit high, then low eight times
(clock in Local Address 0).

10. Set EEDO to float the EEDO pin for reading.

11. Toggle EESK high, then low 16 times (clock in
one word from serial EEPROM).

12. After each clock pulse, read bit 27 and save.
13. Clear EECS bit.

14. Toggle EESK high, then low.

15. Read is now complete.

© © N Ok~ wNd =

The serial EEPROM can also be read or written, using
the VPD function. (Refer to Section 10.)
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The PCI 9656 has two serial EEPROM load options:

* Long Load Mode—Default. The PCI 9656 loads
17 Lwords from the Serial EEPROM and the
Extra Long Load from Serial EEPROM bit
(LBRDO[25])

* Extra Long Load Mode—The PCIl 9656 loads
23 Lwords if the Serial EEPROM and the Extra
Long Load from Serial EEPROM bit is set
(LBRDO[25]=1) during a Long Load

Table 2-18. Serial EEPROM Guidelines

System Boot
Condition

Serial
EEPROM

Local
Processor

The PCI 9656 uses default values.
The EEDI/EEDO pin must be pulled
low—a 1K ohm resistor is required
(rather than pulled high, which

is typically done for this pin).

If the PCI 9656 detects all zeros,

it reverts to default values.

None None

None Programmed | Boot with serial EEPROM values.
The Local Init Status bit (LMISC1[2])
must be set by the serial EEPROM.

The PCI 9656 detects a blank device
and reverts to default values.

None Blank

Present None Refer to the document, PCI 9656
Blue Book Revision 0.90
Correction, for the corrected

version of this table entry.

Present Programmed | Load serial EEPROM, but the Local
processor can reprogram the

PCI 9656. Either the Local processor
or the serial EEPROM must set the

Local Init Status bit (LMISC1[2]=done).

Blank The PCI 9656 detects a blank serial
EEPROM and reverts to default

values.

Present

Notes: In some systems, the Local
processor may be overly late to
reconfigure the PCI 9656 registers
before the BIOS configures them.
The serial EEPROM can be
programmed through the PCI 9656
after the system boots in this condition.

Note: If the serial EEPROM is missing and a Local Processor is
present with blank Flash, the condition None/None (as seen in Table
2-18) applies, until the Processor’s Flash is programmed.

24.21 Long Serial EEPROM Load

The registers listed in Table 2-19 are loaded from the
serial EEPROM after a reset is de-asserted if the Extra
Long Load from Serial EEPROM bit is not set
(LBRDO[25]=0). The serial EEPROM is organized in
words (16 bit). The PCI 9656 first loads the Most
Significant Word bits (MSW[31:16]), starting from the
Most Significant bit (MSB[31]). The PCI 9656 then
loads the Least Significant Word bits (LSW[15:0]),
starting again from the Most Significant bit (MSB[15]).
Therefore, the PCI 9656 loads the Device ID, Vendor
ID, class code, and so forth.

The serial EEPROM values can be programmed using
a Data I/O programmer. The values can also be
programmed using the PCI 9656 VPD function (refer
to Section 10) or through the Serial EEPROM Control
register (CNTRL).

The CNTRL register allows programming of the serial
EEPROM, one bit at a time. To read back the value
from the serial EEPROM, the CNTRL[27] bit (refer to
Section 2.4.2) or the VPD function should be utilized.
With full utilization of VPD, the designer can perform
reads and writes from/to the serial EEPROM, 32 bits
at a time. Values should be programmed in the order
listed in Table 2-19. The 34, 16-bit words listed in the
table are stored sequentially in the serial EEPROM.

PCI 9656 Data Book r0.90b
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Serial EEPROM

Table 2-19. Long Serial EEPROM Load Registers

Serial EEPROM
Offset Description Register Bits Affected
Oh Device ID PCIIDR([31:16]
2h Vendor ID PCIIDR[15:0]
4h Class Code PCICCR[23:8]
6h Class Code / Revision PCICCRJ7:0] / PCIREV[7:0]
8h Maximum Latency / Minimum Grant PCIMLR[7:0] / PCIMGRJ[7:0]
Ah Interrupt Pin / Interrupt Line Routing PCIIPR[7:0] / PCIILR[7:0]
Ch MSW of Mailbox 0 (User Defined) MBOXO0[31:16]
Eh LSW of Mailbox 0 (User Defined) MBOX0[15:0]
10h MSW of Mailbox 1 (User Defined) MBOX1[31:16]
12h LSW of Mailbox 1 (User Defined) MBOX1[15:0]
14h MSW of Range for PCl-to-Local Address Space 0 LASORR[31:16]
16h LSW of Range for PCl-to-Local Address Space 0 LASORR[15:0]
18h MSW of Local Base Address (Remap) for PCl-to-Local Address Space 0 LASOBA[31:16]
1Ah LSW of Local Base Address (Remap) for PCl-to-Local Address Space 0 LASOBA[15:0]
1Ch MSW of Mode/DMA Arbitration Register MARBRJ[31:16]
1Eh LSW of Mode/DMA Arbitration Register MARBRJ[15:0]
22h LSW of Looa Bus Biglite Endian Deseriptor Register LMISC1[7:0]  BIGENDI0]
24h MSW of Range for PCl-to-Local Expansion ROM EROMRR[31:16]
26h LSW of Range for PCl-to-Local Expansion ROM EROMRR[15:0]
28h MSW of Local Base Address (Remap) for PCl-to-Local Expansion ROM EROMBA[31:16]
2Ah LSW of Local Base Address (Remap) for PCl-to-Local Expansion ROM EROMBA[15:0]
2Ch MSW of Bus Region Descriptors for PCl-to-Local Accesses LBRDO[31:16]
2Eh LSW of Bus Region Descriptors for PCl-to-Local Accesses LBRDO[15:0]
30h MSW of Range for Direct Master-to-PCI DMRR[31:16]
32h LSW of Range for Direct Master-to-PCI DMRR[15:0]
34h MSW of Local Base Address for Direct Master-to-PClI Memory DMLBAM[31:16]
36h LSW of Local Base Address for Direct Master-to-PCl Memory DMLBAM[15:0]
38h MSW of Local Bus Address for Direct Master-to-PCl 1/0O Configuration DMLBAI[31:16]
3Ah LSW of Local Bus Address for Direct Master-to-PCI I/O Configuration DMLBAI[15:0]
3Ch MSW of PCI Base Address (Remap) for Direct Master-to-PCl DMPBAM[31:16]
3Eh LSW of PCI Base Address (Remap) for Direct Master-to-PCI DMPBAM[15:0]
40h II\//IOS\(Igvoc:lfﬁI;Srla(t.‘;gsfiguration Address Register for Direct Master-to-PCl DMCFGA[31:16]
49h bgvg:grf]fli’gculr;ic:)r:iguration Address Register for Direct Master-to-PCl DMCFGA[15:0]

2-10
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M Mode Bus Operation

24.2.2 ExtralLong Serial EEPROM Load

The registers listed in the Local Address Space 0/
Expansion ROM Bus Region Descriptor register
(LBRDO) are loaded from serial EEPROM after a reset
is de-asserted if the Extra Long Load from Serial
EEPROM bit is set (LBRDO[25]=1). The serial
EEPROM is organized in words (16 bit). The PCI 9656
first loads the Most Significant Word bits
(MSWI[31:16]), starting from the Most Significant bit
(MSB[31]). It then loads the Least Significant Word
bits (LSW[15:0]), restarting from the Most Significant

Table 2-20. Extra Long Serial EEPROM Load Registers

bit (MSB[15]). Therefore, the PCI 9656 loads Device
ID, Vendor ID, class code, and so forth.

The serial EEPROM values can be programmed using
a Data I/O programmer. The values can also be
programmed using the PCI 9656 VPD function or
through the Serial EEPROM Control register (CNTRL).

Values should be programmed in the order listed in
Table 2-20. The 46 16-bit words listed in Table 2-19
and Table 2-20 should be stored sequentially in the
serial EEPROM.

Serial EEPROM
Offset Description Register Bits Affected
44h Subsystem ID PCISID[15:0]
46h Subsystem Vendor ID PCISVID[15:0]
48h MSW of Range for PCI-to-Local Address Space 1 (1 MB) LAS1RR[31:16]
4Ah LSW of Range for PCI-to-Local Address Space 1 (1 MB) LAS1RR[15:0]
4Ch MSW of Local Base Address (Remap) for PCl-to-Local Address Space 1 LAS1BA[31:16]
4Eh LSW of Local Base Address (Remap) for PCl-to-Local Address Space 1 LAS1BA[15:0]
50h MSW of Bus Region Descriptors (Space 1) for PCl-to-Local Accesses LBRD1[31:16]
52h LSW of Bus Region Descriptors (Space 1) for PCl-to-Local Accesses LBRD1[15:0]
54h MSW of Hot Swap Control/Status Reserved
56h LSW of Hot Swap Control / Hot Swap Next Capability Pointer HS_NEXT[7:0] / HS_CNTL[7:0]
58h PCI Arbiter Control PCIARB[3:0]
5Ah Reserved Reserved

PCIl 9656 Data Book r0.90
© 2000 PLX Technology, Inc. All rights reserved.

Preliminary Information

o
(@)
)
S
(11]
T
Y
c
]
=
3]
]
(]




Section 2
M Mode Bus Operation

Serial EEPROM

2.4.2.3 New Capabilities

Function Support

The New Capabilities Function Support includes PCI
Power Management, Hot Swap, and VPD features, as
listed in Table 2-21.

Table 2-21. New Capabilities Function
Support Features

New Capability
Function

PCI Register
Offset Location

40h, if the New Capabilities Function
Support bit (PCISR[4]) is enabled
(PCISR[4] is enabled, by default).

First
(Power Management)

Second 48h, which is pointed to from

(Hot Swap) PMNEXT[7:0].
4Ch, which is pointed to from
HS_NEXT[7:0].

Third Because PVPD_NEXT][7:0] defaults to

(VPD) zero, this indicates that VPD is the last
New Capability Function Support
feature of the PCI 9656.

2424 Recommended Serial EEPROMs

The PCI 9656 is designed to use either a 2K bit
(NM93CS56L or compatible) or 4K bit (NM93CS66L or
compatible) device.

Note: The PCI 9656 does not support serial EEPROMSs that do not
support sequential reads and writes (such as the NM93C56L).

4096 - 100h
2048 , 80h
T VPD
1536 . 60h (PROT_AREA
Empty register default)

704 2Eh

Extra Long
544 22h

Long Load

0 0

# of bits # of words

Figure 2-5. Serial EEPROM Memory Map

2.4.2.5 Serial EEPROM Initialization

During serial EEPROM initialization, the PCI 9656
responds to Direct Slave accesses with a Retry.
During serial EEPROM initialization, the PCI 9656
responds to a Local processor access by delaying
acknowledgement of the cycle (TA#).

2.4.3

The PCI 9656 provides several internal registers,
which allow for maximum flexibility in the bus interface
design and performance. These registers are
accessible from the PCI and Local Buses (refer to
Figure 2-6) and include the following:

Internal Register Access

* PCI and Local Configuration registers

e DMA registers

* Mailbox registers

e PClI-to-Local and Local-to-PCI Doorbell registers
* Messaging Queue registers (1,0)

* Power Management registers

* Hot Swap registers

* VPD registers

PCI Local
Bus Bus
Master Master
PCI 9656
PCI Configuration
> Registers <
¢t ——————— L 9 - P
. Local Configuration | |
Registers
B e — ol 9 - +Pp

» DMA Registers <
e I e >
¢ TEEEEEESYT waocmegnn [E==== >

Set PCl-to-Local
Doorbell Register

> Local-to-PCl <
Doorbell Register

== B M ging P T+

Queue Registers

PCI Interrupt
1
|
h 4
Local Interrupt

4—-'——————1- Power Management 1= - ""
Registers

> Hot Swap Registers | |«

— VPD Registers . —

Figure 2-6. PCI 9656 Internal Register Access
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M Mode Bus Operation

2.4.3.1 PCI Bus Access to

Internal Registers

The PCI 9656 PCI Configuration registers can be
accessed from the PCl Bus with a Configuration
Type 0 cycle.

All other PCI 9656 internal registers can be accessed
by a Memory cycle, with the PCl Bus address that
matches the base address specified in PCl Base
Address 0 (PCIBAROQ[31:8]) for the PCI 9656 Memory-
Mapped Configuration register. These registers can
also be accessed by an I/O cycle, with the PCl Bus
address matching the base address specified in PCI
Base Address 1 for the PCI9656 1/O-Mapped
Configuration register (PCIBAR1).

All PCl Read or Write accesses to the PCI 9656
registers can be Byte, Word, or Lword accesses. All
PCI Memory accesses to the PCI 9656 registers can
be Burst or Non-Burst accesses. The PCI 9656
responds with a PCI disconnect for all Burst 1/O
accesses (PCIBAR1[31:8]) to the PCI 9656 Internal
registers.

2.4.3.2 Local Bus Access

to Internal Registers

The Local processor can access all PCI 9656 internal
registers through an external chip select. The
PCI 9656 responds to a Local Bus access when the
PCI1 9656 Configuration Chip Select input (CCS#) is
asserted low. Figure 2-7 illustrates how the
Configuration Chip Select logic works.

CCS# must be decoded while TS# is low.

Accesses must be for a 32-bit non-pipelined bus.

Notes:

Local Read or Write accesses to the PCI 9656 internal
registers can be Byte, Word, or Lword accesses. Local
accesses to the PCI 9656 internal registers can be
Burst or Non-Burst accesses.

The PCI 9656 TA# signal indicates that Data transfer
is complete.

Address Mode Pin

PCI 9656
CCS#
(PCI 9656
Chip Select)
PCIl 9656
Internal Register
Chip Select

Figure 2-7. Address Decode Mode

PCIl 9656 Data Book r0.90
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Section 2
M Mode Bus Operation Serial EEPROM

2.4.4 Serial EEPROM and Configuration Initialization Timing Diagrams

Note: In the timing diagrams that follow, the “_” symbol at the end of the signal names represents the “#” symbol.

Ous 10us 20us 30us

SRR iaiaiaisiail]
LRESET# |

EECS |

EEDI M - | 1 | 1] o[ a7] 6] as] a4] as]a2] a1 [0 [

EEDO —INTERNALLY PULLED UP | 0 [p15D14D13D12D11]D10 D9| D8] D7| D6| D5 D4| D3] D2] D Do |
START BIT 0 INDICATES SERIAL EEPROM PRESENT - BITS [31:16] CONFIGURATION REGISTER 0 HEX

EESK LUy ryryryyyyruuyuyy

EEDO D15D14]p13]D12D11|D10] D9 [ D8 [ D7 [ D6 | D5[D4 [D3 [D2 [D1 [D0 D15D14/p13D12D11][D10[D9| D8 [ D7 [D6 [ D5 [D4 [D3] D2| D1| DO |
BITS [15:0] CONFIGURATION REGISTER 0 HEX BITS [31:16] OF CONFIGURATION REGISTER 8 HEX

CONTINUES

EESK (continues)

EECS

EEDO 15 D14p13p12pti[p1o[os [ps[ 7] ps [ps[ o4 [o3 [02] o1 [oo |G

EESK, EEDO, EECS STATUS FROM CONFIGURATION
REGISTERS AFTER COMPLETION OF READ

CONTINUES

Timing Diagram 2-1. Initialization from Serial EEPROM (2K or 4K Bit)
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Ons 100ns 200ns 300ns 400ns 5001
e e o e O e e e O I R e R D

CLK

FRAME# \ /
ADI[31:0] { ADDRX DATA >
C/BE[3:0]# {cmp X BE ) o
(o)
)
IRDY#
\ / a
DEVSEL# \ / E|
N
TRDY# \ / s
°
]
B »
INTA# \ RESPONSE ON THE PCI BUS ’_-‘/_

LCLK

LINT# \ Ve

Timing Diagram 2-2. Local Interrupt Asserting PCI Interrupt
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Timing Diagram 2-3. PCI Configuration Write to PCI Configuration Register
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Timing Diagram 2-4. PCI Configuration Read to PCI Configuration Register

PCIl 9656 Data Book r0.90
© 2000 PLX Technology, Inc. All rights reserved. Preliminary Information 2-17



Serial EEPROM

M Mode Bus Operation

Section 2

_—————————————————————————

- rsr - rrrrrrrrrrrrrrfri

[ 1 ' ' [ 1 [ ' ' ' ' 1 ' ' ' '
DDDD.TNN_ Doommmw_ _u__u__u__u_m._.u_ DDDmNLN_ DDDDNNN_ ooos _.NN_ DDDD_.NN_ _u_u_um_u._.N_

_._.|muu
vl

[o: 1El
[o: 1€l
81
[1:olzisL
HM My
T
“diaa
“184nA
“ada

og
“Hda
1217

JA0H-H

4y ase [l
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3 MMODE FUNCTIONAL DESCRIPTION

The functional operation described in this chapter can
be modified through the PCI 9656 programmable
internal registers.

3.1 RESET OPERATION

3.1.1  Adapter Mode

3.1.1.1 PCI Bus Input RST#

The PCI Bus RST# input pin is a PCl Host reset.
It causes all PCI Bus outputs to float, resets the entire
PCI 9656 and causes the Local LRESET# signal to
be asserted.

3.1.1.2 Software Reset

A Host on the PCI Bus can set the PCI Adapter
Software Reset bit (CNTRL[30]=1) to reset the
PCl 9656 and assert LRESET# output. All Local
Configuration registers are reset; however, the PCI
Configuration DMA and Shared Runtime registers and
the Local Init Status bit (LMISC1[2]) are not reset.
When the Software Reset bit (CNTRL[30]) is set, the
PCI 9656 responds to PCI accesses, but not to Local
Bus accesses. The PCI 9656 remains in this reset
condition until the PCI Host clears the bit. The serial
EEPROM is reloaded, if the Reload Configuration
Registers bit is set (CNTRL[29]=1).

Note: The Local Bus cannot clear this reset bit because the Local

Bus is in a reset state, even if the Local processor does not use
LRESETH# to reset.

3.1.1.3 Power Management Reset

When the power management reset is asserted
(transition from D3 to any other state), the PCl 9656
resets as if a PCl reset was asserted. (Refer to
Section 8, “PCIl Power Management.”)

3.1.2 Host Mode

3.1.2.1 PCI Reset

The PCI Bus RST# output is driven when the Local
LRESET# signal is asserted, the Software Reset bit is

set (CNTRL[30]=1), or the PCI 9656 initiates an
external reset.

3.1.2.2 Local LRESET#

When the Local LRESET# pin is asserted by an
external source, the Local Bus interface circuitry, the
configuration registers, and the PCI 9656 are reset.
The PCIl 9656 drives the Local LRESET# pin after it
detects a reset for 62 clocks.

3.1.2.3 Software Reset

When the Software Reset bit is set (CNTRL[30]=1),
the following occurs:

e PCI Master logic is held reset

* PCI 9656 PCI Configuration registers held in reset
* FIFOs are reset

e PCI RST# pin is asserted

Only the PCI Configuration registers are in reset.
A software reset can only be cleared from another
Host on the Local Bus, and the PCI 9656 remains in
this reset condition until a Local Host clears the bit.

Note: The PCI Bus cannot clear this reset bit because the PCI Bus
is in a reset state.

3.1.24 Power Management Reset
Power Management reset is not applicable for
Host mode.

3.2 PCI1 9656 INITIALIZATION

The PCI9656 Configuration registers can be
programmed by an optional serial EEPROM and/or by
a Local processor, as listed in Table 2-18, “Serial
EEPROM Guidelines,” on page 2-9. The serial
EEPROM can be reloaded by setting the Reload
Configuration Registers bit (CNTRL[29]).

The PCI 9656 retries all PCI cycles until the Local Init
Status bit is set to “done” (LMISC1[2]=1).

Note: The PCI Host processor can also access Internal
Configuration registers after the Local Init Status bit is set.

PCIl 9656 Data Book r0.90
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Section 3
M Mode Functional Description

Response to FIFO Full or Empty

If a PCI Host is present, the Master Enable, Memory
Space, and I/O Space bits (PCICR[2:0], respectively)
are programmed by that Host after initialization
completes (LMISC1[2]=1).

3.3 RESPONSE TO FIFO
FULL OR EMPTY

Table 3-1 lists the PCI 9656 response to full and
empty FIFOs.

3.4 DIRECT DATA TRANSFER MODES
The PCI 9656 supports three direct transfer modes:

* Direct Master—Local CPU accesses PCI memory
or I/O

¢ Direct Slave—PCIl Master accesses Local memory
or /O

e DMA—PCI 9656 DMA controller reads/writes
PCI memory to/from Local memory

Table 3-1. Response to FIFO Full or Empty

3.4.1 Direct Master Operation

(Local Master-to-Direct Slave)
The PCI 9656 supports a direct access of the PCI Bus
by the Local processor or an intelligent controller.
Master mode must be enabled in the PClI Command
register. The following registers define Local-to-PCI
accesses:

* Direct Master Memory and I/0 Range (DMRR)

e Local Base Address for Direct Master-to-PCI
Memory (DMLBAM)

¢ Local Base Address for Direct Master-to-PCI 1/0O
and Configuration (DMLBAI)

* PCI Base Address (DMPBAM)

* Direct Master Configuration (DMCFGA)

* Direct Master PCI Dual Address Cycles (DMDAC)
¢ Master Enable (PCICR)

e PCI Command Code (CNTRL)

Mode Direction FIFO PCI Bus Local Bus
Full Normal De-assert TA#, RETRY#'
Direct Master Write Local-to-PClI
Empty De-assert REQ# (off the PCI Bus) Normal
Full De-assert REQ# or throttle IRDY#2 Normal
Direct Master Read PCI-to-Local
Empty Normal De-assert TA#
Full Disconnect or throttle TRDY#3 Normal
Direct Slave Write PCl-to-Local
Empty Normal De-assert BB#*
Full Normal De-assert BB#*
Direct Slave Read Local-to-PClI 3
Empty Throttle TRDY# Normal
Full Normal De-assert BB#*
Local-to-PCI
Empty De-assert REQ# Normal
DMA
Full De-assert REQ# Normal
PCl-to-Local
Empty Normal De-assert BB#*

I Issue RETRY# depends upon the Direct Master Write
FIFO Almost Full RETRY# Output Enable bit (LMISC1[6]).

2 Throttle IRDY# depends upon the Direct Master PCI Read
Mode bit (DMPBAM[4]).

3 Throttle TRDY4 depends upon the Direct Slave PCI Write Mode

bit (LBRDO[27]).
4. BB# de-assert depends upon the Local Bus Direct Slave
Release Bus Mode bit (MARBR([21]).

3-2 Preliminary Information
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PCI Bus Local
Master Processor 1
_-----Initialize
Local
I Local Range for Direct Master-to-PCI |<— Direct Master
Access
I Local Base Address for Direct Master-to-PCl Memory |4— Registers
| PCI Base Address (Remap) for Direct Master-to-PCl |<—
| Local Base Address for Direct Master-to-PCI 1/0O Configuration Id—
go_ (I)/rOConflguratlon PCI Configuration Address Register for <
B . N Direct Master-to-PCI 1/0O Configuration h
1 = Configuration
—D' PCI Command Register I
3 2
PCIBus ------- N ommmmm-- Local Bus
Access <—’ FIFOs <—> Access
32-Qword Deep Write
16-Qword Deep Read
Local Base
Local Address for Direct Master-
Memory /_to-PCI Memory Space
PCI Address o]
/ Space /
c Memory Range
PCI Base
Address - Command | Local Base
i ,— Address for
1~ Direct Master-to-
I/0 PCI I/0 Configuration
Command
\ — Range

Figure 3-1. Direct Master Access to the PCl Bus

3.4.1.1 Direct Master Memory and I/O

Decode

The Range register and the Local Base Address
specifies the Local Address bits to use for decoding a
Local-to-PCIl access (Direct Master). The range of
Memory or I/O space must be a power of 2 and the
Range register value must be the inverse of the range
value. In addition, the Local Base Address must be a
multiple of the range value.

Any Local Master Address starting from the Direct
Master Local Base Address (Memory or I/O) to the
range value is recognized as a Direct Master access
by the PCI 9656. All Direct Master cycles are then
decoded as PCI Memory, I/O, or Configuration Type 0

or 1. Moreover, a Direct Master Memory or I/O cycle is
remapped according to the Remap register value. The
Remap Register value must be a multiple of the Direct
Master Range value (not the Range register value).

The PCI 9656 can only accept Memory cycles from a
Local processor. The Local Base Address and/or the
range determine whether PCI Memory or PCI 1/O
transactions occur.

3.4.1.2 Direct Master FIFOs

For Direct Master Memory access to the PCI Bus, the
PCIl 9656 has a 32-Qword (256-byte) Write FIFO and
a 16-Qword (128-byte) Read FIFO. The FIFOs enable
the Local Bus to operate independent of the PCI Bus

PCIl 9656 Data Book r0.90
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Direct Data Transfer Modes

and allows high-performance bursting on the PCI and
Local Buses. In a Direct Master write, the Local
processor (Master) writes data to the PCI Bus (Slave).
In a Direct Master read, the Local processor (Master)
reads data from the PCI Bus (Slave). The FIFOs that
function during a Direct Master write and read are
illustrated in Figure 3-2 and Figure 3-3.

Slave Master Slave Master
/\ LA, TS#, TSIZ, /\
LD, RD/WRH#,
BURST#,
Bl#, BDIP#
REQ# -

(2]
® GNT# > |8
3 m
& I:C/> PCI @
5 FRAME#, C/BE# 3
O i
o AD (addr) 9656 S

IRDY#
DEVSEL#, TRDY# RETRY#, TEA#
AD (data) (Optional)

Figure 3-2. Direct Master Write

Slave Master Slave Master
/\ TS#, Bl#, /\
RD/WR#, TSIZ,
REQ# BURST#, BDIP#
GNT#
FRAME#, C/BE#, ®
(2] AD (addr) >
=2 m
3 PCI @
o IRDY# 19
o
& 9656 S
DEVSEL#, TRDY#, LD, TA#
AD (data)
RETRY#, TEA#
v (Optional) v

Figure 3-3. Direct Master Read

Note: Figures 3-2 and 3-3 represent a sequence of Bus cycles.

3.4.1.3 Direct Master Memory Access

The MPC850 or MPC860 transfers data through a
Single or Burst Read/Write Memory transaction, or
through SDMA channels to the PCI 9656 and PCI Bus.
The MPC850 or MPC860 IDMA/SDMA accesses to
the PCI 9656 appear as Direct Master operations.
(Refer to Section 3.4.2 for further information.)

Transactions are initiated by the MPC850 or MPC860
(a Local Bus Master) when the memory address on
the Local Bus matches the Memory space decoded for
Direct Master operations. Upon a Local Bus Read, the
PCIl 9656 becomes a PCIl Bus Master, arbitrates for
the PCl Bus, and reads data from the PCI Slave
device directly into the Direct Master Read FIFO.
When sufficient data is placed into the FIFO, it
asserts the Transfer Acknowledge (TA#) signal onto
the Local Bus to indicate that the requested data is on
the Local Bus.

The Local processor can read or write to PCI memory.
The PCI 9656 converts the Local Read/Write access.
The Local Address space starts from Direct Master
Local Base Address up to the range. Remap (PCI
Base Address) defines the PCI starting address.

The PCI 9656 supports Single and Burst cycles
performed by the MPC850 or MPC860 processor.

An MPC850 or MPCB860 Single cycle causes a Single-
Cycle PCI transaction. An MPC850 or MPC860 Burst
cycle asserts a Burst-Cycle PCI transaction. Bursts
are limited to 16 bytes (four Lwords) in the MPC850 or
MPC860 bus protocol.

The PCI 9656 supports bursts beyond the 16-byte
boundary (Continuous Burst) when the BDIP# input
signal remains asserted beyond a 16-byte boundary
by an external Local Bus Master. To finish, the
continuing burst and external Master should de-assert
the BDIP# signal on the last Data phase.

Writes—Upon a Local Bus Write, the Local Bus
Master writes data to the Direct Master Write FIFO.
When the first data is in the FIFO, the PCI 9656
becomes the PCl Bus Master, arbitrates for the PCI
Bus, and writes data to the PCI Slave device. The
PCI 9656 continues to accept writes and returns TA#
until the Write FIFO is full. It then holds off TA# until
space becomes available in the Write FIFO. A
programmable Direct Master “almost full” status output
is provided (MDREQ#/DMPAF). The PCI 9656 asserts
RETRY# whenever the Direct Master Write FIFO is
full, implying that the Local Master can relinquish the
bus and finish the Write operation at a later time
(LMISC1[6]).

MPC850 or MPC860 Single-Cycle Write transactions
result in PCI 9656 transfers of one Lword of data onto
a 32-bit PCI Bus. The same type of transfer results in
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PCI 9656 transfers of one Qword with corresponding
PCI bytes (C/BE# = 'hF) asserted to a 64-bit PCI Bus.

MPC850 or MPC860 Burst-Cycle Write transactions of
four Lwords result in PCI 9656 Burst transfers of four
Lwords to a 32-bit PCI Bus. The same type of transfer
results in PCI 9656 burst transfers of two Qwords with
all PCI bytes (C/BE# = 'h0) asserted onto a 64-bit
PCI Bus.

A Local processor (MPC850 or MPC860), with no
burst limitations and a Burst-Cycle Write transaction of
two Lwords, results in PCI 9656 burst transfers of two
Lwords to a 32-bit PCI Bus. The same type of transfer
results in PCI 9656 transfers of one Qword with all PCI
bytes (C/BE# = 'h0) asserted onto a 64-bit PCI Bus.

Three Lword (or more) Burst cycles of any type result
in the PCI 9656 bursting data onto the PCI Bus.

Reads—The PCI 9656 holds off TA# while gathering
an Lword from the PCI Bus. Programmable Prefetch
modes are available if prefetch is enabled—prefetch,
4, 8, 16, or continuous—until the Direct Master cycle
ends. The Read cycle is terminated when the Local
BDIP# input is de-asserted. Unused Read data is
flushed from the FIFO.

The PCI 9656 does not prefetch Read PCI data for
Single-Cycle Direct Master reads (Local BURST#
input is not asserted during the first Data phase).
In this case, for the 32-bit PCl Bus, the PCI 9656
reads a single PCI Lword unless Direct Master Read
Ahead mode is enabled. For the 64-bit PCI Bus, the
PCI 9656 reads a single PClI Qword with
corresponding PCl bytes (C/BE #= 'hF) asserted
unless Direct Master Read Ahead mode is enabled.
(Refer to Section 3.4.1.7.)

For Single-Cycle Direct Master reads, the PCI 9656
passes the corresponding PCI Bus byte enables from
the Local Bus address and the TSIZ[0:1] signal.

For Burst-Cycle reads, the PCI 9656 reads entire
Lwords or Qwords (all PCl Bus byte enables are
asserted), dependent upon the PCI Bus width.

PCI 9656 Direct Master unaligned Qword Data
Prefetch Read transfers, to a 64-bit PCI Bus, are
special cases. They result in prefetching one more
Lword (32-bit) of PCl data than specified in the
prefetch counter (DMPBAM[12, 3]) to sustain a
requested data size transfer with zero wait states on a
64-bit PCI Bus. Qword-aligned Direct Master Prefetch

Read transfers, from a 64- or 32-bit PCI Bus, result in
the PCI 9656 prefetching the amount specified in the
prefetch counter.

If the Direct Master Prefetch Limit bit is enabled
(DMPBAM[11]=1), the PCI 9656 terminates a read
prefetch at 4-KB boundaries and restarts it as a new
PCl Read Prefetch cycle at the start of a new
boundary. If the bit is disabled, the prefetch crosses
the 4-KB boundaries.

If the 4-KB Prefetch Limit bit is enabled and the
PCI 9656 has started a Direct Master read to a 64-bit
PCI Bus, PCI Address 'hFF8 (Qword-aligned, one
Qword before the 4-KB boundary) without ACK64#
acknowledgment from the PCI Slave, the PCI 9656
does not perform a Burst prefetch of two Lwords. The
PCI 9656 instead performs a prefetch of two Single-
Cycle Lwords to prevent crossing the PCl 4-KB
boundary limit. If the PCl Slave responds with
ACK®64#, the PCI 9656 performs a Single-Cycle read
of one Qword and terminates to prevent crossing a
4-KB limit boundary. The cycle then restarts at the
new boundary.

3.4.1.4 Direct Master I/O
Configuration Access

When a Local Direct Master I/O access to the PCI Bus
occurs, the PCI Configuration Address Register for
Direct Master-to-PCl /0O Configuration Enable bit
(DMCFGA[31]) determines whether an /O or
Configuration access is to be made to the PCI Bus.

Local Burst accesses are broken into single PCI 1/0
(address/data) cycles. The PCI 9656 does not
prefetch Read data for I/O and Configuration reads.

For Direct Master 1/0 or Configuration cycles, the
PCIl 9656 asserts the same PCIl Bus byte enables as
set on the Local Bus.

3.4.1.5 Direct Master I/O

If the Configuration Enable bit is cleared
(DMCFGA[31]=0), a single 1/0O access is made to the
PCl Bus. The Local Address, Remapped Decode
Address bits, and Local byte enables are encoded to
provide the address and are output with an I/O Read
or Write command during a PCI Address cycle.

PCIl 9656 Data Book r0.90
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When the 1/O Remap Select bit is set
(DMPBAM[13]=1), the PCI Address bits [31:16] are
forced to O for the 64-KB I/O address limit.

For writes, data is loaded into the Write FIFO and TA# is
returned to the Local Bus. For reads, the PCI 9656 holds
off TA# while receiving an Lword from the PCI Bus.
3.4.1.6 Direct Master
Delayed Write Mode

The PCI 9656 supports Direct Master Delayed Write
mode transactions, where posted Write data
accumulates in the Direct Master Write FIFO before
the PCIl 9656 requests a PCI Bus. Direct Master
Delayed Write mode is programmable to delay REQ#
assertion in the amount of PCI clocks
(DMPBAM[15:14]). This feature is useful for gaining
higher throughput during Direct Master Write Burst
transactions for conditions in which the Local clock
frequency is slower than the PCI clock frequency.

The PCI 9656 only utilizes the delay counter and
accumulates data in the Direct Master Write FIFO for
burst transactions on the Local Bus. Otherwise, an
immediate Single-Cycle PCI transfer occurs.

3.4.1.7 Direct Master Read Ahead Mode

The PCI 9656 also supports Direct Master Read
Ahead mode (DMPBAM][2]), where prefetched data
can be read from the internal FIFO of the PCI 9656
instead of from the Local Bus. The address must be
subsequent to the previous address and 32-bit aligned
(next address = current address + 4) for 32-bit Direct
Slave transfers and 64-bit aligned (next address =
current address + 8) for 64-bit Direct Slave transfers.
Read Ahead mode functions could be used with or
without Delayed Read mode.

A Local Bus Single-Cycle Direct Master transaction,
with Read Ahead Mode (DMPBAM][2]) enabled results
in the PCI 9656 processing continuous PCI Bus Read
burst data with all bytes enabled (C/BE# = 'h0).

Local Bus

Local Read request

PCIl 9656

PCI Bus
PCI 9656 prefetches

|:> Read Ahead mode data from
is set in PCI Bus device
Internal Registers |:‘::
Read data

Local Bus Master
Read returns with
“Sequential Address”

Prefetched data is
stored in the

internal FIFO PCI 9656 prefetches

|::> more data if FIFO
PCI 9656 returns space is available
prefetched data |:>
immediately from
Read data internal FIFO <:|
without reading again
from the PCI Bus PCI 9656 prefetches

more data from
Local memory

Figure 3-4. Direct Master Read Ahead Mode

Note: Figure 3-4 represents a sequence of Bus cycles.

3.4.1.8 RETRYi# Capability

3.4.1.8.1 Direct Master Write FIFO Full

The PCI 9656 supports the Direct Master Write FIFO
full condition. When enabled (LMISC1[6]=1), the
PCIl 9656 asserts the RETRY# signal to the Local Bus
Master to relinquish ownership of the bus and return to
finish the initial write at a later time.

In a Direct Master Write FIFO full condition, the
PCIl 9656 asserts the RETRY# signal. Otherwise, the
Direct Master Write transfer goes through
successfully.

3.4.1.8.2 Direct Master Delayed Read

The PCI 9656 supports Direct Master Delayed Read
transactions. When the M Mode Direct Master
Deferred Read Enable bit is set (LMISC1[4]=1), the
PCI 9656 asserts RETRY# and prefetches Read data
every time the Local Master requests a read. During
a PCl data prefetch, the Local Master is capable
of doing other transactions and free to return
for requested data at a later time. When Delayed
Direct Master Read mode is disabled, the Local
Master must “keep” the Local Bus and wait for the
requested data (TA# is not asserted until data is
available to the Local Bus). In this mode, it is required
that a Local Processor returns and reads at least one
data. Otherwise, the PCI 9656 indefinitely retries a
Local Bus.
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3.4.1.9 Direct Master Configuration
(PCI Configuration Type 0
or Type 1 Cycles)

If the Configuration Enable bit (DMCFGA[31]) is set, a
Configuration access is made to the PCI Bus. In
addition to enabling configuration of this bit, the user
must provide all register information. The Register
Number and Device Number bits (DMCFGA[7:2] and
DMCFGA[15:11], respectively) must be modified and
a new Configuration Read/Write cycle must be
performed before accessing other registers or devices.

If the PCI Configuration Address register selects a
Type 0 command, register bits [10:0] are copied to
address bits [10:0]. Bits [15:11] (device number) are
translated into a single bit being set in the PCI Address
bits [31:11]. The PCI Address bits [31:11] can be used
as a device select. For a Type 1 command, bits [23:0]
are copied from the register to PCI address bits [23:0].
The PCl Address bits [31:24] are set to 0. A
configuration Read or Write command code is output
with the address during the PCI Address cycle. (Refer
to the DMCFGA register.)

For writes, Local data is loaded into the Write FIFO
and TA# is returned. For reads, the PCl 9656 holds off
TA# while gathering an Lword from the PCI Bus.

3.4.1.9.1 Direct Master Configuration
Cycle Example

To perform a Type 0 Configuration cycle to PCI device
on AD[21]:

1. The PCI 9656 must be configured to allow
Direct Master access to the PCI Bus. The
PCI 9656 must also be set to respond to I/O
Space accesses. These bits must be set
(PCICR[2:0]=111Db).

In addition, Direct Master memory and 1/O
access must be enabled (DMPBAM[1:0]=11).

2. The Local Memory map selects the Direct
Master range. For this example, use a range
of 1 MB:

1 MB = 220 = 000FFFFFh

3. The value to program into the Range register

is the inverse of 000FFFFFh (FFFO0000h):

DMRR = FFFO0000h

The Local Memory map determines the Local
Base Address for the Direct Master-to-PCI I/O
Configuration register. For this example, use
40000000h:

DMLBAI = 40000000h

The PCI Address (Remap) for Direct Master-to-
PCI Memory register must enable the Direct
Master I/O access. The Direct Master 1/O
Access Enable bit must be set (DMPBAM[1]=1).

The user must know which PCI device and PCI
Configuration register the PCI Configuration
cycle is accessing. This example assumes the
IDSEL signal of the Target PCI device is
connected to AD[21] (logical device #10=0Ah).
Also access PCIBARQO (the fourth register,
counting from 0; use Table 11-2 for reference).
Set DMCFGA[31, 23:0] as follows:

Bit Description Value 3
]
1:0 | Configuration Type 0. 00b =]
1)
Register Number. Fourth g
. register. Must program a U
7:2 “4” into this value, 000100b =
beginning with bit 2. il
10:8 | Function Number. 000b S
Device Number n-11, ‘g
15:11 | where nis the value in 01010b (7]
AD[n]=21-11 = 10.
23:16 | Bus Number. 00000000b
31 Configuration Enable. 1

After these registers are configured, a simple
Local Master Memory cycle to the I/O base
address is necessary to generate a PCI
Configuration Read or Write cycle. Offset to

the base address is not necessary because the
register offset for the read or write is specified in
the Configuration register. The PCl 9656 takes
the Local Bus Master Memory cycle and checks
for the Configuration Enable bit (DMCFGA[31]).
If set, the PCI 9656 converts the current cycle to
a PCI Configuration cycle, using the DMCFGA
register and the Write/Read signal (RD/WR#).

The Register Number and Device Number
bits (DMCFGA[7:2] and DMCFGA[15:11],
respectively) must be modified and a new
Configuration Read/Write cycle must be
performed before accessing other registers
or devices.
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3.4.1.10 Direct Master PCI
Dual Address Cycle

The PCI 9656 supports PCl Dual Address Cycle
(DAC) when it is a PCI Bus Master using the DMDAC
register for Direct Master transactions. The DAC
command is used to transfer a 64-bit address to
devices that support 64-bit addressing when the
address is not in the low 4-GB address space. The

PCI1 9656 performs the address portion of a DAC in
two PCI clock periods, where the first PCl address is a
Lo-Addr with the command (C/BE[7:0]#) “D” and the
second PCIl address will be a Hi-Addr with the
command (C/BE[7:0]#) “6” or “7”, depending upon it
being a PCI Read or a PCI Write cycle. Whenever the
DMDAC register contains a value of 0x00000000, the
PCI1 9656 performs a Single Address Cycle (SAC) on
the PCI Bus. (Refer to Figure 3-5 and Figure 3-6.)

Set DMA Mode
to Block

PCI Host
Memory

Set up Transfer
Parameters

Memory Block
to Transfer

Single Address—PCI Address Register
Dual Address—PCI Addresses Register

| Local Address Register

Local

| Transfer Size (byte count) Register

I Memory

Descriptor Pointer Register
(set direction only)

Memory Block
to Transfer

Command/Status Register

Set Enable and

Go bits in DMA
Command/Status Registers
(DMACSRO0 and DMACSR1)
to Initiate DMA Transfer

Figure 3-5. Block DMA Mode Initialization (Single Address or Dual Address PCI)

Ons 100ns 200Nz 300ns 400Nz a00ns
[ [ | [ | | | [ | | | [ | |
iZLk I 1 1 1 | N ] B F] | |

FRARME # ~, A

AD[F 0] ———{[anddwuradas DAT A1 DAT A2

C/BE[30]# ———{Dusl MBuz CHOE C/BER D¢ ;

Figure 3-6. Dual Address Timing
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3.4.1.11 PCI Master/Target Abort

The PCI 9656 PCl Master/Target Abort logic enables a
Local Bus Master to perform a Direct Master Bus poll of
devices to determine whether devices exist (typically
when the Local Bus performs Configuration cycles to
the PCI Bus). When a PCl Master device attempts to
access and does not receive DEVSEL# within six PCI
clocks, it results in a Master Abort. The Local Bus
Master must clear the Received Master Abort bit or
Target Abort bit (PCISR[13 or 11]=0, respectively) and
continue by processing the next task.

If a PCl Master/Target Abort, or Retry Timeout is
encountered during a transfer, the PCl 9656 asserts
TEA# if enabled [INTCSR[1:0]=1, which can be used
as a Non-Maskable Interrupt (NMI)]. If a Local Bus
Master is waiting for TA#, it is asserted along with
TEA#. The interrupt handler of the Local Bus Master
can take the appropriate application-specific action. It
can then clear the Target Abort bit (PCISR[11]) to
clear the TEA# interrupt and re-enable Direct Master
transfers.

If a Local Bus Master is attempting a Burst read from a
nonresponding PCIl device (Master/Target Abort), it
receives TA# and Bl# for the first cycle only. In
addition, the PCI 9656 asserts TEA# if the Enable
Local Bus TEA# bits are enabled (INTCSRJ[1:0], which
can be used as an NMI). If the Local processor cannot
terminate its Burst cycle, it may cause the Local
processor to hang. The Local Bus must then be reset
from the PCI Bus. If the Local Bus Master cannot
terminate its cycle with TEA# output, it should not
perform Burst cycles when attempting to determine
whether a PCI device exists.

If a PCI Master/Target abort is encountered during a
Direct Master transfer, the PCl 9656 stores the PCI
Abort address into the PCI Abort Address register bits
(PABTADR[31:0]).

3.4.1.12 Direct Master Memory
Write and Invalidate

The PCI 9656 can be programmed to perform Memory
Write and Invalidate cycles to the PCIl Bus for Direct
Master transfers, as well as DMA transfers. (Refer to
Section 3.5.4.) The PCI 9656 supports Memory Write
and Invalidate transfers for cache line sizes of 8 or 16
Lwords. Size is specified in the System Cache Line

Size bits (PCICLSR[7:0)). If a size other than 8 or 16 is
specified, the PCIl 9656 performs Write transfers
rather than Memory Write and Invalidate transfers.

Direct Master Memory Write and Invalidate transfers
are enabled when the Invalidate Enable and the
Memory Write and Invalidate Enable bits are set
(DMPBAM][9]) and (PCICR[4], respectively).

In Memory Write and Invalidate mode, if the start
address of the Direct Master transfer is on a cache line
boundary, the PCI 9656 waits until the number of
Lwords required for the specified cache line size are
written from the Local Bus before starting a PCI
Memory Write and Invalidate access. This ensures a
complete cache line write can complete in one PCI
Bus ownership.

If the start address is not on a cache line boundary,
the PCI 9656 starts a normal PCl Write access
(PCI command code = 7h). The PCI 9656 does not
terminate a normal PCI Write at an MWI cache
boundary. The normal PCl Write transfer continues
until the Data transfer is complete. If a Target
disconnects before a cache line is completed, the
PCI 9656 completes the remainder of that cache line,
using normal writes.

3.4.2 IDMA/SDMA Operation

3.4.2.1 IDMA Operation

The PCI 9656 supports the MPC850 or MPC860
Independent DMA (IDMA) mode, using the MDREQ#
signal and operating in Direct Master mode. In M
mode, this signal is connected to the MPC850 or
MPC860 DREQO# and/or DREQ1# input pins. After
programming the MPC850 or MPC860 IDMA channel,
the PCI 9656 uses Direct Master mode to transfer data
between the PCI Bus and the MPC850 or MPC860
internal dual-port RAM (or external memory). The data
count is controlled by the IDMA Byte counter and
throttled by the PCI 9656 MDREQ# signal. When the
PCI1 9656 FIFO is nearly full, MDREQ# is de-asserted
to the MPC850 or MPC860, indicating that it should
inhibit transferring further data (the FIFO threshold
count in the PCI 9656 must be set to a value of at least
five Lwords below the full capacity of the FIFO—
27 Lwords) (DMPBAM[10, 8:5]). The Retry function
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can be used to communicate to the Local Bus Master
that it should relinquish ownership of the Local Bus.
Note: The Direct Master Write FIFO Almost Full RETRY# Output

Enable bit (LMISC1[6]) can be disabled to prevent assertion of the
RETRY# signal.

In IDMA reads (PCl9656 to the Local Bus), the
MDREQ# signal is asserted (indicating data is
available), although the Read FIFO is empty. Any
Local Bus read of the PCI Bus causes the PCI 9656 to
become a PCI Bus Master and fills the Direct Master
Read FIFO buffer. When sufficient data is in the FIFO,
the PCI 9656 completes the Local Bus cycle by
asserting Transfer Acknowledge (TA#).

After the IDMA has transferred all required bytes
(MPC850 or MPC860 Byte counter decrements to
zero), the MPC850 or MPC860 generate an internal
interrupt, which in turn should execute the code to
disable the IDMA channel (the MDREQ# input signal
may still be asserted by the PCI9656). The
SDACK([1:0] signal from the MPC850 or MPC860 is
not used by the PCI 9656 (no connection).

Refer to Section 3.4.1 for more information about
Direct Master Data transfers.

3.4.2.2 SDMA Operation

The PCI 9656 supports the MPC850 or MPC860
Serial DMA (SDMA) mode, using Direct Master mode.
No handshake signals are required to perform the
SDMA operation.

The Retry function can be used to communicate to the
Local Bus Master it should relinquish ownership of the
Local Bus. The Direct Master Write FIFO Almost Full
RETRY# Output Enable bit (LMISC1[6]) can be
disabled to prevent assertion of the RETRY# signal.

Note: The Direct Master Write FIFO can be programmed to identify

the full status condition (DMPBAM([10, 8:5]). The FIFO Full Status
Flag is in MARBR[30].

3.4.3 Direct Slave Operation
(PCI Master-to-Local Bus Access)

The PCI 9656 supports Burst Memory-Mapped
Transfer accesses and 1/0O-Mapped, Single-Transfer
PCl-to-Local Bus accesses through a 32-Lword/
16-Qword (128-byte) Direct Slave Read FIFO and a
64-Lword/32-Qword (256-byte) Direct Slave Write
FIFO. The PCI Base Address registers are provided to

set up the location of the adapter in the PCI memory
and the I/O space. In addition, Local mapping registers
allow address translation from the PCI Address Space
to the Local Address Space. Three spaces are
available:

e Space 0
* Space 1
e Expansion ROM

Expansion ROM is intended to support a bootable
ROM device for the Host.

Writes—Upon a PCIl Bus Write, the PCI Bus Master
writes data to the Direct Slave Write FIFO. When the
first data is in the FIFO, the PCIl 9656 becomes the
Local Bus Master, arbitrates for the Local Bus, and
writes data to a Local Slave device. The PCIl 9656
continues to accept writes and returns TRDY# until the
Write FIFO is full. It then holds off TRDY# until space
becomes available in the Write FIFO or asserts
STOP#, and Retries the PCI Bus Master, dependent
upon the register bit setting (LBRDO[27]).

A 32-bit PClI Bus Master Single-Cycle Write
transaction results in PCI 9656 transfers of one Lword
of data onto a Local Bus. A 64-bit PClI Bus Master
Qword Data Single-Cycle write results in PCI 9656
burst transfers of two Lwords onto a Local Bus, if burst
register bits are enabled (LBRDO[26, 24]=1 and/or
LBRD1[8]=1).

Reads—The PCI9656 holds off TRDY# while
gathering an Lword from the Local Bus, unless the
Delayed Read Mode bit is enabled (MARBR[24]=1).
(Refer to Section 3.4.3.2.) Programmable Prefetch
modes are available, if prefetch is enabled—prefetch,
0-16, or continuous—until the Direct Slave read ends.
The Read cycles are terminated on the following clock
after FRAME# is de-asserted or the PCI 9656 issues a
Retry or disconnect.

For the highest data-transfer rate, the PCI 9656
supports posted writes and can be programmed to
prefetch data during a PCI Burst read. The Prefetch
size, when enabled, can be from one to 16 Lwords or
until the PCI Bus stops requesting. When the
PCI 9656 prefetches, if enabled, it drops the Local Bus
after reaching the prefetch counter limit. In Continuous
Prefetch mode, the PCI 9656 prefetches as long as
FIFO space is available, and stops prefetching when
the PCl Bus terminates the request. If Read
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prefetching is disabled, the PCI 9656 disconnects after
one Read transfer.

The PCI 9656 64-bit PCI Bus Direct Slave unaligned
Qword Data Prefetch Read transfers are special cases
that result in prefetching one more Lword (32-bit) of
Local Bus data than specified in the prefetch counter
(LBRDO[14:11] and/or LBRD1[14:11]), to sustain zero
wait state 64-bit PCl Data transfers. For 64-bit
Qword-aligned and 32-bit PCI Bus Direct Slave
Prefetch Read transfers, the PCl 9656 prefetches the
amount specified in the prefetch counter.

In addition to Prefetch mode, the PCl 9656 supports
Read Ahead mode. (Refer to Section 3.4.3.3.)

Only 32-bit PCI Bus Single-Cycle Direct Slave Read
transactions result in the PCI 9656 passing requested
PCI bytes (C/BE#) to a Local Bus Target device by
way of TSIZ[0:1] assertion back to a PCI Bus Master.
This transaction results in the PCl 9656 reading
one Lword or partial Lword data. For other types
of Read transactions (64-bit PCl Bus Single-Cycle,
Burst transfers, or Unaligned), the PCIl 9656 reads
multiple Local Bus data with all bytes asserted
(TSIZ[0:1] = 'h0).

A 64-bit PCI Bus Single-Cycle Direct Slave read
results in a PCI 9656 Burst read of at least two Local
Bus Lwords, with all PCI bytes (C/BE# = 'h0) asserted
unless the Burst bit(s) is disabled (LBRDO0[26, 24]=1
and/or LBRD1[8]=0). The PCI 9656 disconnects after
one transfer for all Direct Slave I/0O accesses.

Each Local space can be programmed to operate in
an 8-, 16-, or 32-bit Local Bus width. The PCI 9656
has an internal wait state generator and external wait
state input, TA#. TA# can be disabled or enabled with
the Internal Configuration registers.

With or without wait state(s), the Local Bus,
independent of the PCI Bus, can perform the following:

* Burst as long as data is available
(Continuous Burst mode)

e Burst four Lwords at a time (recommended)
* Perform a Continuous Single cycle

A Burst cycle from the PCI Bus through the PCI 9656
asserts an MPC850 or MPC860 Burst transaction, if
the following is true:

* The address is quad-Lword aligned,
* A FIFO contains at least four Lwords, and
e All PCI Bus byte enables are set for writes only and

ignored for reads

3.4.3.1 Direct Slave Lock

The PCI9656 supports direct PCI-to-Local-Bus
exclusive accesses (locked atomic operations). A PCI-
locked operation to the Local Bus results in the entire
address Space 0, Space 1, and Expansion ROM
space being locked until they are released by the PCI
Bus Master. Locked operations are enabled or
disabled with the Direct Slave LOCK# Enable bit
(MARBR[22]) for PCI-to-Local accesses.

3.4.3.2 Direct Slave Delayed Read Mode

The PCI 9656 can be programmed through the PCI
Specification r2.1 Mode bit (MARBR[24]=1) to perform
delayed reads, as specified in PCI Specification r2.1.

PCl Bus Single-Cycle aligned or unaligned 32-bit
Direct Slave Delayed Read transactions always result
in 1-Lword Single-Cycle transfers on the Local Bus
with the corresponding Local Address and TSIZ[0:1]
asserted to reflect the PCI byte enables (C/BE#),
unless the PClI Read No Flush Mode bit is enabled
(MARBR[28]=1). (Refer to Section 3.4.3.3 for further
information.) This causes the PCI 9656 to Retry all
PCIl Bus Read requests that follow, until the original
PCI byte enables (C/BE#) are matched.

The PCI Bus Single-Cycle aligned or unaligned 64-bit
Direct Slave Delayed Read transactions always result
in 2-Lword Burst transfers on the Local Bus, with the
aligned Local Address and (TSIZ[0:1] = 'h0) asserted
to successfully complete Read Data transfers to the
64-bit PCI Bus. This causes the PCI 9656 to always
return requested data to a 64-bit PCI Master, although
the PCl byte enables (C/BE#) do not match the
original request.
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In addition to delayed reads, the PCl 9656 supports
the following PCI Specification r2.1 functions:

* No writes while a read is pending (PCI Retry
for writes)

* Write and flush pending read

PCI Bus PCIl 9656 Local Bus
PCI Read request :C PGl 2.1 mode
is setin

PCI 9656 instructs Internal Registers

PCI Host to “Retry”
Read cycle later PCI 9656 requests

Read data from

PCI Bus is free to Local Bus

perform other
cycles during
this time

PCI Host returns to I::
fetch Read data again PCI 9656 returns

prefetched data
Read data is now <:
ready for host

Data is stored
in 16-Lword
Internal FIFO Local memory

returns requested

data to PCI 9656

immediately

Figure 3-7. Direct Slave Delayed Reads

Note: Figure 3-7 represents a sequence of Bus cycles.

3.4.3.3 Direct Slave Read Ahead Mode

The PCI 9656 also supports Direct Slave Read Ahead
mode (MARBR[28]), where prefetched data can be
read from the internal FIFO of the PCI 9656 instead of
from the Local Bus. The address must be subsequent
to the previous address and 32-bit aligned (next
address = current address + 4) for 32-bit Direct Slave
transfers and 64-bit aligned (next address = current
address + 8) for 64-bit Direct Slave transfers. Read
Ahead mode functions with or without Delayed Read
mode.

PCI Bus
PCI Read request

——>

Read data

PCI Bus Master Read
returns with
“Sequential Address”

—
<—

Read data

PCIl 9656

Read Ahead mode
is setin
Internal Registers

Prefetched data is
stored in the
internal FIFO

PCI 9656 returns
prefetched data
immediately from
internal FIFO
without reading again
from the Local Bus

Local Bus

PCI 9656 prefetches
data from
Local Bus device

——>
<——

PCI 9656 prefetches
more data if FIFO
space is available

——>
<—

PCI 9656 prefetches

more data from
Local memory

Figure 3-8. Direct Slave Read Ahead Mode

Note: Figure 3-8 represents a sequence of Bus cycles.

3.4.3.4 Direct Slave Delayed Write Mode

The PCI 9656 supports Direct Slave Delayed Write
mode transactions, where posted Write data
accumulates in the Direct Slave Write FIFO before the
PCI 9656 requests a Write transaction (TS# assertion)
to be performed on the Local Bus. The Direct Slave
Delayed Write mode is programmable to delay the
TS# assertion in the amount of Local clocks
(LMISC2[4:2]). This feature is useful for gaining higher
throughput during Direct Slave Write burst
transactions for conditions in which the PCI clock
frequency is slower than the Local clock frequency.
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3.4.3.5 Direct Slave Local Bus

TA# Timeout Mode

The PCI 9656 supports Direct Slave Local Bus TA#
Timeout mode transactions, where the PCI 9656
asserts an internal TA# signal to recover from stalling
the Local and PCI Buses. The Direct Slave Local Bus
TA# Timeout mode transaction is programmable to
select the amount of Local clocks before TA# times
out (LMISC2[1:0]). If a Local Slave stalls with a TA#
assertion during Direct Slave Write transactions, the
PCI 9656 empties the Write FIFO by dumping the data
into the Local Bus and does not pass an error
condition to the PCI Bus Initiator. During Direct Slave
Read transactions, the PCI 9656 issues a Direct Slave
Abort to the PCI Bus Initiator every time the Direct
Slave Local Bus TA# Timeout is detected.

3.4.3.6 Direct Slave Transfer

A PCl Bus Master addressing the Memory space
decoded for the Local Bus initiates transactions. Upon
a PCI Read/Write, the PCI 9656 becomes a Local Bus
Master and arbitrates for the Local Bus.

The PCIl 9656 then reads data into the Direct Slave
Read FIFO or writes data to the Local Bus.

The Direct Slave or Direct Master preempts DMA;
however, the Direct Slave does not preempt the Direct
Master. (Refer to Section 3.4.4.1)

The PCI 9656 can be programmed to “keep” the PCI
Bus by generating a wait state(s) and de-asserting
TRDY#, if the Write FIFO becomes full. The PCI 9656
can also be programmed to “keep” the Local Bus and
continue asserting BB#, if the Direct Slave Write FIFO
becomes empty or the Direct Slave Read FIFO
becomes full. In either case, the Local Bus is dropped
when the Local Bus Latency Timer is enabled and
expires (MARBR][7:0]).

For Direct Slave writes, the PCI Bus writes data to the
Local Bus. Direct Slave is the “Command from the PCI
Host,” which has the highest priority.

For Direct Slave reads, the PCl Bus Master reads data
from the Local Bus Slave.

The PCI 9656 supports on-the-fly Endian conversion
for Space 0, Space 1, and Expansion ROM space.
The Local Bus can be Big/Little Endian (Address/Data

Invariance) by using the programmable internal

register configuration.
Note: The PCI Bus is always Little Endian.

During Direct Slave transactions, the MPC850
or MPC860 user has the option to use the PCl 9656
for maximum Burst transfers, using the BTERM#
Input Enable bit(s) (LBRDO0[23,7], LBRD1[7],
DMAMODEO[7], and/or DMAMODE1[7]).

In Direct Slave transfers, each Direct Slave space
(Space 0, Space 1, and Expansion ROM) has its own
BTERM# Input Enable bit (the BTERM# input signal
becomes the BI# signal in M mode). Space 0 is in
LBRDO[7], Space 1 is in LBRD1[7], and Expansion
ROM is in LBRDO[23].

Master Slave

PAN

Master Slave

/\ FRAME#, C/BE#,

AD (addr)

IRDY#, AD (data)
DEVSEL#, TRDY#

PCl | —=2
9656 | <—2—

BB#, LA, TS#, RD/WR#

LD, BUHST§

TA#

PCI Bus
Local Bus

Figure 3-9. Direct Slave Write
Master Slave Master Slave
/\ FRAME#, C/BE#, /\
AD (addr)
IRDY#
” DEVSEL# °
@ BR# @
5 PCI > |s
o BG# 8
9656 <— "
BBH#, LA, TSH#,
RD/WR#, BURST#
TA#, LD
TRDY#, AD (data)

V

Figure 3-10. Direct Slave Read

A4

Note: Figures 3-9 and 3-10 represent a sequence of Bus cycles.
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When the Bterm Mode bit is enabled, the PCI 9656
continues to burst on the Local Bus until the Bl# signal
is asserted for one CLK cycle any time after the first
Data phase, implying a new Address cycle (TS#) is
needed if there is more data to transfer. If the Bl#
signal is asserted on the first Data phase, the Burst
transfer is broken into Single-Cycle transactions.

When the Bterm Mode bit is enabled and the Bl#
signal asserted for one CLK cycle any time after the
First data phase, this implies that a new Address cycle
(TS#) is needed for more data to transfer. This can be
used when crossing memory banks.

Regardless of the Bterm mode setting, if the Bl# signal
is asserted on the first Data phase, Single-Cycle
transfers are performed until the Qword boundary
is reached.

Table 3-2. Direct Slave Burst Mode Cycle Detection

Burst BTERM#
Enable Input
Bit Enable Bit Bl# Signal Result
Burst 16 bytes
(MPC850 or
1 0 Not asserted MPC860
compatible)
Asserted
1 0 during first Single cycle
Data phase
Asserted Burst until Bl#
1 1 after first is asserted for
Data phase one CLK cycle
0 X X Single cycle

Caution: The MPC850 and MPCB860 do not support bursting more
than 16 bytes. The BTERM# Input Enable bits should be set only for
Local Bus Masters that support continuous bursting.

Note: “X”is “Don’t Care.”

During burst forever, extended M mode protocol, the
PCI 9656 supports BDIP# signal. The BDIP# signal is
asserted at the beginning of a Burst transaction and
remains active until the last data of the Transfer
packet. The BDIP# signal is de-asserted on the last
Data Transfer phase, indicating the end of transfer.

The PCI 9656 supports Local Bus error conditions
using TEA#. TEA# may be asserted by a device on the
Local Bus, either before or simultaneously with TA#. In
either case, the PCI 9656 tries to complete the current
transaction by transferring data and then asserting
TS# for every address that follows, waiting for another

TA# or TEA# to be issued (used to flush Direct Slave
FIFOs). After acknowledging TEA# is asserted, the
PCIl 9656 asserts PCl SERR# and sets an error flag,
using the Signaled System Error bit (PCISR[14]=1).
When set, this indicates a catastrophic error occurred
on the Local Bus. SERR# may be masked off by
resetting the TEA# Input Interrupt Mask bit
(LMISC1[5]=0).

The PCI 9656 Local Bus Latency Timer (MARBR[7:0])
can be used to better utilize the Local Bus.

3.4.3.7 Direct Slave PCI-to-Local
Address Mapping

Note: Not applicable in 1,0 mode.

Three Local Address spaces—Space 0, Space 1, and
Expansion ROM—are accessible from the PCl Bus.
Each is defined by a set of three registers:

* Local Address Range (LASORR, LAS1RR, and/or
EROMRR)

e Local Base Address (LASOBA, LAS1BA, and/or
EROMBA)

e PCI Base Address (PCIBAR2, PCIBARS3, and/or
PCIERBAR)

A fourth register, the Bus Region Descriptor register(s)
for PCl-to-Local Accesses (LBRDO and/or LBRD1),
defines the Local Bus characteristics for the Direct
Slave regions. (Refer to Figure 3-11.)

Each PClI-to-Local Address space is defined as part of
reset initialization, as described in Section 3.4.3.7.1.
These Local Bus characteristics can be modified at
any time before actual data transactions.

3.4.3.7.1 Direct Slave Local Bus
Initialization

Range—Specifies which PCl Address bits to use for
decoding a PCI access to Local Bus space. Each bit
corresponds to a PCl Address bit. Bit 31 corresponds
to address bit 31. Write 1 to all bits that must be
included in decode and O to all others.

Remap PCIl-to-Local Addresses into a Local
Address Space—Bits in this register remap (replace)
the PCI Address bits used in decode as the Local
Address bits.

Local Bus Region Descriptor—Specifies the Local
Bus characteristics.
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3.4.3.7.2 Direct Slave PCI Initialization

After a PCI reset, the software determines how much
address space is required by writing all ones (1) to a
PCI Base Address register and then reading back the

Care Address bits, effectively specifying the address
space required. The PCI software then maps the Local
Address space into the PCI Address space by
programming the PCI Base Address register. (Refer to

. Figure 3-11.)
value. The PCI 9656 returns zeroes (0) in the Don’t g
PCI Bus Local
Master Processor
1
,---- Initialize Local
4 Direct Access
2 Registers

Initialize PCI _ _ _ _ | Range for PCl-to-Local Address Space 0/1 |<—
Base Address AN
Registers A | Local Base Address (Remap) for PCl-to-Local Address Space 0/1 I{—

| Bus Region Descriptors for PCI-to-Local Accesses |<—

| Range for PCl-to-Local Expansion ROM Iﬂ—

| Local Base Address (Remap) for PCI-to-Local Expansion ROM |<—

| Bus Region Descriptors for PCI-to-Local Accesses \lﬂ— Local Bus

Tommooo- Hardware
Characteristics
—Pi PCl Base Address to Local Address Space 0/1 |
—D' PCI Base Address to Local Expansion ROM |
3 4
PCIBus ------- N pmmmmm-- Local Bus
Access —) FIFOs —P Access
32-Lword Deep Write
16-Lword Deep Read
PCI Address
Space
PCI Base

Address Local
/ Memory
Local Base

Address

Figure 3-11. Local Bus Direct Slave Access
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Direct Data Transfer Modes

3.4.3.7.3 Direct Slave Transfer Size

The TSIZ[0:1] pins correspond to the data-transfer
size on the Local Bus, as listed in the following tables.

Table 3-3. Data Bus TSIZ[0:1] Contents for Single Write Cycles

External Data Bus Pattern
TSIZ Address For 32-, 16-, and 8-Bit Port Sizes
Transfer Size [0:1] LA30 LA31 LD[0:7] LD[8:15] | LD[16:23] | LD[24:31]
0 1 0 0 OPO — — —
0 1 0 1 OP1 OP1 — —
Byte
0 1 1 0 OoP2 — OP2 —
0 1 1 1 OP3 OP3 — OP3
1 0 0 0 OPO OP1 — —
Word
1 0 1 0 OP2 OP3 OoP2 OP3
Lword 0 0 0 0 OPO OP1 OP2 OP3
Table 3-4. Data Bus TSIZ[0:1] Requirements for Single Read Cycles
32-Bit 16-Bit 8-Bit
Transfer TSIZ Address Port Size Port Size Port Size
Size [0:1] | LA30 | LA31 | LD[0:7] | LD[8:15] | LD[16:23] | LD[24:31] | LD[0:7] | LD[8:15] | LD[0:7]
0| 1 0 0 OPO — — — OPO — OPO
0| 0 1 — OP1 — — — OP1 OP1
Byte
0| 1 1 0 — — OP2 — OoP2 — oP2
0 1 1 1 — — — OP3 — OP3 OP3
1 0 0 0 OPO OP1 — — OPO OP1 OPO
Word
1 0 1 0 — — OP2 OP3 OoP2 OP3 OP2
Lword 0 0 0 0 OPO OP1 OP2 OP3 OPO OP1 OPO
3.4.3.7.3.1 Direct Slave b. PCI Initialization software writes all ones to the

Transfer Size Example

A 1 MB Local Address Space, 12300000h through
123FFFFFh, is accessible from the PCI Bus at PCI
addresses 78900000h through 789FFFFFh.

a. Local initialization software sets the Range and
Local Base Address registers as follows:

* Range—FFF00000h (1 MB, decode the upper
12 PCI Address bits)

* Local Base Address (Remap)—123XXXXXh
(Local Base Address for PCl-to-Local
accesses [Space Enable bit(s) must be set to
be recognized by the PCI Host (LASOBA[0]=1
and/or LAS1BA[0]=1)]

PCI Base Address, then reads it back again.

e The PCI 9656 returns a value of FFFO0000h.
The PCI software then writes to the PCI Base
Address register(s).

e PCIl Base Address—789XXXXXh (PCI Base

Address for Access to the Local Address
Space registers, PCIBAR2 and PCIBARS3).

For a PCI Direct access to the Local Bus, the
PCI 9656 has a 32-Lword (128-byte) Write FIFO and a
16-Lword (64-byte) Read FIFO. The FIFOs enable the
Local Bus to operate independent of the PCI Bus. The
PCl1 9656 can be programmed to return a Retry
response or to throttle TRDY# for any PCl Bus
transaction attempting to write to the PCI 9656 Local
Bus when the FIFO is full.

3-16 Preliminary Information

PCI1 9656 Data Book r0.90
© 2000 PLX Technology, Inc. All rights reserved.




Direct Data Transfer Modes

Section 3
M Mode Functional Description

For PCI Read transactions from the Local Bus, the
PCI 9656 holds off TRDY# while gathering data from
the Local Bus. For Read accesses mapped to PCI
Memory space, the PCIl 9656 prefetches up to 16
Lwords (has Continuous Prefetch mode) from the
Local Bus. Unused Read data is flushed from the
FIFO. For Read accesses mapped to PCI I/O space,
the PCI 9656 does not prefetch Read data. Rather, it
breaks each read of a Burst cycle into a Single
Address/Data cycle on the Local Bus.

The Direct Slave Retry Delay Clocks bits
(LBRDO[31:28]) can be used to program the period of
time in which the PCI 9656 holds off TRDY#. The
PCIl 9656 issues a Retry to the PCl Bus Transaction
Master when the programmed time period expires.
This occurs when the PCI 9656 cannot gain control of
the Local Bus and return TRDY# within the
programmed time period.

3.4.3.8 Direct Slave Priority

Direct Slave accesses have a higher priority than DMA
accesses, thereby preempting DMA transfers. During
a DMA transfer, if the PCI 9656 detects a pending
Direct Slave access, it releases the Local Bus within
two Data transfers. The PCl 9656 resumes operation
after the Direct Slave access completes.

When the PCI 9656 DMA controller owns the Local
Bus, its BR# output and BG# input are asserted. When
a Direct Slave access occurs, the PCl 9656 releases
the Local Bus within two Lword transfers by
de-asserting BB# and floating the Local Bus outputs.
After the PCI 9656 acknowledges that BG# is
de-asserted, it requests the Local Bus for a Direct
Slave transfer by asserting BR#. When the PCIl 9656
receives BG#, it drives the bus and performs the
Direct Slave transfer. Upon completing a Direct Slave
transfer, the PCIl 9656 releases the Local Bus by
de-asserting BB# and floating the Local Bus outputs.
After the PCI 9656 acknowledges that BG# is
de-asserted and the Local Bus Pause Timer is set to
zero, it requests a DMA transfer from the Local Bus by
re-asserting BR#. When it receives BG#, it drives the
bus and continues the DMA transfer.

3.4.4

Deadlock can occur when a PCl Bus Master must
access the PCIl 9656 Local Bus at the same time a
Master on the PCI 9656 Local Bus must access the
PCI Bus.

Deadlock Conditions

There are two types of deadlock:

* Partial Deadlock—A Local Bus Master is
performing a Direct Bus Master access to a
PCI Bus device other than the PCI Bus device
concurrently trying to access the Local Bus

* Full Deadlock—A Local Bus Master is performing
a Direct Bus Master access to the same PCI Bus
device concurrently trying to access the Local Bus

This applies only to Direct Master and Direct Slave
accesses through the PCIl 9656. Deadlock does not
occur in transfers through the PCI9656 DMA
channels or the PCI 9656 internal registers (such as
mailboxes).

For partial deadlock, the PCI access to the Local Bus
times out [the Direct Slave Retry Delay Clock
(LBRDO[31:28]), which is programmable through the
Local Bus Region Descriptor register] and the
PC1 9656 responds with a PCl Retry. The PCI
Specification requires that a PCI Master release its
request for the PCl Bus (de-assert REQ#) for a
minimum of two PCI clocks after receiving a Retry.
This allows the PCI Bus arbiter to grant the PCI Bus to
the PCI 9656 so that it can complete its Direct Master
access and free up the Local Bus. Possible solutions
are described in the following sections for cases in
which the PCI Bus arbiter does not function as
described (PCI Bus architecture dependent), waiting
for a time out is undesirable, or a full deadlock
condition exists.

When a full deadlock occurs, the only solution is to
back off the Local Bus Master.
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DMA Operation

3.4.4.1 Backoff

The PCI 9656 Local RETRY# signal indicates whether
a possible deadlock condition exists. The PCIl 9656
starts the Backoff timer (programmable through
registers) when it detects one of the following
conditions:

e A PCI Bus Master is attempting to access memory
or an I/O device on the Local Bus and is not gaining
access (for example, BG# is not received).

* A Local Bus Master is performing a Direct Bus
Master Read access to the PCI Bus. Or, a Local Bus
Master is performing a Direct Bus Master Write
access to the PCI Bus and the PCI 9656 Direct
Master Write FIFO cannot accept another Write
cycle.

If the Local Bus Backoff Enable bit is enabled
(EROMBA[4]=1), the Backoff Timer expires, and the
PCI 9656 has not received BG#, the PCl 9656 asserts
RETRY#. External bus logic can use this signal to
perform backoff.

The Backoff cycle is device/bus architecture
dependent. The external logic (arbiter) can assert the
necessary signals to cause the Local Bus Master to
release the Local Bus (backoff). After the Local Bus
Master backs off, it can grant the bus to the PCI 9656
by asserting BG#.

Once RETRY# is asserted, TA# for the current Data
cycle is never asserted (the Local Bus Master must
perform a backoff). When the PCI 9656 detects BG#, it
proceeds with the PCl Master-to-Local-Bus access.
When this access completes and the PCI 9656
releases the Local Bus, external logic can then release
the backoff and the Local Bus Master can resume the
cycle interrupted by the Backoff cycle. The PCl 9656
Write FIFO retains all data acknowledged (that is, last
data for which TA# was asserted).

After the backoff condition ends, the Local Bus Master
restarts the last cycle with TS#. For writes, data
following TS# should be the data the PCI 9656 did not
acknowledge prior to the Backoff cycle (for example,
the last data for which TA# is not asserted).

All PCI Read cycles completed before the Local Bus
was backed off remain in the Direct Master Read
FIFO. Therefore, if the Local Bus Master returns with
the same last cycle, the cycle is acknowledged with
the data currently in the FIFO (the FIFO data is not

read twice). Anew PCIl read is performed, if the
resumed Local Bus cycle is not the same as the
Backed Off cycle.

3.4.4.1.1 Software/Hardware
Solution for Systems
without Backoff Capability

For adapters that do not support backoff, a possible
deadlock solution is as follows.

PCl Host software, external Local Bus hardware,
general-purpose output USERo and general-purpose
input USERI can be used to prevent deadlock. USERo
can be asserted to request that the external arbiter not
grant the bus to any Local Bus Master except the
PCI 9656. Status output from the Local arbiter can be
connected to the general purpose input USERI to
indicate that no Local Bus Master owns the Local Bus,
or the PCI Host to determine that no Local Bus Master
that currently owns the Local Bus can read input. The
PCI Host can then perform Direct Slave access. When
the Host finishes, it de-asserts USERo.

3.4.4.1.2 Preempt Solution

For devices that support preempt, USERo can be
used to preempt the current Local Bus Master device.
When USERo is asserted, the current Local Bus
Master device completes its current cycle and
releases the Local Bus, de-asserting BB#.

3.4.4.2 Software Solutions to Deadlock

Both PCIl Host and Local Bus software can use a
combination of mailbox registers, doorbell registers,
interrupts, direct Local-to-PCl accesses and direct
PCI-to-Local accesses to avoid deadlock.

3.5 DMA OPERATION

The PCI 9656 supports two independent DMA
channels capable of transferring data from the:

¢ Local-to-PCI Bus
¢ PClI-to-Local Bus

Each channel consists of a DMA controller and a
dedicated, bidirectional FIFO. Both channels support
Block transfers, and Scatter/Gather transfers, with or
without End of Transfer (EOT#). Only DMA Channel 0
supports Demand mode DMA transfers. Master mode
must be enabled with the Master Enable bit
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(PCICR[2]) before the PCl 9656 can become a PCI
Bus Master. In addition, both DMA channels can be
programmed to:

e QOperate in 8-, 16-, or 32-bit Local Bus width

* Use zero to 15 internal wait states (Local Bus)
¢ Enable/disable internal wait states (Local Bus)
* Enable/disable Local Bus Burst capability

e Limit Local Bus bursts to four (BTERM# enable/
disable)

* Hold Local address constant (Local Slave is FIFO)
or increment

e Perform PCI Memory Write and Invalidate
(command code = Fh) or normal PCI Memory
Write (command code = 7h)

* Pause Local transfer with/without BLAST#
(DMA Fast/Slow termination)

e Assert PCl interrupt (INTA#) or Local interrupt
(LINTo#) when DMA transfer is complete or
Terminal Count is reached during Scatter/Gather
DMA mode transfers

* Operate in DMA Clear Count mode (only if the
descriptor is in Local memory)

The PCI 9656 also supports PCI Dual Address with
the upper 32-bit register(s) (DMADACO and/or
DMADACH1).

The Local Bus Latency Timer determines the number
of Local clocks the PCI 9656 can burst data before
relinquishing the Local Bus. The Local Pause Timer
sets how soon the DMA channel can request the
Local Bus.

3.5.1 DMA PCI Dual Address Cycle

The PCI 9656 supports PCI Dual Address Cycles
(DAC) when it is a PCl Bus Master using the
DMADACO and/or DMADAC1 register(s) for Block
DMA transactions. Scatter/Gather DMA can utilize the
DAC function by way of the DMADACO and/or
DMADACT1 register(s) or DMAMODEQ[18] and/or
DMAMODE1[18]. The DAC command is used to
transfer a 64-bit address to devices that support 64-bit
addressing when the address is above the 4-GB
address space. The PCl 9656 performs a DAC within
two PCI clock periods, when the first PCI address is a
Lo-Addr, with the command (C/BE[7:0]#) “D”, and the
second PCI address is a Hi-Addr, with the command
(C/BE[7:0]#) “6” or “7”, depending upon whether it is a
PCI Read or PCI Write cycle.

3.5.2 Block DMA Mode

The Host processor or the Local processor sets the
Local and PCI starting addresses, transfer byte count,
and transfer direction. The Host or Local processor
then sets the DMA Start bit to initiate a transfer. The
PCI 9656 requests the PCIl and Local Buses and
transfers data. Once the transfer completes, the
PCI9656 sets the Channel Done bit(s)
(DMACSRO0[4]=1 and/or DMACSR1[4]=1) and, if
enabled, asserts an interrupt(s) (DMAMODEOQ[10] and/
or DMAMODE1[10]) to the Local processor or the PCI
Host (programmable). The Channel Done bit(s) can be
polled, instead of interrupt generation, to indicate the
DMA transfer status.

DMA registers are accessible from the PCI and Local
Buses. (Refer to Figure 3-5 on page 3-8.)

During DMA transfers, the PCI 9656 is a Master on both
the PCl and Local Buses. For simultaneous access,
Direct Slave or Direct Master has a higher priority than
DMA.

The PCI 9656 releases the PCI Bus, if one of the
following conditions occur (refer to Figure 3-12 and
Figure 3-13 on page 3-20):

* FIFO is full (PCl-to-Local Bus)

e FIFO is empty (Local-to-PCIl Bus)

* Terminal count is reached

e PCI Bus Latency Timer expires (PCILTR[7:0])—
normally programmed by the Host PCI BIOS—and
PCl GNT# de-asserts

¢ PCIl Host asserts STOP#

The PCI 9656 releases the Local Bus, if one of the
following conditions occurs:

e FIFO is empty (PCI-to-Local Bus)
* FIFO is full (Local-to-PCI Bus)
e Terminal count is reached

* Local Bus Latency Timer is enabled and expires
(MARBRJ7:0])

e Special cycle Bl# input is asserted

» Direct Slave request is pending

During DMA transactions, users have the option of
using the Burst Forever BTERM# Input Enable bit(s)
(DMAMODEQ[7] and/or DMAMODE1[7]), if the
External Memory Controller is provided. Used in
conjunction with the Fast/Slow Terminate Mode Select
bit(s) (DMAMODEOQ[15] and/or DMAMODE1[15]).
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Table 3-5. DMA

Slave Master Master Slave
/\ CMAStar CMAStarty /\ BTERM# Fast/Slow
DMASIZ1) DMASIZ1) |nput Terminate
REQ# Enable Mode Select PCl 9656
< Bit(s) Bit(s) BDIP# Output
FRAME#, C/BEF, Enabled (1) Disabled (1) BDIP# is not asserted.
AD (addr) ” Burst forever or until Bl#
(2]
E v— PCI @ asserts for one CLK cycle.
[$) <— S . -
O DevsELr TROYE 9656 § Enabled (1) Enabled (0) BDIP# is asserted until thg
AD (data) BR# last Data transfer, or until
> ? Bl# asserts for one CLK
< cycle Burst forever. (Refer
RSWékAéaagT# to Section 2.2.5.2.1.)
: Disabled (0) Disabled (1) BDIP# is not asserted.
v & v Burst forever.
Disabled (0) Enabled (0) BDIP# is asserted by the

PCI 9656. Burst up to

Figure 3-12. DMA, PCI-to-Local Bus
16 bytes (MPC850 or
MPC860 compatible).
Slave Master Master Slave . .
/\ RMOSH ‘%Q@?’Ep& /\ Table 3-6. Normal DMA with EOT Function
DMASIZ1
— <‘B_'T)_’ Fast/Slow
——> BTERM# Terminate
<-:|BG# Enable Mode Select PCI1 9656
BB LA, TS¥, RD/WR# Bit(s) Bit(s) BDIP# Output

BDIP# is not asserted.

] LD, TA# 4]
§ PC| § Immediate transfer
9] & 9656 8 terminated by EOT#.
GNT# = . .
Enabled (1) Disabled (1) BDIP# is asserted until the

last Data transfer, or until
Bl# asserts for one

DEVSELH TR CLK cycle. (Refer to

Section 2.2.5.2.1.)

IRDY#

AD (addr & data)

v v BDIP# is asserted until
the last Data transfer,
Figure 3-13. DMA, Local-to-PCl Bus Enabled (1) Enabled (0) or until BI# asserts
for one CLK cycle
) Burst f . (Refer t
Note: Figures 3-12 and 3-13 represent a sequence of Bus cycles. u; ct?;ivs r2 é 26 1e ; °

BDIP# is not asserted.

Disabled (0) Disabled (1) Immediate transfer
terminated by EOT#.

Disabled (0) Enabled (0) BDIP# is asserted by the
PCI 9656. Transfers up
to the nearest 16-byte

boundary, then terminates

(MPC850 or MPC860
compatible).

Note: If the Burst Enable bit is set to 0, the PCI| 9656 performs
Single-Cycle transfers on the Local Bus.
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3.5.2.1 Block DMA PCI

Dual Address Cycle

The PCI 9656 supports the DAC feature in Block DMA
mode. Whenever the DMADACO and/or DMADAC1
register(s) contain a value of 0x00000000, the
PCI 9656 performs a Single Address Cycle (SAC) on
the PCI Bus. Any other value causes a Dual Address
to appear on the PCI Bus. (Refer to Figure 3-14.)

3.5.3 Scatter/Gather DMA Mode

In Scatter/Gather DMA mode, the Host processor or
Local processor sets up descriptor blocks in Local or
Host memory composed of PCI and Local addresses,
transfer count, transfer direction, and address of next
descriptor block. (Refer to Figure 3-15 and
Figure 3-16.) The Host or Local processor then:

e Enables the Scatter/Gather mode bit(s)
(DMAMODEDO[9]=1 and/or DMAMODE1[9]=1)

» Sets up the address of initial descriptor block
in the PCI 9656 Descriptor Pointer register(s)
(DMADPRO0 and/or DMADPR1)

* Initiates the transfer by setting a control bit(s)
(DMACSRO0[1:0] and/or DMACSR1[1:0])

The PCI 9656 supports zero wait state Descriptor
Block bursts from the Local and PCI Bus when

The PCI 9656 loads the first descriptor block and
initiates the Data transfer. The PCl 9656 continues to
load descriptor blocks and transfer data until it detects
the End of Chain bit(s) is set (DMADPRO[1]=1 and/or
DMADPR1[1]=1) (these bits are part of each
descriptor). When the End of Chain bit(s) is detected,
the PCI 9656 completes the current descriptor block
and sets the DMA Done bit(s) (DMACSRO0[4] and/or
DMACSR1[4]). If the End of Chain bit(s) is detected,
the PCI 9656 asserts a PCI interrupt (INTA#) and/or
Local interrupt (LINTo#).

The PCI 9656 can also be programmed to assert PCI
or Local interrupts after each descriptor is loaded, then
finish transferring.

If Scatter/Gather descriptors are in Local memory, the
DMA controller can be programmed to clear the
transfer size at completion of each DMA, using the
DMA Clear Count Mode bit(s) (DMAMODEOQ[16] and/
or DMAMODE1[16]).

Notes: In Scatter/Gather DMA mode, the descriptor includes the
PCI and Local Address Space, transfer size, and next descriptor
pointer. It also includes a DAC value, if the DAC Chain Load bit(s) is
enabled (DMAMODEO[18]=1 and/or DMAMODE1[18]=1).
Otherwise, the register (DMADACO and/or DMADAC1) values are
used.

The Descriptor Pointer register(s) (DMADPRO and/or DMADPR1)
contains end of chain (bit 1), direction of transfer (bit 3), next
descriptor address (bits [31:4]), interrupt after terminal count (bit 2),
and descriptor location (bit 0) bits.

the Local Burst Enable bit(s) is enabled The Local Bus width must be the same as Local Memory Bus width.
(DMAMODEDQ[8]=1 and/or DMAMODE1[8]=1). A DMA descriptor can be on the Local memory or the PCI memory,
or both (for example, one descriptor on Local memory, another
descriptor on PCl memory and vice-versa).
on= 100Nz 200n= 300n=s 4000z a00ns
[ N [ | I (I [ T |
CLK | 1 I ' N ' . 1
FRA&ME # k3 F
AD[31:0] ——— o pdduiiadds DAT A1 DT A2
CIBE[30]# ———Dugl iBuz CMO¥ C/HER O ;
Figure 3-14. Dual Address Timing
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DMA Operation

PCI Bus Local Bus

Set up Scatter/Gather
DMA for PCl-to-Local

PCI 9656 retrieves

:> Scatter/Gather data

from Local memory

:> PCI 9656 writes data

to Local Bus
:> PCI 9656 writes data
to Local Bus

PCI 9656 retrieves
:> Scatter/Gather data
from Local memory

PCI 9656 initiates read
from PCI Bus <:
PCI 9656 initiates read

from PCI Bus <_ PCI
9656

PCI 9656 initiates read

from PCI Bus <:

PCI 9656 initiates read
from PCI Bus <:

PCI 9656 writes data
to Local Bus

:> PCI 9656 writes data
to Local Bus
Read and Write cycles continue...

Figure 3-15. Scatter/Gather DMA Mode from
PClI-to-Local Bus (Control Access from the Local Bus)

PCI Bus Local Bus

Set up Scatter/Gather
DMA for Local-to-PCI

PCI 9656 retrieves
Scatter/Gather data
from PCI memory

PCI 9656 writes data <:

to PCI Bus
PCI 9656 writes data
to PCl Bus <:

PCI 9656 retrieves 4
Scatter/Gather data
from PCl memory

PCI 9656 writes data
to PCI Bus <:

PCI 9656 writes data
to PCI Bus <:

Read and Write cycles continue...

PCI 9656 initiates read
from Local Bus

PCI 9656 initiates read

PCI i from Local Bus
9656

PCI 9656 initiates read

ﬁ from Local Bus

PCI 9656 initiates read
from Local Bus

Figure 3-16. Scatter/Gather DMA Mode from
Local-to-PCI Bus (Control Access from the PCI Bus)

Note: Figures 3-15 and 3-16 represent a sequence of Bus cycles.

3.5.3.1 Scatter/Gather DMA

PCI Dual Address Cycle

The PCI 9656 supports the DAC feature in Scatter/
Gather DMA mode for Data transfers only. The
descriptor blocks should reside below the 4-GB
Address space.

The PCI 9656 offers three different options of how PCI
DAC Scatter/Gather DMA is utilized. Assuming the
descriptor blocks are located on the PCI Bus:

¢ DMADACO and/or DMADAC1 contain(s) a
non-zero value. DMAMODEOQ[18] and/or
DMAMODE1[18] is set to 0. The PCI 9656
performs a Single Address Cycle (SAC)
four-Lword descriptor block load from PCI
memory and DMA transfer with DAC on the
PCI Bus. (Refer to Figure 3-17.)

e DMADACO and/or DMADACH1 contain(s) an
0x00000000 value. DMAMODEOQ[18] and/or
DMAMODE1[18] is set to 1. The PCI 9656
performs a SAC five-Lword descriptor block
load from PCI memory and DMA transfer with
DAC on the PCI Bus. (Refer to Figure 3-18.)

e DMADACO and/or DMADAC1 contain(s) a
non-zero value. DMAMODEO[18] and/or
DMAMODE1[18] is set to 1. The PCI 9656
performs a SAC five-Lword descriptor block
load from PCI memory and DMA transfer with
DAC on the PCI Bus. The fifth descriptor
overwrites the value of the DMADACO and/or
DMADACH1 register(s). (Refer to Figure 3-18.)

3.5.3.2 DMA Clear Count Mode
The PCI 9656 supports DMA Clear Count mode
(Write-Back  feature, DMAMODEO[16] and/or
DMAMODE1[16]). This feature allows users to control
the Data transfer blocks during Scatter/Gather DMA
operations. The PCI 9656 clears the Transfer Size
descriptor to zero by writing to a descriptor-memory
location at the end of each transfer chain. This feature
is available for DMA descriptors located on the Local
and PCI Buses.

3.5.3.3 DMA Descriptor Ring

Management (Valid Mode)

In Scatter/Gather DMA mode, when the Valid Mode
Enable bit(s) is set to 0 (DMAMODEO[20]=0 and/or
DMAMODE1[20]=0), the Valid bit (bit 31 of transfer
count) is ignored. When the Valid Mode Enable bit(s)
is set to 1 (DMAMODEO[20]=1 and/or DMAMODEH1
[20]=1), the DMA descriptor proceeds only when the
Valid bit is set. If the Valid bit is set, the transfer count
is 0, and the descriptor is not the last descriptor, then
the DMA controller moves on to the next descriptor in
the chain.

3-22 Preliminary Information
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When the Valid Stop Control bit(s) is set to 0
(DMAMODEOQ[21]=0 and/or DMAMODE1[21]=0), the
DMA Scatter/Gather controller continuously polls the
descriptor with the Valid bit set to 0 (invalid descriptor)
until the Valid bit is read to be a 1. When the
Valid Stop Control bit(s) is set to 1 (DMAMODEO
[21]=1 and/or DMAMODE1[21]=1), the DMA Scatter/
Gather controller pauses if a Valid bit with a value of 0
is detected. In this case, the PCI 9656 must
restart the DMA controller by setting bit 1 of the DMA
Control/Status  register(s) (DMACSRO[1] and/or
DMACSR1[1]). The DMA Clear Count mode bit(s)
(DMAMODEO[16] and/or DMAMODE1[16]) must be
enabled for the Ring Management Valid bit to be
cleared at the completion of each descriptor.

3.54

The PCI 9656 can be programmed to perform Memory
Write and Invalidate cycles to the PCI Bus for DMA
transfers, as well as Direct Master transfers. (Refer to
Section 3.4.1.12.) The PCI 9656 supports Memory
Write and Invalidate transfers for cache line sizes of 8
or 16 Lwords. Size is specified in the System Cache
Line Size bits (PCICLSR[7:0]). If a size other than 8 or
16 is specified, the PCl 9656 performs Write transfers
rather than Memory Write and Invalidate transfers.

DMA Memory Write and Invalidate

DMA Memory Write and Invalidate transfers are
enabled when the DMA controller Memory Write and
Invalidate Enable bit(s) (DMAMODEO[13] and/or
DMAMODE1[13]) and the Memory Write and
Invalidate Enable bit (PCICR[4]) are set.

In Memory Write and Invalidate mode, the PCI 9656
waits until the number of Lwords required for specified
cache line size are read from the Local Bus before
starting the PCl access. This ensures a complete cache
line write can complete in one PCI Bus ownership. If a
target disconnects before a cache line completes, the
PCI1 9656 completes the remainder of that cache line,
using normal writes before resuming Memory Write and

Invalidate transfers. If a Memory Write and Invalidate
cycle is in progress, the PCI 9656 continues to burst if
another cache line is read from the Local Bus before
the cycle completes. Otherwise, the PCI 9656
terminates the burst and waits for the next cache line to
be read from the Local Bus. If the final transfer is not a
complete cache line, the PCI 9656 completes the DMA
transfer, using normal writes.

EOT# signal assertion, in any DMA transfer type, or
DREQO# and/or DREQ1# signal de-assertion in
Demand Mode before the cache line is read from the
Local Bus, results in the PCI 9656 performing a normal
PCI Memory Write to data read into a DMA FIFO.

3.5.41 DMA Abort

DMA transfers can be aborted, in addition to the EOT#
signal, as follows:

1. Clear the DMA Channel Enable bit(s)
(DMACSRO0[0]=0 and/or DMACSR1[0]=0).

2. Abort DMA by setting the Channel Abort bit(s)
(DMACSRO0[2]=1 and/or DMACSR1[2]=1).

3. Wait until the Channel Done bit(s) is set
(DMACSRO0[4]=1 and/or DMACSR1[4]=1).

Note: One to two Data transfers occur after the Abort bit is set.
Aborting when no DMA cycles are in progress causes the next
DMA to abort.

3.5.5 DMA Priority

The DMA Channel Priority bits (MARBR[20:19]) can
be used to specify the following priorities:

« Rotating (MARBR[20:19]=00)
« DMA Channel 0 (MARBR[20:19]=01)
« DMA Channel 1 (MARBR[20:19]=10)

PCIl 9656 Data Book r0.90
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Set DMA Mode
to Scatter/Gather N

‘ Mode Register

Set up First Descriptor
Pointer Register

(Required only for the
first Descriptor Pointer) N

N

4

‘ Memory Descriptor Block(s)

‘ Command/Status Register
“

Set Enable and

Go Bits in DMA
Command/Status Register
(DMACSRO0 and DMACSR1)
to Initiate DMA Transfer

®)

Local or

/ Host Memory

PCI
Memory

First PCI Address —|_>

First Transfer Size (byte count)

Next Descriptor Pointer

First Memory Block
to Transfer

First Local Address

PCI Address

Local Address

Next Memory Block
to Transfer

Transfer Size (byte count)

Next Descriptor Pointer ‘ ‘

4

End of Chain -~/
Specification Bit

Local
Memory

v

First Memory Block
to Transfer

Next Memory Block
to Transfer

Figure 3-17. Scatter/Gather DMA Mode Descriptor Initialization [PCl SAC/DAC PCI Address
(DMADACO0 and/or DMADAC1) Register Dependent]

Set DMA Mode
to Scatter/Gather .

‘ Mode Register

Set up First Descriptor
Pointer Register

(Required only for the
first Descriptor Pointer) N

N

4

‘ Memory Descriptor Block(s)

‘ Command/Status Register

Set Enable and 4
Go Bits in DMA T
Command/Status Register
(DMACSRO0 and DMACSR1)

to Initiate DMA Transfer

Local or

/ Host Memory

©

First Transfer Size (byte count)

Next Descriptor Pointer
PCI Address High

|
PCI Address Low
First Local Address ]

PCI
Memory

First Memory Block
to Transfer

PCI Address Low
Local Address
Transfer Size (byte count)

Next Descriptor Pointer ‘ ‘
4
/

/
'

PCI Address High

/
|

End of Chain -----
Specification Bit

>
Next Memory Block
to Transfer
Local
Memory
»
First Memory Block
to Transfer
L—»

Next Memory Block
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Figure 3-18. Scatter/Gather DMA Mode Descriptor Initialization [DAC PCl Address
(DMAMODEO[18], DMAMODE1[18]) Descriptor Dependent (PCl Address High Added)
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3.5.6 DMA Channel 0/1 Interrupts

A DMA channel can assert a PCl Bus or Local Bus
interrupt when done (transfer complete) or after a
transfer is complete for the current descriptor in Scatter/
Gather DMA mode. The DMA Channel Interrupt Select
bit(s) determine whether to asset a PClI
(DMAMODEQ[17]=1 and/or DMAMODE1[17]=1) or
Local (DMAMODEOQ[17]=0 and/or DMAMODE1[17]=0)
interrupt. The PCI or Local processor can read the DMA
Channel 0 Interrupt Active bits to determine whether a
DMA Channel 0 (INTCSR[21]) or DMA Channel 1
(INTCSR[22]) interrupt is pending.

The Channel Done bit(s) (DMACSRO0[4] and/or
DMACSR1[4]) can be used to determine whether an
interrupt is:

¢ DMA Done interrupt

» Transfer complete for current descriptor interrupt

The Done Interrupt Enable bit(s) (DMAMODEO[10]
and/or DMAMODE1[10]) enable a Done interrupt. In
Scatter/Gather DMA mode, a bit in the Next Descriptor
Pointer register of the channel (loaded from Local
memory) specifies whether to assert an interrupt at the
end of the transfer for the current descriptor.

A DMA Channel interrupt is cleared by the Channel
Clear Interrupt bit(s) (DMACSRO[3]=1 and/or
DMACSR1[3]=1).

3.5.7 DMA Data Transfers

The PCI 9656 DMA controller can be programmed to
transfer data from the Local-to-PCIl Bus or from the
PCI-to-Local Bus.

PCIl 9656 Data Book r0.90
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DMA Operation

3.5.7.1

PCI Interrupt Generation
(Programmable) ~ ———----- -

Local-to-PCIl Bus DMA Transfer

Load FIFO with
Local Bus
Read Cycles

« Done < -
Unload FIFO with
PCI Bus FIFO
Write Cycles
« <
_— PCI Bus Local Bus
PCI Bus Arbitration: Arbitration Arbitration
* Releases control of PCI Bus A
whenever FIFO becomes empty,
PCI Bus Latency Timer expires
and PCI GNT# de-asserts, PCI
disconnect is received, or Direct
Local-to-PCl Bus request is pending.
GNT# REQ# BG# BR#, BB#

* Rearbitrates for control of PCI Bus
when preprogrammed number of
entries in FIFO becomes available,
or after two PCI clocks if disconnect
is received.

Figure 3-19. Local-to-PCl Bus DMA Data Transfer Operation

3.5.7.2

PCI Interrupt Generation

PCI-to-Local Bus DMA Transfer

Local Interrupt Generation
(Programmable)

« Done

Local Bus Arbitration:

Releases control of Local Bus whenever

FIFO becomes full, terminal count is reached,
Local Bus Latency Timer is enabled and expires,
or Direct PCl-to-Local Bus request is pending.

Rearbitrates for control of Local Bus

when preprogrammed number of empty
entries in FIFO becomes available. If Local
Bus Latency Timer is enabled and expires,
waits until Local Bus Pause Timer expires.

Local Interrupt Generation

(Programmable) ~ -------- - S (Programmable)
« Done < - -- > « Done
Load FIFO with Unload FIFO with
PCI Bus FIFO Local Bus
Read Cycles Write Cycles
Local Bus
PCI Bus Arbitration: —1 A’:t():itlrEtLijjn Arbitration | ™ Local Bus Arbitration:
Releases control of PCIl Bus whenever ; « Releases control of Local Bus whenever
FIFO becomes full, terminal count is FIFO becomes empty, Local Bus Latency
reached, PCI Latency Timer expires and Timer is enabled and expires, or Direct
PCI GNT# de-asserts, PCI disconnect is received, PCl-to-Local Bus request is pending.
or Direct Local-to-PCI Bus request is pending. « Rearbitrates for control of Local Bus when
« Rearbitrates for control of PCI Bus when GNT# REQ# BG# BR# BB# preprogrammed number of entries

preprogrammed number of empty entries
in FIFO becomes available, or after two
PCI clocks if disconnect is received.

Figure 3-20.

PCI-to-Local Bus DMA Data Transfer Operation

becomes available in FIFO or PCI
terminal count is reached. IfLocal Bus
Latency Timeris enabled and expires,
waits until Local Bus Pause Timer expires.
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3.5.7.3 DMA Local Bus Error Condition

The PCI 9656 supports Local Bus error conditions with
the TEA# signal. TEA# may be asserted by a device on
the Local Bus, either before or simultaneously with TA#.
In either case, the PCI 9656 attempts to finish the
current transaction by transferring data and then
asserting TS# for every address that follows, waiting for
another TA# or TEA# to be issued to flush the FIFOs.
After sensing TEA# is asserted, the PCl 9656 asserts
PCl SERR# and sets the Signaled System Error bit
(PCISR[14], indicating a catastrophic error occurred on
the Local Bus. SERR# may be masked by resetting the
TEA# Input Interrupt Mask bit (LMISC1[5]=0).

The PCI9656 Local Bus Latency Timer
(MARBR][7:0]), as well as the Local Bus Pause Timer
(MARBR[15:8]), can be used to better utilize the
Local Bus.

3.5.7.4 DMA Unaligned Transfers

For unaligned Local-to-PCI transfers, the PCIl 9656
reads a partial Lword from the Local Bus. It continues
to perform a Single-Cycle read (Lwords) from the
Local Bus until the nearest 16-byte boundary. If the
Burst Mode bit is enabled, the PCI 9656 bursts
thereafter. Lwords are assembled, aligned to the PCI
Bus address, and loaded into the FIFO until the
nearest 16-byte boundary.

For PCI-to-Local transfers, Lwords are read from the
PCI Bus and loaded into the FIFO. On the Local Bus,
Lwords are assembled from the FIFO, aligned to the
Local Bus address and single cycle written to the Local
Bus until the nearest 16-byte boundary. If burst
functionality is enabled, the PCI 9656 bursts thereafter.

3.5.8 Demand Mode DMA, Channel 0/1

The Fast/Slow Terminate Mode Select bit(s)
(DMAMODEQ[15] and/or DMAMODE1[15]) determines
the number of Lwords to transfer after the
DMA controller DREQO# and/or DREQ1# input is
de-asserted.

If BDIP# output is not required to be driven by the
PCI 9656 for a DMA transfer (bit [15]=1), the DMA
controller releases the data bus after it receives an
external TA# or the internal wait state counter
decrements to O for the current Lword.

When the PCI9656 is in Demand Mode DMA
Local-to-PCIl Fast Terminate mode (DMAMODEOQ[15]
and/or DMAMODE1[15]) unaligned DMA transfers,
it monitors PCIl address increments to guarantee
Qword PCI data, 64-bit data completion when
DREQO# and/or DREQ1# is de-asserted in the middle
of the Data-Pocket transfer, Demand Mode DMA
pause. Due to the nature of unaligned transfers, the
PCI 9656 retains partial Lword data, and three or
fewer bytes remaining in the DMA FIFO are not
transferred when DREQO# and/or DREQ1# is de-
asserted in the middle of the Data-Pocket transfer.
When DREQO# and/or DREQ1# resumes, the data is
transferred to the PCI Bus. If the DREQO# and/or
DREQ1# assertion does not resume for ongoing
transfers, the EOT# signal assertion (along with
DREQO# and/or DREQ1# de-assertion) should be
used to ensure the partial data successfully transfers
to the PCI Bus.

These same conditions for DMA PCI-to-Local cause
the PCI 9656 to immediately pause the DMA transfer
on the Local Bus at Lword boundary. EOT# assertion
(along with DREQO# and/or DREQ1# de-assertion)
causes the PCIl 9656 to immediately terminate the
ongoing Data transfer and flush the DMA FIFO.

If BDIP# output must be driven by the PCI 9656 for the
DMA transfer (bit [15]=0), the DMA controller
continues transferring data up to the nearest 16-byte
boundary. If DREQO# and/or DREQ1# is de-asserted,
or the Local Latency Timer expired (MARBR register)
during the Address phase of the first transfer in
PCI 9656 Local Bus ownership (TS#, BG# asserted),
the DMA controller completes a 16-byte transfer. If
DREQO# and/or DREQ1# is de-asserted, or the Local
Latency Timer expired (MARBR register) during a
Data-Transfer phase, one Lword before the last
16-byte transfer, the PCIl 9656 finishes the transfer
and performs an additional 16-byte transfer to satisfy
BDIP# de-assertion protocol. (Refer to Table 3-7.)
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Table 3-7. Demand Mode DMA, Channel 0/1

BTERM# Fast/Slow
Input Terminate
Enable Mode Select

Bit(s) Bit(s)

PCl 9656
BDIP# Output

BDIP# is not asserted.
Immediate transfer
terminated by EOT#, or
until Bl# asserts for one
CLK cycle. (Refer to
Section 2.2.5.2.1.)

Enabled (1) Disabled (1)

BDIP# is asserted by the
PCI 9656 until the last
Data transfer, or until

Bl# asserts for one
CLK cycle. (Refer to
Section 2.2.5.2.1.)

Enabled (1) Enabled (0)

BDIP# is not asserted.
Immediate transfer
terminated by EOT#,
or until Bl# asserts for
one CLK cycle. (Refer to
Section 2.2.5.2.1.)

Disabled (0) Disabled (1)

Disabled (0) Enabled (0) BDIP# is asserted by the
PCI1 9656. Transfers up to
the nearest 16-byte
boundary, then terminates
(MPC850 or MPC860

compatible).

When the PCI9656 is in Demand Mode DMA
Local-to-PCI Slow Terminate mode (DMAMODEOQ[15]
and/or DMAMODE1[15]) unaligned DMA transfers, it
monitors PCl address increments to guarantee a
Qword PCIl Data, 64-bit data completion when
DREQO# and/or DREQ1# is de-asserted in the middle
of the Data-Pocket transfer, Demand Mode DMA
pause. Due to the nature of unaligned transfers, the
PCIl 9656 retains partial Qword data, seven or fewer
bytes remain in the DMA FIFO and are not transferred
when DREQO# and/or DREQ1# is de-asserted in the
middle of the Data-Pocket transfer. When DREQO#
and/or DREQ1# resumes, the data is transferred to
the PCI Bus. If DREQO# and/or DREQ1# assertion is
never resumed for ongoing transfers, the EOT# signal
assertion (along with DREQO# and/or DREQ1#
de-assertion) should be used to ensure the partial data
successfully transfers to the PCI Bus.

These same conditions for DMA PClI-to-Local cause
the PCl 9656 to pause the DMA transfer on the
Local Bus at the Qword Address or Lword Data
boundary, dependent upon BTERM# Input Enable bit.

(Refer to Section 2.2.5.2.1.) EOT# assertion (along
with DREQO# and/or DREQ1# de-assertion) causes
the PCI 9656 to terminate the ongoing Data transfer
and flush the DMA FIFO.

3.5.9 End of Transfer (EOT#) Input

The DMA EOT# Enabile bit(s) (DMAMODEO[14] and/or
DMAMODE1[14]) determines the number of Lwords to
transfer after a DMA controller asserts EOT# input.
EOT# input should be asserted only when the
PCI1 9656 owns a bus. (Refer to Table 3-8.)

If BDIP# output is not required to be driven by the
PCI 9656 for the DMA transfer (DMAMODEO[15]=1
and/or DMAMODE1[15]=1), and the DMA EOT#
Enable bit(s) is set (DMAMODEO[14]=1 and/or
DMAMODE1[14]=1), the DMA controller releases the
data bus and terminates DMA after receiving an
external TA# signal. Or, the internal wait state counter
decrements to O for the current Lword when EOT# is
asserted.

If BDIP# output must be driven by the PCIl 9656
for the DMA transfer (DMAMODEOQ[15]=0 and/or
DMAMODE1[15]=0), the DMA controller transfers data
up to the nearest 16-byte boundary if EOTH#,
(DMAMODEQ[14]=1 and/or DMAMODE1[14]=1) is
asserted and enabled.

When the BTERM# Enable bit is disabled, Fast/Slow
Terminate is enabled, and EOT# is asserted during
the Data-Transfer phase of the last four bytes of a
16-byte transfer, the PCI 9656 completes the transfer
and performs an additional 16-byte transfer to satisfy
the BDIP# de-assertion protocol. Otherwise, it
completes the current 16-byte transfer.

When the BTERM# Enable bit is enabled, or the
BTERM# Enable bit is disabled and Fast/Slow
Terminate is disabled, the DMA controller terminates a
transfer on an Lword boundary after EOT# is asserted.
For an 8-bit bus, the PCI 9656 terminates after
transferring the last byte for the Lword. For a 16-bit
bus, the PCI 9656 terminates after transferring the last
word for the Lword. In Single-Cycle mode (burst
disabled), the transfer is terminated at the next Lword
boundary after EOT# occurs. The exception to this is
when EOT# occurs on the last four bytes of the
Transfer Count setting.
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During the descriptor loading on the Local Bus, EOT#
assertion causes a complete descriptor load and no
subsequent Data transfer; however, this is not
recommended. This has no effect when the descriptor
is loaded from the PCI Bus.

Table 3-8. Any DMA Transfer Channel 0/1 with
EOT Functionality

Fast/Slow
Terminate
Mode Select
Bit(s)

BTERM#
Enable
Bit(s)

PCI 9656
BDIP# Output

BDIP# is not asserted.
Transfer is immediately
terminated by EOT# or
paused by DREQ# at
Lword boundary, or until
Bl# asserts for one
CLK cycle. (Refer to
Section 2.2.5.2.1.)

BDIP# is asserted by the
PCI 9656 until last Data
transfer. Transfer is
immediately terminated
by EOT# or paused
by DREQ# at
Lword boundary.

BDIP# is not asserted.
Transfer is immediately
terminated by EOT# or
paused by DREQ# at
Lword boundary.

BDIP# is asserted by the
PCI 9656. Transfers up to
the nearest 16-byte
boundary, then terminates
(MPC850 or MPC860

Enabled (1) Disabled (1)

Enabled (1) Enabled (0)

Disabled (0) Disabled (1)

Disabled (0) Enabled (0)

compatible).

3.5.10 DMA Arbitration

The PCI 9656 asserts BR# when it needs to be the
Local Bus Master. Upon receiving BG#, the PCI 9656
waits for BB# to be de-asserted. The PCI 9656 then
asserts BB# at the next rising edge of the Local clock
after sensing that BB# is de-asserted (no other device
is acting as Local Bus Master). The PCIl 9656
continues to assert BB# while acting as the Local Bus

Master (that is, it holds the bus until instructed to
release BB#) under the following conditions:

* Local Bus Latency Timer is enabled and expires
(MARBRI7:0])

* Direct Slave access is pending

e EOT# input is received (if enabled)

The DMA controller releases control of the PCl Bus
when one of the following conditions occurs:

e FIFOs are full or empty

» PCI Bus Latency Timer expires
(PCILTR[7:0])—and loses the PCI GNT# signal

¢ Target disconnect response is received

The DMA controller de-asserts PClI REQ# for a

minimum of two PCI clocks.

3.5.11 Local Bus Latency and
Pause Timers
The Local Bus Latency and Pause Timers are

programmable with the Mode/DMA Arbitration register
(MARBR([7:0, 15:8], respectively). If the Local Bus
Latency Timer is enabled and expires, the PCl 9656
completes an Lword transfer up to the nearest 16-byte
boundary and releases the Local Bus, de-asserting
BB#. After the programmable Pause Timer expires, it
arbitrates for the bus by asserting BR#. When it
receives BG#, it asserts BB# and continues to transfer
until the FIFO is empty for a Local-to-PCI transfer or
full for a PCI-to-Local transfer.

The DMA transfer can be paused by writing a 0 to the
Channel Enable bit. To acknowledge the disable, the
PCI 9656 gets at least one data from the bus before it
stops. However, this is not recommended during a burst.

The DMA Local Bus Timer starts after the Local Bus is
granted to the PCIl 9656 and the Local Pause Timer
starts after BB# is de-asserted.
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3.6

M MODE TIMING DIAGRAMS

Note: In the timing diagrams that follow, the “_” symbol at the end of the signal names represents the “#” symbol.

Ons

250ns
| | | | |

500ns
| | | |

LCLK

BR#

BG#

BB#

PCI 9054 requests Local Bus \ /

\

Other Local Bus Master drives Local Bus

PCI 9054 asserts BB# to drives Local Bus
and de-asserts BB# to end cycle

Timing Diagram 3-1. Local Bus Arbitration (BR#, BG#, BB#, and so forth)
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3.6.1 M Mode Direct Master Timing Diagrams

Ons 250ns 500ns
| | | | | | | | | | |

CLK

REQ# \
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FRAME# \.

—
—
—
AD[31:0]
C/BE[3:0}# (X 0
\
\
\

IRDY#

DEVSEL#

TRDY#

S S [ e I 6 I
LA[0:31] a0

RD/WR# \ /

(4]
(7]
(]
(]
[¢]
c
>
'R
i
(s}
c
S
2
[$]
[J]
(/7]

TSIZ[0:1] ( %0 )

BURST# \. /

TS# NI
BDIP# \. /
LD[0:31] Do (D1 X D2 XD3 X D4 XD5
TA# \. /

Timing Diagram 3-2. Direct Master Burst Write of Six Lwords beyond MPC860 Protocol

PCIl 9656 Data Book r0.90
© 2000 PLX Technology, Inc. All rights reserved. Preliminary Information 3-31



Section 3

M Mode Functional Description

M Mode Timing Diagrams

FRAME#
AD[31:0]
C/BE[3:0]#
IRDY#
DEVSEL#

TRDY#

LCLK
LA[0:31]
RD/WR#
TSIZ[0:1]
BURST#
TS#
BDIP#
LD[0:31]

TA#

\

A X__Xpo X1 XD2X D3 XD4XD5 )

(e X

0

\
\

A0

I

N

00

\
_/
\

\

{20XD1Xp2XD3XD4XD5 )—

—

Timing Diagram 3-3. Direct Master Burst Read of Six Lwords beyond MPC860 Protocol
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3.6.2 M Mode Direct Slave Timing Diagrams

BR#
BG#

BB#
LA[0:31]
RD/WR#
TSIZ[0:1]
BURST#
TS#
BDIP#
LD[0:31]

TA#

Ons 250ns

500ns 750ns

N/
n_/

\ /
(A0 XatXa2X asxaaxasX A6XATX ABKA)

\ /

< 00 >
\ /
/

{0 DK D2 03X D4XD5 )X DEXD7X DEX D)

\ /

Timing Diagram 3-5. Direct Slave Burst Write Cycle of 10 Lwords, Zero Wait States
beyond MPC860 Protocol, Bterm Enabled, Burst Enabled
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Ons 250ns 500ns 750ns

BR# ___/
BG# N4
BB# \ /
LA[0:31] (a0 XaiXa2X asXaaXpsX AeXATX ABKAS)
RD/WR#
TSIZ[0:1] ( 00 >
BURST# \. /
TS# \_/
BDIP# T [
LD[0:31] (o DX 003X DXp5X DeXp7X DeX D9y
TA# N\ T /

Timing Diagram 3-6. Direct Slave Burst Read Cycle of 10 Lwords, Zero Wait States
beyond MPC860 Protocol, Bterm Enabled, Burst Enabled

(4]
(7]
(]
(]
[¢]
c
>
'R
i
(s}
c
S
2
[$]
[J]
(/7]

Ons 100ns 200ns 300ns 400ns 5001
e e o e O e e e O I R e R D

CLK

FRAME# N/
AD[31:0] { ADDRX DATA )
C/BE[3:0]# {cmp X BE )
IRDY# \ /
DEVSEL# \ /
TRDY# N
INTA# r-lRESPONSE ON THE PCI BUS ’_-‘/_

LCLK
LINT# \ S

Timing Diagram 3-7. Local Interrupt Asserting PCI Interrupt
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Timing Diagram 3-20. Master Abort Condition during Direct Master Read Cycle Causes TEA#
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Timing Diagram 3-21. DMA Local-to-PCl, Bterm Enabled, Burst Enabled, Transfer Size = Eight Lwords,

EOT# Asserts at End of Third Local Data beyond MPC860 Protocol
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Timing Diagram 3-22. DMA PCI-to-Local, Bterm Enabled, Burst Enabled, Transfer Size = Eight Lwords,
EOT# Asserts at End of Third Local Data beyond MPC860 Protocol
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Ons 250ns 500ns 750ns

CTSipipipipigipipipininininipinipinigipigipipiniaininininipinigisl
BRI T\___/ N

Local Bus Pause Timer expires, Resume DMA operation

BG# — \___ / \ /

Kick off Local Bus Latency Timer

BB T\ / \

Kick off Local Bus Pause Timer

TS# Y /

Local Bus Latency Timer expires --> PCl 9656 releases Local Bus after last data transferred
(or up to Quad-Lword boundary during burst)
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Timing Diagram 3-23. Local Bus Latency Timer (Eight Clocks) and Pause Timer (Four Clocks) in DMA Operation
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Timing Diagram 3-24. Local Bus Latency Timer (Eight Clocks) and Pause Timer (Four Clocks)
in DMA Operation beyond MPC860 Protocol
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Timing Diagram 3-25. DMA PCI-to-Local, Bterm Enabled, Burst Enabled, Transfer Size = 10 Lwords,
beyond MPC860 Protocol
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Timing Diagram 3-26. DMA Local-to-PCl, Bterm Enabled, Burst Enabled, Transfer Size = 10 Lwords,

beyond MPC860 Protocol
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[([8]

SDACKT[1:0]#

User must clear the IDMA Enable bit when the MPC850 or MPC860
is done (monitor interrupt) with the IDMA cycle.

Timing Diagram 3-27. IDMA Single Write Cycle

Notes: The PCI 9656 treats the IDMA function from the MPC850 or MPC860 the same as a Direct Master cycle.
The MPC850 or MPC860 starts IDMA cycle when the IDMA Enable bit is set in the MPC850 or MPC860 respective register.
The PCI 9656 does not look at SDACK[1:0]# because the pins do not exist in the PCIl 9656 (not connected).
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4 C AND J MODES BUS OPERATION

4.1 PCI BUS CYCLES

The PCI 9656 is compliant with PCI Specification r2.2.
Refer to PCI Specification r2.2 for specific PCI Bus
functions.

411

As a Target, the PCI 9656 allows access to the
PCI 9656 internal registers and the Local Bus, using
the commands listed in Table 4-1.

Direct Slave Command Codes

All Read or Write accesses to the PCIl 9656 can be
Byte, Word, or Long-Word (Lword) accesses, defined
as 32 bit. All memory commands are aliased to basic
memory commands. All I/O accesses to the PCl 9656
are decoded to an Lword boundary. Byte enables are
used to determine which bytes are read or written. An
I/O access with illegal byte enable combinations is
terminated with a Target abort.

Table 4-1. Direct Slave Command Codes

41.21 DMA Master Command Codes

DMA controllers of the PCI 9656 can assert the
Memory cycles listed in Table 4-2.

Table 4-2. DMA Master Command Codes

Command Type Code (C/BE[7:0]#)
Memory Read 0110 (6h)
Memory Write 0111 (7h)

Memory Read Multiple 1100 (Ch)
PCI Dual Address Cycle 1101 (Dh)
Memory Read Line 1110 (Eh)
Memory Write and Invalidate 1111 (Fh)

4.1.2.2 Direct Local-to-PCI

Command Codes

For direct Local-to-PCl Bus accesses, the PCl 9656
asserts the cycles listed in Table 4-3 through Table 4-5.

Table 4-3. Local-to-PCl Memory Access

Command Type Code (C/BE[7:0]#)
I/0 Read 0010 (2h)
I/O Write 0011 (3h)
Memory Read 0110 (6h)
Memory Write 0111 (7h)
Configuration Read 1010 (Ah)
Configuration Write 1011 (Bh)
Memory Read Multiple 1100 (Ch)
Memory Read Line 1110 (Eh)
Memory Write and Invalidate 1111 (Fh)

4.1.2

The PCI 9656 can access the PCl Bus to perform
DMA or Direct Master Local-to-PCI Bus transfers.
During a Direct Master or DMA transfer, the command
code assigned to the PCI 9656 internal register
location (CNTRL[15:0]) is used as the PClI command
code (except for Memory Write and Invalidate mode
for DMA cycles where DMPBAM[9]=1.

PCI Master Command Codes

Notes: Programmable internal registers determine PCI
command codes when the PC| 9656 is the Master.

DMA cannot perform I/O or Configuration accesses.

Command Type Code (C/BE[7:0]#)
Memory Read 0110 (6h)
Memory Write 0111 (7h)
Memory Read Multiple 1100 (Ch)
PCI Dual Address Cycle 1101 (Dh) o
Memory Read Line 1110 (Eh) a
Memory Write and Invalidate 1111 (Fh) n::,
-
(3}
Table 4-4. Local-to-PCI I/O Access <‘|;
Command Type Code (C/BE[7:0]#) '%
/O Read 0010 (2h) é
I/O Write 0011 (3h)

Table 4-5. Local-to-PCl Configuration Access

Command Type Code (C/BE[7:0]#)
Configuration Memory Read 1010 (Ah)
Configuration Memory Write 1011 (Bh)
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Local Bus Cycles

4.1.3 PCI Arbitration

The PCI 9656 asserts REQ# to request the PCI Bus.
The PCI 9656 can be programmed using the PCI
Request Mode bit (MARBR[23]) to de-assert REQ#
when it asserts FRAME# during a Bus Master cycle, or
to keep REQ# asserted for the entire Bus Master
cycle. The PCI 9656 always de-asserts REQ# for a
minimum of two PCI clocks between Bus Master
ownership that includes a Target disconnect.

The Direct Master Write Delay bits (DMPBAM[15:14])
can be programmed to delay the PCI 9656 from
asserting PClI REQ# during a Direct Master Write
cycle. DMPBAM can be programmed to wait 0, 4, 8, or
16 PCI Bus clocks after the PCI 9656 has received its
first Write data from the Local Bus Master and is ready
to begin the PCl Write transaction. This function is
useful in applications where a Local Master is bursting
and a Local Bus clock is slower than the PCl Bus
clock. This allows Write data to accumulate in the
PCI1 9656 Direct Master Write FIFO, which provides
for better use of the PCI Bus.

4.2 LOCAL BUS CYCLES

The PCI 9656 interfaces a PCI Host bus to several Local
Bus types, as listed in Table 4-6. It operates in one of
three modes (selected through the MODE[1:0] pins),
corresponding to the three bus types—M, C, and J.

Table 4-6. Local Bus Types

4.2.1 Local Bus Arbitration

The PCI 9656 asserts LHOLD to request the Local
Bus. It owns the Local Bus when LHOLD and
LHOLDA are asserted. When the PCIl9656
acknowledges BREQI assertion during DMA or Direct
Slave Write transfers, it releases the Local Bus within
two Lword transfers by de-asserting LHOLD and
floating the Local Bus outputs if either of the following
conditions exist:

* BREQI is asserted and enabled

* Gating is enabled and the Local Bus Latency
Timer is enabled and expires (MARBR[27, 7:0],
respectively)

The Local Arbiter can now grant the Local Bus to
another Local Master. After the PCI 9656
acknowledges that LHOLDA is de-asserted and the
Local Bus Pause Timer is zero, it re-asserts LHOLD to
request the Local Bus. When the PCI 9656 receives
LHOLDA, it drives the bus and continues the transfer.

Note: The Local Bus Pause Timer applies only to DMA operation.
It does not apply to Direct Slave operation.

4.2.2

Local Bus cycles can be Single or Burst cycles. The
BLAST# signal is used to determine whether a Single
or Burst cycle is to be performed. If BLAST# is
asserted at the beginning of the first Data phase, on
which the PCI 9656 performs a Single PCI Bus cycle.
Otherwise, the PCIl 9656 performs a Burst PCl Bus
cycle and BLAST# is used to end the cycle. As a Local
Bus Target, the PCI 9656 allows access to the
PCI 9656 internal registers and the PCI Bus.
Non-32-bit Direct Master accesses to the PCI 9656
require simple external logic (latch array to combine
data into a 32-bit bus).

Direct Master

Local Bus Direct Master accesses to the PCIl 9656
must be for a 32-bit non-pipelined bus.

4.2.3

The PCI Bus Master reads from and writes to the
Local Bus (the PCI 9656 is a PCI Bus Target and a
Local Bus Master).

Direct Slave

Pin tbd Pin tbd Mode Bus Type
1 1 M 32-bit non-multiplexed
1 0 Reserved | —
0 0 C 32-bit non-multiplexed
0 1 J 32-bit multiplexed
4-2 Preliminary Information
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4.2.4 Wait State Control

If READY# mode is disabled, the external READY#
input signal has no effect on wait states for a Local
access. Wait states between Data cycles are asserted
internally by a wait state counter. The wait state
counter is initialized with its Configuration register
value at the start of each data access.

If READY# mode is enabled, it has no effect until the
wait state counter reaches 0. READY# then controls
the number of additional wait states.

BTERM# input is not sampled until the wait state
counter reaches 0. BTERM# overrides READY# when
BTERM# is enabled and asserted.

The following figure illustrates the PCIl 9656 wait
states for C and J modes.

PCI Bus Local Bus
Accessing PCI 9656 Accessing PCl 9656
from PCI Bus from Local Bus

=

PCI 9656 de-asserts
TRDY# when waiting
on the Local Bus

PCl 9656 generates READY#
when data is valid on
the following clock edge

PCI Bus de-asserts IRDY#
or simply ends the cycle

Local Processor
generates wait states

when it is not ready with WAIT#

accessingPF%lggiS <: r PCI g
PCI 9656 can be 9656

programmed

to de-assert IRDY#
when its Direct

Master Read FIFO is full

PCI Bus de-asserts
TRDY# when it is
not ready

PCl 9656
accessing Local Bus

PCI 9656 generates wait
states with WAIT#
(programmable)

Local Bus can respond
to PCI 9656 requests
with READY#

Figure 4-1. Wait States
Note: Figure 4-1 represents a sequence of Bus cycles.

4.2.41 Wait States—Local Bus

In Direct Master mode and when accessing the
PCI 9656 registers, the PCl 9656 acts as a Local Bus
Slave. The PCIl 9656 asserts wait states by delaying
the READY# signal. The Local processor asserts wait
states with the WAIT# signal.

In Direct Slave and DMA modes, the PCI 9656 acts as
a Local Bus Master. The PCI 9656 inserts internal
wait states with the WAIT# signal. The Local
processor asserts external wait states by delaying the
READY# signal.

The Internal Wait State bit(s) (LBRDO0[21:18, 5:2],
LBRD1[5:2], DMAMODEQ[5:2], and/or DMAMODE1
[5:2]) can be used to program the number of internal
wait states between the first address-to-data (and
subsequent data-to-data in Burst mode).

During Direct Master accesses, WAIT# signal must be
asserted during the ADS phase for the PCI 9656 to
sample the wait state phase.

In Direct Slave and DMA modes, the READY#
signal has no effect until the wait state counter
(LBRDO[21:18, 5:2], LBRD1[5:2], DMAMODEOQ[5:2],
and/or DMAMODE1[5:2]) reaches zero. READY# then
controls the number of wait states by being de-asserted
in the middle of the Data transaction.

4.24.2 Wait States—PCI Bus

The PCI Bus Master throttles IRDY# and the PCI Bus
Slave throttles TRDY# to assert PCl Bus wait state(s).

PCIl 9656 Data Book r0.90
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Local Bus Cycles

4.2.,5 Burst Mode and Continuous
Burst Mode (Bterm “Burst
Terminate” Mode)

Note: In the following sections, Bterm refers to the PCl 9656
internal register bit and BTERM# refers to the PCI 9656 external
signal.

4,251 Burst and Bterm Modes

Table 4-7. Burst and Bterm on the Local Bus

4.2,5.2 Burst-4 Lword Mode

If the Burst Mode bit is enabled and the Bterm Mode
bit is disabled, bursting can start on any Lword
boundary and continue up to a 16-byte address
boundary. After data up to the boundary is transferred,
the PCI 9656 asserts a new Address cycle (ADS#).

Table 4-8. Burst-4 Lword Mode

Mode Burst | Bterm Result
0 0 One ADS# per data
Single Cycle (default).
0 1 One ADS# per data.
1 0 One ADS# per four data
Burst-4 (recommended for i960

and PPC401 family).

Bus Width Burst
32 bit Four Lwords or up to a quad-Lword boundary
(LA3, LA2 = 11)
16 bit Four words or up to a Qword boundary
(LA2, LA1 =11)
8 bit Four bytes or up to a quad-byte boundary
(LA1, LAO = 11)

One ADS# per
BTERM# (refer to
Section 4.2.5.2.1).

Burst Forever

On the Local Bus, BLAST# and BTERM# perform the
following:

 If the Burst Mode bit is enabled, but the Bterm
Mode bit is disabled, then the PCI 9656 bursts
(up to a Qword boundary) four Lwords. BLAST# is
asserted at the beginning of the fourth Lword Data
phase (LA[3:2]=11) and a new ADS# is asserted
at the first Lword (LA[3:2]=00) of the next burst.

* |f BTERM# is enabled and asserted, the PCl 9656
terminates the Burst cycle of the end of the current
Data phase without generating BLAST#. The
PCI 9656 generates a new burst transfer starting
with a new ADS#, terminating it normally using
BLASTH#.

e BTERM# input is valid only when the PCI 9656
is Master of the Local Bus (Direct Slave or
DMA modes).

* As an input, BTERM# is asserted by external logic.
It instructs the PCI 9656 to break up a Burst cycle.

e BTERM# is used to indicate a memory access is
crossing a page boundary or requires a new
Address cycle.

Notes: If Address Increment is disabled, the DMA transfer

bursts beyond four Lwords.

If the Bterm Mode bit is disabled, the PCI 9656 performs the

following:

e 32-bit Local Bus—Bursts up to four Lwords

e 16-bit Local Bus—Bursts up to two Lwords

e 8-bit Local Bus—Bursts up to one Lword

In every case, it performs four transactions.

4.2.5.2.1 Continuous Burst Mode
(Bterm “Burst Terminate” Mode)

If both the Burst and Bterm Mode bits are enabled, the
PCI 9656 can operate beyond the Burst-4 Lword mode.

Bterm mode enables PCI 9656 to perform long bursts to
devices that can accept bursts of longer than four Lwords.
The PCI 9656 asserts one Address cycle and continues to
burst data. If a device requires a new Address cycle
(ADS#), it can assert BTERM# input to cause the
PCI 9656 to assert a new Address cycle. BTERM# input
acknowledges current Data transfer and requests that a
new Address cycle be asserted (ADS#). The new address
is for the next Data transfer. If the Bterm Mode bit is
enabled and the BTERM# signal is asserted, the
PCI 9656 asserts BLAST# only if its Read FIFO is full, its
Write FIFO is empty, or if a transfer is complete.

4.2.5.3 Partial Lword Accesses

Lword accesses in which not all byte enables asserted
will be broken into Single-Cycle accesses. Burst start
addresses can be any Lword boundary. If the Burst
Start Address in a Direct Slave or DMA transfer is not
aligned to an Lword boundary, the PCI 9656 first
performs a Single cycle. It then starts to burst on the
Lword boundary if there is remaining data that is not a
whole Lword during DMA (for example, it results in a
Single cycle at the end).

4-4 Preliminary Information
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4.2.6

In J mode, the PCI 9656 inserts one recovery state
between the last Data transfer and the next Address
cycle.

Recovery States (J Mode Only)

Note: The PCI 9656 does not support the i960J function that uses
READY# input to add recovery states. No additional recovery states are
added if READY# input remains asserted during the last Data cycle.

4.2.7

For all Single-Cycle Local Bus Read accesses, the
PCI 9656 reads only bytes corresponding to byte
enables requested by the Direct Master. For all Burst
Read cycles, the PCI 9656 passes all the bytes and
can be programmed to:

Local Bus Read Accesses

* Prefetch

e Perform Read Ahead mode

* Generate internal wait states

* Enable external wait control (READY# input)
e Enable type of Burst mode to perform

4.2.8

For Local Bus writes, only bytes specified by a PCI Bus
Master or the PCI 9656 DMA controller are written.

Local Bus Write Accesses

4.2.9 Direct Slave Accesses to 8- or

16-Bit Local Bus

Direct PCI access to an 8- or 16-bit Local Bus results in
the PCI Bus Lword being broken into multiple Local Bus
transfers. For each transfer, byte enables are encoded
as in the i960C to provide Local Address bits LA[1:0].

4.2.10 Local Bus Data Parity

Generation or use of Local Bus data parity is optional.
Signals on the data parity pins do not affect operation
of the PCI 9656. The PCI Bus parity checking and

error (SERR#), or other means of PCl Bus transfer
termination as a result of the parity error on the PCI
data address, command code, and byte enables. The
Local Bus Parity Check is passive and only provides
parity information to the Local processor during Direct
Master, Direct Slave, and DMA transfers.

There is one data parity pin for each byte lane of the
PCIl 9656 data bus (DP[3:0]). “Even data parity” is
asserted for each lane during Local Bus reads from
the PCI 9656 and during PCl 9656 Master writes to
the Local Bus.

Even data parity is checked during Local Bus writes to
the PCIl 9656 and during PCIl 9656 reads from the
Local Bus. Parity is checked for each byte lane with an
asserted byte enable. If a parity error is detected,
LSERR# is asserted in the Clock cycle following the
data being checked.

Parity is checked for Direct Slave reads, Direct Master
writes, and DMA Local Bus reads. The PCI 9656 sets
a status bit and asserts an interrupt (LSERR#) in the
clock cycle following data being checked if a parity
error is detected. However, the Data Parity Error
Status bit and interrupt are never set or asserted
unless the READY# signal is active and asserted low.
This applies only when the READY# signal is disabled
in the PCI 9656 register. A workaround for this is to
disable the READY# Enable bit and externally pull
READY# low.

4.3 BIG ENDIAN/LITTLE ENDIAN

4.3.1 PCI Bus Little Endian Mode

PCI Bus is a Little Endian bus (that is, the address is
invariant and data is Lword-aligned to the lowermost
byte lane).

Table 4-9. PCI Bus Little Endian Byte Lanes

) o . Byte Number Byte Lane
generation is independent of the Local Bus parity o AD[70]
checking and generation. PCl Bus parity checking ] AD15'_8
may result in assertion of PERR#, a PCI Bus system [15:8]
2 AD[23:16]
3 AD[31:24]
PCIl 9656 Data Book r0.90
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Big Endian/Little Endian

4.3.2 Local Bus Big/Little Endian Mode

The PCI 9656 Local Bus can be programmed to
operate in Big or Little Endian mode.

Table 4-10. Byte Number and Lane Cross-Reference

Byte Number
Mode Big Endian Little Endian | Byte Lane
3 0 LD[7:0]
c 2 1 LD[15:8]
1 2 LD[23:16]
0 3 LD[31:24]
3 0 LAD[7:0]
2 1 LAD[15:8]
! 1 2 LAD[23:16]
0 3 LAD[31:24]

Table 4-11. Big/Little Endian Program Mode

BIGEND Register
BIGEND# Pin (1=Big, O=Little) Endian Mode
0 0 Big
0 1 Big
1 0 Little
1 1 Big

Table 4-12 lists register bits associated with the
following cycles.

Table 4-12. Cycle Reference

Cycle Register Bits
Locall accgss to the BIGEND[0]
Configuration registers
Direct Master, Memory,
and 1/0 BIGENDI[1]
. BIGENDI2], Space 0, and
Direct Slave BIGENDI3], Expansion ROM

In Big Endian mode, the PCI 9656 transposes data
byte lanes. Data is transferred as listed in Table 4-13
through Table 4-18.

4.3.2.1 32-Bit Local Bus—Big Endian

Mode

Data is Lword aligned to uppermost byte lane
(Data Invariance).

Table 4-13. Upper Lword Lane Transfer—
32-Bit Local Bus

Burst Order Byte Lane

Byte 0 appears on Local Data [31:24]

Byte 1 appears on Local Data [23:16]

First transfer
Byte 2 appears on Local Data [15:8]

Byte 3 appears on Local Data [7:0]

Little Endian
31 0
BYTE 3 BYTE 2 BYTE 1 BYTE O
31
BYTE O BYTE 1 BYTE 2 BYTE 3
Big Endian

Figure 4-2. Big/Little Endian—32-Bit Local Bus
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4.3.2.2 16-Bit Local Bus—Big Endian 4.3.2.3

Mode

8-Bit Local Bus—Big Endian
Mode

For an 8-bit Local Bus, the PCI 9656 can be
programmed to use upper or lower byte lanes.

For a 16-bit Local Bus, the PCI 9656 can be
programmed to use upper or lower word lanes.

Table 4-16. Upper Byte Lane Transfer—

Table 4-14. Upper Word Lane Transfer—
8-Bit Local Bus

16-Bit Local Bus

Burst Order

Byte Lane

Burst Order

Byte Lane

Byte 0 appears on Local Data [31:24]

First transfer

Byte 0 appears on Local Data [31:24]

First transfer

Byte 1 appears on Local Data [23:16]

Second transfer

Byte 1 appears on Local Data [31:24]

Byte 2 appears on Local Data [31:24]

Third transfer

Byte 2 appears on Local Data [31:24]

Second transfer

Byte 3 appears on Local Data [23:16]

Fourth transfer

Byte 3 appears on Local Data [31:24]

Table 4-15. Lower Word Lane Transfer—

16-Bit Local Bus

Table 4-17. Lower Byte Lane Transfer—

8-Bit Local Bus

Burst Order

First transfer

Byte Lane

Burst Order Byte Lane

Byte 0 appears on Local Data [15:8] Byte 0 appears on Local Data [7:0]

First transfer Second transfer | Byte 1 appears on Local Data [7:0]

Third transfer

Byte 1 appears on Local Data [7:0]

Byte 2 appears on Local Data [15:8] Byte 2 appears on Local Data [7:0]

Second transfer

Fourth transfer Byte 3 appears on Local Data [7:0]

Byte 3 appears on Local Data [7:0]

31 Little Endian 0 31 Little Endian 0
BYTE 3 BYTE 2 BYTE 1 BYTE O
BYTE 3 BYTE 2 BYTE 1 BYTE 0 A
First
First C% Sgcolnd Cycle jt
H Cle

15 : Fourth gcgli y ! : OQ-
Second Cycle BYTE 0 BYTE 1 Cycle 15 8 BYTE 0 g

0
15 0 ’s 16l BYTEO @
31 16 Big Endian & BYTEO | 0 3
BYTEO | BYTE1 31 04 4
7 0 c
15 0 BYTE 0 o 2
Big Endian 7 0 Big Endian §

Figure 4-3. Big/Little Endian—16-Bit Local Bus Figure 4-4. Big/Little Endian—8-Bit Local Bus
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4.3.2.4 Local Bus Big/Little Endian

Mode Accesses

For each of the following transfer types, the PCl 9656
Local Bus can be independently programmed to
operate in Little Endian or Big Endian mode:

* Local Bus accesses to the PCI 9656 Configuration
registers

¢ Direct Slave PCI accesses to Local Address
Space 0

¢ Direct Slave PCI accesses to Local Address
Space 1

¢ Direct Slave PCI accesses to the Expansion ROM
e DMA Channel 0 accesses to the Local Bus

¢ DMA Channel 1 accesses to the Local Bus

* Direct Master accesses to the PCI Bus

For Local Bus accesses to the Internal Configuration
registers and Direct Master accesses, use BIGEND#
to dynamically change the Endian mode.

Notes: The PCI Bus is always Little Endian.

Only byte lanes are swapped, not individual bits.

4.4 SERIAL EEPROM

Functional operation described can be modified

through the PCI9656 programmable internal
registers.
441 Vendor and Device ID Registers

Three Vendor and Device ID registers are supported:

¢ PCIIDR—Contains normal Device and Vendor IDs.
Can be loaded from the serial EEPROM or Local
processor(s).

¢ PCISVID—Contains Subsystem and Subvendor
IDs. Can be loaded from the serial EEPROM or
Local processor(s).

¢ PCIHIDR—Contains hardcoded PLX Vendor and
Device IDs.

4411 Serial EEPROM Initialization

During serial EEPROM initialization, the PCI 9656
responds to Direct Slave accesses with a Retry.
During serial EEPROM initialization, the PCI 9656
responds to a Local processor access by delaying
acknowledgment of the cycle (READY#).

4.41.2 Local Initialization

Refer to the document, PCI 9656 Blue Book
Revision 0.90 Correction, for the corrected version

of this section.

44.2 Serial EEPROM Operation

After reset, the PCI 9656 attempts to read the serial
EEPROM to determine its presence. An active Start bit
set to O indicates a serial EEPROM is present. The
PCI1 9656 supports 93CS56L (2K bits) or 93CS66L
(4K bits). (Refer to manufacturer's data sheet for the
particular serial EEPROM being used.) The first Lword
is then checked to verify that the serial EEPROM is
programmed. If the first Lword (33 bits) is all ones, a
blank serial EEPROM is present. If the first Lword (33
bits) is all zeros, no serial EEPROM is present. For
both conditions, the PCI 9656 reverts to the default
values. (Refer to Table 4-18.) The Programmed Serial
EEPROM Present bit is set (CNTRL[28]=1) if the serial
EEPROM is programmed (real or random data if a
serial EEPROM is detected).

The 3.3V serial EEPROM clock (EESK) is derived
from the PCI clock. The PCI 9656 generates the serial
EEPROM clock by internally dividing the PCI clock by
268. For a 66.6 MHz PCI Bus, EESK is 248.7 kHz; for
a 33.3 MHz PCI Bus, EESK is 124.4 kHz.

The serial EEPROM can be read or written from the
PCIl or Local Buses. The Serial EEPROM Control
Register bits (CNTRL[28:24]) control the PCIl 9656
pins that enable reading or writing of serial EEPROM
data bits. (Refer to manufacturer's data sheet for the
particular serial EEPROM being used.)

The PCI 9656_AA revision provides the ability to
manually access the serial EEPROM. This may be
accomplished by using bits 24 through 27, 31 of the

4-8 Preliminary Information
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CNTRL register (EESK, EECS, and EEDI/EEDO
controlled by software). Bit 24 is used to generate
EESK (clock), bit 25 controls the chip select, and bit 31
enables EEDO Input buffer. Bit 27, when read, returns
the value of EEDI.

Setting bits 24, 25, and 31 to 1 causes the output to go
high. A pull-up resistor is required on EEDO to go high
when bit 31 is set. When reading the EEPROM, bit 31
must be setto a 1.

To perform the read, the basic approach is to set the
EECS and EEDO bits (bits 25 and 31, respectively) to
the desired level and then toggle EESK high and low
until done. For example, reading the serial EEPROM
at location 0 involves the following steps:

Clear EESK, EEDO and EECS bits.
Toggle EESK high, then low.

Set EECS high.

Toggle EESK high, then low.

Set EEDO bit high (start bit).
Toggle EESK high, then low.
Repeat step 6.

Clear EEDO.

Toggle EESK bit high, then low eight times
(clock in Local Address 0).

10. Set EEDO to float the EEDO pin for reading.

11. Toggle EESK high, then low 16 times (clock in
one word from serial EEPROM).

12. After each clock pulse, read bit 27 and save.
13. Clear EECS bit.

14. Toggle EESK high, then low.

15. Read is now complete.

© © N Ok wND =

The serial EEPROM can also be read or written, using
the VPD function. (Refer to Section 10.)

The PCI 9656 has two serial EEPROM load options:

* Long Load Mode—Default. The PCI 9656 loads
17 Lwords from the Serial EEPROM and the
Extra Long Load from Serial EEPROM bit
(LBRDO[25])

* Extra Long Load Mode—The PCI 9656 loads
23 Lwords if the Serial EEPROM and the Extra
Long Load from Serial EEPROM bit is set
(LBRDO[25]=1) during a Long Load

Table 4-18. Serial EEPROM Guidelines

Serial
EEPROM

Local
Processor

System Boot
Condition

The PCI 9656 uses default values.
The EEDI/EEDO pin must be pulled
low—a 1K ohm resistor is required
(rather than pulled high, which

is typically done for this pin).

If the PCI 9656 detects all zeros,

it reverts to default values.

None None

None Programmed | Boot with serial EEPROM values.
The Local Init Status bit (LMISC1[2])

must be set by the serial EEPROM.

Blank The PCI 9656 detects a blank device

and reverts to default values.

None

Present None Refer to the document, PCI 9656

Blue Book Revision 0.90
Correction, for the corrected
version of this table entry.

Present Programmed | Load serial EEPROM, but the Local
processor can reprogram the

PCI 9656. Either the Local processor
or the serial EEPROM must set the

Local Init Status bit (LMISC1[2]=done).

Blank The PCI 9656 detects a blank serial

EEPROM and reverts to default values.
Notes: In some systems, the Local
processor may be too late to
reconfigure the PCI 9656 registers
before the BIOS configures them.
The serial EEPROM can be
programmed through the PCI 9656

Present

after the system boots in this condition.

Note: If the serial EEPROM is missing and a Local Processor
is present with blank Flash, the condition None/None (as seen in
Table 4-18) applies, until the Processor’s Flash is programmed.

PCI 9656 Data Book r0.90b
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4421 Long Serial EEPROM Load

The registers listed in Table 4-19 are loaded from the
serial EEPROM after a reset is de-asserted if the Extra
Long Load from Serial EEPROM bit is not set
(LBRDO[25]=0). The serial EEPROM is organized in
words (16 bit). The PCI 9656 first loads the Most
Significant Word bits (MSW[31:16]), starting from the
Most Significant bit, (MSB[31]). The PCI 9656 then
loads the Least Significant Word bits (LSW[15:0]),
starting again from the Most Significant bit (MSB[15]).
Therefore, the PCI 9656 loads the Device ID, Vendor
ID, class code, and so forth.

The serial EEPROM values can be programmed using
a Data I/O programmer. The values can also be
programmed using the PCI 9656 VPD function (refer
to Section 10) or through the Serial EEPROM Control
register (CNTRL).

The CNTRL register allows programming of the serial
EEPROM, one bit at a time. To read back the value
from the serial EEPROM, the CNTRL[27] bit (refer to
Section 4.4.2) or the VPD function should be utilized.
With full utilization of VPD, the designer can perform
reads and writes from/to the serial EEPROM, 32 bits
at a time. Values should be programmed in the order
listed in Table 4-19. The 34, 16-bit words listed in the
table are stored sequentially in the serial EEPROM.

4422 Extralong Serial EEPROM Load

The registers listed in the Local Address Space 0/
Expansion ROM Bus Region Descriptor register
(LBRDOQ) are loaded from the serial EEPROM after a
reset is de-asserted if the Extra Long Load from Serial
EEPROM bit is set (LBRDO[25]=1). The serial
EEPROM is organized in words (16 bit). The PCI 9656
first loads the Most Significant Word bits
(MSWI[31:16]), starting from the Most Significant bit
(MSB[31]). It then loads the Least Significant Word
bits (LSW[15:0]), restarting from the Most Significant
bit (MSB[15]). Therefore, the PCI 9656 loads Device
ID, Vendor ID, class code, and so forth.

The serial EEPROM values can be programmed using
a Data I/O programmer. The values can also be
programmed using the PCI 9656 VPD function or
through the Serial EEPROM Control register (CNTRL).
Values should be programmed in the order listed in
Table 4-20. The 46 16-bit words listed in Table 4-19
and Table 4-20 should be stored sequentially in the
serial EEPROM.
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Table 4-19. Long Serial EEPROM Load Registers

Serial
EEPROM
Offset Description Register Bits Affected

Oh Device ID PCIIDR[31:16]

2h Vendor ID PCIIDR[15:0]

4h Class Code PCICCR[23:8]

6h Class Code / Revision PCICCRJ7:0]/ PCIREV[7:0]
8h Maximum Latency / Minimum Grant PCIMLR[7:0]/ PCIMGRJ[7:0]
Ah Interrupt Pin / Interrupt Line Routing PCIIPR[7:0] / PCIILR[7:0]
Ch MSW of Mailbox 0 (User Defined) MBOXO0[31:16]

Eh LSW of Mailbox 0 (User Defined) MBOXO0[15:0]

10h MSW of Mailbox 1 (User Defined) MBOX1[31:16]

12h LSW of Mailbox 1 (User Defined) MBOX1[15:0]

14h MSW of Range for PCI-to-Local Address Space 0 LASORR[31:16]

16h LSW of Range for PCl-to-Local Address Space 0 LASORR[15:0]

18h MSW of Local Base Address (Remap) for PCl-to-Local Address Space 0 LASOBA[31:16]

1Ah LSW of Local Base Address (Remap) for PCl-to-Local Address Space 0 LASOBA[15:0]

1Ch MSW of Mode/DMA Arbitration Register MARBR[31:16]

1Eh LSW of Mode/DMA Arbitration Register MARBR[15:0]

I e o LMISC2[701 PROT AREAT
220 | L5W of Looal Bus Bighitte Endian Desriptor Register LMISC1[7:0]/ BIGENDI7:0]
24h MSW of Range for PCI-to-Local Expansion ROM EROMRR[31:16]

26h LSW of Range for PCl-to-Local Expansion ROM EROMRR][15:0]

28h MSW of Local Base Address (Remap) for PCl-to-Local Expansion ROM EROMBA[31:16]

2Ah LSW of Local Base Address (Remap) for PCl-to-Local Expansion ROM EROMBA[15:0]
2Ch MSW of Bus Region Descriptors for PCl-to-Local Accesses LBRDO[31:16]

2Eh LSW of Bus Region Descriptors for PCl-to-Local Accesses LBRDO[15:0]

30h MSW of Range for Direct Master-to-PCl DMRR[31:16]

32h LSW of Range for Direct Master-to-PCI DMRR[15:0]

34h MSW of Local Base Address for Direct Master-to-PCl Memory DMLBAM[31:16]

36h LSW of Local Base Address for Direct Master-to-PCl Memory DMLBAM[15:0]

38h MSW of Local Bus Address for Direct Master-to-PCl 1/0O Configuration DMLBAI[31:16]

3Ah LSW of Local Bus Address for Direct Master-to-PCI I/O Configuration DMLBAI[15:0]

3Ch MSW of PCI Base Address (Remap) for Direct Master-to-PCl DMPBAM[31:16]

3Eh LSW of PCI Base Address (Remap) for Direct Master-to-PCl DMPBAM[15:0]

40h :\//Ig\évot:]fﬁzgrlaig:figuration Address Register for Direct Master-to-PCl DMCFGA[31:16]

42h LSW of PCI Configuration Address Register for Direct Master-to-PCI DMCFGA[15:0]

I/0 Configuration

PCI 9656 Data Book r0.90
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Table 4-20. Extra Long Serial EEPROM Load Registers

Serial EEPROM Offset Description Register Bits Affected
44h Subsystem ID PCISID[15:0]
46h Subsystem Vendor ID PCISVID[15:0]
48h MSW of Range for PCI-to-Local Address Space 1 (1 MB) LAS1RR[31:16]
4Ah LSW of Range for PCl-to-Local Address Space 1 (1 MB) LAS1RR[15:0]
4Ch MSW of Local Base Address (Remap) for PCl-to-Local Address Space 1 LAS1BA[31:16]
4Eh LSW of Local Base Address (Remap) for PCl-to-Local Address Space 1 LAS1BA[15:0]
50h MSW of Bus Region Descriptors (Space 1) for PCl-to-Local Accesses LBRD1[31:16]
52h LSW of Bus Region Descriptors (Space 1) for PCl-to-Local Accesses LBRD1[15:0]
54h MSW of Hot Swap Control Reserved
56h LSW of Hot Swap Control / Hot Swap Next Capability Pointer HS_NEXT[7:0] / HS_CNTL[7:0]
58h PCI Arbiter Control PCIARB[3:0]
5Ah Reserved Reserved
4.4.2.3 New Capabilities
Function Support 4096 - 100h
The New Capabilities Function Support includes PCI ‘ ‘
2048 80h
Power Management, Hot Swap, and VPD features, as A VPD
listed in Table 4-21. |
1536 60h (PROT_AREA
Table 4-21. New Capabilities Function Empty register default)
Support Features
704 2Eh
New Capability PCI Register Extra Long
Function Offset Location 544 2oh
First 40h, if the New Capabilities Function
(Power Management) Support bit (PCISR[4]) is enabled Long Load
g (PCISR[4] is enabled, by default). 0 0

Second 48h, which is pointed to from

(Hot Swap) PMNEXT[7:0].
4Ch, which is pointed to from
HS_NEXT([7:0].

Third Because PVPD_NEXT([7:0] defaults to

(VPD) zero, this indicates that VPD is the last
New Capability Function Support
feature of the PCl 9656.

44.2.4 Recommended Serial EEPROMs

The PCI 9656 is designed to use either a 2K bit
(NM93CS56L or compatible) or 4K bit (NM93CS66L or
compatible) device.

Note: The PCl 9656 does not support serial EEPROMSs that do not
support sequential reads and writes (such as the NM93C56L).

# of bits # of words

Figure 4-5. Serial EEPROM Memory Map

4.4.2.5 Serial EEPROM Initialization

During serial EEPROM initialization, the PCI 9656
responds to Direct Slave accesses with a Retry.
During serial EEPROM initialization, the PCI 9656
responds to a Local processor access by delaying
acknowledgment of the cycle (READY#).

4-12 Preliminary Information
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4.4.3

The PCI 9656 provides several internal registers,
which allow for maximum flexibility in the bus-interface
design and performance. These registers are
accessible from the PCI and Local Buses (refer to
Figure 4-6) and include the following:

Internal Register Access

e PCI and Local Configuration registers

* DMA registers

* Mailbox registers

* PClI-to-Local and Local-to-PCI Doorbell registers
* Messaging Queue registers (1,0)

* Power Management registers

* Hot Swap registers

¢ VPD registers

PCI Local
Bus Bus
Master Master

PCI
9656

PCI Configuration
Registers

\ 4

)

Local Configuration
Registers

>
-
» DMA Registers .
[
Ll

Mailbox Registers

Set PCl-to-Local
Doorbell Register »

£4 4

Clear

Clear ] Local-to-PCI Set

Doorbell Register

PCI Interrupt
Local Interrupt

T ———— > Messaging M :
Queue Registers

\ 4

Power Management [
Registers

Hot Swap Registers | [«
[ VPD Registers —

Figure 4-6. PCI 9656 Internal Register Access

4.43.1 PCI Bus Access

to Internal Registers

The PCI 9656 PCIl Configuration registers can be
accessed from the PCI Bus with a Configuration
Type 0 cycle.

All other PCI 9656 internal registers can be accessed
by a Memory cycle, with the PCl Bus address that
matches the base address specified in PCIl Base
Address 0 (PCIBAROQ[31:8]) for the PCI 9656

Memory-Mapped Configuration register. These
registers can also be accessed by an I/O cycle, with
the PCl Bus address matching the base address
specified in PCI Base Address 1 for the PCI 9656 1/O-
Mapped Configuration register.

All PCl Read or Write accesses to the PCI 9656
registers can be Byte, Word, or Lword accesses. All
PCI Memory accesses to the PCI 9656 registers can
be Burst or Non-Burst accesses. The PCIl 9656
responds with a PCI disconnect for all Burst 1/O
accesses (PCIBAR1[31:8]) to the PCI 9656 Internal
registers.
443.2 Local Bus Access

to Internal Registers

The Local processor can access all PCI 9656 internal
registers through an external chip select. The
PCI 9656 responds to a Local Bus access when the
PCI1 9656 Configuration Chip Select input (CCS#) is
asserted low. Figure 4-7 illustrates how the
Configuration Chip Select logic works.

CCS# must be decoded while ADS# is low.
Accesses must be for a 32-bit non-pipelined bus.

Notes:

Local Read or Write accesses to the PCI 9656 internal
registers can be Byte, Word, or Lword accesses. Local
accesses to the PCI 9656 internal registers can be
Burst or Non-Burst accesses.

The PCI 9656 READY# signal indicates that Data
transfer is complete.

Address Mode Pin

PCI 9656
CCS#
(PCI 9656
Chip Select)
PCl 9656
Internal Register
Chip Select

Figure 4-7. Address Decode Mode

PCIl 9656 Data Book r0.90
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444 Serial EEPROM and Configuration Initialization Timing Diagrams

Note: In the timing diagrams that follow, the “_” symbol at the end of the signal names represents the “#” symbol.

Ous 10us 20us 30us

SRR iaiaiaisiail]
LRESET# |

EECS |

EEDI M - | 1 | 1] o[ a7] 6] as] a4] as]a2] a1 [0 [

EEDO —INTERNALLY PULLED UP | 0 [p15D14D13D12D11]D10 D9| D8] D7| D6| D5 D4| D3] D2] D Do |
START BIT 0 INDICATES SERIAL EEPROM PRESENT - BITS [31:16] CONFIGURATION REGISTER 0 HEX

EESK LUy ryryryyyyruuyuyy

EEDO D15D14]p13]D12D11|D10] D9 [ D8 [ D7 [ D6 | D5[D4 [D3 [D2 [D1 [D0 D15D14/p13D12D11][D10[D9| D8 [ D7 [D6 [ D5 [D4 [D3] D2| D1| DO |
BITS [15:0] CONFIGURATION REGISTER 0 HEX BITS [31:16] OF CONFIGURATION REGISTER 8 HEX

CONTINUES

EESK (continues)

EECS

EEDO 15 D14p13p12pti[p1o[os [ps[ 7] ps [ps[ o4 [o3 [02] o1 [oo |G

EESK, EEDO, EECS STATUS FROM CONFIGURATION
REGISTERS AFTER COMPLETION OF READ

CONTINUES

Timing Diagram 4-1. Initialization from Serial EEPROM (2K or 4K Bit)

PCI1 9656 Data Book r0.90
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Ons 100ns 200ns 300ns 400ns 5001
e e e e O A R O R I Y e B

CLK
FRAME# \ /

AD[31:0] { ADDRX DATA

~N~

C/BE[3:0]# { cmp X BE

N~

IRDY# \ /

DEVSEL# \ /
TRDY# \ /

INTA# \ RESPONSE ON THE PCI BUS ’_.‘/_

LCLK

LINT#

Timing Diagram 4-2. Local Interrupt Asserting PCI Interrupt
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Timing Diagram 4-3. PCI Configuration Write to PCI Configuration Register
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Timing Diagram 4-4. PCI Configuration Read to PCI Configuration Register
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Timing Diagram 4-5. Local Configuration Write to Configuration Register (C Mode)
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5 C AND J MODES FUNCTIONAL DESCRIPTION

The functional operation described can be modified
through the PCI9656 programmable internal
registers.

5.1 RESET OPERATION

5.1.1 Adapter Mode

5.1.1.1  PCI Bus Input RST#

The PCI Bus RST# input pin is a PCl Host reset.
It causes all PCI Bus outputs to float, resets the entire
PCI 9656 and causes the Local LRESET# signal to
be asserted.

5.1.1.2 Software Reset

A Host on the PCI Bus can set the PCI Adapter
Software Reset bit (CNTRL[30]=1) to reset the
PCl 9656 and assert LRESET# output. All Local
Configuration registers are reset; however, the PCI
Configuration DMA and Shared Runtime registers and
the Local Init Status bit (LMISC1[2]) are not reset.
When the Software Reset bit (CNTRL[30]) is set, the
PCI 9656 responds to PCI accesses, but not to Local
Bus accesses. The PCI 9656 remains in this reset
condition until the PCI Host clears the bit. The serial
EEPROM is reloaded, if the Reload Configuration
Registers bit is set (CNTRL[29]=1).

Note: The Local Bus cannot clear this reset bit because the Local

Bus is in a reset state, even if the Local processor does not use
LRESETH# to reset.

5.1.1.3 Power Management Reset

When the power management reset is asserted
(transition from D3 to any other state), the PCl 9656
resets as if a PCl reset was asserted. (Refer to
Section 8, “PCIl Power Management.”)

5.1.2 Host Mode

5.1.2.1 PCI Reset

The PCI Bus RST# output is driven when the Local
LRESET# signal is asserted, the Software Reset bit is

set (CNTRL[30]=1), or the PCI 9656 initiates an
external reset.

5.1.2.2 Local LRESET#

When the Local LRESET# pin is asserted by an
external source, the Local Bus interface circuitry, the
configuration registers, and the PCI 9656 are reset.
The PCIl 9656 drives the Local LRESET# pin after it
detects a reset for 62 clocks.

5.1.2.3 Software Reset

When the Software Reset bit is set (CNTRL[30]=1),
the following occurs:

e PCI Master logic is held reset

* PCI 9656 PCI Configuration registers held in reset
* FIFOs are reset

e PCI RST# pin is asserted

Only the PCI Configuration registers are in reset.
A software reset can only be cleared from another
Host on the Local Bus, and the PCI 9656 remains in
this reset condition until a Local Host clears the bit.

Note: The PCI Bus cannot clear this reset bit because the PCI Bus
is in a reset state.

5.1.2.4 Power Management Reset

Power Management reset is not applicable for Host
mode.

5.2 PCI1 9656 INITIALIZATION

The PCI9656 Configuration registers can be
programmed by an optional serial EEPROM and/or by
a Local processor, as listed in Table 4-18, “Serial
EEPROM Guidelines,” on page 4-9. The serial
EEPROM can be reloaded by setting the Reload
Configuration Registers bit (CNTRL[29]).

The PCI 9656 retries all PCI cycles until the Local Init
Status bit is set to “done” (LMISC1[2]=1).

Note: The PCI Host processor can also access Internal
Configuration registers after the Local Init Status bit is set.

PCIl 9656 Data Book r0.90
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Response to FIFO Full or Empty

If a PCI Host is present, the Master Enable, Memory
Space, and I/O Space bits (PCICR[2:0], respectively)
are programmed by that Host after initialization
completes (LMISC1[2]=1).

5.3 RESPONSE TO FIFO
FULL OR EMPTY

Table 5-1 lists the response of the PCI 9656 to full and
empty FIFOs.

5.4 DIRECT DATA TRANSFER MODES
The PCI 9656 supports three direct transfer modes:

* Direct Master—Local CPU accesses PCI memory
or I/O

¢ Direct Slave—PCIl Master accesses Local memory
or /O

e DMA—PCI 9656 DMA controller reads/writes PCI
memory to/from Local memory

Table 5-1. Response to FIFO Full or Empty

5.4.1 Direct Master Operation

(Local Master-to-Direct Slave)
The PCI 9656 supports a direct access of the PCI Bus
by the Local processor or an intelligent controller.
Master mode must be enabled in the PClI Command
register. The following registers define Local-to-PCI
accesses:

* Direct Master Memory and I/0 Range (DMRR)

¢ Local Base Address for Direct Master to PCI
Memory (DMLBAM)

¢ Local Base Address for Direct Master to PCI I/O
and Configuration (DMLBAI)

* PCI Base Address (DMPBAM)

* Direct Master Configuration (DMCFGA)

* Direct Master PCI Dual Address Cycles (DMDAC)
e Master Enable (PCICR)

e PCI Command Code (CNTRL)

Mode Direction FIFO PCI Bus Local Bus
Direct Master Full Normal De-assert READY#
. Local-to-PCI
Write Empty De-assert REQ# (off PCI Bus) Normal
Direct Master Full De-assert REQ# or throttle IRDY#' Normal
PClI-to-Local
Read Empty Normal De-assert READY#
Full Disconnect or throttle TRDY#2 Normal
Direct Slave Write PCl-to-Local
Empty Normal De-assert LHOLD, assert BLAST#3
) Full Normal De-assert LHOLD, assert BLAST#3
Direct Slave Read Local-to-PCI
Empty Throttle TRDY#2 Normal
Full Normal De-assert LHOLD, assert BLAST#3
Local-to-PCI
Empty De-assert REQ# Normal
DMA
Full De-assert REQ# Normal
PCl-to-Local
Empty Normal De-assert LHOLD, assert BLAST#3
I Throttle IRDY# depends on the Direct Master PCI Read Mode bit
(DMPBAM[4]).
2 Throttle TRDY# depends on the Direct Slave PCI Write Mode
bit (LBRDO[27]).

3- | HOLD de-assert depends upon the Local Bus Direct Slave
Release Bus Mode bit (MARBR(21]).
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PCI Bus Local
Master Processor 1
_-—-—-Initialize
Local
‘ Local Range for Direct Master-to-PCl ‘47 Direct Master
Access
‘ Local Base Address for Direct Master-to-PCl Memory ‘47 Registers
‘ PCI Base Address (Remap) for Direct Master-to-PCI ‘47
‘ Local Base Address for Direct Master-to-PCI I/0O Configuration ﬁ‘
I/0 or Configuration - - -
0=1/0 R PCI Configuration Address Register for <
1 = Configuration Direct Master-to-PCl I/O Configuration
—* PCI Command Register ‘

3 2
PCIBus -~------ N Lo Local Bus
Access 44— FIFOs 4—5/ Access

32-Qword Deep Write
16-Qword Deep Read
Local Base
Local Address for Direct Master-
Memory /7 to-PCIl Memory Space
PCI Address o]
/ Space /
Memory —— Range
PCIl Base
Address - Command | Local Base
~— Address for
1~ Direct Master-to-
1/0 PCI 1/0 Configuration
Command
'\ —— Range

Figure 5-1. Direct Master Access of the PCI Bus

5.4.1.1 Direct Master Memory and I/O

Decode

The Range register and the Local Base Address
specifies the Local Address bits to use for decoding a
Local-to-PCI access (Direct Master). The range of
memory or I/O space must be a power of 2 and the
Range register value must be the inverse of the Range
value. In addition, the Local Base Address must be a
multiple of the range value.

Any Local Master Address starting from the Direct
Master Local Base Address (Memory or I/O) to the
range value is recognized as a Direct Master access
by the PCI 9656. All Direct Master cycles are then
decoded as PCI Memory, I/O, or Configuration Type 0

The PCI 9656 can only accept Memory cycles from
the Local processor. The Local Base Address and/or
the range determine whether PClI Memory or PCI I/O
transactions occur.

5.4.1.2

For Direct Master Memory access to the PCI Bus, the
PCIl 9656 has a 32-Qword (256-byte) Write FIFO and
a 16-Qword (128-byte) Read FIFO. The FIFOs enable
the Local Bus to operate independent of the PCI Bus

or 1. Moreover, a Direct Master memory or I/O cycle is
remapped according to the Remap register value. The
Remap Register value must be a multiple of the Direct
Master Range value (not the Range register value).

Direct Master FIFOs
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Direct Data Transfer Modes

and allows high-performance bursting on the PCI and
Local Buses. In a Direct Master write, the Local
processor (Master) writes data to the PCI Bus (Slave).
In a Direct Master read, the Local processor (Master)
reads data from the PCI Bus (Slave). The FIFOs that
function during a Direct Master write and read are
illustrated in Figure 5-2 and Figure 5-3.

Slave Master Slave Master

/\ LA, ADSH#, /\

LBE#, LD/LAD,
LW/R#, BLAST#

REQ# READY#
(2]
(%) GNT# : 3
S FRAME#, C/BE# PC' %
—_ , [6]
g AD (addr) 9656 S
IRDY#
<—

DEVSEL#, TRDY#

AD (data)
VS N

Figure 5-2. Direct Master Write

Slave Master Slave Master
/\ LA, ADS#, LW/R# /\
REQ# <—
: GNT#
FRAME#, C/BE#, ®
] AD (addr) >
3 @
3 PCI g
) IRDY# 8
o
i <—— 9656 S
DEVSEL#, TRDY#,
% LD/LAD, READY#
BLAST#

Figure 5-3. Direct Master Read

Note: Figures 5-2 and 5-3 represent a sequence of Bus cycles.

5.4.1.3 Direct Master Memory Access

The Local processor transfers data through a Single or
Burst Read/Write memory transaction to the PCI 9656
and PCI Bus.

Transactions are initiated by the Local Master (LCPU)
when the Generic Local Bus memory address
matches the Memory space decoded for Direct Master
operations. Upon a Generic Local Bus Read, the

PCI 9656 becomes a PCIl Bus Master, arbitrates for
the PCl Bus, and reads data from the PCI Slave
device directly into the Direct Master Read FIFO.
When sufficient data is placed into the FIFO, it asserts
READY# signal onto the Generic Local Bus to indicate
that the requested data is on the Generic Local Bus.

The Generic Local processor can read or write to PCI
memory. The PCI 9656 converts the Local Read/Write
access. The Local Address space starts from Direct
Master Local Base Address up to the range. Remap
(PCI Base Address) defines the PCI starting address.

The PCI 9656 supports both Single and Burst cycles
performed by the Generic Local processor.

A Generic Local Bus Processor Single cycle causes a
Single-Cycle PCIl transaction. A Generic Local
Processor Burst cycle asserts a Burst-Cycle
PCI transaction. The PCI 9656 supports infinite Burst
transfers.

Writes—Upon a Local Bus Write, the Generic Local
Bus Master writes data to the Direct Master Write
FIFO. When the first data is in the FIFO, the PCI 9656
becomes the PCl Bus Master, arbitrates for the PCI
Bus, and writes data to the PCI Slave device. The
PCI 9656 continues to accept writes and returns
READY# until the Write FIFO is full. It then holds off
READY# until space becomes available in the Write
FIFO. A programmable Direct Master “almost full”
status output is provided (DMPAF).

A Generic Local Processor Single-Cycle Write
transaction results in PCI 9656 transfers of one Lword
data onto a 32-bit PCI Bus. The same type of transfer
results in PCI 9656 transfers of one Qword, with
corresponding PCI bytes (C/BE# = 'hF) asserted to a
64-bit PCI Bus.

A Generic Local Processor Burst-Cycle Write
transaction of two Lwords results in PCIl 9656 burst
transfers of two Lwords to a 32-bit PCI Bus. The same
type of transfer results in PCI 9656 transfers of one
Qword, with all PCI bytes (C/BE# = 'h0) asserted onto
a 64-bit PCI Bus.

Any type of Burst-Cycles of three Lwords or more
results in the PCI9656 bursting data onto the
PCI Bus.

The PCI 9656 always starts Direct Master Burst Write
transfers on the Qword-aligned PCI Data Addresses.
This results in the PCI 9656 performing a dummy PCI

5-4 Preliminary Information
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cycle with PCI BE# “F” to a Qword-aligned part of the
data, when a Qword-unaligned Direct Master Burst
Write transfer is performed to a 32-bit PCl Slave.
Single-cycle PCI writes result in a single 32-bit
transfer.

Reads—The PCI 9656 holds off READY# while
gathering an Lword from the PCI Bus. Programmable
prefetch modes are available if prefetch is enabled—
prefetch, 4, 8, 16, or continuous—until the Direct
Master cycle ends. The Read cycle is terminated when
Local BLAST# input is asserted. Unused Read data is
flushed from the FIFO.

The PCI 9656 does not prefetch Read PCI data for
Single-Cycle Direct Master reads (Local BLAST# input
asserted during the first Data phase). In this case, for
the 32-bit PCl Bus, the PCI 9656 reads a single
PCl Lword unless Direct Master Read Ahead
mode is enabled. For a 64-bit PCI Bus, the PCI 9656
reads a single PCl Qword with corresponding PCI
bytes (C/BE# = 'hF) asserted, unless Direct Master
Read Ahead mode is enabled. (Refer to Section
5.41.7.)

For Single-Cycle Direct Master reads, the PCI 9656
passes corresponding PCI Bus byte enables from the
Generic Local Bus byte enables (LBE#).

For Burst-Cycle reads, the PCI 9656 reads entire
Lwords or Qwords (all PClI Bus byte enables are
asserted), dependent upon the PCI Bus width.

The PCI 9656 Direct Master unaligned Qword Data
Prefetch Read transfers to a 64-bit PClI Bus are
special cases, which result in prefetching one more
Lword (32-bit) of PCl data than specified in the
prefetch counter (DMPBAM[12, 3]) to sustain a
requested data size transfer with zero wait states on a
64-bit PCI Bus. Qword-aligned Direct Master Prefetch
Read transfers, from a 64- or 32-bit PCI Bus, result in
the PCI 9656 prefetching the amount specified in the
prefetch counter.

If the Direct Master Prefetch Limit bit is enabled
(DMPBAM[11]=1), the PCI 9656 terminates a read
prefetch at 4-KB boundaries, and restarts it as a new
PCl Read Prefetch cycle at the start of a new
boundary. If the bit is disabled, the prefetch crosses
the 4-KB boundaries.

If the 4-KB Prefetch Limit bit is enabled, and the
PCI1 9656 started a Direct Master read to a 64-bit PCI
Bus PCI Address 'hFF8 (Qword-aligned, one Qword
before the 4-KB boundary), without ACK64#
acknowledgment from the PCI Slave, the PCI 9656
does not perform a Burst prefetch of two Lwords. The
PC19656 instead performs a prefetch of two
Single-Cycle Lwords to prevent crossing the PCl 4-KB
boundary limit. If the PCl Slave responds with
ACK®64#, the PCI 9656 performs a Single-Cycle read
of one Qword and terminates to prevent crossing the
4-KB limit boundary. The cycle then restarts at the
new boundary.

5.4.1.4 Direct Master I/O
Configuration Access

When a Local Direct Master I/O access to the PCI Bus
occurs, the PCI Configuration Address Register for
Direct Master-to-PCl 1/0 Configuration Enable bit
(DMCFGA[31]) determines whether an 1/O or
Configuration access is to be made to the PCI Bus.

Local Burst accesses are broken into single PCI 1/0
(address/data) cycles. The PCI9656 does not
prefetch Read data for I/O and Configuration reads.

For Direct Master 1/0 or Configuration cycles, the
PCI 9656 asserts the same PCI Bus byte enables as
set on the Local Bus.

5.4.1.5 Direct Master I/O

If the Configuration Enable bit is cleared
(DMCFGA[31]=0), a Single 1/0 access is made to the
PCI Bus. The Local Address, Remapped Decode
Address bits, and Local byte enables are encoded to
provide the address and are output with an 1/0 Read
or Write command during a PCI Address cycle.

When the I/O Remap Select bit is set
(DMPBAM[13]=1), the PCl Address bits [31:16] are
forced to O for the 64-KB I/O address limit.

For writes, data is loaded into the Write FIFO and
READY# is returned to the Local Bus. For reads, the
PCI1 9656 holds off READY# while receiving an Lword
from the PCI Bus.

PCIl 9656 Data Book r0.90
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5.4.1.6 Direct Master

Delayed Write Mode

The PCI 9656 supports Direct Master Delayed Write
mode transactions, where posted Write data
accumulates in the Direct Master Write FIFO before
the PCIl 9656 requests a PCIl Bus. Direct Master
Delayed Write mode is programmable to delay
REQ# assertion in the amount of PCIl clocks
(DMPBAM[15:14]). This feature is useful for gaining
higher throughput during Direct Master Write Burst
transactions for conditions in which the Local clock
frequency is slower than the PCI clock frequency.

The PCI 9656 only utilizes the delay counter and
accumulates data in the Direct Master Write FIFO for
burst transactions on the Local Bus. Otherwise, an
immediate Single-Cycle PCI transfer occurs.

5.4.1.7 Direct Master Read Ahead Mode

The PCI 9656 also supports Direct Master Read
Ahead mode (DMPBAM][2]), where prefetched data
can be read from the internal FIFO of the PCI 9656
instead of from the Local Bus. The address must be
subsequent to the previous address and 32-bit aligned
(next address = current address + 4) for 32-bit Direct
Slave transfers and 64-bit aligned (next address =
current address + 8) for 64-bit Direct Slave transfers.

A Local Bus Single-Cycle Direct Master transaction,
with Read Ahead mode (DMPBAM][2]) enabled results
in the PCI 9656 processing continuous PCI Bus Read
burst data with all bytes enabled (C/BE# = 'h0).

Local Bus PC| 9656 PCI Bus
Local Read request PCI 9656 prefetches
|:> Read Ahead mode data from

is setin PCI Bus device
Internal Registers |:::
Read data

Local Bus Master Prefetched data is

Read returns with stored in the
“Sequential Address” internal FIFO PCI 9656 prefetches
more data if FIFO
‘::> PCI 9656 returns space is available
<: prefetched data :>
immediately from
Read data internal FIFO <:|

without reading again

from the PCI Bus PCI 9656 prefetches

more data from
Local memory

Figure 5-4. Direct Master Read Ahead Mode

Note: Figure 5-4 represents a sequence of Bus cycles.

5.4.1.8 Direct Master Configuration
(PCI Configuration Type 0

or Type 1 Cycles)

If the Configuration Enable bit (DMCFGA[31]) is set, a
Configuration access is made to the PCI Bus. In
addition to enabling configuration of this bit, the user
must provide all register information. The Register
Number and Device Number bits (DMCFGA[7:2] and
DMCFGA[15:11], respectively) must be modified and
a new Configuration Read/Write cycle must be
performed before accessing other registers or devices.

If the PCI Configuration Address register selects a
Type 0 command, register bits [10:0] are copied to
address bits [10:0]. Bits [15:11] (device number) are
translated into a single bit being set in the PCI Address
bits [31:11]. The PCI Address bits [31:11] can be used
as a device select. For a Type 1 command, bits [23:0]
are copied from the register to PCI address bits [23:0].
The PCl Address bits [31:24] are set to O.
A Configuration Read or Write command code is
output with the address during the PCI Address cycle.
(Refer to the DMCFGA register.)

For writes, Local data is loaded into the Write FIFO
and READY# is returned. For reads, the PCIl 9656
holds off READY# while gathering an Lword from the
PCI Bus.
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5.4.1.8.1 Direct Master Configuration
Cycle Example

To perform a Type 0 Configuration cycle to PCI device
on AD[21]:

1. The PCI 9656 must be configured to allow
Direct Master access to the PCI Bus. The
PCI 9656 must also be set to respond to I/O
space accesses. These bits must be set
(PCICR[2:0]=111b).

In addition, Direct Master memory and I/O access
must be enabled (DMPBAM[1:0]=11).

2. The Local memory map selects the Direct
Master range. For this example, use a range
of 1 MB:

1 MB = 220 = Q00OFFFFFh

The value to program into the Range register is the
inverse of 000FFFFFh (FFFO0000h):

DMRR = FFF00000h

3. The Local memory map determines the Local
Base Address for the Direct Master-to-PCI /O
Configuration register. For this example, use
40000000h:

DMLBAI = 40000000n

4. The PCI Address (Remap) for Direct Master-
to-PCl Memory register must enable the Direct
Master I/0O access. The Direct Master 1/0
Access Enable bit must be set (DMPBAM[1]=1).

5. The user must know which PCI device and PCI
Configuration register the PCI Configuration
cycle is accessing. This example assumes the
IDSEL signal of the Target PCI device is
connected to AD[21] (logical device #10=0Ah).
Also access PCIBARQO (the fourth register,
counting from 0; use Table 11-2 for reference).
Set DMCFGA[31, 23:0] as follows:

Bit Description Value

1:0 Configuration Type 0. 00b
Register Number. Fourth

7:2 register. Must program a “4” into 000100b

this value, beginning with bit 2.

10:8 Function Number. 000b

Device Number n-11, where n is

1511 | the value in AD[n}=21-11 = 10. 010100
23:16 | Bus Number. 00000000b
31 Configuration Enable. 1

After these registers are configured, a simple
Local Master Memory cycle to the I/O base
address is necessary to generate a PCI
Configuration Read or Write cycle. Offset to

the base address is not necessary because the
register offset for the read or write is specified in
the Configuration register. The PCl 9656 takes
the Local Bus Master Memory cycle and checks
for the Configuration Enable bit (DMCFGA[31]).
If set, the PCI 9656 converts the current cycle to
a PCI Configuration cycle, using the DMCFGA
register and the Write/Read signal (LW/R#).

The Register Number and Device Number
bits (DMCFGA[7:2] and DMCFGA[15:11],
respectively) must be modified and a new
Configuration Read/Write cycle must be
performed before accessing other registers
or devices.

5.4.1.9 Direct Master PCI

Dual Address Cycle

The PCI 9656 supports PCl Dual Address Cycle
(DAC) when it is a PCI Bus Master using the DMDAC
register for Direct Master transactions. The DAC
command is used to transfer a 64-bit address to
devices that support 64-bit addressing when the
address is not in the low 4-GB Address space. The
PCI1 9656 performs the address portion of a DAC in
two PCI clock periods, where the first PCI address is a
Lo-Addr with the command (C/BE[7:0]#) “D” and the
second PCIl address will be a Hi-Addr with the
command (C/BE[7:0]#) “6” or “7”, depending upon it
being a PCI Read or a PCI Write cycle. Whenever the
DMDAC register contains a value of 0x00000000, the
PCI 9656 performs a Single Address Cycle (SAC) on
the PCI Bus. (Refer to Figure 5-5 and Figure 5-6.)
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Set DMA Mode
to Block

PCI Host
Memory

Set up Transfer
Parameters

Memory Block
to Transfer

Single Address—PCI Address Register
Dual Address—PCI Addresses Register

‘ Local Address Register

Local

‘ Transfer Size (byte count) Register

‘ Memory

Descriptor Pointer Register
(set direction only)

Memory Block
to Transfer

Command/Status Register

Set Enable and

Go Bits in DMA
Command/Status Registers
(DMACSRO0 and DMACSR1)
to Initiate DMA Transfer

Figure 5-5. Block DMA Mode Initialization (Single Address or Dual Address PCI)

AD[31:0]  ———{ o ndduiHisddr DAT A1 DaTAZ

C/BE[30]# ———Dual lkBuz MDY

C/RER OJ# g

Figure 5-6. Dual Address Timing

5.4.1.10 PCI Master/Target Abort

The PCI 9656 PCIl Master/Target Abort logic enables
a Local Bus Master to perform a Direct Master Bus
device poll to determine if devices exist (typically when
the Local Bus performs Configuration cycles to the
PCI Bus). When a PCl Master device attempts to
access but does not receive DEVSEL# within six PCI
clocks, it results in a Master Abort. The Local Bus
Master must clear the Received Master Abort bit or
Target Abort bit (PCISR[13 or 11]=0, respectively) and
continue by processing the next task.

If a PCl Master/Target Abort, or Retry Timeout is
encountered during a transfer, the PCl 9656 asserts
LSERR# if enabled [INTCSR[1:0]=1, which can be
used as a Non-Maskable Interrupt (NMI)]. If a Local
Bus Master is waiting for READY#, it is asserted along
with BTERM#. The Local Master’s interrupt handler
can take the appropriate application-specific action It
can then clear the Target Abort bit (PCISR[11]) to
de-assert the LSERR# interrupt and re-enable Direct
Master transfers.

If a Local Bus Master is attempting a Burst read from a
nonresponding PCIl device (Master/Target Abort),
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it receives READY# and BTERM# for the first cycle
only. In addition, the PCI 9656 asserts LSERR# if the
Enable Local Bus LSERR# bits are enabled
(INTCSR[1:0], which can be used as an NMI). If the
Local processor cannot terminate its Burst cycle, it
may cause the Local processor to hang. The Local
Bus must then be reset from the PCI Bus. If a Local
Bus Master cannot terminate its cycle with BTERM#
output, it should not perform Burst cycles when
attempting to determine whether a PCI device exists.

If a PCI Master/Target Abort is encountered during
during a Direct Master transfer, the PCI 9656 stores
the PCl Abort Address into the PCI Abort Address
register bits (PABTADR([31:0]).

5.4.1.11 Direct Master Memory Write
and Invalidate

The PCI 9656 can be programmed to perform Memory
Write and Invalidate cycles to the PCI Bus for Direct
Master transfers, as well as DMA transfers. (Refer to
Section 5.5.4.) The PCI 9656 supports Memory Write
and Invalidate transfers for cache line sizes of 8 or 16
Lwords. Size is specified in the System Cache Line
Size bits (PCICLSR[7:0]). If a size other than 8 or 16 is
specified, the PCIl 9656 performs Write transfers
rather than Memory Write and Invalidate transfers.

Direct Master Memory Write and Invalidate transfers
are enabled when the Invalidate Enable and the
Memory Write and Invalidate Enable bits are set
(DMPBAMI[9] and PCICR[4], respectively).

In Memory Write and Invalidate mode, if the start
address of the Direct Master transfer is on a cache line
boundary, the PCIl 9656 waits until the number of
Lwords required for the specified cache line size are
written from the Local Bus before starting a PCI
Memory Write and Invalidate access. This ensures a
complete cache line write can complete in one PCI
Bus ownership.

If the start address is not on a cache line boundary,
the PCI 9656 starts a normal PCl Write access
(PCI command code = 7h). The PCI 9656 does not
terminate a normal PCI Write at an MWI cache
boundary. The normal PCl Write transfer continues
until the Data transfer is complete. If a Target
disconnects before a cache line is completed, the
PCIl 9656 completes the remainder of that cache line,
using normal writes.

5.4.2 Direct Slave Operation

(PCI Master-to-Local Bus Access)

The PCI9656 supports Burst Memory-Mapped
Transfer accesses and 1/0O-Mapped, PCI-to-Generic
Local Bus Single-Transfer accesses through a
32-Lword/16-Qword (128-byte) Direct Slave Read
FIFO and a 64-Lword/32-Qword (256-byte) Direct
Slave Write FIFO. The PCI Base Address registers are
provided to set up the location of the adapter in the
PCI memory and the I/O space. In addition, Local
mapping registers allow address translation from the
PCI Address Space to the Local Address Space.

Three spaces are available:

e Space0
* Space 1
¢ Expansion ROM

Expansion ROM is intended to support a bootable
ROM device for the Host.

Writes—Upon a PCI Bus Write, the PCI Bus Master
writes data to the Direct Slave Write FIFO. When the
first data is in the FIFO, the PCl 9656 becomes the
Generic Local Bus Master, arbitrates for the Generic
Local Bus, and writes data to a Generic Local Slave
device. The PCI 9656 continues to accept writes
and returns TRDY# until the Write FIFO is full. It
then holds off TRDY# until space becomes available
in the Write FIFO or asserts STOP#, and Retries the
PCl Bus Master, dependent upon the register bit
setting (LBRDO[27]).

A 32-bit PClI Bus Master Single-Cycle Write
transaction results in a PCI 9656 transfer of one Lword
of data onto a Generic Local Bus. A 64-bit PCl Bus
Master Qword Data Single-Cycle write results in a
PCI 9656 burst transfer of two Lwords onto a Generic

Local Bus, if the Burst bit(s) is enabled
(LBRDOI[26, 24]=1 and/or LBRD1[8]=1).
Reads—The PCI9656 holds off TRDY# while

gathering an Lword from the Local Bus, unless the
Delayed Read Mode bit is enabled (MARBR[24]=1).
(Refer to Section 5.4.2.2.) Programmable Prefetch
modes are available, if prefetch is enabled—prefetch,
0-16, or continuous—until the Direct Slave read ends.
The Read cycles are terminated on the following clock
after FRAME# is de-asserted or the PCI 9656 issues a
Retry or disconnect.
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Direct Data Transfer Modes

For the highest data-transfer rate, the PCIl 9656
supports posted writes and can be programmed to
prefetch data during a PCI Burst read. The Prefetch
size, when enabled, can be from one to 16 Lwords or
until the PCI Bus stops requesting. When the
PCIl 9656 prefetches, if enabled, it drops the Generic
Local Bus after reaching the prefetch counter limit. In
Continuous Prefetch mode, the PCI 9656 prefetches
as long as FIFO space is available and stops
prefetching when the PCI Bus terminates the request.
If Read prefetching is disabled, the PCI 9656
disconnects after one Read transfer.

The PCI 9656 64-bit PCI Bus Direct Slave unaligned
Qword Data Prefetch Read transfers are special cases
that result in prefetching one more Lword (32-bit) of
Local Bus data than specified in the prefetch counter
(LBRDOQ[14:11] and/or LBRD1[14:11]) to sustain zero
wait state 64-bit PCI Data transfers. For 64-bit Qword-
aligned and 32-bit PCI Bus Direct Slave Prefetch Read
transfers, the PCI 9656 prefetches the amount
specified in the prefetch counter.

In addition to Prefetch mode, the PCl 9656 supports
Read Ahead mode. (Refer to Section 5.4.2.3.)

Only 32-bit PCI Bus Single-Cycle Direct Slave Read
transactions result in the PCI 9656 passing requested
PCIl bytes (C/BE#) to a Generic Local Bus Target
device by way of LBE[3:0]# assertion back to a
PCl Bus Master. This transaction results in the
PCI 9656 reading one Lword or partial Lword data.
For any other types of Read transactions (64-bit PCI
Bus Single-Cycle, Burst transfers, or Unaligned), the
PCI 9656 reads Generic Local Bus data with all bytes
asserted (LBE[3:0]# = ‘h0).

A 64-bit PClI Bus Single-Cycle Direct Slave
read results in a PCI9656 Burst read of at
least two Generic Local Bus Lwords with all PCI bytes
(C/BE# ='h0) asserted unless the Burst bit(s)
(LBRDO[26, 24] and/or LBRD1[8]) is disabled. The
PCI 9656 disconnects after one transfer for all Direct
Slave I/0O accesses.

Each Local space can be programmed to operate in
an 8-, 16-, or 32-bit Local Bus width. The PCI 9656
has an internal wait state generator and external wait
state input, READY#. READY# can be disabled or
enabled with the Internal Configuration registers.

With or without wait state(s), the Local Bus,
independent of the PCI Bus, can perform the following:

* Burst as long as data is available
(Continuous Burst mode)

e Burst four Lwords at a time (recommended)
* Perform a continuous Single cycle

5.4.21 Direct Slave Lock

The PCI9656 supports direct PCI-to-Local-Bus
Exclusive accesses (locked atomic operations). A PCI-
locked operation to the Local Bus results in the entire
address Space 0, Space 1, and Expansion ROM
space being locked until they are released by the PCI
Bus Master. Locked operations are enabled or
disabled with the Direct Slave LOCK# Enable bit
(MARBR[22]) for PCI-to-Local accesses.

5.4.2.2 Direct Slave Delayed Read Mode

The PCI 9656 can be programmed through the PCI
Specification r2.1 Mode bit (MARBR[24]=1) to perform
delayed reads, as specified in PCI Specification r2.1.

PCl Bus Single-Cycle aligned or unaligned 32-bit
Direct Slave Delayed Read transactions always result
in a 1-Lword Single-Cycle transfer on the Local Bus,
with corresponding Local byte enables LBE[3:0]#
asserted to reflect the PCI byte enables (C/BE#),
unless the PCl Read No Flush Mode bit is enabled
(MARBRI[28]=1). (Refer to Section 5.4.2.3.) This
causes the PCI 9656 to Retry all PClI Bus Read
requests that follow, until the original PCI byte enables
(C/BE#) are matched.

The PCI Bus Single-Cycle aligned or unaligned 64-bit
Direct Slave Delayed Read transactions always result
in 2-Lword prefetch transfers on the Local Bus, with all
Local byte enables (LBE[3:0]# = 'h0) asserted to
successfully complete Read Data transfers to a 64-bit
PCI Bus. This causes the PCI 9656 to always return
requested data to a 64-bit PCI Master, although the
PCI byte enables (C/BE#) do not match the original
request.
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PCI Bus PCIl 9656 Local Bus

PCI r2.1 mode

PCI Read request |:>
is setin
PCI 9656 instructs Internal Registers
PCI Host to “Retry” N —
Read cycle later PCI 9656 requests
Read data from

PCI Bus is free to Local Bus

perform other
cycles during
this time

PCI Host returns to
fetch Read data again ::

Read data is now <:
ready for Host

Data is stored
in 16-Lword
Internal FIFO Local memory

returns requested

data to PCI 9656

PCI 9656 returns
prefetched data
immediately

Figure 5-7. Direct Slave Delayed Reads

Note: Figure 5-7 represents a sequence of Bus cycles.

In addition to delayed reads, the PCI 9656 supports
the following PCI Specification r2.1 functions:

* No writes while a read is pending
(PCI Retry for writes)

* Write and flush pending read

5.4.2.3 Direct Slave Read Ahead Mode

The PCI 9656 also supports Direct Slave Read Ahead
mode (MARBR[28]), where prefetched data can be
read from the internal FIFO of the PCI 9656 instead of
from the Local Bus. The address must be subsequent
to the previous address and 32-bit aligned (next
address = current address + 4) for 32-bit Direct Slave
transfers and 64-bit aligned (next address = current
address + 8) for 64-bit Direct Slave transfers. Read
Ahead mode functions with or without Delayed Read
mode.

PCI Bus
PCI Read request

 —

Read data

PCI Bus Master Read
returns with
“Sequential Address”

>
<—

Read data

PCIl 9656

Read Ahead mode
is setin
Internal Registers

Prefetched data is
stored in the
internal FIFO

PCI 9656 returns
prefetched data
immediately from
internal FIFO
without reading again
from the Local Bus

Local Bus

PCI 9656 prefetches
data from
Local Bus device

—
<——

PCI 9656 prefetches
more data if FIFO
space is available

 —
<——

PCI 9656 prefetches
more data from
Local memory

Figure 5-8. Direct Slave Read Ahead Mode

Note: Figure 5-8 represents a sequence of Bus cycles.

5.4.2.4

Direct Slave Delayed Write Mode

The PCI 9656 supports Direct Slave Delayed Write

mode

transactions,

where posted Write data

accumulates in the Direct Slave Write FIFO before the
PCI1 9656 requests a Write transaction (ADS# and/or
ALE assertion) to be performed on the Local Bus. The
Direct Slave Delayed Write mode is programmable to
delay the ADS# and/or ALE assertion in the amount of
Local clocks (LMISC2[4:2]). This feature is useful for
gaining higher throughput during Direct Slave Write
burst transactions for conditions in which the PCI clock
frequency is slower than the Local clock frequency.
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Direct Data Transfer Modes

Direct Slave Local Bus
READY# Timeout Mode

5.4.2.5

The PCI 9656 supports Direct Slave Local Bus
READY# Timeout mode transactions, where the
PCI 9656 asserts an internal READY# signal to
recover from stalling the Local and PCI Buses. The
Direct Slave Local Bus READY# Timeout mode
transaction is programmable to select the amount of
Local clocks before READY# times out (LMISC2[1:0]).
If a Local Slave stalls with a READY# assertion during
Direct Slave Write transactions, the PCI 9656 empties
the Write FIFO by dumping the data into the Local Bus
and does not pass an error condition to the PCI Bus
Initiator. During Direct Slave Read transactions, the
PCI 9656 issues a Direct Slave Abort to the PCI Bus
Initiator every time the Direct Slave Local Bus
READY# Timeout is detected.

5.4.2.6 Direct Slave Transfer

A PCl Bus Master addressing the Memory space
decoded for the Local Bus initiates transactions. Upon
a PCI Read/Write, the PCI 9656 becomes a Local Bus
Master and arbitrates for the Local Bus.

The PCIl 9656 then reads data into the Direct Slave
Read FIFO or writes data to the Local Bus.

The Direct Slave or Direct Master preempts DMA;
however, the Direct Slave does not preempt the Direct
Master. (Refer to Section 5.4.3.1.)

The PCI 9656 can be programmed to “keep” the PCI
Bus by generating a wait state(s) and de-asserting
TRDY#, if the Write FIFO becomes full. The PCI 9656
can also be programmed to “keep” the Local Bus and
continue asserting LHOLD, if the Direct Slave Write
FIFO becomes empty or the Direct Slave Read FIFO
becomes full. In either case, the Local Bus is dropped
when the Local Bus Latency Timer is enabled and
expires (MARBR][7:0]).

For Direct Slave writes, the PCI Bus writes data to the
Local Bus. The Direct Slave is the “Command from the
PCI Host,” which has highest priority.

For Direct Slave reads, the PCl Bus Master reads data
from the Local Bus Slave.

The PCI 9656 supports on-the-fly Endian conversion
for Space 0, Space 1, and Expansion ROM space.
The Local Bus can be Big/Little Endian by using the
programmable internal register configuration.

Note: The PCI Bus is always Little Endian.

Master Slave Master Slave

/\ FRAME#, C/BEH, /\

AD (addr)

IRDY#, AD (data)

DEVSEL#, TRDY#

PCI Bus

PCI LHOLD
9656 LHOLDA

LA, ADS#, LW/R#

LD/LAD, BLA%T#
READY#

<—
A4 A4

Figure 5-9. Direct Slave Write

Local Bus

Master Slave Master Slave

/\ FRAME#, C/BE#, /\

AD (addr)

IRDY#

DEVSEL#
LHOLD

PCI e —
9656 |<——

PCI Bus
Local Bus

LA, ADS#, LW/R#,
BLAST#

READY#, LD/LAD
TRDY#, AD (data)

N A4

Figure 5-10. Direct Slave Read

Note: Figures 5-9 and 5-10 represent a sequence of Bus cycles.
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5.4.2.7 Direct Slave PCIl-to-Local

Address Mapping

Note: Not applicable in 50 mode.

Three Local Address spaces—Space 0, Space 1, and
Expansion ROM—are accessible from the PCI Bus.
Each is defined by a set of three registers:

* Local Address Range (LASORR, LAS1RR,
and/or EROMRR)

* Local Base Address (LASOBA, LAS1BA,
and/or EROMBA)

» PCI Base Address (PCIBAR2, PCIBARS,
and/or PCIERBAR)

A fourth register, the Bus Region Descriptor register(s)
for PCI-to-Local Accesses (LBRDO and/or LBRD1),
defines the Local Bus characteristics for the Direct
Slave regions. (Refer to Figure 5-11.)

Each PCI-to-Local Address space is defined as part of
reset initialization, as described in Section 5.4.2.7.1.
These Local Bus characteristics can be modified at
any time before actual data transactions.

5.4.2.7.1 Direct Slave Local Bus
Initialization

Range—Specifies which PCI Address bits to use for
decoding a PCI access to Local Bus space. Each bit
corresponds to a PCI Address bit. Bit 31 corresponds
to address bit 31. Write 1 to all bits that must be
included in decode and O to all others.

Remap PCl-to-Local Addresses into a Local
Address Space—Bits in this register remap (replace)
the PCI Address bits used in decode as the Local
Address bits.

Local Bus Region Descriptor—Specifies the Local
Bus characteristics.

5.4.2.7.2 Direct Slave PCI Initialization

After a PCI reset, the software determines how much
address space is required by writing all ones (1) to a
PCI Base Address register and then reading back the
value. The PCI 9656 returns zeroes (0) in the Don’t
Care Address bits, effectively specifying the address
space required. The PCI software then maps the Local
Address space into the PCI Address space by
programming the PCI Base Address register. (Refer to
Figure 5-11.)
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C and J Modes Functional Description Direct Data Transfer Modes
PCI Bus Local
Master Processor
1
,-- -~ Initialize Local
4 Direct Access
2 Registers

Initialize PCI _ _ _ _ | Range for PCI-to-Local Address Space 0/1 |<—
Base Address N\
Registers A | Local Base Address (Remap) for PCl-to-Local Address Space 0/1 I{—

| Bus Region Descriptors for PCl-to-Local Accesses |4—

| Range for PCl-to-Local Expansion ROM |<—

| Local Base Address (Remap) for PCl-to-Local Expansion ROM |4—

| Bus Region Descriptors for PCl-to-Local Accesses \I\d— Local Bus

Temmmee- Hardware
Characteristics
—P' PCI Base Address to Local Address Space 0/1 |
—P' PCI Base Address to Local Expansion ROM |
3 4
PCIBus ------- N e Local Bus

Access <_> FIFOs <_> Access

32-Lword Deep Write
16-Lword Deep Read

PCI Address
Space
PCI Base

Address Local
/ Memory
Local Base
Address
\ —— Range

Figure 5-11. Local Bus Direct Slave Access

PCI1 9656 Data Book r0.90
5-14 Preliminary Information © 2000 PLX Technology, Inc. All rights reserved.



Direct Data Transfer Modes

Section 5
C and J Modes Functional Description

5.4.2.7.3 Direct Slave Byte
Enables (C Mode)

During a Direct Slave transfer, each of three spaces
(Space 0, Space 1, and Expansion ROM) can be
programmed to operate in an 8-, 16-, or 32-bit Local
Bus width by encoding the Local Byte Enables
(LBE[3:01#).

LBE[3:0]# (pins R20, P18, P19, P20, respectively) are
encoded, based on the configured bus width, as
follows:

32-Bit Bus—The four-byte enables indicate which of
the four bytes are active during a Data cycle:

e |LBE3# Byte Enable 3—LD[31:24]
e LBE2# Byte Enable 2—LD[23:16]
e |LBE1# Byte Enable 1—LD[15:8]
e LBEO# Byte Enable 0—LDJ[7:0]

16-Bit Bus—LBE3#, LBE1# and LBEO# are encoded
to provide BHE#, LA1, and BLE#, respectively:

* | BE3# Byte High Enable (BHE#)—LD[15:8]
e |BE2# not used

e LBE1# Address bit 1 (LA1)

e |LBEO# Byte Low Enable (BLE#)—LD[7:0]

8-Bit Bus—LBE1# and LBEO# are encoded to provide
LA1 and LAO, respectively:

e |LBE3# not used
e |LBE2# not used
e LBE1# Address bit 1 (LA1)
e |LBEO# Address bit 0 (LAO)

5.4.2.7.4 Direct Slave Byte
Enables (J Mode)

During a Direct Slave transfer, each of three spaces
(Space 0, Space 1, and Expansion ROM) can be
programmed to operate in an 8-, 16-, or 32-bit Local Bus
width by encoding the Local Byte Enables (LBE[3:0]#).

LBE[3:0]# (pins R20, P18, P19, P20, respectively) are
encoded, based on the configured bus width, as
follows:

32-Bit Bus—The four-byte enables indicate which of
the four bytes are active during a Data cycle:

e | BE3# Byte Enable 3—LAD[31:24]
e |BE2# Byte Enable 2—LAD[23:16]
e LBE1# Byte Enable 1—LAD[15:8]
e |BEO# Byte Enable 0—LAD[7:0]

16-Bit Bus—LBE3#, LBE1# and LBEO# are encoded
to provide BHE#, LAD1, and BLE#, respectively:

* LBE3# Byte High Enable (BHE#)—LAD[15:8]
e |LBE2# not used

e LBE1# Address bit 1 (LAD1)

e |LBEO# Byte Low Enable (BLE#)—LADI[7:0]

8-Bit Bus—LBE1# and LBEO# are encoded to provide
LAD1 and LADO, respectively:

e |LBE3# not used
e |LBE2# not used
e LBE1# Address bit 1 (LAD1)
e |LBEO# Address bit 0 (LADO)

5.4.2.7.4.1 Direct Slave Byte

Enables Example

A 1 MB Local Address Space, 12300000h through
123FFFFFh, is accessible from the PCl Bus at PCI
addresses 78900000h through 789FFFFFh.

a. Local initialization software sets the Range and
Local Base Address registers as follows:

* Range—FFF00000h (1 MB, decode the upper
12 PCI Address bits)

¢ Local Base Address (Remap)—123XXXXXh
(Local Base Address for PCl-to-Local
accesses) [Space Enable bit(s) must be set to
be recognized by the PCI Host (LASOBA[0]=1
and/or LAS1BA[0]=1)]

b. PCI Initialization software writes all ones to the

PCI Base Address, then reads it back again.

e The PCI 9656 returns a value of FFFO0000h.
The PCI software then writes to the PCI Base
Address register(s).

e PCIl Base Address—789XXXXXh (PCI Base

Address for Access to the Local Address
Space registers, PCIBAR2 and PCIBARS3).
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Direct Data Transfer Modes

For a PCI Direct access to the Local Bus, the
PCI 9656 has a 32-Lword (128-byte) Write FIFO and a
16-Lword (64-byte) Read FIFO. The FIFOs enable the
Local Bus to operate independent of the PCI Bus. The
PCI1 9656 can be programmed to return a Retry
response or to throttle TRDY# for any PCl Bus
transaction attempting to write to the PCI 9656 Local
Bus when the FIFO is full.

For PCI Read transactions from the Local Bus, the
PCI 9656 holds off TRDY# while gathering data from
the Local Bus. For Read accesses mapped to PCI
Memory space, the PCIl 9656 prefetches up to 16
Lwords (has Continuous Prefetch mode) from the
Local Bus. Unused Read data is flushed from the
FIFO. For Read accesses mapped to PCI I/O space,
the PCI 9656 does not prefetch Read data. Rather, it
breaks each read of a Burst cycle into a Single
Address/Data cycle on the Local Bus.

The Direct Slave Retry Delay Clocks bits
(LBRDOQ[31:28]) can be used to program the period of
time in which the PCI 9656 holds off TRDY#. The
PCIl 9656 issues a Retry to the PCI Bus Transaction
Master when the programmed time period expires.
This occurs when the PCI 9656 cannot gain control of
the Local Bus and return TRDY# within the
programmed time period.

5.4.2.8 Direct Slave Priority

Direct Slave accesses have a higher priority than DMA
accesses, thereby preempting DMA transfers. During
a DMA transfer, if the PCl 9656 detects a pending
Direct Slave access, it releases the Local Bus within
two Data transfers. The PCIl 9656 resumes operation
after the Direct Slave access completes.

When the PCI 9656 DMA controller owns the Local
Bus, its LHOLD output and LHOLDA input are
asserted. When a Direct Slave access occurs, the
PCIl 9656 releases the Local Bus within two Lword
transfers by de-asserting LHOLD and floating the
Local Bus outputs. After the PCI 9656 acknowledges
that LHOLDA is de-asserted, it requests the Local Bus
for a Direct Slave transfer by asserting LHOLD. When
the PCI 9656 receives LHOLDA, it drives the bus and
performs the Direct Slave transfer. Upon completing a
Direct Slave transfer, the PCI 9656 releases the Local
Bus by de-asserting LHOLD and floating the Local Bus
outputs. After the PCIl 9656 samples LHOLDA is

de-asserted and the Local Bus Pause Timer is set to
zero, it requests a DMA transfer from the Local Bus by
re-asserting LHOLD. When it receives LHOLDA, it
drives the bus and continues the DMA transfer.

5.4.3

Deadlock can occur when a PCl Bus Master must
access the PCIl 9656 Local Bus at the same time a
Master on the PCI 9656 Local Bus must access the
PCI Bus.

Deadlock Conditions

There are two types of deadlock:

* Partial Deadlock—A Local Bus Master is
performing a Direct Bus Master access to a PCI
Bus device other than the PCI Bus device
concurrently trying to access the Local Bus

* Full Deadlock—A Local Bus Master is performing
a Direct Bus Master access to the same PCI Bus
device concurrently trying to access the Local Bus

This applies only to Direct Master and Direct Slave
accesses through the PCIl 9656. Deadlock does not
occur in transfers through the PCI9656 DMA
channels or the PCI 9656 internal registers (such as
mailboxes).

For partial deadlock, the PCI access to the Local Bus
times out [the Direct Slave Retry Delay Clock
(LBRDO[31:28]), which is programmable through the
Local Bus Region Descriptor register] and the
PCI 9656 responds with a PCl Retry. The PCI
Specification requires that a PCI Master release its
request for the PCl Bus (de-assert REQ#) for a
minimum of two PCI clocks after receiving a Retry.
This allows the PCI Bus arbiter to grant the PCI Bus to
the PCI 9656 so that it can complete its Direct Master
access and free up the Local Bus. Possible solutions
are described in the following sections for cases in
which the PCl Bus arbiter does not function as
described (PCI Bus architecture dependent), waiting
for a time out is undesirable, or a full deadlock
condition exists.

When a full deadlock occurs, the only solution is to
back off the Local Bus Master.
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5.4.3.1 Backoff

The PCI 9656 BREQo signal indicates whether a
possible deadlock condition exists. The PCIl 9656
starts the Backoff Timer (programmable through
registers) when it detects the following conditions:

e A PCI Bus Master is attempting to access memory
or an I/O device on the Local Bus and is not gaining
access (for example, LHOLDA is not received).

* A Local Bus Master is performing a Direct Bus
Master Read access to the PCI Bus. Or, a Local Bus
Master is performing a Direct Bus Master Write
access to the PCI Bus and the PCI 9656 Direct
Master Write FIFO cannot accept another Write
cycle.

If the Local Bus Backoff Enable bit is enabled
(EROMBA[4]=1), the Backoff Timer expires, and the
PCI 9656 has not received LHOLDA, the PCI 9656
asserts BREQo. External bus logic can use this signal
to perform backoff.

The Backoff cycle is device/bus architecture
dependent. External logic (an arbiter) can assert the
necessary signals necessary to cause a Local Bus
Master to release a Local Bus (backoff). After the
Local Bus Master backs off, it can grant the bus to the
PCI 9656 by asserting LHOLDA.

Once BREQo is asserted, READY# for the current Data
cycle is never asserted (the Local Bus Master must
perform backoff). When the PCI 9656 detects LHOLDA,
it proceeds with the PCI Master-to-Local-Bus access.
When this access completes and the PCIl 9656
releases the Local Bus, external logic can release the
backoff and the Local Bus Master can resume the cycle
interrupted by the Backoff cycle. The PCl 9656 Write
FIFO retains all data it acknowledged (that is, the last
data for which READY# was asserted).

After the backoff condition ends, the Local Bus Master
restarts the last cycle with ADS#. For writes, data
following ADS# should be the data the PCI 9656 did not
acknowledge prior to the Backoff cycle (for example,
the last data for which READY# is not asserted).

If a PCI Read cycle completes when the Local Bus is
backed off, the Local Bus Master receives that data if
the Local Master restarts the same last cycle (data is
not read twice). A new read is performed, if the
resumed Local Bus cycle is not the same as the
Backed Off cycle.

5.4.3.1.1 Software/Hardware
Solution for Systems
without Backoff Capability

For adapters that do not support backoff, a possible
deadlock solution is as follows.

The PCI Host software can use PCl Host software,
external Local Bus hardware, general purpose output
USERo and general purpose input USERI to prevent
deadlock. USERo can be asserted to request that the
external arbiter not grant the bus to any Local Bus
Master except the PCI9656. Status output from the
Local arbiter can be connected to the general purpose
input USERI to indicate that no Local Bus Master owns
the Local Bus, or the PCI Host to determine that no
Local Bus Master that currently owns the Local Bus can
read input. The PCI Host can then perform Direct Slave
access. When the Host finishes, it de-asserts USERo.

5.4.3.1.2 Preempt Solution

For devices that support preempt, USERo can be
used to preempt the current Bus Master device. When
USERo is asserted, the current Local Bus Master
device completes its current cycle and releases the
Local Bus, de-asserting LHOLD.

5.4.3.2 Software Solutions to Deadlock

Both PCIl Host and Local Bus software can use a
combination of mailbox registers, doorbell registers,
interrupts, direct Local-to-PCl accesses and direct
PCl-to-Local accesses to avoid deadlock.

5.5 DMA OPERATION

The PCI 9656 supports two independent
channels capable of transferring data from the:

¢ Local-to-PCI Bus
¢ PClI-to-Local Bus

DMA

Each channel consists of a DMA controller and a
dedicated bidirectional FIFO. Both channels support
Block transfers, Scatter/Gather transfers, with or
without End of Transfer (EOT#). Only DMA Channel 0
supports Demand mode DMA transfers. Master mode
must be enabled with the Master Enable bit
(PCICR[2]) before the PCI 9656 can become a PCI

PCIl 9656 Data Book r0.90
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DMA Operation

Bus Master. In addition, both DMA channels can be
programmed to:

e Operate in 8-, 16-, or 32-bit Local Bus width

¢ Use zero to 15 internal wait states (Local Bus)
e Enable/disable internal wait states (Local Bus)
¢ Enable/disable Local Bus Burst capability

e Limit Local Bus bursts to four (BTERM# enable/
disable)

¢ Hold Local address constant (Local Slave is FIFO)
or increment

* Perform PCI Memory Write and Invalidate
(command code = Fh) or normal PCI Memory
Write (command code = 7h)

* Pause Local transfer with/without BLAST#

(DMA Fast/Slow termination)

e Assert PCl interrupt (INTA#) or Local interrupt
(LINTo#) when DMA transfer is complete or
Terminal Count is reached during Scatter/Gather
DMA mode transfers

* Operate in DMA Clear Count mode (only if the
descriptor is in Local memory)

The PCI 9656 also supports PCI Dual Address with
the upper 32-bit register(s) (DMADACO and/or
DMADACH1).

The Local Bus Latency Timer determines the number
of Local clocks the PCI 9656 can burst data before
relinquishing the Local Bus. The Local Pause Timer
sets how soon the DMA channel can request the
Local Bus.

5.5.1 DMA PCI Dual Address Cycle

The PCI 9656 supports PClI Dual Address Cycles
(DAC) when it is a PClI Bus Master, using the
DMADACO and/or DMADAC1 register(s) for Block
DMA transactions. Scatter/Gather DMA can utilize the
DAC function by way of the DMADACO and/or
DMADACH1 register(s) or DMAMODEQ[18] and/or
DMAMODE1[18]. The DAC command is used to
transfer a 64-bit address to devices that support 64-bit
addressing when the address is above the 4-GB
Address space. The PCI 9656 performs a DAC within
two PCI clock periods, where the first PCl address is a
Lo-Addr, with the command (C/BE[7:0]#) “D”, and the
second PCI address is a Hi-Addr, with the command
(C/BE[7:0]#) “6” or “7”, depending upon whether it is a
PCI Read or PCI Write cycle.

5.5.2 Block DMA Mode

The Host processor or the Local processor sets the
Local and PCI starting addresses, transfer byte count,
and transfer direction. The Host or Local processor
then sets the DMA Start bit to initiate a transfer. The
PCI 9656 requests the PCIl and Local Buses and
transfers data. Once the transfer completes, the
PCI9656 sets the Channel Done bit(s)
(DMACSRO0[4]=1 and/or DMACSR1[4]=1) and, if
enabled, asserts an interrupt(s) (DMAMODEOQ[10] and/
or DMAMODE1[10]) to the Local processor or the PCI
Host (programmable). The Channel Done bit(s) can be
polled, instead of interrupt generation, to indicate the
DMA transfer status.

DMA registers are accessible from the PCI and Local
Buses. (Refer to Figure 5-5 on page 5-8.)

During DMA transfers, the PCl 9656 is a Master on
both the PCIl and Local Buses. For simultaneous
access, Direct Slave or Direct Master has a higher
priority than DMA.

The PCI 9656 releases the PCI Bus, if one of the
following conditions occur. (Refer to Figure 5-12 and
Figure 5-13):

* FIFO is full (PCl-to-Local Bus)
e FIFO is empty (Local-to-PCIl Bus)
e Terminal count is reached

e PCI Bus Latency Timer expires
(PCILTR[7:0])—normally programmed by the
Host PCI BIOS—and PCI GNT# de-asserts

¢ PCIl Host asserts STOP#

The PCI 9656 releases the Local Bus, if one of the
following conditions occurs:

e FIFO is empty (PCI-to-Local Bus)
* FIFQO is full (Local-to-PCI Bus)
e Terminal count is reached

* Local Bus Latency Timer is enabled and expires
(MARBRJ7:0])

* Special cycle BREQi# is asserted
* Direct Slave request is pending
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Table 5-2. DMA Local Burst Mode

Slave Master Master Slave
VAN Qe /L Burst BTERM#
DMASIZ1) DMASIZT) Enable Bit Enable Bit Result
REQ# 0 X Single cycle
e 1 0 Burst up to four
FRAANE)E(#,dCé/?E#, Data cycles
aaar,
a 4 Burst forever (terminate
>
g & PCI 2 1 1 when BTERM# is asserted
o DEVSEL#, TRDY# 9656 LHoLb § or transfer is completed)
AD (data) Note: “X” is “Don’t Care.”
LHOLDA
LA, LD/LAD, ADS#,
£ Lo, Aos: 5.5.2.1 Block DMA PCI
Dual Address Cycle
v READY# v

The PCI 9656 supports the DAC feature in Block DMA
mode. Whenever the DMADACO and/or DMADAC1
register(s) contain a value of 0x00000000, the
PCI1 9656 performs a Single Address Cycle (SAC) on
/\ ‘[%Qé?z% %ﬁgﬁﬁ“& /\ the PCI Bus. Any other value causes. a Dual Address
‘:1IL.> ) to appear on the PCI Bus. (Refer to Figure 5-14.)

LHOLD

Figure 5-12. DMA, PCI-to-Local Bus

Slave Master Master Slave

LHOLDA

LA, ADS#, LW/R#
BLAST#

PCI LD/LAD, READY#
9656 |<——

REQ#

PCI Bus
Local Bus

GNT#

IRDY#

DEVSEL#, TRDY#

AD (addr & data)
v < v

Figure 5-13. DMA, Local-to-PCI Bus

Note: Figures 5-12 and 5-13 represent a sequence of Bus cycles.

Ons 100ns 200ns 200ns 400ns S00ns
e o e O O e e I D D A

CLK 1 1 1 1 |:_ | || | . | ]

FRA&ME#® — A
AD[H 0] ——{lasadnHiadar DT A 1 AT A2
CIBE[30]# ———Dugl iBuz CMO¥ C/RER O h

Figure 5-14. Dual Address Timing
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5.5.3 Scatter/Gather DMA Mode

In Scatter/Gather DMA mode, the Host processor or
Local processor sets up descriptor blocks in Local or
Host memory composed of PCI and Local addresses,
transfer count, transfer direction, and address of next
descriptor block. (Refer to Figure 5-15 and
Figure 5-16.) The Host or Local processor then:

e Enables the Scatter/Gather mode bit(s)
(DMAMODEDOQ[9]=1 and/or DMAMODE1[9]=1)

e Sets up the address of initial descriptor block
in the PCI 9656 Descriptor Pointer register(s)
(DMADPRO and/or DMADPR1)

* Initiates the transfer by setting a control bit(s)
(DMACSRO0[1:0] and/or DMACSR1[1:0])

The PCI 9656 supports zero wait state Descriptor
Block bursts from the Local and PCl Bus when the
Local Burst Enable bit(s) is enabled
(DMAMODEDQ[8]=1 and/or DMAMODE1[8]=1).

The PCI 9656 loads the first descriptor block and
initiates the Data transfer. The PCl 9656 continues to
load descriptor blocks and transfer data until it detects
the End of Chain bit(s) is set (DMADPRO[1]=1 and/or
DMADPR1[1]=1) (these bits are part of each

PCI Bus Local Bus

Set up Scatter/Gather
DMA for PCl-to-Local

PCI 9656 retrieves
Scatter/Gather data
from Local memory

ﬂ PCI 9656 writes data

to Local Bus
:> PCI 9656 writes data
to Local Bus

PCI 9656 retrieves
i Scatter/Gather data
from Local memory

PCI 9656 initiates read
from PCI Bus <:
PCI 9656 initiates read

from PCI Bus <: PCI
9656

PCI 9656 initiates read

from PCI Bus <:

PCI 9656 initiates read
from PCI Bus <:

PCI 9656 writes data
to Local Bus

:> PCI 9656 writes data
to Local Bus

Read and Write cycles continue...

Figure 5-15. Scatter/Gather DMA Mode from
PCI-to-Local Bus (Control Access from the
Local Bus)

Note: Figures 5-15 and 5-16 represent a sequence of Bus cycles.

descriptor). When the End of Chain bit(s) is detected,
the PCI 9656 completes the current descriptor block
and sets the DMA Done bit(s) (DMACSRO0[4] and/or
DMACSR1[4]). If the End of Chain bit(s) is detected,
the PCI 9656 asserts a PCI interrupt (INTA#) and/or
Local interrupt (LINTo#).

The PCI 9656 can also be programmed to assert PCI
or Local interrupts after each descriptor is loaded, then
finish transferring.

If Scatter/Gather descriptors are in Local memory, the
DMA controller can be programmed to clear the
transfer size at completion of each DMA, using the
DMA Clear Count Mode bit(s) (DMAMODEOQ[16] and/
or DMAMODE1[16]).

Notes: In Scatter/Gather DMA mode, the descriptor includes the
PCl and Local Address Space, transfer size, and next descriptor
pointer. It also includes a DAC value, if the DAC Chain Load bit(s) is
enabled (DMAMODEO[18]=1 and/or DMAMODE1[18]=1).
Otherwise, the register (DMADACO and/or DMADAC1) values are
used. The Descriptor Pointer register(s) (DMADPRO and/or
DMADPR1) contains end of chain (bit 1), direction of transfer (bit 3),
next descriptor address (bits [31:4]), interrupt after terminal count
(bit 2), and next descriptor location (bit 0) bits.

The Local Bus width must be the same as Local Memory Bus width.
A DMA descriptor can be on the Local memory or the PCl memory,
or both (for example, one descriptor on Local memory, another
descriptor on PCl memory and vice-versa).

PCI Bus

Set up Scatter/Gather
DMA for Local-to-PCl

Local Bus

PCI 9656 retrieves
Scatter/Gather data
from PCI memory

PCI 9656 writes data <:

to PCI Bus

PCI 9656 \;\(/]riltfgld;ltg <:

SeatonGatner doa. =
from PCI memory

PCI 9656 \;\(/]riltfgld;ltg <:

PCI 9656 writes data
to PCI Bus <:

Read and Write cycles continue...

PCI 9656 initiates read
from Local Bus

PCI 9656 initiates read

PCI : from Local Bus
9656

PCI 9656 initiates read

ﬂ from Local Bus

PCI 9656 initiates read
from Local Bus

Figure 5-16. Scatter/Gather DMA Mode from
Local-to-PCI Bus (Control Access from the PCI Bus)
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5.5.3.1 Scatter/Gather DMA

PCI Dual Address Cycle

The PCI 9656 supports the PClI DAC feature in
Scatter/Gather DMA mode for Data transfers only. The
descriptor blocks should reside below the 4-GB
Address space. The PCI 9656 offers three different
options of how PCl DAC Scatter/Gather DMA is
utilized. Assuming the descriptor blocks are located on
the PCI Bus:

¢ DMADACO and/or DMADAC1 contain(s) a
non-zero value. DMAMODEO[18] and/or
DMAMODE1[18] is set to 0. The PCI 9656
performs a Single Address Cycle (SAC)
four-Lword descriptor block load from PCI
memory and DMA transfer with DAC on the
PCI Bus. (Refer to Figure 5-17.)

¢ DMADACO and/or DMADACH1 contain(s) an
0x00000000 value. DMAMODEQO[18] and/or
DMAMODE1[18] is set to 1. The PCI 9656
performs a SAC five-Lword descriptor block
load from PCI memory and DMA transfer with
PCI DAC on the PCI Bus. (Refer to Figure 5-18.)

e DMADACO and/or DMADAC1 contain(s) a
non-zero value. DMAMODEO[18] and/or
DMAMODE1[18] is set to 1. The PCI 9656
performs a SAC five-Lword descriptor block
load from PCI memory and DMA transfer with
DAC on the PCI Bus. The fifth descriptor
overwrites the value of the DMADACO and/or
DMADACHT register(s). (Refer to Figure 5-18.)

5.5.3.2 DMA Clear Count Mode
The PCI 9656 supports DMA Clear Count mode
(Write-Back  feature, Y DMAMODEO[16] and/or
DMAMODE1[16]). This feature allows users to control
the Data transfer blocks during Scatter/Gather DMA
operations. The PCI 9656 clears the Transfer Size
descriptor to zero by writing to a descriptor-memory
location at the end of each transfer chain. This feature
is available for DMA descriptors located on the Local
and PCI Buses.

5.5.3.3 DMA Descriptor Ring

Management (Valid Mode)

In Scatter/Gather DMA mode, when the Valid Mode
Enable bit(s) is set to 0 (DMAMODEOQ[20]=0 and/or
DMAMODE1[20]=0), the Valid bit (bit 31 of transfer
count) is ignored. When the Valid Mode Enable bit(s)
is set to 1 (DMAMODEOQ[20]=1 and/or
DMAMODE1[20]=1), the DMA descriptor proceeds
only when the Valid bit is set. If the Valid bit is set, the
transfer count is 0, and the descriptor is not the last
descriptor, then the DMA controller moves on to the
next descriptor in the chain.

When the Valid Stop Control bit(s) is set to 0
(DMAMODEO[21]=0 and/or DMAMODE1[21]=0), the
DMA Scatter/Gather controller continuously polls the
descriptor with the Valid bit set to 0 (invalid descriptor)
until the Valid bit is read to be a 1. When the Valid
Stop Control bit(s) is set to 1 (DMAMODEOQ[21]=1 and/
or DMAMODE1[21]=1), the DMA Scatter/Gather
controller pauses if a Valid bit with a value of 0
is detected. In this case, the PCl 9656 must
restart the DMA controller by setting bit 1 of the DMA
Control/Status  register(s) (DMACSRO[1] and/or
DMACSR1[1]). The DMA Clear Count mode bit(s)
(DMAMODEOQ[16] and/or DMAMODE1[16]) must be
enabled for the Ring Management Valid bit to be
cleared at the completion of each descriptor.

PCIl 9656 Data Book r0.90
© 2000 PLX Technology, Inc. All rights reserved.

Preliminary Information 5-21

4]
7]
)
o
(4]
c
3
T8
)
1
0
c
o
=
3]
Q
(%)




Section 5

C and J Modes Functional Description DMA Operation
Set DMA Mod Local or
ef ode
to Scatter/Gather ~~~~ """ "" . @ Host Memory
e PCI
‘ Mode Register ‘ First PCI Address Memory
First Local Address
. ) First Transfer Size (byte count)
Set up First Descriptor First Memory Block
Pointer Register Next Descriptor Pointer to Transfer
(Required only for the :‘
first Descriptor Pointer) \‘
PCI Address »
‘ Memory Descriptor Block(s) ‘ Local Address | Next Memory Block
to Transfer
Transfer Size (byte count)
Next Descriptor Pointer ‘ ‘
4
‘ Command/Status Register End of Chain --/ kﬂf)eC;Lr
< Specification Bit / y
Set Enable and
Go Bits in DMA T >
Command/Status Register First Memory Block
(DMACSRO0 and DMACSR1)
to Initiate DMA Transfer L TR
>

Next Memory Block
to Transfer

Figure 5-17. Scatter/Gather DMA Mode Descriptor Initialization [PCl SAC/DAC PCI Address
(DMADACO and/or DMADAC1) Register Dependent]

Local or

Set DMA Mode
to Scatter/Gather ~~ """ N @ / Host Memory
\ PCI

4
Mode Register PCI Address Low Memory
First Local Address ]
i . First Transfer Size (byte count)
Set up First Descriptor First Memory Block
Pointer Register . Next Descriptor Pointer to Transfer
(Required only for the PCI Add High
first Descriptor Pointer) N ress Aig
4 <
>
‘ Memory Descriptor Block(s) PCI Address Low Next Memory Block
to Transfer
Local Address
Transfer Size (byte count)
Next Descriptor Pointer
‘ Command/Status Register - U Local
PCI Address High 4 Memory
“« /
Set Enable and /
Go Bits in DMA T End of Chal / >
Command/Status Register nao amn  ----¢ First Memory Block
(DMACSRO0 and DMACSR1) Specification Bit to Trans);er
to Initiate DMA Transfer
—>

Next Memory Block
to Transfer

Figure 5-18. Scatter/Gather DMA Mode Descriptor Initialization [DAC PCI Address
(DMAMODEO[18], DMAMODE1[18]) Descriptor Dependent] (PCl Address High Added)
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554

The PCI 9656 can be programmed to perform Memory
Write and Invalidate cycles to the PCI Bus for DMA
transfers, as well as Direct Master transfers. (Refer to
Section 5.4.1.11.) The PCI 9656 supports Memory
Write and Invalidate transfers for cache line sizes of 8
or 16 Lwords. Size is specified in the System Cache
Line Size bits (PCICLSR[7:0]). If a size other than 8 or
16 is specified, the PCl 9656 performs Write transfers
rather than Memory Write and Invalidate transfers.

DMA Memory Write and Invalidate

DMA Memory Write and Invalidate transfers are
enabled when the DMA controller Memory Write and
Invalidate Enable bit(s) (DMAMODEO[13] and/or
DMAMODE1[13]) and the Memory Write and
Invalidate Enable bit (PCICR[4]) are set.

In Memory Write and Invalidate mode, the PCI 9656
waits until the number of Lwords required for specified
cache line size are read from the Local Bus before
starting the PCl access. This ensures a complete cache
line write can complete in one PCI Bus ownership. If a
Target disconnects before a cache line completes, the
PCI 9656 completes the remainder of that cache line,
using normal writes before resuming Memory Write and
Invalidate transfers. If a Memory Write and Invalidate
cycle is in progress, the PCI 9656 continues to burst if
another cache line is read from the Local Bus before
the cycle completes. Otherwise, the PCI 9656
terminates the burst and waits for the next cache line to
be read from the Local Bus. If the final transfer is not a
complete cache line, the PCI 9656 completes the DMA
transfer, using normal writes.

EOT# signal assertion, in any DMA transfer type, or
DREQO# and/or DREQ1# signal de-assertion in
Demand Mode before the cache line is read from the
Local Bus, results in the PCI 9656 performing a normal
PCI Memory Write to data read into a DMA FIFO.

5.5.4.1 DMA Abort

DMA transfers can be aborted, in addition to the EOT#
signal, as follows:

1. Clear the DMA Channel Enable bit(s)
(DMACSRO0[0]=0 and/or DMACSR1[0]=0).

2. Abort DMA by setting the Channel Abort bit(s)
(DMACSRO0[2]=1 and/or DMACSR1[2]=1).

3. Wait until the Channel Done bit(s) is set
(DMACSRO0[4]=1 and/or DMACSR1[4]=1).

Note: One to two Data transfers occur after the Abort bit is set.
Aborting when no DMA cycles are in progress causes the next DMA
to abort.

5.5.5 DMA Priority

The DMA Channel Priority bits (MARBR[20:19]) can
be used to specify the following priorities:

« Rotating (MARBR[20:19]=00)
« DMA Channel 0 (MARBR[20:19]=01)
« DMA Channel 1 (MARBR[20:19]=10)

5.5.6 DMA Channel 0/1 Interrupts

A DMA channel can assert a PCl Bus or Local Bus
interrupt when done (transfer complete) or after a
transfer is complete for the current descriptor in Scatter/
Gather DMA mode. The DMA Channel Interrupt Select
bit(s) determine whether to asset a PClI
(DMAMODEQ[17]=1 and/or DMAMODE1[17]=1) or
Local (DMAMODEOQ[17]=0 and/or DMAMODE1[17]=0)
interrupt. The PCI or Local processor can read the DMA
Channel 0 Interrupt Active bits to determine whether a
DMA Channel 0 (INTCSR[21]) or DMA Channel 1
(INTCSR[22]) interrupt is pending.

The Channel Done bit(s) (DMACSRO0[4] and/or
DMACSR1[4]) can be used to determine whether an
interrupt is:

¢ DMA Done interrupt
* Transfer complete for current descriptor interrupt

The Done Interrupt Enable bit(s) (DMAMODEO[10]
and/or DMAMODE1[10]) enable a Done interrupt. In
Scatter/Gather DMA mode, a bit in the Next Descriptor
Pointer register of the channel (loaded from Local
memory) specifies whether to assert an interrupt at the
end of the transfer for the current descriptor.

A DMA Channel interrupt is cleared by the Channel
Clear Interrupt bit(s) (DMACSRO[3]=1 and/or
DMACSR1[3]=1).

5.5.7 DMA Data Transfers

The PCI 9656 DMA controller can be programmed to
transfer data from the Local-to-PCl Bus or from the
PCI-to-Local Bus.
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5.5.7.1

Local-to-PCIl Bus DMA Transfer

PCI Interrupt Generation

(Programmable) ~-

Local Interrupt Generation
(Programmable)

> « Done

* Done < - -
Unload FIFO with Load FIFO with
PCI Bus FIFO Local Bus
Write Cycles Read Cycles
< <
N PCI Bus Local Bus
PCI Bus Arbitration: Arbitration Arbitration
Releases control of PCI Bus *

whenever FIFO becomes empty,
PCI Bus Latency Timer expires
and PCI GNT# de-asserts, PCI
disconnect is received, or Direct

Local-to-PCl Bus request is pending.

Rearbitrates for control of PCI Bus

when preprogrammed number of
entries in FIFO becomes available,
or after two PCI clocks if disconnect
is received.

5.5.7.2

GNT# REQ# LHOLDA LHOLD

Local Bus Arbitration:

Releases control of Local Bus whenever
FIFO becomes full, terminal count is
reached, Local Bus Latency Timer is enabled
and expires, BREQi is asserted, or Direct
PCl-to-Local Bus request is pending.

Rearbitrates for control of Local Bus when
preprogrammed number of empty entries
in FIFO becomes available. If Local Bus
Latency Timer is enabled and expires,
waits until Local Bus Pause Timer expires.

Figure 5-19. Local-to-PCl Bus DMA Data Transfer Operation

PCl-to-Local Bus DMA Transfer

PCI Interrupt Generation
(Programmable) N

« Done

Load FIFO with
PCI Bus
Read Cycles

PCI Bus Arbitration:

Releases control of PCI Bus whenever

FIFO becomes full, terminal count is reached,
PCI Latency Timer expires and PClI GNT#
de-asserts, PCI disconnect is received, or
Direct Local-to-PCl Bus request is pending.

Rearbitrates for control of PCI Bus when
preprogrammed number of empty entries
in FIFO becomes available, or after two
PCI clocks if disconnect is received.

Figure 5-20.

Local Interrupt Generation
(Programmable)

« Done

Unload FIFO with

Local Bus

Write Cycles

FIFO
PCI Bus Local Bus
Arbitration Arbitration

GNT#

REQ# LHOLDA LHOLD

v

Local Bus Arbitration:

« Releases control of Local Bus whenever

FIFO becomes empty, Local Bus Latency
Timer is enabled and expires, BREQi

is asserted, or Direct PCl-to-Local Bus
request is pending.

Rearbitrates for control of Local Bus

when preprogrammed number of entries
becomes available in FIFO or PCI
terminal count is reached. If Local Bus
Latency Timer is enabled and expires,
waits until Local Bus Pause Timer expires.

PCI-to-Local Bus DMA Data Transfer Operation
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5.5.7.3 DMA Unaligned Transfers

For unaligned Local-to-PCl transfers, the PCIl 9656
reads a partial Lword from the Local Bus. It continues
to read Lwords from the Local Bus. Lwords are
assembled, aligned to the PCI Bus address, and
loaded into the FIFO.

For PCl-to-Local transfers, Lwords are read from the
PCI Bus and loaded into the FIFO. On the Local Bus,
Lwords are assembled from the FIFO, aligned to the
Local Bus address and written to the Local Bus.

On both the PCI and Local Buses, the byte enables for
writes determine LA[1:0] for the start of a transfer. For
the last transfer, byte enables specify the bytes to be
written. All reads are Lwords.

5.5.8 Demand Mode DMA, Channel 0/1

The Fast/Slow Terminate Mode Select bit(s)
(DMAMODEQ[15] and/or DMAMODE1[15]) determines
the number of Lwords to transfer after the DMA controller
DREQO# and/or DREQ1# input is de-asserted.

If BLAST# output is not required for the last Lword of a
DMA transfer (bit [15]=1), the DMA controller releases
the data bus after it receives an external READY# or
the internal wait state counter decrements to 0 for the
current Lword. If the DMA controller is currently
bursting data, which is not the last Data phase for the
Burst, BLAST# is not asserted.

When the PCI9656 is in Demand Mode DMA
Local-to-PCI Slow Terminate mode (DMAMODEOQ[15]
and/or DMAMODE1[15]), it monitors unaligned DMA
transfers PCl address increments to guarantee a
Qword PCl Data, 64-bit data completion when
DREQO# and/or DREQ1# is de-asserted in the middle
of the Data-Pocket transfer, Demand Mode DMA
pause. Due to the nature of unaligned transfers, the
PCIl 9656 retains partial Lword data, three or fewer
bytes remain in the DMA FIFO and are not transferred
when DREQO# and/or DREQ1# is de-asserted in the
middle of the Data-Pocket transfer. When DREQO#
and/or DREQ1# resumes, the data is transferred to
the PCI Bus. If DREQO# and/or DREQ1# assertion is
never resumed for ongoing transfers, the EOT# signal
assertion (along with DREQO# and/or DREQ1#
de-assertion) should be used to ensure the partial data
successfully transfers to the PCI Bus.

These same conditions for DMA PCI-to-Local cause
the PCI 9656 to pause the DMA transfer on the Local
Bus at the Lword boundary with BLAST# asserted at
the last Data transfer. EOT# assertion (along with
DREQO# and/or DREQ1# de-assertion) causes the
PCI 9656 to terminate the ongoing Data transfer and
flush the DMA FIFO with BLAST# asserted at the last
Data transfer.

If BLAST# output is required for the last Lword of the
DMA transfer (bit [15]=0), the DMA controller transfers
one or two Lwords. If DREQO# and/or DREQ1# is
de-asserted during the Address phase of the first
transfer in the PCI 9656 Local Bus ownership (ADS#,
LHOLDA asserted), the DMA controller completes
current Lword. If DREQO# and/or DREQ1# is
de-asserted during any phase other than the Address
phase of the first transfer in the PCI 9656 Local Bus
ownership, the DMA controller completes the current
Lword, and one additional Lword (this allows BLAST#
output to be asserted during the final Lword). If the
DMA FIFO is full or empty after the Data phase in
which DREQO# and/or DREQ1# is de-asserted, the
second Lword is not transferred.

DREQO# and/or DREQ1# controls only the number of
Lword transfers. For an 8-bit bus, the PCI 9656
releases the bus after transferring the last byte for the
Lword. For a 16-bit bus, the PCl 9656 releases the
bus after transferring the last word for the Lword.
(Refer to the timing diagrams in Section 5.6.)

When the PCI9656 is in Demand Mode DMA
Local-to-PCIl Fast Terminate mode (DMAMODEOQ[15]
and/or DMAMODE1[15]) unaligned DMA transfers, it
monitors PCIl address increments to guarantee a
Qword PCIl Data, 64-bit data completion when
DREQO# and/or DREQ1# is de-asserted in the middle
of the Data-Pocket transfer, Demand Mode DMA
pause. Due to the nature of unaligned transfers, the
PCIl 9656 retains partial Lword data, three or fewer
bytes remain in the DMA FIFO and are not transferred
when DREQO# and/or DREQ1# is de-asserted in the
middle of the Data-Pocket transfer. When DREQO#
and/or DREQ1# resumes, the data is transferred to
the PCI Bus. If DREQO# and/or DREQ1# assertion is
never resumed for ongoing transfers, the EOT# signal
assertion (along with DREQO# and/or DREQ1#
de-assertion) should be used to ensure the partial data
successfully transfers to the PCI Bus.
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DMA Operation

These same conditions for DMA PCI-to-Local cause
the PCI 9656 to immediately pause the DMA transfer
on the Local Bus at Lword boundary without BLAST#
being asserted. EOT# assertion (along with DREQO#
and/or DREQ1# de-assertion) causes the PCI 9656 to
immediately terminate the ongoing Data transfer and
flush the DMA FIFO without BLAST# being asserted.

5.5.9 End of Transfer (EOT#) Input

The DMA EOT# Enable bit(s) (DMAMODEOQ[14] and/or
DMAMODE1[14]) determines the number of Lwords to
transfer after a DMA controller asserts EOT# input.
EOT# input should be asserted only when the
PCI 9656 owns a bus.

If BLAST# output is not required for the last Lword of
the DMA transfer (DMAMODEOQ[15]=1 and/or
DMAMODE1[15]=1), the DMA controller releases the
data bus and terminates DMA after it receives an
external READY#. Or, the internal wait state counter
decrements to O for the current Lword. If the DMA
controller is currently bursting data that is not the last
Data phase for the burst, BLAST# output is not
asserted.

If BLAST# output is required for last Lword of the DMA
transfer (DMAMODEOQ[15]=0 and/or DMAMODE1
[15]=0), the DMA controller transfers one or two
Lwords, depending on the Local Bus width. If EOT# is
asserted, the DMA controller completes the current
Lword and one additional Lword (this allows BLAST#
output to be asserted during the final Lword). If the
DMA FIFO is full or empty after the Data phase in
which EOT# is asserted, the second Lword is not
transferred.

The DMA controller terminates a transfer on an Lword
boundary after EOT# is asserted. For an 8-bit bus, the
PCI 9656 terminates after transferring the last byte for
the Lword. For a 16-bit bus, the PCl 9656 terminates
after transferring the last word for the Lword.

During the descriptor loading on the Local Bus,
assertion of EOT# causes a complete descriptor load
and no subsequent Data transfer; however, this is not
recommended. This has no effect when the descriptor
is loaded from the PCI Bus.

5.5.10 DMA Arbitration

The PCI 9656 DMA controller releases control of the
Local Bus (de-asserts LHOLD) when one of the
following conditions occur:

e Local Bus Latency Timer is enabled and expires
(MARBR[7:0])

* BREQi is asserted (BREQi can be enabled or
disabled, or gated with a Local Bus Latency Timer
before the PCI 9656 releases the Local Bus)

* Direct Slave access is pending

e EOT# input is received (if enabled)

The DMA controller releases control of the PCI Bus
when one of the following conditions occurs:

¢ FIFOs are full or empty

* PCI Bus Latency Timer expires
(PCILTR[7:0])—and loses the PCI GNT# signal

¢ Target disconnect response is received

The DMA controller de-asserts PClI REQ# for a
minimum of two PCI clocks.

5.5.11 Local Bus Latency

and Pause Timers

The Local Bus Latency and Pause Timers are
programmable with the Mode/DMA Arbitration register
(MARBR([7:0, 15:8], respectively). If the Local Bus
Latency Timer is enabled and expires, the PCl 9656
completes the current Lword transfer and releases
LHOLD. After its programmable Pause Timer expires,
it reasserts LHOLD. It continues to transfer when it
receives LHOLDA. The PCI Bus transfer continues
until the FIFO is empty for a Local-to-PCI transfer or
full for a PCI-to-Local transfer.

The DMA transfer can be paused by writing a 0 to the
Channel Enable bit. To acknowledge the disable, the
PCIl 9656 gets at least one data from the bus before it
stops. However, this is not recommended during a
burst.

The DMA Local Bus Timer starts after the Local Bus is
granted to the PCIl 9656 and the Local Pause Timer
starts after LHOLDA is de-asserted.
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5.6 C AND J MODES TIMING DIAGRAMS

& n

Note: In the timing diagrams that follow, the “_” symbol at the end of the signal names represents the “#” symbol.

ons ‘ 250ns

LCLK

LHOLD / \ / WILL NOT BE RE-ASSERTED UNTIL LHOLDA GOES LOW |

|- CAN GO HIGH —| |-J

LHOLDA /MUST REMAIN HIGH UNTIL LHOLD GOES LOW \

L ;

Timing Diagram 5-1. Local Bus Arbitration (LHOLD and LHOLDA)
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5.6.1

C Mode Direct Master Timing Diagrams

CLK
FRAME# —\
PCI TARGET READ
AD[31:0] —GEoor—( o3
C/BE[3:0l# —cmp( BYTE ENABLES |
IRDY# \
DEVSEL# \
TRDY# \
REQ# \
PCI Initiator does not gain PCI Bus until the PCI Target access completes
(GNT# asserted, FRAME# de-asserted, IRDY# de-asserted)
LCLK
LHOLD / <-- PCI TARGET BACKOFF TIMER STARTS
LHOLDA /
PCI TARGET PROCEEDS
ADS# N\ _/ L/
LA[31:2] —( —AbDRY X X |
LD[31:0] © G I
READY# (output) NO PCI INITIATOR READY '
READY# (input) \
BREQo / \
Backoff Timer expires and asserts BREQo Refer to PCI 9054 Data Book for
to indicate a potential deadlock condition. a description of deadlock.
Note: For partial deadlock, PCI Target Retry Delay Clock bits (LBRDO[31:28])
can be used to issue Retrys to the PCI Master attempting the PCI Target access.
Timing Diagram 5-2. BREQo and Deadlock
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Ons 250ns 500ns
I I I I I I I I I I

Lok fpyyyyuyryyyyyyyyrryururyrurerur ey

ADSH# \__/
BLAST# \ / '
LW/R#
LA[31:2] \ A )
LD[31:0] C o1y
READY# (output) \_/

CLK

REQ# \ Vo

GNT# \ Vo

FRAME# ./
AD[31:0] A0 X DO )

C/BE[3:0]# CMD

DEVSEL# \__/
IRDY# \__/
TRDY# \__/

Timing Diagram 5-3. Direct Master Configuration Write—Type 1 or Type 0
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Ons 250ns 500ns 750ns
| | | | | | | | | | | | | | | |

Lok ryyuyryryuyryrurduyyyuyyy gyt
ADS# \_/ '

BLAST#

-

LW/R# \

LA[31:2] \

N

/

/

)

LD[31:0] (o0
_/

READY# (output)

CLK

REQ# \ /
GNT# \ /
FRAME# \_/
AD[31:0] (300
C/BE[3:0}# (o)
DEVSEL# \_/
IRDY# \_/
TRDY# \_/

Timing Diagram 5-4. Direct Master Configuration Read—Type 1 or Type 0
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Ons 100ns 200ns 300ns 400ns 5001
e e e e O A R O R I Y e B

CLK
FRAME# \ /

AD[31:0] { ADDRX DATA

~N~

C/BE[3:0]# { cmp X BE

N~

IRDY# \ /

DEVSEL# \ /
TRDY# \ /

INTA# \ RESPONSE ON THE PCI BUS ’_.‘/_

LCLK

LINT#

Timing Diagram 5-5. Local Interrupt Asserting PCI Interrupt
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5.6.2 C Mode Direct Slave Timing Diagrams

LHOLD / \ /
LHOLDA / N_ S
ADS# ./ \_/
BLAST# \_/
LBE[3:0]# {_DOES NOT CHANGE, UNALIGNED HAS OWN CYCLE WITH ADS# C
LW/R# /
LA[31:2] I D €)' €3 G0 ED 1D G €D
LD[31:0] @]
BTERM# (input)
READY# (input) \ AR
BREQi \ /.

No wait states, Bterm enabled, Burst enabled, 32-bit Local Bus.
Owned by the Local Processor or other Bus Master.
DMA continues transferring data.

Timing Diagram 5-10. Direct Slave Burst Write Suspended by BREQ
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6 PCI/LOCAL INTERRUPTS AND USER I/0

6.1 INTERRUPTS

oS
/

SERR#
In Host Mode

N}

Parity Error
Master Abort
256 Retrys

Target Abort
Local Parity Check

=

vl
;

Messaging Queue
(outbound overflow)

DMA Ch 0 Done

DMA Ch 0 of 1
Terminal Count ||

Y

Doorbells [9]

M Abort

256 Retrys OR [t [10]

Target Abort
LINTi# (input) = [11]

Messaging Queue
(outbound not empty)

DMA Ch 1 Done

DMA Ch 1
Terminal Count

x
©

TYYY

V'V
[ 3 |

OR » TEA#/
oR LSERR#

OR INTA#

DMA Ch 0 Done

DMA Ch 0
Terminal Count

—iH

Doorbells ———————————!'7

Y'Y

Mailboxes =—————————————ut (7]

BIST

LINTo#
Power Management OR ’ (output)

Messaging Queue
(inbound not empty)

DMA Ch 1 Done

DMA Ch 1
Terminal Count
INTA#

In Host Mode

The numbers represent bit numbers in the INTCSR register

X1 = Outbound Free Queue Overflow Interrupt Full and Mask bits (QSR[7:6])

X2 = Channel 0 Done Interrupt Enable bit (DMAMODEO[10])

X3 = Channel 0 Interrupt after Terminal Count bit (DMADPRO[2])

X4 = Local DMA Channel 0 Interrupt Enable bit (INTCSR[18]) and
DMA Channel 0 Interrupt Select bit (DMAMODEO[17])

X5 = Inbound Post Queue Interrupt Not Empty and Inbound Post Queue
Interrupt Mask bits (QSR[5:4])

X6 = Channel 1 Done Interrupt Enable bit (DMAMODE1[10])

X7 = Channel 1 Interrupt after Terminal Count bit (DMADPR1[2])

X8 = Local DMA Channel 1 Interrupt Enable bit (INTCSR[19]) and
DMA Channel 1 Interrupt Select bit (DMAMODE1[17])

X9 = Outbound Post Queue Interrupt bit (OPQIS[3]) and Outbound Post Queue
Interrupt Mask bit (OPQIM[3])

For X4 and X8, if bit 17=0, then LINTo# is asserted and
if bit 17=1, then INTA# is asserted.

Figure 6-1. Interrupt and Error Sources

6.1.1  PCl Interrupts (INTA#)

A PCI1 9656 PCI Interrupt (INTA#) can be asserted by
one of the following:

e Local-to-PCI Doorbell register

e Local Interrupt input

* Master/Target Abort Status condition

e DMA Ch 0/Ch 1 Done

e DMA Ch 0/Ch 1 Terminal Count is reached
* Messaging Outbound Post Queue not empty
e 256 consecutive PCI Retrys

INTA#, or individual sources of an interrupt, can be
enabled or disabled with the PCI 9656 Interrupt
Control/Status register (INTCSR). This register also
provides the interrupt status of each interrupt source.

The PCI 9656 PCI Bus interrupt is a level output.
Disabling an interrupt enable bit or clearing the cause
of the interrupt can clear an interrupt.

6.1.2 Local Interrupt Input (LINTi#)

The Local Interrupt Input Enable bit must be enabled
(INTCSR[11]=1) for interrupts to be acknowledged by
the PCI 9656.

Asserting the Local Bus input LINTi# can assert a PCI
Bus interrupt. The PCI Host processor can read the
PCI1 9656 Interrupt Control/Status register (INTCSR)
to determine whether an interrupt is pending as a
result of LINTi# being asserted (INTCSR[15]).

The interrupt remains asserted as long as LINTi# is
asserted and the Local Interrupt input is enabled. The
PCI Host processor can take adapter-specific action to
cause the Local Bus to release LINTI#.

PCIl 9656 Data Book r0.90
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Interrupts

If the PCl Interrupt Enable bit is cleared
(INTCSR[8]=0), the PCI interrupt (INTA#) is
de-asserted; however, the Local interrupts (LINTi#)
and the status bit remain active.

6.1.3 Local Interrupt Output (LINTo#)

The PCI 9656 Local Interrupt output (LINTo#) can be
asserted by one of the following:

» PCI-to-Local Doorbell/Mailbox register access.

e PCI BIST interrupt.

* DMA Ch 0/Ch 1 Done interrupt.

e DMA Ch 0/Ch 1 Terminal Count is reached.

e DMA Abort Interrupt or Messaging Outbound
Post Queue is not empty.

e PCI INTA# when the HOSTEN# signal is asserted.
The PCI 9656 is a PCI Host.

LINTo#, or individual sources of an interrupt, can be
enabled or disabled with the PCI 9656 Interrupt
Control/Status register (INTCSR). This register also
provides interrupt status for each interrupt source.

The PCI 9656 Local interrupt is a level output. Interrupts
can be cleared by disabling the Interrupt Enable bit of a
source or by clearing the cause of an interrupt.

6.1.4 Master/Target Abort Interrupt

The PCI 9656 sets the Received Master Abort or Target
Abort bit (PCISR[13, 11]=1, respectively) when it detects
a Master or Target Abort. These status bits cause the
PCI INTA# to be asserted if interrupts are enabled.

Interrupt remains set as long as the Receive Master
Abort or Target Abort bits remain set and the Master/
Target Abort interrupt is enabled. Use PCI Type 0
Configuration or Local accesses to clear the Received
Master Abort and Target Abort interrupt bits
(PCISR[13, 11]=0, respectively).

The Interrupt  Control/Status  Register  bits
(INTCSR[26:24]) are latched at the time of a Master or
Target Abort interrupt. These bits provide information
when an abort occurs, such as which device was the
Master when the abort occurred.

The PCI Abort Address is stored in the PCIl Abort
Address register bits (PABTADR[31:0]).

6.1.5 Mailbox Registers

The PCI 9656 has eight 32-bit Mailbox registers that
can be written to and read from both the PCI and Local
Buses. These registers can be used to pass command
and status information directly between the PCI and
Local Bus devices.

A Local interrupt can be asserted, if enabled
(INTCSRI[3] and INTCSR[16]), when the PCI Host
writes to one of the first four Mailbox registers
(MBOX0, MBOX1, MBOX2, or MBOX3).

To clear the Mailbox registry, the destination bus
should read the values currently in the Mailbox
registers.

6.1.6 Doorbell Registers

The PCI 9656 has two 32-bit Doorbell Interrupt/Status
registers. One is assigned to the PCI Bus interface.
The other is assigned to the Local Bus interface.

A Local processor can assert a PCl Bus interrupt by
writing any number other than all zeroes to the
Local-to-PCI Doorbell register bits (P2LDBELL[31:0]).

A PCI Host can assert a Local Bus interrupt by writing
any number other than all zeroes to the PCl-to-Local
Doorbell register bits (L2PDBELL[31:0]). The PCI
Interrupt and Local Interrupt remain asserted until all
bits are cleared to zero.

PCI Local PCI Local
Bus Bus Bus Bus
Mailbox registers can be read Doorbell registers set

and/or written from both sides and clear interrupts
LINTo#

«—>  Maibox0 «—> 5%, pCloLocal  (Intemt
Mailbox 1 INTA#
Local-to-PCI Set

Mailbox 2
Mailbox 3
Mailbox 4 Used for Passing

* Commands
Mailbox 5 « Pointers

* Status
Mailbox 6
Mailbox 7

Figure 6-2. Mailbox and Doorbell Message Passing
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6.1.6.1 Local-to-PCI Doorbell Interrupt

A Local Bus Master can assert a PCI Bus interrupt by
writing to the Local-to-PCI Doorbell Register bit(s)
(L2PDBELL[31:0]). The PCI Host processor can read
the PCI Doorbell Interrupt Active bit to determine
whether a PCI Doorbell interrupt is pending
(INTCSR[13]), and if so, read the PCl 9656 Local-to-
PCI Doorbell register.

Each bit in the Local-to-PCl Doorbell register is
individually controlled. The Local Bus can only set bits
in the Local-to-PCIl Doorbell register. From Local Bus,
writing 1 to any bit position sets that bit and writing 0
has no effect. Bits in the Local-to-PCI Doorbell register
can only be cleared from the PCI Bus. From the PCI
Bus, writing 1 to any bit position clears that bit and
writing 0 has no effect.

Interrupts remain set as long as any Local-to-PCI
Doorbell register bits are set and the PCI Doorbell
Interrupt Enable bit (INTCSR[9]) is set.

6.1.6.1.1 M Mode Local-to-PCI
Doorbell Interrupt

To prevent race conditions from occurring when the
PCl Bus is accessing the Local-to-PCl Doorbell
register (or any Configuration register), the PCI 9656
automatically de-asserts TA# output to prevent Local
Bus configuration accesses.

6.1.6.1.2 C and J Modes Local-to-PCI
Doorbell Interrupt

To prevent race conditions from occurring when the
PCl Bus is accessing the Local-to-PCl Doorbell
register (or any Configuration register), the PCI 9656
automatically de-asserts READY# output to prevent
Local Bus configuration accesses.

6.1.6.2 PCI-to-Local Doorbell Interrupt

A PCI Bus Master can assert a Local Bus interrupt by
writing to the PCI-to-Local Doorbell Register bits
(P2LDBELL[31:0]). The Local processor can read the
Local Doorbell Interrupt Active bit to determine
whether a Local doorbell interrupt is pending
(P2LDBELL[20]), and if so, read the PCI 9656 PClI-to-
Local Doorbell register.

Each bit in the PCI-to-Local Doorbell register is
individually controlled. The PCI Bus only sets bits in
the PCI-to-Local Doorbell register. From the PCI Bus,
writing 1 to any bit position sets that bit and writing 0 to
a bit position has no effect. Bits in the PCI-to-Local
Doorbell register can only be cleared from the Local
Bus. From the Local Bus, writing 1 to any bit position
clears that bit and writing 0 has no effect.

Note: If the Local Bus cannot clear a Doorbell Interrupt, do not use
the PCI-to-Local Doorbell register.

Interrupts remain set as long as any PCI-to-Local
Doorbell register bits are set and the Local Doorbell
Interrupt Enable bit is set (INTCSR[17]=1).

To prevent race conditions when the Local Bus is
accessing the PCI-to-Local Doorbell register (or any
Configuration register), the PCIl 9656 automatically
issues a Retry to the PCI Bus.

6.1.7 Built-In Self Test Interrupt (BIST)

A PCI Bus Master can assert a Local Bus interrupt by
performing a PCI Type 0 Configuration write to a bit in
the PCI BIST register. A Local processor can read the
BIST Interrupt Active bit (INTCSR[23]) to determine
whether a BIST interrupt is pending.

Interrupts remain set as long as the bit is set and the
PCI BIST Interrupt Enable bit is set (PCIBISTR[6]=1).
The Local Bus then resets the bit when BIST
completes. The PCI Host software may fail the device
if the bit is not reset after two seconds.

Note: The PCI 9656 does not have an internal BIST.

6.1.8 DMA Channel 0/1 Interrupts

A DMA channel can assert a PCl Bus or Local Bus
interrupt when done (transfer complete) or after
atransfer is complete for the current descriptor in
Scatter/Gather DMA mode. The DMA Channel Interrupt
Select bit(s) determine whether to assert a PCI
(DMAMODEQ[17]=1 and/or DMAMODE1[17]=1) or
Local (DMAMODEOQ[17]=0 and/or DMAMODE1[17]=0)
interrupt. The Local or PCI processor can read the DMA
Channel Interrupt Active bit(s) to determine whether a
DMA Channel 0 (INTCSR[21]) or DMA Channel 1
(INTCSR[22]) interrupt is pending.
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Interrupts

The Channel Done bit(s) (DMACSRO0[4] and/or
DMACSR1[4]) can be used to determine whether an
interrupt is one of the following:

¢ DMA Done interrupt
* Transfer complete for current descriptor interrupt

The Done Interrupt Enable bit(s) (DMAMODEO[10]
and/or DMAMODE1[10]) enable a Done interrupt. In
Scatter/Gather DMA mode, a bit in the Next Descriptor
Pointer register of the channel (loaded from Local
memory) specifies whether to assert an interrupt at the
end of the transfer for the current descriptor.

A DMA Channel interrupt is cleared by the Channel
Clear Interrupt bit(s) (DMACSRO[3]=1 and/or
DMACSR1[3]=1).

6.1.9 All Modes PCI SERR# (PCI NMI)

The PCI 9656 asserts an SERR# pulse if parity
checking is enabled (PCICR[6]=1) and it detects an
address or 1 is written to the Generate PCI Bus SERR#
Interrupt bit (INTCSR[2]) with a current value of 0.

SERR# output can be enabled or disabled with the
SERR# Enable bit (PCICRI[8]).

6.1.10 M Mode PCI SERR#

The PCI 9656 also asserts SERR# if the Local Bus
responds with TEA# to the PCI 9656. The TEA# Input
Interrupt Mask bit (LMISC1[5]) masks out the SERR#
interrupt assertion process.

6.1.11 Local NMI

If the Parity Error Response bit is set (PCICR[6]=1),
the PCI 9656 sets the Master Data Parity Error
Detected bit (PCISR[8]=1) when the following three
conditions are met:

e The PCI 9656 asserted PERR# or acknowledged
PERR# was asserted

e The PCI 9656 was the Bus Master for the operation
in which the error occurred

e The Parity Error Response bit is set (PCICR[6]=1)

The PCI 9656 sets the Detected Parity Error bit
(PCISR[15]=1) if it detects one of the following
conditions:

* The PCI 9656 detected a parity error during
a PCI Address phase

e The PCI 9656 detected a data parity error
when it is the target of a write

¢ The PCI 9656 detected a data parity error
when performing Master Read operation

6.1.12 M Mode Local TEA# (Local NMI)

A TEA# interrupt is asserted if the following occurs:

* PCI Bus Target Abort bit is set (PCISR[11]=1) or
Received Master Abort bit is set (PCISR[13]=1).

» Detected Parity Error bit is set (PCISR[15]=1).

¢ Direct Master Local Data Parity Check Error Status
bit is set (INTCSR[7]=1).

* Messaging Outbound Free queue overflows.

* PCI SERR# when the HOSTEN# signal is asserted.
The PCI 9656 is a PCI Host.

The Enable Local Bus TEA# bit (INTCSR[0]) can be
used to enable or disable TEA# for an abort or parity
error. TEA# is a level output that remains asserted as
long as the Abort or Parity Error Status bits are set.

The PCIl 9656 tolerates TEA# input assertion only
during Direct Slave or DMA transactions. The
PCl1 9656 does not sample TEA# assertion during
Direct Master transactions.

6.1.13 C and J Modes Local LSERR#
(Local NMI)

An LSERR# interrupt is asserted if the following
conditions occur:

* PCI Bus Target Abort bit is set (PCISR[11]=1) or
Received Master Abort bit is set (PCISR[13]=1).

» Detected Parity Error bit is set (PCISR[15]=1).

e Direct Master Local Data Parity Check Error Status
bit is set (INTCSR[7]=1).
Messaging Outbound Free queue overflows.

* PCI SERR# when the HOSTEN# signal is asserted.
The PCI 9656 is a PCI Host.

6-4 Preliminary Information
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User Input and Output

Section 6

PCl/Local Interrupts and User I/0

The Enable Local Bus LSERR# bit (INTCSR[0]) can
be used to enable or disable LSERR# for an abort or
parity error. LSERR# is a level output that remains
asserted as long as the Abort or Parity Error Status
bits are set.

6.2 USER INPUT AND OUTPUT

The PCI 9656 supports user input and output pins,
USERIi and USERo (B14 and C14, respectively). Both
are multiplexed with other functional pins. The default
PCI1 9656 condition are the USERi and USERo
functions. USER: is selected when CNTRL[18]=1, and
USEROo is selected when CNTRL[19]=1. User output
data can be logged by writing to the General Purpose
Output bit (CNTRL[16]). User input data can be read
from the General Purpose Input bit (CNTRL[17]).

PCIl 9656 Data Book r0.90
© 2000 PLX Technology, Inc. All rights reserved.

Preliminary Information

Q
)
-
Q
>
=
=
(]
-
=

Section 6







7 INTELLIGENT /O (1,0)

7.1 1,0-COMPATIBLE MESSAGE UNIT

The I,0-compatible Messaging Unit supplies two paths
for messages, two inbound FIFOs to receive messages
from the primary PCIl Bus, and two outbound FIFOs
to pass messages to the primary PCI Bus. Refer to
1,0 Architecture Specification r1.5 for details.

Figure 7-1 and Figure 7-2 illustrate 1,0 architecture.
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Inbound messages reside in a pool of message
frames (minimum 64-byte frames) allocated in the
shared Local Bus (IOP) memory. The inbound
message queue is comprised of a pair of rotating

Inbound Messages

FIFOs implemented in Local memory. The Inbound
Free List FIFO holds the message frame addresses
(MFA) of available message frames in Local memory.
The Inbound Post Queue FIFO holds the MFA of all
currently posted messages.

External PCI agents, through the Inbound Queue Port
location in PCI Address space access inbound circular
FIFOs. (Refer to Table 7-2 on page 7-6.) The Inbound
Queue Port, when read by an external PCl agent,
returns the Inbound Free List FIFO MFA. The external
PCI agent places a message frame into the Inbound
Post Queue FIFO by writing its MFA to the Inbound
Queue Port location.

7.1.2

Outbound messages reside in a pool of message
frames (minimum 64-byte frames) allocated in the
shared PClI Bus (Host System) memory. The
Outbound message queue is comprised of a pair of
rotating FIFOs implemented in Local memory. The
Outbound Free List FIFO holds the message frame
addresses (MFA) of available message frames in
system memory. The Outbound Post Queue FIFO
holds the MFA of all currently posted messages.

Outbound Messages

External PCI agents, through the Outbound Queue
Port location in PCI Address space access outbound
circular FIFOs. (Refer to Table 7-2 on page 7-6.) The
Outbound Queue Port, when read by an external PCI
agent, returns the Outbound Post Queue FIFO MFA.
The External PCI agent places free message frames
into the Outbound Free List FIFO by writing the free
MFA into the Outbound Queue Port location.

Memory for the circular FIFOs must be allocated in
Local (IOP) memory. The base address of the queue
is contained in the Queue Base Address bits
(QBAR[31:20]). Each FIFO entry is a 32-bit data value.
Each read and write of the queue must be a single
32-bit access.

Circular FIFOs range in size from 4-KB to 64-KB
entries. All four FIFOs must be the same size and
contiguous. Therefore, the total amount of Local
memory needed for circular FIFOs ranges from 64 KB
to 1 MB. A FIFO size is specified in the Circular Queue
Size bits (MQCR[5:1]).

PCIl 9656 Data Book r0.90
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Section 7
Intelligent I/O (1,0)

1,0-Compatible Message Unit

The starting address of each FIFO is based on the
Queue Base Address and the FIFO Size, as listed in
Table 7-1.

Table 7-1. Queue Starting Address

FIFO Starting Address

Inbound Free List QBAR

Inbound Post List QBAR + (1 * FIFO Size)

Outbound Post List QBAR + (2 * FIFO Size)

Outbound Free List QBAR + (3 * FIFO Size)

7.1.3 1,0 Pointer Management

The FIFOs always reside in shared Local (IOP)
memory and are allocated and initialized by the 10P.
Before setting the Queue Enable bit (MQCR[0]=1), the
Local processor must initialize the following registers,
with the initial offset according to the configured
FIFO size:

* Inbound Post and Free Head Pointer registers
(IPHPR)

* Inbound Post and Free Tail Pointer registers
(IPTPR)

e Qutbound Post and Free Head Pointer registers
(OFHPR)

* Outbound Post and Free Tail Pointer registers
(OFTPR)

The Messaging Unit automatically adds the Queue
Base Address to offset in each head and tail pointer
register. The software can then enable 1,0. After
initialization, the Local software should not write to the
pointers managed by the MU hardware.

Empty flags are set if the queues are disabled
(MQCRI0]=0) or head and tail pointers are equal. This
occurs independent of how the head and tail pointers
are set.

An empty flag is cleared, signifying not empty, only if
the queues are enabled and pointers become not
equal.

If an empty flag is cleared and the queues are
enabled, the empty flag is set only if the tail pointer is
incremented and the head and tail pointers become
equal.

Full flags are always cleared when the queues are
disabled or the head and tail pointers are not equal.

A full flag is set when the queues are enabled, the
head pointer is incremented, and the head and talil
pointers become equal.

Each circular FIFO has a head pointer and a talil
pointer, which are offsets from the Queue Base
Address. (Refer to Table 7-2 on page 7-6.) Writes to a
FIFO occur at the head of the FIFO and reads occur
from the tail. Head and tail pointers are incremented
by either the Local processor or the MU hardware. The
unit that writes to the FIFO also maintains the pointer.
Pointers are incremented after a FIFO access. Both
pointers wrap around to the first address of the circular
FIFO when they reach the FIFO size, so that the head
and tail pointers continuously “chase” each other
around in the circular FIFO. The MU wraps the
pointers automatically for the pointers that it maintains.
IOP software must wrap the pointers that it maintains.
Whenever they are equal, the FIFO is empty. To
prevent overflow conditions, 1,0 specifies that the
number of message frames allocated should be less
than or equal to the number of entries in a FIFO.
(Refer to Figure 7-3.)

Each inbound MFA is specified by 1,0 as the offset
from the start of shared Local (IOP) memory region 0
to the start of the message frame. Each outbound
MFA is specified as the offset from Host memory
location 0x00000000h to the start of the message
frame in shared Host memory. Because the MFA is an
actual address, the message frames need not be
contiguous. IOP allocates and initializes inbound
message frames in shared IOP memory using any
suitable memory allocation technique. Host allocates
and initializes outbound message frames in shared
Host memory using any suitable memory allocation
technique. Message frames are a minimum of 64
bytes in length.

IO uses a “push” (write preferred) memory model.
That means the IOP writes messages and data to the
shared Host memory, and the Host writes messages
and data to shared IOP memory. Software should
make use of Burst and DMA transfers whenever
possible to ensure efficient use of the PCI Bus for
message passing.

Additional information on message passing
implementation may be found in [,O Architecture
Specification r1.5.

7-2 Preliminary Information
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Section 7
Intelligent I/O (1,0)

7.1.4 Inbound Free List FIFO

The Local processor allocates inbound message
frames in its shared memory and can place the
address of a free (available) message frame into the
Inbound Free List FIFO by writing its MFA into the
FIFO location pointed to by the Queue Base register +
Inbound Free Head Pointer register. The Local
processor must then increment the Inbound Free
Head Pointer register.

A PCI Master (Host or another IOP) can obtain the
MFA of a free message frame by reading the Inbound
Queue Port Address (40h of the first PCI Memory
Base Address register). If the FIFO is empty (no free
inbound message frames are currently available, head
and tail pointers are equal), the MU returns -1
(FFFFFFFFh). If the FIFO is not empty (head and talil
pointers are not equal), the MU reads the MFA pointed
to by the Queue Base register + Inbound Free Tail
Pointer register, returns its value and increments the
Inbound Free Tail Pointer register. If the Inbound Free
Queue is not empty, and the Inbound Free Queue
Prefetch Enable bit is set (QSR[3]=1), the next entry in
the FIFO is read from the Local Bus into a prefetch
register. The prefetch register then provides the data
for the next PCI read from this queue, thus reducing
the number of PCI wait states. (Refer to Figure 7-3.)

7.1.5 Inbound Post Queue FIFO

A PCIl Master (Host or another IOP) can write a
message into an available message frame in the
shared Local (IOP) memory. It can then post that
message by writing the Message Frame Address
(MFA) to the Inbound Queue Port Address, IQP (40h
of the first PClI Memory Base Address register). When
the port is written, the MU writes the MFA to the
Inbound Post Queue FIFO location pointed to by the
Queue Base register + FIFO Size + Inbound Post
Head Pointer register. After the MU writes the MFA to
the Inbound Post Queue FIFO, it increments the
Inbound Post Head Pointer register.

The Inbound Post Tail Pointer register points to the
Inbound Post Queue FIFO location, which holds the
MFA of the oldest posted message. The Local
processor maintains the tail pointer. After a Local
processor reads the oldest MFA, it can remove the
MFA from the Inbound Post Queue FIFO by
incrementing the Inbound Post Tail Pointer register.

The PCI 9656 asserts a Local Interrupt when the
Inbound Post Queue FIFO is not empty. The Inbound
Post Queue FIFO Interrupt bit in the Queue Status/
Control register (QSR[5]) indicates the interrupt status.
The interrupt clears when the Inbound Post Queue
FIFO is empty. The Inbound Post Queue FIFO
Interrupt Mask bit (QSR[4]) can mask the interrupt.

To prevent racing between the time the PCI Write
transaction is received until the data is written in Local
memory and the Inbound Post Head Pointer register is
incremented, any Direct Slave access to the PCI 9656
is issued a Retry.

7.1.6 Outbound Post Queue FIFO

A Local Master (IOP) can write a message into an
available message frame in shared Host memory. It
can then post that message by writing the Message
Frame Address (MFA) to the Outbound Post Queue
FIFO location pointed to by the Queue Base register +
Outbound Post Head Pointer register + (2 * FIFO
Size). The Local processor should then increment the
Outbound Post Head Pointer register.

A PCI Master can obtain the MFA of the oldest posted
message by reading the Outbound Queue Port Address
(44h of the first PClI Memory Base Address register). If
the FIFO is empty (no more outbound messages are
posted, head and tail pointers are equal), the MU
returns -1 (FFFFFFFFh). If the Outbound Post Queue
FIFO is not empty (head and tail pointers are not
equal), the MU reads the MFA pointed to by the Queue
Base register + (2 * FIFO Size) + outbound Post Tail
Pointer register, returns its value and increments the
Outbound Post Tail Pointer register.

The PCI 9656 asserts a PCIl Interrupt when the
Outbound Post Head Pointer register is not equal to
the Outbound Post Tail Pointer register. The
Outbound Post Queue FIFO Interrupt bit of the
Outbound Post Queue Interrupt Status register
(OPQIS) indicates the interrupt status. When the
pointers become equal, both the interrupt and the
Outbound Post Queue FIFO interrupt bit are
automatically cleared. Pointers become equal when a
PCI Master (Host or another I0OP) reads sufficient
FIFO entries to empty the FIFO. The Outbound Post
Queue FIFO Interrupt Mask register (OPLFIM) can
mask the Interrupt.
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1,0-Compatible Message Unit
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71.7

To reduce read latency, prefetching from the tail of the
queue occurs whenever the queue is not empty and
the tail pointer is incremented (queue has been read
from), or when the queue is empty and the head
pointer is incremented (queue has been written to).
When the Host CPU reads the Outbound Post Queue,
the data is immediately available.

Outbound Post Queue

7.1.8

To reduce read latency, prefetching from the tail of the
queue occurs whenever the queue is not empty and
the tail pointer is incremented (queue has been read
from), or when the queue is empty and the head
pointer is incremented (queue has been written to).
When the Host CPU reads the Inbound Free Queue,
the data is immediately available.

Inbound Free Queue

7.1.9 Outbound Free List FIFO

The PCI Bus Master (Host or other IOP) allocates
outbound message frames in its shared memory. The
PCl Bus Master can place the address of a free
(available) message frame into the Outbound Free List
FIFO by writing a Message Frame Address (MFA) to
the Outbound Queue Port Address (44h of the first
PCIl Memory Base Address register). When the port is
written, the MU writes the MFA to the Outbound Free
List FIFO location pointed to by the Queue Base
register + (3 * FIFO Size) + Outbound Free Head
Pointer register. After the MU writes the MFA to the
Outbound Free List FIFO, it increments the Outbound
Free Head Pointer register.

When the IOP needs a free outbound message frame,
it must first check whether any free frames are
available. If the Outbound Free List FIFO is empty
(outbound free head and tail pointers are equal), the
IOP must wait for the Host to place additional
outbound free message frames in the Outbound Free
List FIFO. If the Outbound Free List FIFO is not empty
(head and tail pointers are not equal), the IOP can
obtain the MFA of the oldest free outbound message
frame by reading the location pointed to by the Queue
Base register + (3 * FIFO Size) + Outbound Free Tall
Pointer register. After the IOP reads the MFA, it must
increment the Outbound Free Tail Pointer register. To
prevent overflow conditions, 1,0 specifies the number
of message frames allocated should be less than or

equal to the number of entries in a FIFO. The MU also
checks for overflows of the Outbound Free List FIFO.
When the head pointer is incremented and becomes
equal to the tail pointer, the Outbound Free List FIFO
is full, and the MU asserts a Local TEA#/LSERR#
(NMI) interrupt. The interrupt is recorded in the Queue
Status/Control register (QSR).

From the time the PCI Write transaction is received
until the data is written into Local memory and the
Outbound Free Head Pointer register is incremented,
any Direct Slave access to the PCI 9656 is issued
a Retry.

7.1.10

To enable 1,0, the Local processor should perform the
following:

1,0 Enable Sequence

* Initialize Space 1 address and range
* Initialize all FIFOs and Message Frame memory

¢ Set the PCI Base Class Code bits (PCICCR[23:16])
to be an 1,0 device with programming interface 01h

» Set the 1,0 Decode Enable bit (QSR[0])
e Set Local Init Status bit to “done” (LMISC1[2]=1)

Note: The serial EEPROM must not set the Local Init Status bit so
that the PCI 9656 issues retries to all PCl accesses until the Local
Init Status bit is set to “done” by the Local processor.

The 1,0 Decode Enable bit (QSR[0]) causes
remapping of resources for use in 1,0 mode. When
set, all Memory-Mapped Configuration registers (for
example, queue ports 40h and 44h) and Space 1
share the PCIBARO register. PCl accesses to offset
00h-FFh of PCIBARO result in accesses to the
PCI 9656 Internal Configuration registers.

Accesses above offset FFh of PCIBARO result in Local
Space accesses, beginning at offset 100h from the
Remap PCIl Address to Local Address Space 1 into
the Local Address Space bits (LAS1BA[31:4]).
Therefore, space located at offset 00h-FFh from
LAS1BA is not addressable from the PCI Bus using
PCIBARQO.

Note: Because PCI accesses to offset 00h-FFh of PCIBARO result
in internal configuration accesses, the Inbound Free MFAs must be
greater than FFh.
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1,0-Compatible Message Unit

Table 7-2. Circular FIFO Summary

Generate Generate Head Pointer Tail Pointer
FIFO Name PCI Port PCI Interrupt Local Interrupt Maintained By Maintained By
Inbound Free Inbound Queue Port
List FIFO (Host read) No No Local processor MU hardware
Inbound Post Inbound Queue Port Yes,
. . No when Port MU hardware Local processor
List FIFO (Host write) . .
is written
Outbound Post Outbound Queue Port Yes,
. when FIFO No Local processor MU hardware
List FIFO (Host read) .
is not empty
QOutbound Free Outbound Queue Port Yes,
List FIFO (Host write) No (TEA#/LSERR#) MU hardware Local processor

when FIFO is full

Preliminary Information
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8 PCIPOWER MANAGEMENT

8.1 OVERVIEW

The PCI Bus Power Management Interface
Specification, r1.1, provides a standard mechanism for
operating systems to control add-in cards for power
management. The Specification defines four PCI
functional power states—D,, D4, Dy, and D3. States
Dg and Dg are required, while states D4 and D, are
optional. State Dy represents the highest power
consumption and state D3 the least.

* Dg (Uninitialized)—Enters this state from Power-On
Reset or from state Dyt Supports Direct Slave PCI
transactions only.

* Dg (Active)—All functions active.

* Dy—Uses less power than State Dy, and more
than state D,. Light sleep state.

¢ Dy,—Uses very little power.

The functional states are defined by the allowed
activities of the add-in card with the PCI 9656.

The function supports PCI Configuration cycles
to function if clock is running (Memory, 1/0, Bus
Mastering, and Interrupts are disabled). It also
supports the Wakeup Event from function, but
not standard PCl interrupts.

* Dspor—Uses lower power than any other state.
Supports PCI Configuration cycles to function if clock
is running. Supports Wakeup Event from function,
but not standard PCI interrupts. When programmed
for state Dy, an internal soft reset occurs. The PCI
Bus drivers must be disabled. PME# context must be
retained during this soft reset.

* Dg3.oig—NoO power. Supports Bus reset only.
All context is lost in this state.

From a power management perspective, the PCI Bus
can be characterized at any point in time by one of
four power management states—B, B4, B,, and Bg:

* By (Fully On)—Bus is fully usable with full power
and clock frequency, PCI r2.1-compliant. Fully
operational bus activity. This is the only Power
Management state in which data transactions can
occur.

* Bj—Intermediate power management state. Full
power with clock frequency, PCI r2.1-compliant.
PME Event driven bus activity. Vcc is applied to all
devices on the bus, and no transactions are allowed
to occur on the bus.

* B,—Intermediate power management state. Full
power clock frequency stopped, PCI r2.1-compliant
(in the low state). PME Event-driven bus activity.
Vcc is applied to all devices on the bus; however,
the clock is stopped and held in the Low state.

» B3 (Off)—Power to the bus is switched off. PME
Event-driven bus activity. Vcc is removed from all
devices on the PCI Bus.

All system PCI Buses have an originating device,
which can support one or more power states. In most
cases, this creates a bridge (such as a Host-Bus-to-
PCI-Bus or a PCI-to-PCI bridge).

Function States must be at the same or lower energy
state than the bus on which they reside.

8.1.1  PCI Power Management

Functional Description

The PCI 9656 passes power management information
and has no inherent power-saving feature.

The PCIl Status register (PCISR) and the New
Capability Pointer register (CAP_PTR) indicate
whether a new capability (the Power Management
function) is available. The New Capability Functions
Support bit (PCISR[4]) enables a PCI BIOS to identify
a New Capability function support. This bit is
executable for writes from the Local Bus, and reads
from both the Local and PCl Buses. CAP_PTR
provides an offset into PCI Configuration Space, the
start location of the first item in a New Capabilities
Linked List.

The Power Management Capability ID register
(PMCAPID) specifies the Power Management
Capability ID, 01h, assigned by the PCI SIG. The
Power Management Next Capability Pointer register
(PMNEXT) points to the first location of the next item
in the capabilities linked list. If Power Management is
the last item in the list, then this register should be set
to 0. The default value for the PCI 9656 is 48h
(Hot Swap).
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Section 8
PCI Power Management

Overview

For the PCI 9656 to change the power state and
assert PME#, the Local Host or PCI Host should set
the PME_En bit (PMCSR[8]=1). The Local Host then
determines to which power state the backplane should
change by reading the Power State bits
(PMCSR[1:0]).

The Local Host sets up the following:

* D,_Support and D4_Support bits (PMC[10:9])
are used by the Local Host to identify power
state support

e PME_Support bits (PMC[14:11]) are used by
the PCI 9656 to identify the PME# Support
correspondent to a specific power state
(PMCSR[1:0])

The Local Host then sets the PME_Status bit
(PMCSR[15]=1) and the PCIl 9656 asserts PME#. To
clear the PME_Status bit, the PCI Host must write a 1
to the PME# Status bit (PMCSR[15]=1). To disable the
PME# Interrupt signal, either Host can write a 0 to the
PME_En bit (PMCSR[8]=0).

LINTo# is asserted every time the power state in the
PMCSR register changes. Transmission from state 11
(Danot) to state 00 (Dg) causes a soft reset. A soft reset
should only be initiated from the PCI Bus because the
Local Bus interface is reset during a soft reset. The
PCI 9656 issues LRESET# and resets all its internal
registers to their default values. In state Dg; o, PCI
Memory and I/O accesses are disabled, as well as PCI
interrupts, and only configuration is allowed. Before
making LINTo# work, set the Power Management
Interrupt Enable bit (INTCSR[4]=1), and clear the
interrupt by setting the Power Management Interrupt bit
(INTCSR[5]=1).

The Data_Scale bits (PMCSR[14:13]) indicate the
scaling factor to use when interpreting the value of the
Power Management Data bits (PMDATA[7:0]). The
value and meaning of the bits depend upon the data
value specified in the Data_Select bits
(PMCSR[12:9]). The Data_Scale bit value is unique
for each Data_Select bit. For Data_Select values from
8 to 15, the Data_Scale bits always return a zero
(PMCSR[14:13]=0).

PMDATA provides operating data, such as power
consumed or heat dissipation.

8.1.2 66 MHz PCI Clock

Power Management D, Support

The PCI 9656 provides full support for the D, Power
Management state at a 33 MHz PCI clock frequency.
The PCI r2.2-compliant 66 MHz PCI clock frequency
prohibits any change to the clock without the system
reset (RST#) being asserted. (Refer to PCI Local Bus
Specification, r2.2 and PCI Bus Power Management
Interface Specification, r1.1.) Therefore, the PCl 9656
cannot support D, Power Management state at
66 MHz. To do that, the PCI 9656 requires an external
control to avoid enabling the D, Power Management
feature at a 66 MHz clock frequency. Default booting
of the PCI 9656 sets D, support to a disabled state. All
66 MHz add-in cards, capable of running at a 66 MHz
PCI clock frequency, must monitor the M66EN# pin.
When this pin is present on a card, the Local
Processor can monitor the pin, and enable D, Power
Management support (PMC[10]) by way of the register
access whenever M66EN# is sampled false.

8.1.3 Power Management

D3co1q Support

The PCI 9656 provides full support for the Dgcoqg
Power Management state with PME# assertion and
register contents storage. The PCl 9656 has all pins
required by the PCI Bus Power Management Interface
Specification, r1.1. Special attention is necessary for
the following pins:

* 2.5Vyx—Power input pin routed to the Da g
support core logic. Due to unavailable power from
the PCI slot, 2.5V power must be supplied by an
external power source, voltage regulator.

* Card_Vpyx—3.3Vyux power input pin driven by the
PCI backplane through add-in card Auxiliary Power
Routing. (Refer to PCI Bus Power Management
Interface Specification, r1.1, Figure 12.)

e PRESENT_DET—Present Detect pin provided by
add-in card Auxiliary Power Routing (refer to PCI
Bus Power Management Interface Specification,
r1.1, Figure 12) to enable the Do PME#
assertion feature within the PCI 9656 silicon.
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* PME#—Optional open drain, active low signal
intended to be driven low by the PCI 9656 to
request a change in its current power management
state and/or to indicate that a PME# has occurred.
The PCI 9656 requires external logic to avoid
unexpected Wake-Up events to occur
whenever an add-in card is plugged into the
PCI r2.2-compliant PCI backplane. (Refer to PCI
Bus Power Management Interface Specification,
r1.1, Chapter 7.)

* PMEREQ#—Input signal used to request
a wake-up event only when the add-in card
is in the Dgoq Power Management state.

* IDDQEN#—Input signal providing main power
status to the PCI 9656 D5, Power Management
logic.

Note: All signal I/Os used for D3,y Power Management support

are powered by Card_Vyx power.

8.1.4 System Changes
Power Mode Example

1. The Host writes to the PCI 9656 PMCSR
register to change the power states.

2. The PCI 9656 sends a local interrupt (LINTo#)
to a Local CPU (LCPU).

3. The LCPU has 200 us to read the power
management information from the PCI 9656
PMCSR register to implement the power-saving
function.

4. After the LCPU implements the power saving
function, the PCI 9656 disables all Direct Slave
accesses and PCI Interrupt output (INTA#). In
addition, the BIOS disables the PCI 9656
Master Access Enable bit (PCICR[2]).

Notes: In Power-Saving mode, all PCI and Local Configuration
cycles are granted.

The PCI 9656 automatically performs a soft reset to a Local Bus
on Ds-to-Dy transitions.

8.1.5 Non-D3qq Wake-Up
Request Example

1. The add-in card (with a PCI 9656 chip installed)
is in a powered-down state.

2. The Local CPU performs a write to the PCl 9656
PMCSR register to request a wake-up
procedure.

3. As soon as the request is detected, the
PCI 9656 drives PME# out to the PCI Bus.

4. The PCI Host accesses the PCl 9656 PMCSR
register to disable the PME# output signal and
restores the PCI 9656 to the Dy power state.

5. The PCI 9656 completes the power
management task by issuing the Local interrupt
(LINTo#) to the Local CPU, indicating that the
power mode has changed.
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9 COMPACTPCI HOT SWAP

The PCI9656 is a CompactPCI
Ready-compliant device.

Hot Swap

9.1 OVERVIEW

Hot Swap is used for many CompactPCI applications.
Hot Swap functionality allows the orderly insertion and
removal of boards without adversely affecting system
operation. This is done for repair of faulty boards or
system reconfiguration. Additionally, Hot Swap
provides access to Hot Swap services, allowing
system reconfiguration and fault recovery to occur with
no system down time and minimum operator
interaction. Adapter insertion/removal logic control
resides on the individual adapters. The PCI 9656 uses
four pins—ENUM#, BD_SEL#, LEDon#, and
CPCISW—to implement the hardware aspects of Hot
Swap functionality. The PCIl 9656 uses the Hot Swap
Capabilities register to implement the software
aspects of Hot Swap.

To avoid confusion in the industry, Hot Swap defines
three levels of compatibility:

¢ Hot Swap-Capable devices contain the minimum
requirements to operate in a Hot Swap environment

* Hot Swap-Friendly devices contain additional
functions to ease the designer’s job

¢ Hot Swap-Ready devices contain all necessary
functions for Hot Swap

Hot Swap-Capable requirements are mandatory for a
device to be used in a Hot Swap environment. These
requirements are attributes for which a system user
must compensate using external circuitry, as follows:

* PCI Specification r2.1 compliance

e Tolerate Vcc from early power

* Tolerate asynchronous reset

¢ Tolerate precharge voltage

* 1/O Buffers must meet modified V/I requirements
* Limited I/O pin leakage at precharge voltage

Hot Swap-Ready silicon includes all required Capable
functions and adds others from the following list. The
PCI 9656 integrates these functions into the PCI
silicon, thereby reducing the amount and cost of
required external circuitry.

Incorporates Hot Swap Control/Status register
(HS_CSR)—Contained within the configuration
space.

* Incorporates an Extended Capability Pointer
(ECP) mechanism—Ilt is required that Software
retain a standard method of determining whether
a specific function is designed in accordance
with the specification. The Capabilities Pointer
is located within standard CSR space, using
a bit in the PCI Status register (offset 04h).

* Incorporates remaining software connection control

resources. Provides ENUM#, Hot Swap switch, and

the blue LED.

Hot Swap-Ready silicon includes all required Friendly
functions and adds others from the following list. The
PCI 9656 integrates these functions into the PCI
silicon, thereby reducing the amount and cost of
external circuitry required.

e Early Power Support.

* Incorporates a 1V BIAS precharge voltage to the
PCI I/0 pins—All PCI Bus signals are required to
be precharged to a 1V BIAS through a 10K ohm
resistor during the Hot Swap process. The
PCI 9656 provides an internal voltage regulator to
supply 1V, with a built-in 10K ohm resistor, to all
required PCI I/O buffers. Other PCI signals can be
precharged to V,q.

The PCI 9656 is a Hot Swap-Ready PCI silicon
device. The PCI9656 incorporates all compliant
functions defined by the PICMG 2.1 CompactPCI Hot
Swap Specification, r1.0. The PCI 9656 incorporates
LEDon#, CPCISW, BD_SEL#, and ENUM#, as well as
Hot Swap  Capabilities registers—HS_CNTL,
HS_NEXT, and HS_CSR.

CONTROLLING CONNECTION
PROCESSES

The following sections are excerpted from the
PICMG 2.1 CompactPCI Hot Swap Specification, r1.0,
and modified, as appropriate, for the PCI 9656. (Refer
to the Specification for more details.)

9.2
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Section 9
CompactPCI Hot Swap

Controlling Connection Processes

9.2.1

Hardware Control provides a means for the platform
to control the hardware connection process. The
signals listed in the following sections must be
supported on all Hot Swap boards for interoperability.
Implementations on different platforms may vary.

Connection Control

9.2.1.1 Board Slot Control

BD_SEL#, one of the shortest pins from the
CompactPCl backplane, is driven low to enable
power-on. For systems not implementing hardware
control, it is grounded on the backplane.

Systems implementing hardware control radially
connect BD_SEL# to a Hot Swap Controller (HSC).
The controller terminates the signal with a weak
pulldown, and can detect board present when the
board pull-up overrides the pull-down. HSC can then
control the power-on process by driving BD_SEL# low.

The PCI9656 uses the BD_SEL# signal to
high-impedance all local output buffers during the
insertion and extraction process. In addition, the
PCIl 9656 uses BD_SEL# as a qualifier to dynamically
connect 1V and VIO BIAS precharge resistors to all
required PCI 1/O buffers. A pull-up resistor must be
provided to the BD_SEL# pin or add-in card, where
the pull-up resistor is connected to an early power
Power Supply, which provides for proper PCIl 9656
operation. (Refer to Section 12, “Pin Description,” for
precharge connections.)

Platform | Board Platform | Board

VIO HSC VIO

PRESENT
Power
Circuitry PWR ON

Power
Circuitry

No Hardware Control Hardware Control

Figure 9-1. Redirection of BD_SEL#

9.2.1.2 Board Healthy

A second radial signal is used to acknowledge board
health. It signals that a board is suitable to be released
from reset and allowed onto the PCI Bus.

Minimally, this signal must be connected to the board’s
power controller “power good” status line. Use of
HEALTHY# can be expanded for applications
requiring additional conditions to be met for the board
to be considered healthy.

On platforms that do not use Hardware Connection
Control, this line is not monitored. Platforms
implementing this signaling, route these signals
radially to a Hot Swap Controller.

Platform | Board

Platform | Board

HSC VIO

Power HEALTHY | % ALTY
il

Power
Circuitry

Circuitry

No Hardware Control Hardware Control

Figure 9-2. Board Healthy

9.2.1.3 Platform Reset

Reset (PCI_RST#), as defined by CompactPCI
Specification, is a bus signal on the backplane, driven
by the Host. Platforms may implement this signal as a
radial signal from the Hot Swap Controller to further
control the electrical connection process. Platforms
that maintain function of the bus signal, must OR the
Host reset signal with the slot-specific signal.

Locally, boards must not exit reset until the H1 State is
reached (healthy), and they must honor the backplane
reset. The Local board reset (Local_PCI_RST#) must
be the logical OR of these two conditions.
Local_PCI_RST# is connected to the PCl 9656 RST#
input pin.

During a BIAS voltage precharge and platform reset,
in insertion and extraction procedures, all PCI 1/O
buffers must be in a high-impedance state. The
PCI 9656 supports this condition when the Host RST#
is asserted (PCl r2.1). To protect the Local board
components from early power, the PCI 9656 floats the
Local Bus 1/0s. The BD_SEL# pin is used to perform
the high-impedance condition on the Local Bus. With
full contact of the add-in card to the backplane,
BD_SEL# is asserted which ensures that the
PCI1 9656 asserts the 