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Datasheet Marking 

Product Preview 

Advanced Information 

Preliminary 

No Marking 

Description 
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THE Pentium™ FAMIL V-A TECHNICAL OVERVIEW 

Intel's new Pentium processor combines the perform­
ance traditionally associated with minicomputers and 
workstations with the flexibility and compatibility that 
characterize the personal computer platform. Designed 
to meet the needs of today's and tomorrow's sophisti­
cated software applications, the Pentium processor ex­
tends the range of Intel's microprocessor architecture 
to new heights, blurring previous distinctions between 
hardware platforms and creating an entirely new realm 
of possibilities for notebook computers, desktop PCs, 
and servers. 

This paper begins by presenting an overview of the Pen­
tium processor. Afterwards, it details the key techno­
logical features that enable this Intel solution to meet 
the market's evolving requirements for high perform­
ance, continued software compatibility, and advanced 
functionality. 

THE WORLD'S BEST PERFORMANCE 
FOR ALL PC SOFTWARE 

The Pentium processor family includes the highest per­
forming members of Intel's family of microproces­
sors-the Pentium processor at iCOMPTM index 
510\60 MHz, Pentium processor at iCOMP index 
567\66 MHz, Pentium processor at iCOMP index 
610\75 MHz, Pentium processor at iCOMP index 
735\90 MHz, and Pentium processor at iCOMP index 
815\100 MHz. While incorporating new features and 
improvements made possible by advances in semicon­
ductor technology, the Pentium processor is fully soft­
ware compatible with previous members of the Intel 
microprocessor family-thereby preserving the value of 
users' software investments which are worth billions of 
dollars. The Pentium processor meets the demands of 
computing in a number of areas: advanced operating 
systems, such as Windows 4.0", UNIX", Windows­
NT", OS/2", Solaris" and NEXTstep"; compute-inten­
sive graphics applications such as 3-D modeling, com­
puter-aided design/engineering (CAD/CAE), large. 
scale financial analysis, high-throughput client/server, 
handwriting, and voice recognition; network applica­
tions; virtual reality; electronic mail that combines 
many of the above areas; and new applications yet to be 
developed .. 

December 1994 
Order Number: 242423-001 

The Pentium processor family was designed using an 
advanced process technology and has features that are 
less than a micron (one-millionth of a meter) in size. 
The Pentium processor (510\60, 567\66) was devel­
oped utilizing 5V, .0.8 micron technology with 3.1 mil­
lion transistors, while the Pentium processor (610\75, 
735\90,815\100) was designed using 3.3V, 0.6 micron 
technology with 3.3 million transistors. 

THE PENTIUM PROCESSOR: 
TECHNICAL INNOVATIONS 

A number of innovative product features contribute to· 
the Pentium processor's unique combination of high 
performance, compatibility, data integrity and upgrad­
ability. These include: 

• Superscalar architecture 

• Separate code and data caches 

• Branch prediction 

• High-performance floating-point unit 

• Enhanced 64-bit data bus 

• Data integrity features 

• SL technology power management features 

• Multiprocessing support 

• Performance monitoring 

• Memory page size feature 
• Intel OverDrive™ processor upgradability 

Superscalar Architecture 

The Pentium processor's superscalar architecture en­
ables the processor to achieve new levels of perform­
anCe by executing more than one instruction Perr clock 
cycle. The term "superscalar" refers to a microproces­
sor architecture that contains more than one execution 
unit. These execution units-or pipelines-are where 
the chip processes the data and instructions that are fed 
to it by the rest of the system. 
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The Pentium processor'ssuperscalar implementation 
represents a natural progression from previous genera­
tions of processors in the 32-bit Intel architecture. The 
Intel486™ processor, for example, is able to execute 
many of its instructions in one clock cycle, while previ­
ous generations of Intel microprocessors require multi­
ple clock cycles to execute a single instruction. 

This ability to execute multiple instructions per clock 
cycle is due to the fact that the Pentium processor's two 
pipelines can execute two instructions simultaneously. 
As with the Intel486 processor's single pipeline, the 
Pentium processor's dual pipelines execute integer in­
structions in five stages: pre/etch, decode 1, decode 2, 
execute and writeback. This permits several instructions 
to be in various stages of execution, thus increasing pro­
cessing performance. 

The Pentium processor also uses hardwired instruc­
tions to replace many of the microcoded instructions 
used in previous microprocessor generations. Hard­
wired instructions are simple and commonly used, and 
can be executed by the processor's hardware without 
requiring microcode. This improves performance with­
out affecting compatibility. In the case of more complex 
instructions, the Pentium processor's enhanced'micro­
code further boosts performance by employing both 
dual integer pipelines to execute instructions. 

Separate Code and Data Caches 

Another significant advancement is the Pentium proc­
essor's innovative on-chip cache implementation. On­
chip caches increase performance by acting as) tempo­
rary storage places for commonly-used instructions and 
data, replacing, the need to go off-chip to the system's 
main memory to fetch information. The Intel486 mi­
croprocessor, for example, contains a single 8-Kbyte 
on-chip cache to handle both code and data caching 
functions. Intel Pentium Processor designers improved 
on this implementation by creating separate on-chip 
code and data caches. This increases performance be­
cause bus conflicts are reduced, (with a single cache, 
conflicts can occur between instruction pre-fetches and 
data accesses) and the caches are available more often 
when they are needed. 

The PentiUm processor's code and data caches each 
contain 8 Kbytes of information, and both are orga­
nized as two-way set associative caches-meaning that 
they save time by searching only pre-specified 32-byte 
segments rather than the entire cache. This perform­
ance-enhancing feature is in tum supplemented by the 
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Pentium processor's 64-bit data bus, which ensures that 
the dual caches and superscalar execution pipelines are 
continually supplied with data. 

The Pentium processor's data cache uses two other im-
, portant techniques: "writeback" caching and an algo­

rithm called the MESI (Modified, Exclusive, Shared, 
Invalid) protocol. The writeback method transfers data 
to the cache without going out to main memory (data is 
written to main memory only when it is reIlloved from 
the cache). In contrast, previous-generation "write­
through" cache implementations transfer data to the 
external memory each time the processor writes data to 
the cache. The writeback technique increases perform­
ance by reducing bus utilization and preventing need­
less bottlenecks in the system. 

To ensure that data in the cache and in main memory 
are consistent, the data cache implements the MESI 
protocol. By obeying the rules of the protocol during 
reads/writes, the Pentium processor can maintain 
cache consistency and circumvent problems that might 
be caused by multiple processors using the same data. 

Branch Prediction 

Branch prediction is an advanced computing tech¢que 
that boosts performance by keeping the execution pipe­
lines full. This is accomplished by predetermining the 
most likely set of instructions to be executed. The Pen­
tium processor is the first PC-compatible microproces­
sor to use branch prediction, which until now has tradi­
tionally been associated with the mainframe computers. 

For a better understanding of this concept, consider a 
typical application program. After each pass through a 
software loop, the program performs a conditional test 
to determine whether to return to the beginning of the 
loop or to exit and continue on to the next execution 
step. These two choices, or paths, are called branches. 
Branch prediction forecasts which branch the software 
will require, based on the assumption that the previous 
branch that was taken will be used again. The Pentium 
processor makes branch predictions using a Branch 
Target Buffer (BTB). This software-transparent innova­
tion eliminates the need for recompiling code, thus in­
creasing overall speed and application software per­
formance. 

To efficiently predict branches, the Pentium processor 
uses two prefetch buffers. One buffer prefetches code in 
a linear fashion (for the next execution step) while the 
other prefetches instructions based on addresses in the 
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Branch Target Buffer (to jump to the beginning of the 
loop). As a result, the needed code is alwaysprefetched 
before it is required for execution. 

The. Pentium processor's prediction algorithm can not 
only forecast simple branch choices, but also support 
more complex branch prediction-for example, within 
nested loops. This is accomplished by storing multiple 
branch addresses in the Branch Prediction Buffer. The 
BTB's design allows 256 addresses to be recorded, and 
thus the prediction algorithm can forecast up to 256 
branches. 

High-Performance Floating-Point Unit 

The emerging wave of 32-bit compute-intensive soft­
ware applications require a high degree of floating­
point processing power to handle mathematipal calcula­
tions. As the floating-point requirements of personal 
computer software have steadily increased, advances in 
microprocessor technology have been introduced to sat­
isfy these needs. The Intel486 DX processor, for exam­
ple, was the first Intel microprocessor to integrate math 
coprocessing functions on-chip; previous-generation In­
tel processors used off-chip math coprocessors when 
floating-point calculations were required. 

The Pentium processor family takes math computation­
al ability to the next performance level by using an 
enhanced on-chip floating-point unit that incorporates 
sophisticated eight-stage pipelining and hardwired 
functions. A three-stage floating-point instruction pipe­
line is appended to the integer pipelines. Most floating­
point instructions begin execution in one of the integer 
pipelines, then move on to the floating-point pipeline. 
In addition, common floating-point functions-such as 
add, multiply and divide-are hardwired for faster exe­
cution. 

As a result of these innovations, the Pentium processor 
(815\ 100) executes floating-point instructions five to 
ten times faster than the 33-MHz Intel486 DX proces­
sor, optimizing it for the high-speed numeric calcula­
tions inherent in advanced visual applications such as 
CAD and 3D graphics. 

Enhanced 64-Blt Data Bus 

The data bus is the highway that carries information 
between the processor and the memory subsystem. Be­
. cause of its external 64~bit data bus, the Pentium proc­
essor can transfer data to and from memory at rates up 
to 528 Mbytes/second, a more than five-fold increase 
over the peak transfer rate of the 66-MHz 
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Intel486 DX2 microprocessor (105 Mbytes/second). 
This wider data bus facilita~es high-speed processing by 
maintaining the flow of instructions and data to the 
processor's superscalar execution unit. As a result, the 
Pentium processor's (815\100) overall performance is 
over two and one-half times that of the Intel486 DX2-
66 microprocessor. 

In addition to having a wider data bus, the Pentium 
processor implements bus cycle pipelining to increase 
bus bandwidth. Bus cycle pipelining allows a second 
cycle to start before the first one is completed. This 
gives the memory subsystem more time to decode the 
address, which allows slower and less-expensive memo­
ry components to be used-resulting in a lower overall 
system cost. Burst reads and writes, parity on address 
and data, and a simple cycle identification all contrib­
ute to providing better bandwidth and improved system 
reliability. 

The Pentium processor also has two write buffers, one 
corresponding to each pipeline, to enhance the per­
formance of consecutive writes to memory. Write buff­
ers improve performance by allowing the processor to 
proceed with the next pair of instructions, even though 
one of the current instructions needs to write to memo­
ry while the bus is busy. 

Data Integrity Features 

Protecting important data and ensuring its integrity has 
become increasingly important as mission-critical appli­
cations continue to proliferate. To ensure the Pentium 
processor's reliability, Intel ran millions of simulations 
and tests. In addition, designers integrated two ad­
vanced features traditionally associated with main­
frame-class designs-internal error detection and func­
tional redundancy testing-to help preserve data integ­
rity in today's evolving PC-based networks. 

Internal error detection places parity bits on the inter­
nal code and data caches, translation look aside buffers, 
microcode, and branch target buffer. This feature helps 
detect errors in a manner that remains transparent to 
both the user and the system. 

For situations where data integrity is especially crucial, 
the Pentium processor supports Functional Redundan­
cy Checking (FRe). FRC requires the use of two Penti­
um chips, one acting as the master and the other as the 
"checker". The two chips run in tandem, and the 
checker compares its output with that of the master 
Pentium processor to assure that errors have not oc­
curred. If a discrepancy is discovered, the system is 
notified. 
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SL Enhanced Power Management 
Features ' 

The Pentium processors (610\75, 735\90,815\100) in­
corporate new SL technology features for superior pow~ 
er-management capabilities. These features operate at 
two levels: the microprocessor and the system. Power 
management at the processor level involves putting the 
processor into low power state during non-processor 
intensive tasks (such as word processing), or into a very 
low-power state when the computer is not in use 
("sleep" mode). At the system level, Intel's SL technol­
ogy uses system management mode (SMM) to control 
the way power is used by the computer (including pe­
ripherals). This mode provides intelligent system man­
agement that allow the microprocessor to slow down, 
suspend, or completely shut down various system com­
ponents so as to maximize energy savings. All members 
of the Pentium processor family include SMM. 

Multiprocessor Support 

The Pentium processor is ideal for the increasing wave 
of multiprocessing systems. Multiprocessing applica­
tions that combine two or more Pentium processors are 
well served by the chip's advanced architecture, sepa­
rate on-chip code and data caches, chip sets for control­
ling external caches, and sophisticated data integrity 
features. 

As previously discussed, the Pentium processor family 
uses the MESI protocol to maintain cache consistency 
among several processors. The Pentium processor also 
ensures that instrnctions are seen by the system in the 
order that they were programmed. This strong ordering 
helps software designed to run on a single-processor 
system to work correctly in a multiprocessing environ­
ment. 

The Pentium processors (610\75, 735\90, 815\100) 
also include two new multiprocessor (MP) features: a 
multiprocessor interrupt controller on-chip and the 
dual processor mode. The processor's on-chip MP in­
terrupt controller can support up to 60 processors. The 
dual processor mode enables two processors to share a 
single second-level cache, allowing the development of . 
low-cost shared-cache multiprocessor systems for 
workstations and low-end servers. 

Performance Monitoring 

Performance monitoring is a feature of the Pentium 
processor that enables system designers and application 
developers to optimize their hardware and software 
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products by identifying potential code bottlenecks. De­
signers can observe and count clocks for internal proc­
essor events that affect the performance of data rea:ds 
and writes, cache hits and misses, interrupts, and bus 
utilization. This allows them to measure the etTect that 
their code has on both the Pentium processor architec­
ture and their product, and to fine-tune their applica­
tion or system for optimal performapce. The benefit to 
end users is better value and higher performance, due 
to the greater synergy between the Pentium processor, 
its host system, and application software. 

Memory Page Size Feature 

The Pentium processor otTers the option of supporting 
either the traditional memory page size of 4 Kbytes, Or 
a larger 4-Mbyte page. This feature-which is transpar­
ent to the application. software-was provided to re­
duce the frequency of page swapping in complex graph­
ics applications, frame butTers, and operating system 
kernels, where the increased' page size allows users to 
map large, previously unwieldy objects. The larger page 
enables an increased page. hit rate, which results in 
higher performance. 

Upgradability 

As with all new implementations of the Intel 32-bit mi­
croprocessor architecture, the Pentium processor has 
been designed for easy upgradability using Intel's up­
grade technology. This innovation protects user invest­
ments by adding performance that helps to maintain 
the productivity levels of Intel processor-based systems 
over their entire lifespans. 

Upgrade technology makes it possible for users to take 
advantage of more advanced processor technology in 
their existing systems with an easy-to-install, single­
chip performance upgrade. For example, Intel's first 
upgrade options, the OverDrive processors developed 
for Intel486 SX and Intel486 DX prQcessors, apply the 
same speed-doubling technology used in the develop-
ment of the Intel486 DX2 microprocessor. . 

Intel's upgrade processors will also be available for sys­
tems based on the Pentium processor family, ensuring 
an easy future upgrade path based on even more ad­
vanced processor technology. In addition, Pentium 
processor technology will be the basis of the upgrade 
processors now being developed for Intel486 processor­
based systems. 
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INCREASED PERFORMANCE: BY THE 
NUMBERS 

The Pentium processor stands alone on the perform­
ance ladder when compared to all other PC-compatible 
microprocessors, raising the standard for the Intel 32-
bit architecture. While there are many ways to measure 
performance, three different examples are offered here 
to demonstrate the Pentium processor's speed and pro­
cessing power: Intel's iCOMP index, the SPECint92 
UNIX benchmark, and the SPECfp92 UNIX bench­
mark. 

One indication of the Pentium processor's high per­
formance is provided by Intel's iCOMP (Intel Compar­
ative M~croprocessor Performance) index. The iCOMP 

PENTIUM(TM) PROCESSOR 
(lOOMHz) 

PENTIUM PROCESSOR 
(90 MHz) 

PENTIUM PROCESSOR 
(75 MHz) 

PENTIUM PROCESSOR 
(66 MHz) 

PENTIUM PROCESSOR 
(60 MHz) 

INTEIA86(TM) DXl (66MHz) !ar---,..--...... --, 

o 100 200 300 

index, which measures the performance of the members 
of the Intel 32-bit architecture, was created so that 
computer users can more easily identify relative per­
formance differences among Intel's microprocessors. 
The index is based on four distinct aspects of processor 
performance: integer, floating-point, graphics and video 
performance. Each of the four elements is considered 
for both 16- and 32-bit software, and is weighted rela­
tive to the estimated percentage of time it occupies the 
processor's attention (based on a mix of today's com­
monly used application software). As shown in Figure 
1, the Pentium processor at iCOMP index 
815\100 MHz has more than 2.7 times the relative per­
formance of the 66-MHz Intel486 DX2 microproces­
sor, which has an iCOMP rating of 297. 

400 soo 600 700 800 QOO 

242423-1 

Figure 1. iCOMPTM Index Ratings for Intel Processors 
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SPECint92 is a processor-intensive UNIX benchmark 
(Figure 2) that evaluates desktop performance using a 
representative inix of application instructions. With a 
SPECint92 rating of 100.0, the Pentium processor at 
iCOMP index 815\100 MHz outperforms many work­
station-class, RISC-based processors, including mem­
bers of the IBM, MIPS and Sun SP ARC processor 
families. 
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The SPECfp92 UNIX benchmark (Figure 3) is a useful 
measure of floating-point performance. The SPECfp92 
rating for the PentiuIh processor at iCOMP index 
815\100 MHz is 80.6. This is comparable to that of 
today's RISC architectures, and is more than 4.3 times 
that of the 66-MHz Intel486 DX2 processor. 
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Figure 2. UNIX SPECint92 Benchmark Performance 
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Figure 3. UNIX SPECfp92 Benchmark Performance 

HIGH PERFORMANCE WHILE 
MAINTAINING COMPATIBILITY 

The Pentium processor family provides extremely high­
performance because it incorporates the latest state-of­
the-art design principles. With its superscalar architec­
ture, separate code and data caches, branch prediction, 
and an enhanced floating-point unit, the Pentium proc­
essor can meet the performance needs of today's-and 
tomorrow's-applications software. Meanwhile, it 
maintains complete compatibility with the $50 billion 
installed base of software currently running on mem­
bers of the Intel family. 

The Pentium processor's combination of performance 
and compatibility uniquely positions it to meet the 
needs of the emerging wave of notebook, desktop, and 
server applications. Not only will users experience dra­
matic performance improvements while running their 
current software, but they can also anticipate that new 
applications will take even further advantage of the 
Pentium processor's high-performance features. 
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intel® 
PENTIUM™ PROCESSOR AT iCOMP INDEX 510\60 MHz 
PENTIUMTM PROCESSOR AT iCOMP INDEX 567\66 MHz 

• Binary Compatible with Large Software 
Base 
- DOS, OS/2, UNIX, and WINDOWS 

• 32-Blt Microprocessor 
- 32-Blt Addressing 
- 64-Blt Data Bus 

• Superscalar Architecture 
- Two Plpelined Integer Units 
- Capable of under One Clock per 

Instruction 
- Plpelined Floating Point Unit 

• Separate Code and Data Caches 
- 8K Code, 8K Write Back Data 
- 2-Way 32-Byte Line Size 
- Software Transparent 
- MESI Cache Consistency Protocol 

• 273-Pin Grid Array Package 

• BiCMOS Silicon Technology 

• Increased Page Size 
- 4M for Increased TLB Hit Rate 

• Multi-Processor Support 
- Multiprocessor Instructions 
- Support for Second Level Cache 

• Internal Error Detection 
- Functional Redundancy Checking 
- Built in Self Test 
- Parity Testing and Checking 

• IEEE 1149.1 Boundary Scan 
Compatibility 

• Performance Monitoring 
- Counts Occurrence of Internal 

Events • Advanced Design Features 
- Branch Prediction - Traces Execution through Pipelines 
- Virtual Mode Extensions 

The Pentium processor (510\60,567\66) provides the next generation of power for high-end workstations and 
servers. The Pentium processor (510\60,567\66) is compatible with the entire installed base of applications 
for DOS, Windows, OS/2, and UNIX. The Pentium processor's superscalar architecture can execute two 
instructions per clock cycle. Branch Prediction and separate caches also increase performance. The pipelined 
floating point unit of the Pentium processor (510\60,567\66) delivers workstation level performance. Sepa­
rate code and data caches reduce cache conflicts while remaining software transparent. The Pentium proces­
sor (510\60, 567\66) has 3.1 million transistors and is built on Intel's 0.8 Micron BiCMOS silicon technology. 

MS-DOS and Windows are regi.stered trademarks of Microsoft Corporation. 
OS/2 is a trademark of International Business Machines Corporation. 
UNIX is a registered trademark of UNIX System Laboratories. Inc. 

November 1994 
Order Number: 241595-002 
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1.0 MICROPROCESSOR 
ARCHITECTURE OVERVIEW 

The Pentium™ processor (510\60, 567\66) is the 
next generation member of the Intel386™ and 
Intel486TM microprocessor family. It is 100% binary 
compatible with the 8086/88, 80286, Intel386 OX 
CPU, Intel386 SX CPU, Intel486 OX CPU, Intel486 
SX and the Intel486 DX2 CPUs. 

The Pentium processor (510\60, 567\66) contains 
a!1 o~ .the features of the Intel486 CPU, and provides 
Significant enhancements and additions including 
the following: 

• Superscalar Architecture 

• Dynamic Branch Prediction 

• Pipelined Floating-Point Unit 

• Improved Instruction Execution Time 

• Separate 8K Code and Data Caches 

• Writeback MESI Protocol in the Data Cache 

• 64-Bit Data Bus 

• BusCycle Pipelining 

• Address Parity 

• Internal Parity Checking 

• Ftmctional Redundancy Checking 

• Execution Tracing 

• Performance Monitoring 

• IEEE 1149.1 Boundary Scan 

• System Management Mode 

• Virtual Mode Extensions 

The application instruction set of the Pentium proc­
essor (510\60, 567\66) includes the complete 
Intel486 CPU instruction set with extensions to ac­
commodate some of the additional functionality of 
the Pentium processor (510\60, 567\66). All appli­
cation software written for the Intel386 and Intel486 
microprocessors will run on the Pentium processor 
(510\60,567\66) without modification. The on-Chip 
memory management unit (MMU) is completely 
compatible with the Intel386 and Intel486 CPUs. 

The Pentium processor (510\60, 567\66) imple­
ments several enhancements to increase perform­
ance. The two instruction pipelines and floating­
point unit on the Pentium processor (510\60, 
567/66) are capable of independent operation. 
Each pipeline issues frequently used instructions in 
a single clock. Together, the dual pipes can issue 
two integer instructions in one clock, or one floating 
point instruction (under certain circumstances, 2 
floating point instructions) in one clock. 

PENTIUMTM PROCESSOR (510\60, 567\66) 

Branch prediction is implemented in the Pentium 
processor (510\60, 567\66). To support this the 
Pentium processor (510\60, 567\66) imple~ents 
two prefetch buffers, one to prefetch code in a linear 
fashion, and one that prefetches code according to 
the BTB so the needed code is almost always pre­
fetched before it is needed for execution. 

The floating-point unit has been completely rede­
signed over the Intel486 CPU. Faster algorithms pro­
vide up to 10X speed-up for common operations in­
cluding add, multiply, and load. 

The Pentium processor (510\60, 567\66) includes 
sep~rate code and data caches integrated on chip 
to meet its performance goals. Each cache is 
8 Kbytes in size, with a 32-byte line size and is 2-way 
set associative. Each cache has a dedicated Trans­
lation Lookaside Buffer (TLB) to translate linear ad­
dresses to physical addresses. The data cache is 
configurable to be writeback or writethrough on a 
line by line basis and follows the MESI protocol. The 
data cache tags are triple ported to support two data 
transfers and an inquire cycle in the same clock. The 
code cache is an inherently write protected cache. 
The code cache tags are also triple ported to sup­
port snooping and split line accesses. Individual 
pages can be configured as cacheable or non­
cacheable by software or hardware. The caches can 
be enabled or disabled by software or hardware. 

The Pentium processor (510\60, 567\66) has in­
creased the data bus to 64-bits to improve the data 
transfer rate. Burst read and burst writeback cycles 
are supported by the Pentium processor (510\60, 
567\66). In addition, bus cycle pipelining has been 
added to allow two bus cycles to be in progress 
simultaneously. The Pentium processor (510\60, 
567\66) Memory Management Unit contains option­
al extensions to the architecture which allow 
4 Mbyte page sizes. 

The Pentium processor (510\60, 567\66) has added 
significant data integrity and error detection capabili­
ty. Data parity checking is still supported on a byte 
by byte basis. Address parity checking, and internal 
parity checking features have been added along 
with a new exception, the machine check exception. 
In addition, the Pentium processor (510\60,567\66) 
has implemented functional redundancy checking to 
provide maximum error detection of the processor 
and the interface to the processor. When functional 
redundancy checking is used, a second processor, 
the "checker" is used to execute in lock step with 
the "master" processor. The checker samples the 
master's outputs and compares those values with 
the values it computes internally, and asserts an er­
ror signal if a mismatch occurs. 

2-3 



PENTIUMTM PROCESSOR (510\60, 567\66) l 

As more and more functions are integrated on chip, 
the complexity of board level testing is increased. To 
address this, the Pentium processor (510\60, 
567\66) has increased test and debug capability. 
Like many of the Intel486 CPUs,the Pentium proc­
essor (510\60,567\66) implements IEEE Boundary 
Scan (Standard 1149.1). In addition, the Pentium 
processor (510\60, 567\66) has specified 4 break­
point pins that correspond to each of the debug reg­
isters and externally indicate a breakpoint match. 
Execution tracing provides external indications when 
an instruction has completed execution in either of 
the two internal pipelines, or when a branch has 
been taken. 

System management mode has been implemented 
along with some extensions to the SMM architec­
ture. Enhancements to the Virtual 8086 mode have 
been made to increase performance by reducing the 
number of times it is necessary to trap to a virtual 
8086 monitor. 

Figure 1-1 shows a block diagram of the Pentium 
processor (510\60,567\66). 

The block diagram shows the two instruction pipe­
lines, the "u" pipe and the "v" pipe. The u-pipe can 
execute all integer and floating point instructions. 
The v-pipe can execute simple integer instructions 
and the FXCH floating point instructions. 

Pentium™ Microprocessor 

Branch 
Target 
Buffer 

r Instruction .-------'"------, 

Instruction Decode ~~p~ol~nm~r~=;~~~~~~;;t:::::::!;~~~~ 

2-4 

64-B~ 
Dala 
Bus 

32-BII 
Address Bus 

+-_B_U8-t~ Unit 

Control 

Branch Varlf. 
& Target Addr.--__ :r..........: __ I-......J: __ ---, 

1------, 

64-BII 32-Bil 
Dam Addr. 
Bus BUS 

Figure 1-1. Pentium™ Processor (510\60, 567\66) Block Diagram 

Floating 
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The separate caches are shown, the code cache 
and data cache .. The data cache has two ports, one 
for each of the two pipes (the tags are triple ported 
to allow simultaneous inquire cycles). The data 
cache has a dedicated Translation Lookaside Buffer 
(TLB) to translate linear addresses to the physical 
addresses used by the data cache. 

The code cache, branch target buffer and prefetch 
buffers are responsible for getting raw instructions 
into the execution units of the Pentium processor 
(510\60, 567\66). Instructions are fetched ·from the 
code cache or from the external bus. Branch ad­
dresses are remembered by the branch target buff­
er. The code cache TLB translates linear addresses 
to physical addresses used by the code cache. 

PENTIUMTM PROCESSOR (510\60, 567\66) 

The decode unit decodes the prefetched instruc­
tions so the Pentium processor (510\60, 567\66) 
can execute the instruction. The control ROM con­
tains the microcode which controls the sequence of 
operations that must be performed to implement the 
Pentium processor (510\60, 567\66) architecture. 
The control ROM unit has direct control over both 

, pipelines. 

The Pentium processor (510\60,567\66) contains a 
pipelined floating point unit that provides a signifi­
cant floating point performance advantage over 
previous generations of the Pentium processor 
(510\60, 567\66). 

The architectural features introduced in this chapter 
are more fully described in the Pentium™ Processor 
(510\60,567\66) User's Manual. 
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PENTIUMTM PROCESSOR (510\60, 567\66) 

2;0 PINOUT 

2.1 Pinout and Pin Descriptions 

2.1.1 Pentium™ PROCESSOR (510\60, 567\66) PINOUT 
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PENTIUMTM PROCESSOR (510\60,567\66) 
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Figure 2~2. Pentlum™ Processor (510\60, 567\66) Pinout (Bottom View) 
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PENTIUMTMPROCESSOR (510\60, 567\66) intel® 
Table 2-1. Pentlum™ Processor (510\60,567\66) Pin Cross Reference Table by Pin Name 

Signal Location Signal Location Signal Location Signal Location 

A3 T17 BE2# U06 018 C06 054 E20 

A4 W19 BE3# V01 019 C15 055 G19 

A5 U18 BE4# T06 020 007 056 H21 

A6 U17 BE5# 504 021 C16 057 F20 

A7 T16 BE6# U07 022 C07 058 J18 

A8 U16 BE7# W01 023 A10 059 H19 

A9 T15 BOFF# K04 024 B10 060 l19 

A10 U15 BP2 B02 025 C08 061 K19 

A11 T14 BP3 B03 026 C11 062 J19 

A12 U14 BROY# l04 027 009 063 H18 

A13 T13 BREO V02 028 011 O/C# V04 

A14 U13 BTO T08 029 C09 OPO H04 

A15 T12 Bn W21 030 012 OP1 C05 

A16 U12 BT2 T07 031 C10 OP2 A9 

A17 T11 BT3 W20 032 010 OP3 008 

A18 U11 BU5CHK# T03 033 C17 OP4 018 

A19 T10 CACHE # J04 034 C19 OP5 A19 

A20 U10 ClK K18 035 017 OP6 E19 

A21 U21 DO 003 036 C18 OP7 E21 

A22 li09 01 E03 037 016 EA05# M03 

A23 U20 02 E04 038 019 EWBE# A03 

A24 U08 03 F03 039 015 FERR# H03 

A25 U19 04 C04 040 014 FLU5H# U02 

A26 T09 05 G03 041 B19 FRCMC# M19 

A27 V21 06 B04 042 020 HIT# W02 

A28 V06 07 G04 043 A20 HITM# M04 

A29 V20 08 F04 044 021 HLOA 003 

A30 W05 09 C12 045 A21 HOLD V05 

A31 V19 010 C13 046 E18 IBT T19 

A20M# U05 011 E05 047 B20 IERR# CO2 

AOS# P04 012 C14 ..048 B21 IGNNE# 520 

AHOLO L02 013 004 049 F19 INiT T20 

AP P03 014 013 050 C20 INTR N18 

APCHK# W03 015 005 051 F18 INV A01 

BEO# U04 016 006 052 C21 IU J02 

BEH 004 017 B09 053 G18 IV 901 
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PENTIUMTM PROCESSOR (510\60, 567\66) 

Table 2·1. Pentlum™ Processor (510\60,567\66) Pin Cross Reference Table by Pin Name (Continued) 

Signal Location Signal Location 

KEN# J03 RESET L18 

LOCK # V03 RIS# R18 

M/IO# A02 SCYC R04 

NA# K03 SMI# P18 

NMI N19 SMIACT# T05 

PCO W04 TCK T04 

PCHK# R03 TOI T21 

PEN# M18 TOO S21 

PMO/BPO 002 TMS P19 

PM1/BP1 C03 TRST# S18 

PROY U03 WB/WT# M02 

PWT S03 W/R# N03 

2.2 Design Notes 

For reliable operation, always connect unused in· 
puts to an appropriate signal level. Unused active 
LOW inputs should be connected to Vee. Unused 
active HIGH inputs should be connected to GND. 

No Connect (NC) pins must remain unconnected. 
Connection of NC pins may result in component fail­
ure or incompatibility with processor steppings. 

NOTE: 
The No Connect pin located at L03 (BROYC#) 
along with BUSCHK # are sampled by the Pentium 
processor (510\60, 567\66) at RESET to configure 
the 1/0 buffers of the processor for use with the 
82496 Cache Controller/82491 Cache SRAM sec­
ondary cache as a chip set (refer to the 82496 
Cache Control/er/82491 Cache SRAM Data Book 
for U$e with the Pentium™ Processor (510\60, 
567\66) for further information). 

Signal Location Signal Location 

NC L03, N04, Vss B05, B06, 
019, R19, B07, B08, 
S19,T18 B11,B12, 

Vee A04, A05, 
A06, A07, 
A08, A11, 

. A12, A13, 
A14, A15, 
A16, A17, 
A18, C01, 
001, E01, 
F01, F21, 
G01, G21, 
H01, J21 
K21, L21, 
M21, N01, 
N21, P01, 
P21,001, 
018,021, 
R01, R21, 
S01, T01, 
U01, W06, 
W07, W08, 
W09, W10,· 
W11, W12, 

B13, B14, 
B15, B16, 
B17, B18, 
E02, F02, 
G02,G20, 
H02, H2O, 
J01, J20, 
K01, K02; 
K20, L01, 
L20, M01, 
M20, N02, 
N20, P02, 
P20, 002, 
020, R02, 
R20, S02, 
T02, V07, 
V08, V09, 
V10, V11, 
V12, V13, 
V14, V15, 
V16, V17, 
V18 

W13, W14, 
W15, W16, 
W17, W18 

2.3 Quick Pin Reference 

This section gives a brief functional description of 
each of the pins. For a detailed description, see the 
Hardware Interface chapter in the Pentium™ Proc­
essor (510\60, 567\66) User's Manual, Vol. 1. Note 
that all input pins must meet their AC/DC speclfl· 
cations to guarantee proper functional behavior. 
In this section, the pins are arranged in alphabetical 
order. The functional grouping of each pin is listed at 
the end of this chapter. 

The # symbol at the end of a signal name indicates 
that the active, or asserted state occurs when the 
Signal is at a low voltage. When a # symbol is not 
present after the signal name, the signal is active, or 
asserted at the high voltage level. 
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PENTIUMTM PROCESSOR (510\60, 567\66) 

Table 2-2. Quick Pin Reference 

Symbol Type' Name and Function 

A20M# I When the address bit20 mask pin is asserted, the Pentium™ Processor 
(510\60,567\66) emulates the address wraparound at one Mbyte which 
occurs on the 8086. When A20M # is asserted, the Pentium processor 
(510\60,567\66) masks physical address bit 20 (A20) before performing a 
lookup to the internal caches or driving a memory cycle on the bus. The effect 
of A20M # is undefined in protected mode. A20M # must be asserted only 
when the pro.cessor is in real mode. 

AS1-AS 1/0 As outputs, the address lines of the processor along with the byte enables 
define the physical area of memory or 1/0 accessed. The external system 
drives the inquire address to the processor on AS1-A5. 

ADS# 0 The address status indicates that a new valid bus cycle is currently being 
driven by the Pentium processor (510\60,567\66). 

AHOLD 1/0 In response to the assertion of address hold, the Pentium processor (510\60, 
567\66) will stop driving the address lines (AS1-AS), and AP in the next clock. 
The rest of the bus will remain active so data can be returned or driven for 
previously issued bus cycles. 

AP 1/0 Address parity is driven by the Pentium processor (510\60, 567\66) with even 
parity information on all Pentium processor (510\60, 567\66) generated cycles 
in the same clock that the address is driven. Even parity must be driven back to 
the Pentium processor (510\60, 567\66) during inquire cycles on this pin in the 
same clock as EADS# to ensure that the correct parity check status is 
indicated by the Pentium processor (510\60,567\66). 

APCHK# 0 The address parity check status pin is asserted two clocks after EADS # is 
sampled active if the Pentium processor (510\60, 567\66) has detected a 
parity error on the address bus during inquire cycles. APCHK # will remain 
active for one clock each time a parity error is detected. 

BE7#-BEO# 0 The byte enable pins are used to determine which bytes must be written to 
external memory, or which bytes were requested by the CPU for the current 
cycle. The byte enables are driven in the same clock as the address lines 
(AS1-S). '< 

BOFF# I The backoffinput is used to abort all outstanding bus cycles that have not yet 
completed. In response to BOFF #, the Pentium processor (510\60, 567\66) 
will float all pins normally floated during bus hold in the next clock. The 
processor remains in bus hold until BOFF # is negated at which time the 
Pentium processor (510\60,567\66) restarts the aborted bus cycle(s) in their 
entirety. 

BP[S:2] 0 The breakpoint pins (BPS-O) correspond to the debug registers, DRS-DRO.' 
PM/BP[1:0] . These pins externally indicate a breakpoint match when the debug registers 

are programmed to test for breakpoint matches. 

BP1 and BPO are multiplexed with the Performance Monitoring pins (PM1 and 
PMO). The PB1 and PBO bits in the Debug Mode Control Register determine if 
the pins are configured as breakpoint or performance monitoring pins. The pins 
come out of reset configured for performance monitoring. 

BRDY# I The burst ready input indicates that the external system has presented valid 
data on the data pins in response to a read or that the external system has 
accepted the Pentium processor (510\60,567\66) data in response to a write 
request. This signal is sampled in the T2, T12 and T2P bus states. 
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Table 2·2. Quick Pin Reference (Continued) 

Symbol Type" Name and Function 

BREQ 0 The bus request output indicates to the external system that the Pentium 
processor (510\60,567\66) has internally generated a bus request. This signal is 
always driven whether or not the Pentium processor (510\60,567\66) is driving 
its bus. 

BT3-BTO 0 The branch trace outputs provide bits 2-0 of the branch target linear address 
(BT2·BTO) and the default operand size (BT3) during a branch trace message 
special cycle. 

BUSCHK# I The bus check input allows the system to signal an unsuccessful completion of a 
bus cycle. If this pin is sampled active"the Pentium processor (510\60,567\66) 
will latch the address and control signals in the machine check registers. If in 
addition, the MCE bit in CR4 is set, the Pentium processor (510\60, 567\66) will 
vector to the machine check exception. -. 

CACHE # 0 For Pentium processor (510\60, 567\66)-initiated cycles the cache pin indicates 
internal cacheability of the cycle (if a read), and indicates a burst writeback cycle 
(if a write). If this pin is driven inactive during a read cycle, Pentium processor 
(510\60,567\66) will not cache the returned data, regardless of the state of the 
KEN # pin. This pin is also used to determine the cycle length (number of 
transfers in the cycle). 

ClK I The clock input provides the fundamental timing for the Pentium processor 
(510\60,567\66). Its frequency is the internal operating frequency of the Pentium 
processor (510\60,567\66) and requires TTL levels. All external timing 
parameters except TOI, TOO, TMS and lRST # are specified with respect to the 
rising edge of ClK. 

O/C# 0 The Data/Code output is one of the primary bus cycle definition pins. It is driven 
valid in the same clock as the AOS# signal is asserted. O/C# distinguishes 
between data and code or special cycles. 

063-00 I/O These are the 64 data lines for the processor. Lines 07-00 define the least 
significant byte of the data bus; lines 063-056 define the most significant byte of 
the data bus. When the CPU is driving the data lines, they are driven during the 

_. T2, T12, or T2P clocks for that cycle. During reads, the CPU samples the data bus 
when BROY # is returned. 

OP7-0PO I/O These are the data parity pins for the processor. There is one for each byte <;>f the 
data bus. They are driven by the Pentium processor (510\60, 567\66) with even 
parity information on writes in the same clock as write data. Even parity 
information must be driven back to the Pentium processor (510\60,567\66) on 
these pins in the same clock as the data to ensure that the correct parity check 
status is indicated by the Pentium processor (510\60, 567\66). OP7 applies to 
063-056, OPO applies to 07-00. 

EAOS# I This signal indicates that a valid external address has been driven onto the 
Pentium processor (510\60, 567\66) address pins to be used for an inquire cycle. 

EWBE# I The external write buffer empty input, when inactive (high), indicates that a write 
cycle is pending in the external system. When the Pentium processor (510\60, 
567\66) generates a write, and EWBE# is sampled inactive, the Pentium 
processor (510\60, 567\66) will hold off all subsequent writes to all E or M-state 
lines in the data cache until all write cycles have completed, as indicated by 
EWBE # being active. 
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PENTIUMTM PROCESSOR (510\60,567\66) 

Table 2-2. Quick Pin Reference (Continued) 

Symbol Type- Name and Function 

FERR# 0 The floating point error pin is driven active when an unmasked floating point error 
occurs. FERR # is similar to the ERROR # pin on the Intel387TM math 
coprocessor. FERR # is included for compatibility with systems using DOS type 
floating point error reporting. 

FLUSH# I When asserted, the cache flush input forces the Pentium processor (510\60, 
567\66) to writeback all modified lines in the data cache and invalidate its internal 
caches. A Flush Acknowledge special cycle will be generated by the Pentium 

, processor (510\60,567\66) indicating completion of the writeback and 
invalidation. 

If FLUSH# is sampled low when RESET transitions from high to low, tristate test 
mode is entered. 

FRCMC# I The Functional Redundancy Checking Master/Checker mode input is used to 
determine whether the Pentium processor (510\60, 567\66) is configured in 
master mode or checker mode. When configured as a master, the Pentium 
processor (510\60,567\66) drives its output pins as required by the bus protocol. 
When configured as a checker, the Pentium processor (510\60,567\66) tristates 
all outputs (except IERR # and TOO) and samples the output pins. 

The configuration as a master/checker is set after RESET and may not be 
changed other than by a subsequent RESET. 

HIT# 0 The hit indication is driven to reflect the outcome of an inquire cycle. If an inquire 
cycle hits a valid line in either the Pentium processor (510\60,567\66) data or 
instruction cache, this pin is asserted two clocks after EADS# is sampled asserted. 
If the inquire cycle misses Pentium processor (510\60, 567\66) cache, this pin is 
negated two clocks after EADS #. This pin changes its value only as a result of an 
inquire cycle and retains its value between the cycles. 

HITM# 0 The hit to a modified line output is driven to reflect the outcome of an inquire cycle. 
It is asserted after inquire cycles which resulted in a hit to a modified line in the data 
cache. It is used to inhibit another bus master from accessing the data until the line 

. is completely written back. ' 

HLDA 0 The bus hold acknowledge pin goes active in response to a hold request driven to 
the processor on the HOLD pin. It indicates that the Pentium processor (510\60, 
567\66) has floated most of the output pins and relinquished the bus to another 
local bus master. When leaving bus hold, HLDA will be driven inactive and the 
Pentium processor (510\60, 567\66) will resume driving the bus. If the Pentium 
processor (510\60,567\66) has bus cycle pending, it will be driven in the same 
clock that HLDA is deasserted. 

HOLD I In response to the bus hold request, the Pentium processor (510\60,567\66) will 
float most of its output and input/output pins and assert HLDA after completing all 
outstanding bus cycles. The Pentium processor (510\60, 567\66) will maintain its 
bus in this state until HOLD is deasserted. HOLD is not recognized during LOCK 
cycles. The Pentium processor (510\60,567\66) will recognize HOLD during reset. 

1ST 0 The instruction branch taken pin ,is driven active (high) for one clock to indicate that 
a branch was taken. This output is always driven by the Pentium processor 
(510\60,567\66). 
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Table 2·2. Quick Pin Reference (Continued) 

Symbol Type" Name and Function 

IERR# 0 The internal error pin is used to indicate two types of errors, internal parity errors 
and functional redundancy errors. If a parity error occurS on a read from an internal 
array, the Pentium processor (510\60,567\66) will assert the IERR# pin for one 
clock and then shutdown. If the Pentium processor (510\60,567\66) is configured 
as a checker and a mismatch occurs between the value sampled on the pins and 
the corresponding value computed internally, the Pentium processor (510\60, 
567\66) will assert IERR # two clocks after the mismatched value is returned. 

IGNNE# I This is the ignore numeric error input. This pin has no effect when the NE bit in CRO 
is set to 1. When the CRO.NE bit is 0, and the IGNNE # pin is asserted, the Pentium 
processor (510\60,567\66) will ignore any pending unmasked numeric exception 
and continue executing floating point instructions for the entire duration that this pin 
is asserted. When the CRO.NE bit is 0, IGNNE# is not asserted, a pending 
unmasked numeric exception exists (SW.ES = 1), and the floating point instruction 
is one of FINIT, FCLEX, FSTENV, FSAVE, FSTSW, FSTCW, FENI, FDISI, or 
FSETPM, the Pentium processor (510\60,567\66) will execute the instruction in 
spite of the pending exception. When the CRO.NE bit is 0, IGNNE# is not asserted, 
a pending unmasked numeric exception exists (SW.ES = 1), and the floating point 
instruction is one other than FINIT, FCLEX, FSTENV, FSAVE, FSTSW, FSTCW, 
FENI, FDISI, or FSETPM, the Pentium processor (510\60,567\66) will stop 
execution and wait for an external interrupt. 

INIT I The Pentium processor (510\60,567\66) initialization input pin forces the Pentium 
processor (510\60, 567\66) to begin execution in a known state. The processor 
state after INIT is the same as the state after RESET except that the internal 
caches, write buffers, and floating point registers retain the values they had prior to 
INIT. INIT may NOT be used in lieu of RESET after power-up. 

If INIT is sampled high when RESET transitions from high to low the Pentium 
processor (510\60, 567\66) will perform built-in self test prior to the start of 
program execution. 

INTR I An active maskable interrupt input indicates that an external interrupt has been 
generated. If the IF bit in the EFLAGS register is set, the Pentium processor 
(510\60,567\66) will generate two locked interrupt acknowledge bus cycles and 
vector to an interrupt handler after the current instruction execution is completed. 
INTR must remain active until the first interrupt acknowledge cycle is generated to 
assure that the interrupt is recognized. 

INV I The invalidation input determines the final cache line state (S or I) in case of an 
inquire cycle hit. It is sampled together with the address for the inquire cycle in the 
clock EADS# is sampled active. 

IU 0 The u-pipe i'1struction complete output is driven active (high) for 1 clock to indicate 
that an instruction in the u-pipeline has completed execution. This pin is always 
driven by the Pentium processor (510\60,567\66). 

IV 0 The v-pipe instruction complete output is driven active (high) for one clock to 
indicate that an instruction in the v-pipeline has completed execution. This pin is 
always driven by the Pentium processor (510\60, 567\66). 

KEN# I The cache enable pin is used to determine whether the current cycle is cacheable 
or not and is consequently used to determine cycle length. When the Pentium 

. processor (510\60,567\66) generates a cycle that can be cached (CACHE# 
asserted) and KEN # is active, the cycle will be transformed into a burst line fill 
cycle. 

. 
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Table 2-2. Quick Pin Reference (Continued) 

Symbol Type" Name and Function 

LOCK# 0 The bus lock pin indicates that the current bus cycle is locked. The Pentium 
processor (510\60, 567\66) will not allow a bus hold when LOCK# is asserted 
(but AHOLD and BOFF # are allowed). LOCK # goes active in the first clock of 
the first locked bus cycle and goes inactive after the BRDY # is returned for the 
last locked bus cycle. LOCK # is guaranteed to be deasserted for at leastone 
clock between back to back locked cycles. 

MIIO# 0 The Memory/Input-Output is one of the primary bus cycle definition pins. It is 

~ 

driven valid in the same clock as the ADS# signal is asserted. M/IO# 
distinguishes between memory and I/O cycles. 

NA# I An active next address input indicates that the external memory system is 
ready to accept a new bus cycle although all data transfers for the current cycle 
have not yet completed. The Pentium processor (510\60,567\66) will drive out 
a pending cycle two clocks after NA # is asserted. The Pentium processor 
(510\60,567\66) supports up to 2 outstanding bus cycles. 

NMI I The non-mask able interrupt request signal indicates that an external non-
maskable interrupt has been generated. 

PCD 0 The page cache disable pin reflects the state of the PCD bit in CR3, the Page 
Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an 
external cacheability indication on a page by page basis. 

PCHK# 0 The parity check output indicates the result'of a parity check on a data read. It 
is driven with parity status two clocks after SRDY # is returned. PCHK # 
remains low one clock for each clock in which a parity error was detected. 
Parity is checked only for the bytes on which valid data is returned. 

PEN# I The parity enable input (along with CR4.MCE) determines whether a machine 
check exception will be taken as a result of a data parity error on a read cycle. 
If this pin is sampled active in the clock a data parity error is detected, the 
Pentium processor (510\60, 567\66) will latch the address and control signals 
of the cycle with the parity error in the machine check registers. If in addition 
the machine check enable bit in CR4 is set to "1", the Pentium processor 
(510\60,567\66) will vector to the machine check exception before the 
beginning of the next instruction. 

PM/BP[1:0]B 0 These pins function as part of the Performance Monitoring feature. 
P[3:2] The breakpoint pins BP[1 :0] are multiplexed with the Performance Monitoring 

pins PM[1 :0]. The PB1 and PSO bits in the Debug Mode Control Register 
determine if the pins are configured as breakpoint or performance monitoring 
pins. The pins come out of reset configured for performance monitoring. 

PRDY 0 The PRDY output pin indicates that the processor has stopped normal 
execution in response to the RIS# pin going active, or Probe Mode being 
entered. 

PWT 0 The page write throl)gh pin reflects the state of the. PWT bit in CR3, the Page 
Directory Entry, o(the Page Table Entry. The PWT pin is used to provide an 
external writeback indication on a page by page basis. 

RIS# I The RIS# input is an asynchronous, edge'sensitive interrupt used to stop the 
normal execution of the processor and place it into an idle state. A high to low 
transition on the RIS# pin will interrupt the processor and cause it to stop 
execution at th.e next instruction boundary . 

. 
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Table 2-2. Quick Pin Reference (Continued) 

Symbol Type" Name and Function 

RESET I Reset forces the Pentium processor (510\60, 567\66) to begin execution at a 
known state. All the Pentium processor (510\60, 567\66) internal caches will be 
invalidated upon the RESET. Modified lines in the data cache are not written back. 
FLUSH # , FRCMC# and INIT are sampled when RESET transitions from high to 
low to determine if tristate test mode or checker mode will be entered, or if BIST 
will be run. 

SCVC 0 The split cycle output is asserted during misaligned LOCKed transfers to indicate 
that more than two cycles will be locked together. This signal is defined for locked 
cycles only. It is undefined for cycles which are not locked. 

SMI# I The system Management Interrupt causes a system management interrupt 
request to be latched internally. When the latched SMI # is recognized on an 
instruction boundary, the processor enters System Management Mode. 

SMIACT# 0 An active system management interrupt active output indicates that the processor 
is operating in System Management Mode (SMM). 

TCK I The testability clock input provides the clocking function for the Pentium processor 
(510\60, 567\66) boundary scan in accordance with the IEEE Boundary Scan 
interface (Standard 1149.1). It is used to clock state information and data into and 
out of the Pentium processor (510\60,567\66) during boundary scan. 

TOI I The test data input is a serial input for the test logic. TAP instructions and data are 
shifted into the Pentium processor (510\60,567\66) on the TOI pin on the rising 
edge of TCK when the TAP controller is in an appropriate state. 

TOO 0 The test data output is a serial output of the test logic. TAP instructions and data 
are shifted out of the Pentium processor (510\60,567\66) on the TOO pin on the 
falling edge of TCK when the TAP controller is in an appropriate state. 

TMS I The value of the test mode select input signal sampled at the rising edge of TCK 
controls the sequence of TAP controller state changes. 

TRST# I When asserted, the test reset input allows the TAP controller to be 
asynchronously initialized. 

WfR# 0 Write/Read is one of the primary bus cycle definition pins. It is driven valid in' the 
same clock as the ADS # signal is asserted. W fR # distinguishes between write 
and read cycles. 

WBfWT# I The writebackfwritethrough input allows a data cache line to be defined as write 
back or write through on a line by line baSis. As a result, it determines whether a 
cache line is initially in the S or E state in the data cache. 

NOTE: 
"The pins are classified as Input or Output based on their function in Master Mode. See the Functional RedlJndancy Check· 
ing section in the "Error Detection" chapter of the Pentium™ Processor (510\60, 567\66) User's Manual, Vol. 1, for further 
information. 
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2.4 Pin Reference Tables 

Table 2·3. Output Pins 

Name 
ActIve 

When Floated . 
Level 

ADS# LOW Bus Hold. BOFF # 

APCHK# LOW 

BE7#-BEO# LOW Bus Hold. BOFF# 

BREQ HIGH 

BT3-BTO n/a 

CACHE# LOW Bus Hold. BOFF# 

FERR# LOW 

HIT# LOW 

HITM# LOW 

HLDA HIGH 

IBT HIGH 

IERR# LOW 

IU HIGH 

IV HIGH 

LOCK# LOW Bus Hold. BOFF # 

MIIO#. nla Bus Hold. BOFF # 
D/C#. 
W/R# 

PCHK# LOW 

BP3-2. HIGH 
PM1/BP1. 
PMO/BPO 

PRDY HIGH 

PWT.PCD HIGH Bus Hold. BOFF # 

SCYC HIGH Bus Hold. BOFF # 

SMIACH LOW 

TDO nla All states except 
Shift-DR and Shift-IR 

NOTE: 
All output and input! output pins are floated during tri­
st~te test mode and checker mode (except IERR#), 
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Table 2·4. Input Pins 

Name 
ActIve Synchronousl Internal 

QualifIed 
Level Asynchronous resistor 

A20M# LOW Asynchronous 

AHOLD HIGH Synchronous 

BOFF# LOW Synchronous 

BRDY# LOW Synchronous Bus 
StateT2. 
T12. T2P 

BUSCHK# LOW Synchronous Pullup BRDY# 

CLK· nla 

EADS# LOW Synchronous 

EWBE# LOW Synchronous BRDY# 

FLUSH# LOW Asynchronous 

FRCMC# LOW Asynchronous 

HOLD HIGH Synchronous 

IGNNE# LOW Asynchronous 

INIT HIGH Asynchronous 

INTR HIGH Asynchronous 

INV HIGH Synchronous EADS# 

KEN# LOW Synchronous First 
BRDY#I 
NA# 

NA# LOW Synchronous Bus 
State T2. 
TD. T2P 

NMI HIGH Asynchronous 

PEN# LOW Synchronous BRDY# 

RIS# nla Asynchronous Pullup 

RESET HIGH Asynchronous 

SMI# LOW Asynchronous Pullup 

TCK nla Pull up 

TOI nla Synchronous/TCK Pullup TCK 

TMS nla Synchronous/TCK Pullup TCK 

TRSH LOW Asynchronous Pullup 

WB/WT# nla Synchronous First 
BRDY#I 
NA# 
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Table 2-5. Input/Output Pins 

Name Active Level When Floated Qualified 
(when an Input) 

A31-A3 n/a Address hold, Bus Hold, BOFF # EADS# 

AP n/a Address hold, Bus Hold, BOFF # EADS# 

D63-DO n/a Bus Hold, BOFF # BRDY# 

DP7-DPO n/a Bus Hold, BOFF # BRDY# 

NOTE: 
All output and input/output pins are floated during tristate test mode (except TOO) and checker mode (except IERR# and 
TOO). 
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2.5 Pin Grouping According to 
, Fl,lnctiol;1 

table 2-6 organizes the pins with respect to their 
function. ' i 

Table 2·6. Pin Functional Grouping 

Function Pins 

Clock ClK 

Initialization RESET, INIT .. 

Address Bus A31-A3, BE7#-BEO# 

Address Mask A20M# 

Data Bus 063-00 

Address Parity AP,APCHK# 

Data Parity DP7-DPO, PCHK#, 
PEN# 

Internal Parity Error IERR# 

System Error BUSCHK# 

Bus Cycle Definition M/IO#, D/C#, W/R#, 
CACHE #, SCYC, 
lOCK # 

Bus Control ADS#, BRDY#, NA# 

Page. Cacheability PCD,PWT 

Cache CQntrol KEN#, WB/WT# 

Cache Snoopingl AHOlD, EADS #, HIT #, 
Consistency HITM#,INV 

Cache Flush FlUSH# 

Write Ordering EWBE# 

Bus Arbitration BOFF #, BREQ, HOLD, 
HlDA 

Interrupts INTR,NMI 

Floating Point Error FERR#,IGNNE# 
Reporting 

System SMI#, SMIACT# 
Management Mode 

Functional FRCMC# (IERR#) 
Redundancy 
Checking 

TAP Port TCK, TMS, TOI, TOO, 
TRST# 

Breal<Jx?intl PMO/BPO, PM1/BP1, 
Performance BP3-2 
'Monitoring 

Execution Tracing , BT3-BTO, IU, IV, IBT 

'Probe Mode RIS#, PRDY 
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2.6 Output Pin Grouping According to 
when Driven 

This section groups the output pins according to 
when they are driven. . 

Group 1 

The following output pins are driven active at the 
, beginning of a bus cycle with ADS#. A31-A3 and 

AP are guaranteed to remain valid until AHOlD is 
asserted or until the earlier of'the clock after NA# or 
the last BRDY #. The remaining pins are guaranteed 
to remain valid until the earlier of the clock after 
NA# or the last BADY#: 

A31-A3, AP, BE7#-0#, CACHE # , M/IO#, 
W/R#, D/C#, SCYC, PWT, PCD. 

Group 2 

As outputs, the following pins are driven in T2, T12, 
and T2P. As inputs, these pins are sampled with 
BRDY#: 

063-0, DP7 -0. 

Group 3 

These are tile status output pins. They are always 
driven: 

BREQ, HIT#, HITM#, IU, IV, IBT, BT3-BTO, 
PMO/BPO, PM1/BP1, BP3, BP2, PRDY, SMIACT#. 

Group 4 

These are the glitch free status output pins. 

APCHK#, FERR#, HlDA, IERR#, lOCK#, 
PCHK#. 

3.0 ELECTRICAL SPECIFICATIONS 

3.1 Power and Ground 

For clean on-chip power distribution, the Pentium ' 
processor (51Q\60, 567\66) has 50 Vee (power) 
and 49 Vss (ground) inputs. Power and ground con­
nections must be made to al,1 external Vee and V ss 
pins of the Penti4m processor (510\60, 567\66). On 
the circuit board, all Vee pins must be connected to 
a Vee plane. All Vss pins must be connected to a 
Vss plane. 
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3.2 Decoupling Recommendations 

Liberal decoupling capacitance should be placed 
near the Pentium processor (510\60, 567\66). The 
Pentium processor (510\60, 567\66) driving its 
large address and data buses at high frequencies 
can cause transient power surges, particularly when 
driving large capacitive loads. 

Low inductance capacitors (i.e. surface mount ca­
pacitors) and interconnects are recommended for 
best high frequency electrical performance. Induc­
tance can be reduced by connecting capacitors di­
rectly to the Vee and Vss planes, with minimal trace 
length between the component pads and vias to the 
plane. Capacitors specifically for PGA packages are 
also commercially available. 

These capacitors should be evenly distributed 
among each component. Capacitor values should 
be chosen to ensure they eliminate, both low and 
high frequency noise components. 

3.3 Connection Specifications 

All NC pins must remain unconnected. 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee. Unused ac­
tive high inputs should be connected to ground. 

PENTIUMTM PROCESSOR (510\60, 567\66) 

3.4 Maximum Ratings 

Table 3-1 is a stress rating only. Functional opera­
tion at the maximums is not guaranteed. Functional 
operating conditions are given in the A.C. and D.C. 
specification tables. 

Extended exposure to the maximum ratings may af­
fect device reliability. Furthermore, although the 
Pentium processor (510\60, 567\66) contains pro­
tective circuitry to resist damage from static electric 
discharge, always take precautions to avoid high 
static voltages or electric fields. 

Table 3·1. Absolute Maximum Ratings 

Case temperature -65°C to + 110°C 
under bias 

Storage - 65°C to + 150°C 
temperature 

Voltage on any -0.5 Vee to Vee + 0.5 (V) 
pin with respect 
to ground 

Supply voltage -0.5Vto +6.5V 
with respect to 
Vss 
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3.5 D.C. Specifications 

Table 3·2 lists the D.C. specifications associated with the Pentium processor (510\60, 567\66). 

Table 3-2. Pentlum™ Processor (510\60,567\66) D.C. Specifications 
Vcc = See Notes 10,11; Tcase = See Notes 12,13 

Symbol Parameter Min Max· Unit Notes 

VIL Input Low Voltage -0,3 +0.8 V TTL Level 

VIH Input High Voltage 2.0 Vcc + 0.3 V TTL Level 

VOL Output Low Voltage 0.45 V TTL Level, (1) 

VOH Output High Voltage 2.4 V TTL Level, (2) 

Icc Power Supply Current 3200 mA 66 MHz, (7), (8) 
2910 mA 60 MHz, (7), (9) 

III Input Leakage Current ±15 uA o :s;: VIN :s;: Vcc, (4) 

ILO Output Leakage Current ±15 uA o :s;: VOUT :s;: Vcc Tristate, (4) 

IlL Input Leakage Current -400 uA VIN = 0.45V, (5) 

IIH Input Leakage Current 200 uA VIN = 2.4V, (6) 

CIN 'Input Capacitance 15 pF 

Co Output Capacitance 20 pF 

CliO 1/0 Capacitance 25 pF 

CCLK CLK Input Capacitance 8 pF 

CTIN Test Input Capacitance 15 pF 

CTOUT Test Output Capacitance 20 pF 

CTCK Test Clock Capacitance 8 pF 

NOTES: 
1. Parameter measured at 4 mA load. 
2. Parameter measured at 1 mA load. 
4. This parameter is for input without pull up or pulldown. 
5. This parameter is for input with pullup. 
6. This parameter is for input with pulldown. 
7. Worst case average Icc for a mix of test patterns. 
8. (16W max.) Typical Pentium processor (510\60,567\66) supply current is 2600 mA (13W) at 66 MHz. 
9. (14.6W max.) Typical Pentium processor (510\60,567\66) supply current is 2370 mA (11.9W) at 60 MHz. 
10. Vee = 5V ± 5% at 60 MHz. 
11. Vcc = 4.9V to 5.40V at 66 MHz. 
12. Tease = O°C to + 80°C at 60 MHz. 
13. Tease = O°C to + 70°C at 66 MHz. 

3.6 A.C. Spt!cifications 

The 66 MHz and 60 MHz A.C. specifications given in 
Tables 3-3, and 3-4 consist of output delays, input 
setup requirements and input hold requirements. All 
A.C. specifications (with the exception of those for 
the TAP signals) are relative to the rising edge of the 
eLK input. 

All timings are referenced to 1.5 volts for both "0" 
and "1" logic levels unless otherwise specified. 
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Within the sampling window, a synchronous input 
must be stable for correct Pentium processor 
(510\60,567\66) operation. 

Care should be taken to read all notes associated 
with a particular timing parameter. In addition, the­
following list of notes apply to the timing specifica­
tion tables in general and are not associated with 
anyone timing. They are 2,5,6, and 14. 



Symbol 

tl 

tla 

t2 

t3 

t4 

t5 

t6 

tea 

t7 

te 

t9 

tl0 

tll 

tlla 

t12 

t13 

t14 

t15 

t16 

t17 

t18 

t18a 

t19 

t20 

t21 

t22 

t23 

PENTIUMTM PROCESSOR (510\60, 567\66) 

Table 3·3. 66 MHz Pentlum™ Processor (510\60,567\66) A.C. Specifications 
Vee = 4.9V to 5.40V; T case = O·C to + 70·C; CL = 0 pF 

Parameter Min Max Unit Figure Notes 

Frequency 33.33 66.66 MHz 1xCLK 

CLKPeriod 15 ns 3.1 

CLK Period Stability ±250 ps (18), (19), (20), (21) 

CLK High Time 4 ns 3.1 @2V, (1) 

CLKLowTime 4 ns 3.1 @0.8V, (1) 

CLKFaliTime 0.15 1.5 ns 3.1 (2.0V-0.8V), (1) 

CLK Rise Time 0.15 1.5 ns 3.1 (0.8V-2.0V), (1) 

ADS#, A3-A31, BTO-3, PWT, 1.5 8.0 ns 3.2 
PCD, BEO-H, M/IO#, D/C#, 
W/R#, CACHE#, SCVC, LOCK# 
Valid Delay 

AP Valid Delay 1.5 9.5 ns 3.2 

ADS#, AP, A3-A31, BTO-3, 10 ns 3.3 (1) 
PWT, PCD, BEO-7#, MIIO#, 
D/e#, W/R#, CACHE#, SCVC, 
LOCK # Float Delay 

PCHK#, APCHK#, IERR#, 1.5 8.3 ns 3.2 (4) 
FERR# VaHd Delay 

BREQ, HLDA, SMIACT# Valid 1.5 8:0 ns 3.2 (4) 
Delay 

HIT#, HITM# Valid Delay 1.5 8.0· ns 3.2 

PMO-1, BPO-3, IU, IV, IBT Valid 1.5 10 ns 3.2 
Delay 

PRDV Valid Delay 1.5 8.0 ns 3.2 

00:-063, DPO-7 Write Data Valid 1.5 9 ns 3.2 
Delay 

00-63, DPO-7 Write Data Float 10 ns 3.3 (1) 
Delay 

A5-A31 Setup Time 6.5 ns 3.4 

A5-A31 Hold Time 1.5 ns 3.4 

EADS#,INV,APSetupTime 5 ns 3.4 

EADS #, INV, AP Hold Time 1.5 ns 3.4 

KEN #, WB/WT # Setup Time 5 ns 3.4 

NA# Setup Time 4.5 ns 3.4 

KEN#, WB/WT#, NA# Hold 1.5 ns 3.4 
Time 

BRDV # Setup Time 5 ns 3.4 

BRDV # Hold Time 1.5 ns 3.4 

AHOLD, BOFF # Setup Time 5.5 ns 3.4 

AHOLD, BOFF# Hold Time 1.5 ns 3.4 
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Table 3-3. 66 MHz Pentlum™ Processor (510\60, 567\66) A.C. Specifications 
Vee = 4.9V to 5.40V; T case = O·C to + 70·C; CL = 0 pF (Continued) 

'Parameter Min Max Unit Figure Notes 

BUSCHK#, EWBE#, HOLD, PEN# 5 ns 3.4 
Setup Time 

BUSCHK#, EWBE#, HOLD, PEN# 1.5 ns 3.4 
Hold Time 

A20M #, INTR, Setup Time 5 ns 3.4 (12), (16) 

A20M#, INTR, Hold Time 1.5 ns 3.4 (13) 

INIT, FLUSH#, NMI, SMI#, IGNNE# 5 ns 3.4 (16), (17) 
Setup Time 

INIT, FLUSH#, NMI, SMI#, IGNNE# 1.5 ns 3.4 
Hold Time 

INIT, FLUSH#, NMI, SMI#, IGNNE# 2 CLKs (15), (17) 
Pulse Width, Async 

RIS# Setup Time 5 ns 3.4 (12), (16), (17) 

RIS# Hold Time 1.5 ns 3.4 (13) 

RIS# Pulse Width, Async. 2 CLKs (15), (17) 

00-063 Read Data Setup Time 3.8 ns 3.4 

DPO-7 Read Data Setup Time 3.8 ns 3.4 

00-063, DPO-7 Read Data Hold Time 2 ns 3.4 

RESET Setup Time 5 ns 3.5 (11), (12), (16) 

RESET Hold Time 1.5 ns 3.5 (11), (13) 

RESET Pulse Width, Vee & CLK Stable 15 CLKs 3.5 (11) 

RESET Active After Vee & CLK Stable 1 ms '3.5 power up, (11) 

Pentium processor (510\60, 567\66) 5 ns 3.5 (12), (16), (17) 
Reset Configuration Signals (IN IT, 
FLUSH#, FRCMC#) Setup Time 

Pentium processor (510\60, 567\66) 1.5 ns 3.5 (13) 
Reset Configuration Signals (INIT, 
FLUSH#, FRCMC#) Hold Time 

Pentium processor (510\60,567\66) 2 CLKs 3.5 (16) 
Reset Configuration Signals (INIT, 
FLUSH #, FRCMC#) Setup Time, Async. 

Pentium processor (510\60, 567\66) 2 CLKs 3.5 
Reset Configuration Signals (INIT, 
FLUSH #, FRCMC#) Hold Time, Async. 

TCK Frequency 16 MHz 

TCKPeriod 62.5 ns 3.1 
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Symbol 
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Table 3-3. 66 MHz Pentium™ Processor (510\60, 567\66) A.C. Specifications 

Vcc = 4.9V to 5.40V; Tcase = O·C to + 70·C; CL = 0 pF (Continued) 

Parameter Min Max Unit Figure Notes 

TCK High Time 25 ns 3.1 @2V, (1) 

TCKLowTime 25 ns 3.1 @0.8V, (1) 

48 TCK Fall Time 5 ns 3.1 (2.0V -0.8V), (1), (8), (9) 

t49 TCK Rise Time 5 ns 3.1 (0.8V-2.0V), (1), (8), (9) 

t50 TRST # Pulse Width 40 ns 3.7 Asynchronous, (1) 

t51 TDI, TMS Setup Time 5 ns 3.6 (7) 

t52 TDI, TMS Hold Time 13 ns 3.6 (7) 

t53 TOO Valid Delay 3 20 ns 3.6 (8) 

t54 TOO Float Delay 25 ns 3.6 (1), (8) 

t55 All Non·Test Outputs Valid Delay 3 20 ns 3.6 (3), (8), (10) 

t56 All Non-Test Outputs Float Delay 25 ns 3.6 (1), (3), (8), (10) 

t57 All Non-Test Inputs Setup Time 5 ns 3.6 (3), (7), (10) 

t58 All Non·Test Inputs Hold Time 13 ns 3.6 (3), (7), (10) 

NOTES: 
1. Not 100% tested. Guaranteed by design/characterization. 
2. TTL input test waveforms are assumed to be 0 to 3 Volt transitions with Woltlns rise and fall times. 
3. Non·Test Outputs and Inputs are the normal output or input signals (besides TCK, TRST#, TOI, TOO, and TMS). These 
timings correspond to the response of these signals due to boundary scan operations. 
4. APCHK#, FERR#, HlOA, IERR#, LOCK#, and PCHK# are glitch free outputs. Glitch free Signals monotonically tran· 
sition without false transitions (i.e. glitches). 
5.0.8 V/ns ;S; ClK input rise/fall time ;S; 8 V/ns. 
6.0.3 Vlns ;S; Input rise/fall time ;S; 5 V/ns. 
7. Referenced to TCK rising edge. 
8. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 16 MHz. 
1 p. During probe mode operation, use the normal specified timings. Do not use the boundary scan timings (tss.sa). 
11. FRCMC# should be tied to Vee (high) to ensure proper operation of the Pentium processor (510\60, 567\66) as a 
master Pentium processor (510\60,567\66). 
12. Setup time is required to guarantee recognition on a specific clock. 
13. Hold time is required to guarantee recognition on a specific clock. 
14. All TTL timings are referenced from 1.5 V. 
15. To guarantee proper asynchronous recognition, the signal must have been deasserted (inactive) for a minimum of 2 
clocks before being returned active .and must meet the minimum pulse width. 
16. This input may be driven asynchronously. 
17. When driven asynchronously, NMI, FlUSH#, R/S#, INIT, and SMI# must be deasserted (inactive) for a minimum of 2 
clocks before being returned active:. 
18: Functionality is guaranteed by design/ characterization. 
19. Measured on rising edge of adjacent ClKs at 1.5V. 
20. To ensure a·1:1 relationship between the amplitude of the input jitter and the internal and external clocks, the jitter 
frequency spectrum should not have any power spectrum peaking between 500 KHz and % of the ClK operating frequency. 
21. The amount of jitter present must be accounted for as a component of CLK skew between devices. 
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Table 3-4.60 MHz Pentlum™ Processor (510\60, 567\66) A.C. Specifications 
Vee = 5V ±5%; Tease = O·Cto +80·C; CL = 0 pF 

Parameter Min Max Unit Figure Notes 

Frequency 33.33 60 MHz 1xClK 

ClKPeriod 16.67 ns 3.1 

ClK Period Stability ±250 ps (18), (19), (20), (21) 

ClK High Time 4 ns 3.1 @2V, (1) 

ClKlowTime 4 ns 3.1 @0.8V,(1) 

ClKFaliTime 0.15 1.5 ns 3.1 (2.0V-0.8V), (1) 

ClK Rise Time 0.15 1.5 ns 3.1 (0.8V-2.0V), (1) 

ADS#, A3-A31, BTO-3, PWT, PCD, 1.5 9.0 ns 3.2 
BEO-7#, M/IO#, D/C#, W/R#, 
CACHE#, SCYC, lOCK# Valid Delay 

AP Valid Delay 1.5 10.5 ns 3.2 

ADS#, Ap, A3-A31, BTO-3, PWT, 11 ns 3.3 (1 ) 
PCD, BEO-7#, M/IO#, D/C#, W/R#, 
CACHE #, SCYC, lOCK # Float Delay 

PCHK#, APCHK#, IERR#, FERR# 1.5 9.3 ns 3.2 (4) 
Valid Delay 

BREQ, HlDA, SMIACT # Valid Delay 1.5 9.0 ns 3.2 (4) 

HIT#, HITM# Valid Delay 1.5 9.0 ns 3.2 

PMO-:1, BPO-3, IU, IV, IBT Valid Delay 1.5 11 ns 3.2 

PRDY Valid Delay 1.5 9.0 ns 3.2 

00-063, DPO-7 Write Data Valid Delay 1.5 10 ns 3.2 

00-063, DPO-7 Write Data Float Delay 11 ns 3.3 (1) 

A5-A31 Setup Time 7 ns 3.4 

A5-A31 Hold Time 1.5 ns 3.4 

EADS#, INV, AP Setup Time 5.5 ns 3.4 

EADS#, INV, AP Hold Time 1.5 ns 3.4 

KEN#, WB/WT# Setup Time 5.5 ns 3.4 

NA # Setup Time 5.0 ns 3.4 

KEN#, WB/WT#, NA# Hold Time 1.5 ns 3.4 

BRDY # Setup Time 5.5 ns 3.4 

BRDY # Hold Time 1.5 ns 3.4 

AHOlD, BOFF # Setup Time ·6 ns 3.4 

AHOlD, BOFF # Hold Time 1.5 ns 3.4 

BUSCHK#, EWBE#, HOLD, PEN# 5.5 ns 3.4 
Setup Time 

BUSCHK#, EWBE#, HOLD, PEN# 1.5 ns 3.4 
Hold Time 
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Table 3-4. 60 MHz Pentlum™ ProCessor (510\60, 567\66) A.C. Specifications 
Vee = 5V ±5%;TeASE = O·Cto +80·C;CL~= OpF(Continued) 

Parameter Min Max Unit Figure Notes 

A20M #, INTR, Setup Time 5.5' ns 3.4 (12), (16) 

A20M#, INTR, Hold Time 1.5 ns 3.4 (13) 

INIT,FLUSH#, NMI, SMI#, IGNNE# 5.5 ns 3.4 (16), (17) 
Setup Time 

INIT, FLUSH#, NMI, SMI#, IGNNE# 1.5 ns 3.4 
Hold Time 

INIT, FLUSH#, NMI, SMI#, IGNNE# 2 CLKs (15), (17) 
Pulse Width, Async 

RIS# Setup Time 5.5 ns 3.4 (12), (16), (17) 

RIS# Hold Time 1.5 ns 3.4 (13) 

RIS# Pulse Width, Async. 2 CLKs (15), (17) 

00-063 Read Data Setup Time 4.3 ns 3.4 

DPO-7 Read Data Setup Time 4.3 ns 3.4 

00-063, DPO-7 Read Data Hold Time 2 ns 3.4 

RESET Setup Time 5.5 ns 3.5 (11), (12), (16) 

RESET Hold Time 1.5 ns 3.5 (11),(13) 

RESET Pulse Width, Vee & CLK Stable 15 CLKs 3.5 (11) 

RESET Active after Vee & CLK Stable 1 ms 3.5 Power Up, (11) 

Pentium Processor (510\60,567\66) 5.5 ns 3.5 (12), (16), (17) 
Reset Configuration Signals (IN IT, 
FLUSH #, FRCMC#) Setup Time 

Pentium Processor (510\60,567\66) 1.5 ns 3.5 (13) 
Reset Configuration Signals (INIT, 
FLUSH#, FRCMC#) Hold Time 

Pentium Processor (510\60,567\66) 2 CLKs 3.5 (16) 
Reset Configuration Signals (INIT, 
FLUSH#, FRCMC#) Setup Time, 
Async. 

Pentium Processor (510\60,567\66) 2 CLKs 3.5 
Reset Configuration Signals (INIT, 
FLUSH #, FRCMC #) Hold Time, 
Async. 

TCK Frequency 16 MHz 

TCK Period 62.5 ns 3.1 

TCK High Time 25 ns 3.1 @2V, (1) 

TCKLowTime 25 ns 3.1 @0.8V, (1) 

TCK Fall Time 5 ns 3.1 (2.0V-0.8V), 
(1), (8), (9) 

TCK Rise Time 5 ns 3.1 (0.8V-2.0V), 
(1), (8), (9) 
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Table 3-4. 60 MH;Z Pentium™ Processor (510\60, 567\66) A.C. Specifications 
VCC = 5V ±5%;TCASE = O·Cto +80·C;Cl = OpF(Continued) 

Symbol Parameter Min Max Unit Figure Notes 

t50 TRST # Pulse Width 40 ns 3.7 Async, (1) 

t51 TOI, TMS Setup Time 5 ns - 3.6 (7) 

t52 TOI, TMS Hold Time 13 ns 3.6 (7) 

t53 TOO Valid Oelay 3 20 ns 3.6 (8) 

t54 TOO Float Oelay 25 ns 3.6 (1), (8) 

t55 All Non-Test Outputs Valid Delay 3 20 ns 3.6 (3), (8), (10) 

t56 All Non-Test Outputs Float Delay 25 ns 3.6 (1), (3), (8), (10) 

t57 All Non-Test Inputs Setup Time 5 ns 3.6 (3), (7), (10) 

t58 All Non-Test Inputs Hold Time 13 ns 3.6 (3), (7), (10) 

NOTES: 
1. Not 100% tested. Guaranteed by design/characterization. 
2. TTL input test waveforms are assumed to be 0 to 3 Volt transitions with 1Voltlns rise and fall times. 
3. Non-Test Outputs and Inputs are the normal output or input signals (besides TCK, TRST#, TDI, 1:00, and TMS). These 
timings correspon(f to the response of these Signals due to boundary scan operations. 
4. APCHK#, FERR#, HlDA, IERR#, lOCK#, and PCHK# are glitch free outputs. Glitch free signals monotonically tran­
sition without false transitions (i.e. glitches). 
5.0.8 V/ns ,;; ClK input risellall time';; 8 V/ns. 
6.0.3 V/ns ,;; Input risellall time';; 5 V/ns. 
7. Referenced to TCK rising edge. 
8. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 16 MHz. 
10. During probe mode operation, use the normal specified timings. Do not use the boundary scan timings (tSS-S8). 
11. FRCMC# should be tied to Vee (high) to ensure proper operation of the Pentium processor (510\60, 567\66) as a 
master Pentium processor (510\60, 567\66). 
12. Setup time is required to guarantee recognition on a specific clock. 
13. Hold time is required to guarantee recognition on a specific clock. 
14. All TTL timings are referenced from 1.5 V. 
15. To guarantee proper asynchronous recognition, the signal must have been deasserted (inactive) for a minimum of 2 
clocks before being returned active and must meet the minimum pulse width. 
16. This input may be driven asynchronously. 
17. When driven asynchronously, NMI, FlUSH#, R/S#, INIT, and SMI# must be deasserted (inactive) for a minimum of 2 
clocks before being returned active. 
18. Functionality is guaranteed by design/characterization. 
19. Measured on rising edge of adjacent ClKs at 1.5V. 
20. To ensure a 1:1 relationship between the amplitude of the input jitter and the internal and external clocks, the jitter 
frequency spectrum should not have any power spectrum peaking be\Ween 500 KHz and Yo of the ClK operating frequency. 
21. The amount of jitter present must be accounted for as a component of ClK skew between devices. 
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Each valid delay is specified for a 0 pF .Ioad. The system designer should use 110 buffer modeling to account 
for signal flight time delays. 
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Figure 3-1. Clock Waveform 
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Figure 3-3. Float Delay Timings 
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FIgure 3-4. Setup and Hold Timings 
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TRSTt _1"----Tx -f 
Tx = t50 241595-11 

Figure 3-7. Test Reset Timings 

4.0 MECHANICAL SPECIFICATIONS 

The Pentium processor (510\60, 567\66) is pack­
aged in a 273 pin ceramic pin grid array (PGA). The 
pins are arranged in a 21 by 21 matrix and the pack-

Figure .4-1 shows the package dimensions for the 
Pentium processor (510\60, 567\66). The mechani­
cal specifications are provided in Table 4-2. 

age dimensions are 2.16" x 2.16" (Table 4-1). 

Table 4-1. Pentlum™ Processor (510\60, 567\66) Package Information Summary 

Package Total Pin 
Package Size 

Estimated 
Type Pins Array Wattage 

Pentium PGA 273 21 x 21 2.16" x 2.16" 16 
Processor 5.49 cm X 5.49 cm 
(510\60,567\66) 

NOTE: 
See D.C. Specifications for more detailed power specifications. 
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Figure 4-1. Pentlum™ Processor (510\60,567\66) Package Dimensions 
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Figure 4-2. Pentlum™ Processor (510\60,567\66) Package Dimensions 
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Table 4-2. Pentlum™ Processor (510\60, 567\66) Mechanical Specifications 

Family: Ceramic Pin Grid Array Package 

MIllimeters Inches 

Min Max Notes Min Max Notes 

3.91 4.70 Solid Lid 0.154 0.185 Solid Lid 

0.38 0.43 Solid Lid 0.015 0.017 Solid Lid 

2.62 4.30 0.103 0.117 

0.97 1.22 0.038 0.048 

0.43 0.51 0.017 0.020 

54.66 55.07 2.152 2.168 

50.67 50.93 1.995 2.005 

37.85 38.35 Spreader Size 1.490 1.510 Spreader Size 

40.335 40.945 Braze 1.588. 1.612 Braze 

8.382' 0.330 

2.29 2.79 0.090 0.110 
, 

0.127 Flatness of 0.005 Flatness of 
spreader spreader 
measured measured 
diagonally diagonally 

2.54 3.30 0.120 0.130 

273 Total Pins 273 Total Pins 

1.651 2.16 0.065 0.085 
/ 



5.0 THERMAL SPECIFICATIONS 

The Pentium processor (510\60, 567\66) is speci­
fied for proper operation when T C (case tempera. 
ture) is within the specified range. To verify that the 
proper T C is maintained, it should be measured at 
the center of the top surface (opposite of the pins) of 
the device in question. To minimize the measure­
ment errors, it is recommended to use the following 
approach: 

• Use 36 gauge or finer diameter k, t, or j type ther­
mocouples. The laboratory testing was done us­
ing a thermocouple made by Omega (part num­
ber: 5TC-TTK-36-36). 

PENTIUMTM PROCESSOR (510\60, 567\66) 

• Attach the thermocouple bead or junction to the 
center of the package top surface using high 
thermal conductivity cements. The laboratory 
testing was done by using Omega Bond (part 
number: 08-100). 

• The thermocouple should be attached at a 90 de­
grees angle as shown in Figure 5-1. When a heat 
sink is attached, a hole (no larger ,than 0.15") 
should be drilled through the heat sink to allow 
probing the center of the package as shown in 
Figure 5-1. 

• If the case temperature is measured with a heat 
sink attached to the package, drill a hole through 
the heat sink to route the thermocouple wire out. 

241595-13 

Figure 5-1. Technique for Measuring T case 

An ambient temperature T A is not specified directly. 
The only restriction is that Tc is met. To determine 
the allowable T A values, the following equations 
may be used: 

TJ = TC + (p. Bud 

TA = TJ - (p. BJA) 

where, T J, T A, and T C = Junction, Ambient and 
Case Temperature, respectively. 

9JC, 9JA, and 9CA = Junction-to-Case, 
Junction-to-Ambient, and Case-to-Ambient 
Thermal Resistance, respectively. 

P = Maximum Power Consumption 

Table 5-1 lists the eJC and eCA values for the Penti­
um processor (510\60, 567\66). 

Table 5-1. Junctlon-to-Case a,nd Case-to-Amblent Thermal Resistances for the Pentlum™ Processor 
, (510\60,567\66) (With and Without a Heat Sink) 

9JC 
9CA vs Airflow (it/min) 

0 200 400 600 ,800 1000 

With 0.25" Heat Sink 0.6 8.3 5.4 3.5 2.6 2.1 1.8 

With 0.35" Heat Sink m6 7.4 4.5 3.0 2.2 1.8 1.6 

With 0.65" Heat Sink ' 0.6 5.9 3.0 1.9 1.5 1.2 1.1 

Without Heat Sink 1.2 10.5 7.9 5.5 3.8 2.8 2.4 

NOTES: 
1. Heat Sink: 2.1 sq. in. base, omni-directional pin AI heat sink with 0.050 in. pin width, 0.143 in pin-to-pin center spacing and 
0.150 in. base thickness. Heat sinks are attached to the package with a 2 to 4 mil thick layer of typical thermal grease. The 
thermal conductivity of this grease is about 1.2 w/m ·C. 
2. BCA values shown in Table 5-1. are typical values.The actual 8CA values depend on the air flow in the system (which is 
typically unsteady, non uniform and turbulent) and thermal interactions between Pentium™ processor (510\60,567\66) and 
surrounding components though PCB and the ambient. 
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iCOMPTM INDEX 610\75 MHz 

Compatible with Large Software Base • 3.3V BICMOS Silicon Technology 
- MS-DOS:/:, Windows:/:, OS/2:/:, UNIX:/: • 4M Pages for Increased TLB Hit Rate 
32-Blt CPU with 64-Bit Data Bus • IEEE 1149.1 Boundary Scan 
Superscalar Architecture • Internal Error Detection Features 
- Two Plpellned Integer Units Are 

Capable of 2 Instructions/Clock • SL Enhanced Power Management 
- Plpelln.ed Floating Point Unit Features 

Separate Code and Data Caches 
- System Management Mode 

- 8K Code, 8K Write back Data 
- Clock Control 

- MESI Cache Protocol • Fractional Bus Operation 

Advanced Design Features 
- 7S-MHz Core/50-MHz Bus 

- Branch Prediction 
- Virtual Mode Extensions 

The Pentium™ processor is fully compatible with the entire installed base of applications for DOS:!:, 
Windows:/:, OS/2:/:, and UNIX:!:, and all other software that runs on any earlier Intel 8086 family product. The 
Pentium processor's superscalar architecture can' execute two instructions per plock cycle. Branch prediction 
and ~eparate caches also increase performance. The pipelined floating-point unit delivers workstation level 
performance. Separate code and data caches reduce cache conflicts while remaining software transparent. 
The Pentium processor (610\75) has 3.3 million transistors, is built on Intel's advanced 3.3V BiCMOS silicon 
technology, and has full SL Enhanced power management features, including System Management Mode 
(SMM) and clock control. The additional SL Enhanced features, 3.3V operation, and the TCP package, which 
are not available in the Pentium processor (510\60, 567\66), make the Pentium proces sor (610\75) TCP 
ideal for enabling mobile Pentium processor designs. 

:!: Other brands and trademarks are the property of their respective owners. 
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PENTIUMTM PROCESSOR (610\75) 

1.0 INTRODUCTION 

Intel is now manufacturing its latest version of the 
Pentium™ proc~ssor family that is designed specifi­
cally for mobile systems, with a core frequency of 
75 MHz and a bus. frequency of 50 MHz. The 
Pentium processor (610\75) is provided in the TCP 
(Tape Carrier Package) and SPGA packages, and 
has all of the advanced features of the Pentium 
processor (735\90, 815\ 100). 

The new Pentium processor (610\75) TCP package 
has several features which allow high-performance 
notebooks to be designed with the Pentium proces­
sor, including the following: 

• TCP package dimensions are ideal for small 
form-factor designs. 

• The TCP package has superior thermal resist­
ance characteristics. 

• 3.3V Vee reduces power consumption byhalf (in 
both the TCP and SPGA packages). 

• The Sl Enhanced feature set, which was initially 
implemented in the Intel486™ CPU. 

The architecture and internal features of the Penti­
um processor (610\75) TCP and SPGA packages 
are identical to those of the Pentium processor 
(735\90, 815\ 100), although several features have 
been eliminated for the Pentium processor (610\75) 
TCP, as described in section 1.1. 

This document should be used in conjunction with 
the Pentium processor documents listed below. 
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list of related documents: 

• Pentium™ Family User's Manual, Vol 1: Data 
Book (Order Number: 241428) 

• Pentium™ Family User's Manual, Vol 3: Archi­
tecture and Programming Manual (Order Num­
ber: 241430) 

1.1 Pentium™ Processor (610\75) 
SPGA Specifications and· Dif 
ferences from the TCP Package 

This section provides references to the Pentium 
processor (610\75) SPGA specifications and .de­
scribes the major differences between the Pentium 
processor (610\75) SPGA and TCP packages. 

All Pentium processor (610\75) SPGA specifica­
tions, with the exception of power consumption, are 
identical to the Pentium processor (735\90, 
815\ 100) specifications provided in the Pentium™ 
Family User's Manual, Volume 1: Data Book. See 
Tables 8 and 11 in sectio n 4.2 for the Pentium proc­
essor (610\75) SPGA and TCP power specifica­
tions. 

The following features have been eliminated for the 
Pentium processor (610\75) TCP: the Upgrade fea­
ture, the Dual Processing (DP) feature, and the Mas­
ter/Checker functional redundancy feature. Table 1 
lists the corresponding pins which exist on the Penti­
um processor (610\75) SPGA but have been re­
moved on the Pentium processor (610\75) TCP. 

I 
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Table 1. SPGA Signals Removed in TCP 

Signal Function 

ADSC# Additional Address Status. This signal is mainly used for large or standalone L2 cache memory 
subsystem support required for high-performance desktop or server models. 

BRDYC# Additional Burst Ready. This signal is mainly used for large or standalone L2 cache memory 
subsystem support required for high-performancl!l desktop or server models. ' 

CPUTYP CPU Type. This signal is used for dual processing systems. 

D/P# Dual/Primary processor identification. This signal is only used for an Upgrade processor. 

FRCMC# Functional Redundancy Checking. This signal is only used for error detection via processor 
redundancy, and requires two Pentium processors (master/checker). ' 

PBGNT# Private Bus Grant. This signal is only used for dual processing systems. 
, 

PBREQ# Private Bus Request. This signal is used only for dual processing systems. 
PHIT# Private Hit. This signal is only used for dual processing systems. 

PHITM# Private Modified Hit. This signal is only used for dual processing systems. 

The I/O buffer models provided in section 4.4 of this 
document IlPply to both the Pentium processor 
(610\ 75) TCP and SPGA packages, although the 
capacitance (Cp) and inductance (Lp) parameter val­
ues differ between the two packages. Also, the ther­
mal parameters, T CASE max and eCA, differ between 
the TCP and SPGA packages. For Pentium proces­
sor (610\75) SPGA values, refer to Chapters 24 ,and 
26 of the Pentium™ Family User's Manual, Volume 
1: Data Book. 

processor (610\ 75)" wiii be used in this document to 
refer to the Pentium processor at iCOMP rating 
610\75 MHz. "Pentium Processor" will be used in 
this document to refer to the entire Pentium proces­
sor famiiy in general. 

2.0 MICROPROCESSOR 
ARCHITECTURE OVERVIEW 

The Pentium™ processor at iCOMPTM rating 
610\75 MHz extends the Intel Pentium famiiy of mi­
croprocessors. It is compatible with the 8086/88, 
80286, Intel386TM DX CPU, Intel386 SX CPU, In­
tel486™ DX CPU, Intel486 SX CPU, Intel486 DX2 
CPUs, the Pentium processor at iCOMP Index 
510\60 MHz and iCOMP Index 567\66 MHz, and 
the Pentium processor at iCOMP Index 735\90 MHz 
andiCOMP Index 815\100 MHz. 

The Pentium processor famiiy consists of the new 
Pentium processor at iCOMP rating 610\75 MHz, 
described in this document, the original Pentium 
processor (510\60, 567\66), and the Pentium proc­
essor (735\90, 815\100). The name "Pentium 

I 

The Pentium processor famiiy architecture contains 
all Of the features of the Intel486 CPU family, and 
provides significant enhancements and additions in­
cluding the following: 

• Superscalar Architecture 

• Dynamic Branch Prediction 

• Pipeiined Floating-Point Unit 

• Improved Instruction Execution Time 

• Separate 8K Code and 8K Data Caches 

• Writeback MESI Protocol in the Data Cache 

• 64-Bit Data Bus 

• Bus Cycle Pipeiining 

• Address Parity , 

• Internal Parity Checking 

• Execution Tracing 

• Performance Monitoring 

• IEEE 1149.1 Boundary Scan 

• System Management Mode 

• Virtual Mode Extensions 
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2.1 Pentium™ Processor Family 
Architecture 

The application instruction set of the Pentium proc­
essor family includes the complete Intel486 CPU 
family instruction set with extensions to accommo­
date some of the additional functionality of the 
Pentium processors. All application software written 
for the Intel386 and Intel486 family microprocessors 
will run on the Pentium processors without modifica­
tion. The on-chip memory management unit (MMU) 
is completely compatible with the Intel386 family 
and Intel486 family of CPUs. 

The Pentium processors implement several en­
hancements to increase performance. The two 
instruction pipelines ahd floating-point unit on 
Pentium processors are capable of independent op­
eration. Each pipeline issues frequently used instruc­
tions in a single clock. Together, the dual pipes can 
issue two integer instructions in one clock, or one 
floating point instruction (under certain circum­
stances, two floating-point instructions) in one clock. 

Branch prediction is implemented in the Pentium 
processors. To support this, Pentium processors im­
plement two prefetch buffers, one to prefetch code 
in a linear fashion, and one that prefetches code 
according to the BTB so the needed code is almost 
always prefetched before it is needed for execution. 

The floating-point unit has been completely rede­
signed over the Intel486 CPU. Faster algorithms pro­
vide up to 10X speed-up for common operations in­
cluding add, multiply, and load. 

Pentium processors include separate code and data 
caches integrated on-chip to meet performance 
goals. Each cache is 8 Kbytes in size, with a 32-byte 
line size and is 2-way set associative. Each cache 
has a dedicated Translation Lookaside Buffer (TLB) 
to translate linear addresses to physical addresses. 
The data cache is configurable to be write back or 
writethrough on a line-by-line basis and follows the 
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MESI protocol. The data cache tags are triple ported 
to support two data transfers and an inquire cycle in 
the same clock. The code cache is an inherently 
write-protected cache. The code cache tags are 
also triple ported to support snooping and split line 
accesses. Individual pages can be configured as 
cacheable or non-cacheable by software or hard­
ware. The caches can be enabled or disabled by 
software or hardware. 

The Pentium processors have increased the data 
bus to 64 bits to improve the data transfer rate. Burst 
read and burst writeback cycles are supported by 
the Pentium processors. In addition, bus cycle pipe­
lining has been added to allow two bus cycles to be 
in progress simultaneously. The Pentium proces­
sors' Memory Management Unit contains optional 
extensions to the architecture which allow 2-Mbyte 
and 4-Mbyte page sizes. 

The Pentium processors have added significant data 
integrity and error detection capability. Data parity 
checking is still supported on a byte-by-byte basis. 
Address parity checking, and internal parity checking 
features have been added along with a new excep­
tion, the machine check exception. 

As more and more functions are integrated on chip, 
the complexity of board level testing is increased. To 
address this, the Pentium processors have in­
creased test and debug capability. The Pentium 
processors implement IEEE Boundary Scan (Stan­
dard 1149;1). In addition, the Pentium processors 
have specified 4 breakpoint pins that correspond to 
each of the debug registers and externally indicate a 
breakpoint match. Execution tracing provides exter­
nal indications when an instruction has completed 
execution in either of the two internal pipelines, or 
when a branch has been taken. 

System Management Mode (SMM) has been imple­
mented along with some extensions to the SMM ar­
chitecture. Enhancements to the virtuai 8086 mode 
have been made to increase performance by reduc­
ing the number of times it is necessary to trap to a 
virtual 8086 monitor. 

I 
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The block diagram shows the two. instruction pipe­
lines, the "u" pipe and the "v" pipe: The u-pipe can 
execute all integer and floating point instructions. 
The v-pipe can execute simple integer instructions 
and the FXCH floating-point instructions. 

The separate caches are shown, the code cache 
and data cache. The data cache has two ports, one 
for each of the two pipes (the tags are triple ported 
to allow simultaneous inquire cycles). The data 
cache has a dedicated Translation Lookaside Buffer 
(TLB) to translate linear' addresses to the physical 
addresses used by the data cache. 

The code cache, branch target buffer and prefetch 
_ buffers are responsible for getting raw instructions 
into the execution units of .the Pentium processor. 
Instructions are fetched from the code cache or 
from the external bus. Branch addresses are 
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remembered by the branch target buffer. The code 
cache TLB translates linear addresses to physical 
addresses used by the code cache. 

The decode unit decodes the prefetched 'instruc­
tions so the Pentium processor can execute the in­
struction. Tl;le control ROM contains the microcode 
which controls the sequence <;>f operations that must 
be performed to implement the Pentium processor 
architecture. The control ROM unit has direct control 
over both pipelines. 

The pentium processors contain a pipelined floating­
point unit that provides a significant floating-point 
performance advantage over previous generations 
of processors. 

The architectural features introduced in this section 
are more fully described in the Pentium™ Family 
User's Manual. 

I 
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3.0 TCP PINOUT 

3.1 TCP Pinout and Pin Descriptions 

3.1.1 Pentlum™Proce88or (610\75) TCP PINOUT 

/ 
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3.1.2 PIN CROSS REFERENCE TABLE FOR Pentlum™ Processor (610\75) TCP , 
Table 2. TCP Pin Cross Reference by Ph, Name 

. Address 

A3 219 A9 234 A15 251 A21 200 A27 208 
A4 222 A10 237 A16 254 A22 201 A28 211 
A5 223 A11. 238 A17 255 A23 202 A29 212 
A6 227 A12 242 A18 259 A24 205 A30 213 
A7 228 A13 245 A19 262 A25 206 A31 214 
A8 231 A14 248 A20 265 A26 207 

Data 

DO 152 013 132 026 107 039 87 052 62 
01 151 014· 131 027 106 040 83 053 61 
02 150 015 128 028 105 041 82 054 56 
03 149 016 126 029 102 042 81 055 55 
04 146 017 125 030 101 043 78 056 53 
05 145 018 122 031 100 044 77 057 48 
06 144 019 121 032 96 045 76 058 47 
07 143 020 120 033 95 046 75 059 46 
08 139 021 119 034 94 047 72 060 45 
09 138 022 116 035 93 048 70 061 40 
010 137 023 115 036 90 049 69 062 39 
011 134 024 113 037 89 050 64 063 38 
012 133 025 108 038 88 051 63 
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Table 2. TCP Pin Cross Reference by Pin Name (Continued) 

Control 

A20M# 286 BREQ 312 HITM# 293 PM1/BP1 29 
ADS# 296 BUSCHK# 288 HlDA 311 PRDY 318 
AHOlD 14 CACHE # 21 HOLD 4 PWT 299 
AP 308 D/C# 298 IERR# 34 RIS# 198 
APCHK# 315 DPO 140 IGNNE# 193 RESET 270 
BEO# 285 DP1 127 INIT 192 SCYC 273 
BE1# 284 DP2 114 INTR/LINTO 197 SMI# 196 
BE2# 283 DP3 99 INV 15 SMIACT# 319 
BE3# 282 DP4 84 KEN# 13 TCK 161 
BE4# 279 DP5 71 lOCK# 303 TDI 163 
BE5# 278 DP6 54 M/IO# 22 TOO 162 
BE6# 277 DP7 37 NA# 8 TMS 164 
BE7# 276 EADS# 297 NMI/LlNT1 199 TRST# 167 
BOFF# 9 EWBE# 16 PCD 300 W/R# 289 
BP2 28 FERR# 31 PCHK# 316 WB/WT# 5 
BP3 25 FLUSH # 287 PEN# 191 
BRDY# 10 HIT# 292 PMO/BPO 30 

APIC Clock Control 

PICClK 155 PICD1 158 BF 186 STPCLK# 181 
piCDO 156 [APICEN) ClK 272 
[DPEN#) 

I 
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Table 2. TCP Pin Cross Reference by Pin Name (Continued) 

Vee 
1" 35 73 123 168' 190' 230 257" 295 
2 41- 79 129 170- 195- 232- 258 301 
6- 43 85 135 172" 204 236 260- 304-
11- 49" 91 141 174" 210 240" 264 306 
17" 51 97 147 177" 216 241 266" 309" 
19 57- 103 153" 178 217" 243' 268" 313 
23 59 109 157" 18 O' 221 247 275 317' 
27" 65' 111' 160 183' 225' 249- 281 
33' 67 117 165' 188" 226 253 291 

V" 
3 50 104 166 209 250 302 
7 52 110 169 215 252 305 
12 58 112 171 218 256 307 
18 60 118 173 220 261 310 
20 66 124 176 224 263 314 
24 68 130 179 229 267 320 
26 74 136 182 233 269 
32 80 142 187 235 274 

·36 86 148 189 239 280 
42 92 154 194 244 290 
44 98 159 203 246 294 

NC 

175 184 185 271 

NOTE: 
"These Vee pins are 3.3V supplies for the Pentium processor (610\75) TCP but will be lower voltage pins on future offerings 
of this microprocessor family. All other Vee pins will remain at 3.3V. 

3.2 Design Notes 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vcc. Unused ac­
tive HIGH inputs should be connected to GND (Vss). 
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No Connect (NC) pins must remain unconnected. 
Connection of NC pins may result in component fail­
ure or incompatibility with processor steppings. 

3.3 Quick Pin Reference 

This section gives a brief functional description of 
each of the pins. For a detailed description, see the 
"Hardware Interface" chapter in the Pentium™ 
Family User's Manua!, Volume 1. 
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Note that all Input pins must meet their AC/DC 
specifications to guarantee proper functional 
behavior. 

The # symbol at the end of a signal name indicates 
that the active, or asserted state occurs when the 
signal is at a low voltage. When a # symbol is not 
present after the signal name, the signal is active, or 
asserted at the high voltage level. 

Table 3. Quick Pin Reference 

Symbol Type Name and Function 

A20M# I When the address bit 20 mask pin is asserted, the Pentium processor (610\75) 
emulates the address wraparound at 1 Mbyte which occurs on the 8086. When 
A20M# is asserted, the Pentium processor (610\75) masks physical address bit 20 
(A20) before performing a lookup to the internal caches or driving a memory cycle 
on the bus. The effl3ct of A20M # is undefined in protected mode. A20M # must be 
asserted only when the processor is in real mode. 

A31-A3 1/0 As outputs, the address lines of the processor along with the byte enables define 
the physical area of memory or 1/0 accessed. The external system drives the 
inquire address to the processor on A31-A5. 

ADS# 0 The address status indicates that a new valid bus cycle is currently being driven by 
the Pentium processor (610\75). 

AHOLD I In response to the assertion of address hold, the Pentium processor (610\ 75) will 
stop driving the address lines (A31-A3), and AP in the next clock. The rest of the 
bus will remain active so data can be returned or driven for previously issued bus 
cycles. 

AP 1/0 Address parity is driven by the Pentium processor (610\75) with even parity 
information on all Pentium processor (610\ 75) generated cycles in the same clock 
that the address is driven. Even parity must be driven back to the Pentium 
processor (610\75) during inquire cycles on this pin in the same clock as EADS# 
to ensure that correct parity check status is indicated by the Pentium processor 
(610\75). 

APCHK# 0 The address parity check status pin is asserted two clocks after EADS # is 
sampled active if the Pentium processor (610\ 75) has detected a parity error on the 
address bus during inquire cycles. APCHK # will remain active for one clock each 
time a parity error is detected. 

[APICEN] I The Advanced Programmable Interrupt Controller Enable pin enables or 
PICD1 disables the on-chip APIC interrupt controller. If sampled high at the falling edge of 

RESET, the APIC is enabled. APICEN shares a pin with the Programmable 
Interrupt Controller Data 1 signal. 

BE7#-BE5# 0 The byte enable pins are used to determine which bytes must be written to 
BE4#-BEO# 110 external memory, or which bytes were requested by the CPU for the current cycle. 

The byte enables are driven in the same clock as the address lines (A31-3). 

The lower four byte enable pins (BE3 # - BEO #) are used on the Pentium processor 
(610\75) also as APIC ID inputs and are sampled at RESETforthatfunction. 

I 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Flinction 

[BF] I Bus Frequency determines the bus-to-core frequency ratio. BF is sampled at 
RESET, and cannot be changed until another non-warm (1 ms) assertion of RESET. 
Additionally, BF must not change values while RESET is active. For proper operation 
of the Pentium processor (610\75) this pin should be strapped high or low. When BF 
is strapped to Vee, the processor will operate at a 2 to 3 bus to core frequency ratio. 
When BF is strapped to V S8, the processor will operate at a 1 to 2 bus to core 
frequency ratio. If BF is left floating, the Pentium processor (610\ 75) defaults to a 
2 to 3 bus ratio. Note the Pentium processor (610\75) will not operate at a 1 to 2 
bus to ,core frequency ratio. 

BOFF# I The backoff input is used to abort all outstanding bus cycles that have not yet 
completed. In response to BOFF #, the Pentium processor (610\75) will float all pins 
normally floated during bus hold in the next clock. The processor remains in bus hold 
until BOFF# is negated, at which time the Pentium processor (610\75) restarts the 
aborted bus cycle(s) in their entirety. 

BP[S:2] 0 The breakpoint pins (BP30-0) correspond to the debug registers, DRS-D'RO. These 
PM/BP[1:0] pins externally indicate a breakpoint match when the debug registers are 

programmed to test for breakpoint matches. 

BP1 and BPO are multiplexed with the performance monitoring pins (PM1 and 
PMO). The PB1 and PBO bits in the Debug Mode Control Register determine if the 
pins are configured as breakpoint or performance monitoring pins. The pins come out 
of RESET configured for performance monitoring. 

BRDY# I , The burst ready input indicates that the external system has presented valid data on 
the data pins in response to a read or that the external system has accepted the 
Pentium processor (610\ 75) data in response to a write request. This signal is 
sampled in the T2, T12 and T2P bus states. 

BREQ 0 The bus request output indicates to the external system that the Pentium processor 
(610\ 75) has internally generated a bus request. This signal is always driven whether 
or ~ot th~ Pentium processor (610\ 75) is driving its bus. 

BUSCHK# I The bus check input allows the system to signal an unsuccessful completion of a 
bus cycle. If this pin is sampled active, the Pentium processor (610\75) will latch the 
address and control signals in the machine check registers. If, in addition, the MCE 
bit in CR4 is set, ,the Pentium processor (610\75) will vector to the machine check 
exception. 

CACHE # 0 For Pentium processor (610\75)-initiated cycles the cache pin indicates internal 
cacheability of the cycle (if a read), and indicates a burst writeback cycle (if a write). If 
this pin is driven inactive during a read cycle, the Pentium processor (610\75) will not 
c;:ache the returned data, regardless of the state of the KEN # pin. This pin is also 
used to determine the cycle length (number of transfers in the cycle). 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

ClK I The clock input provides the fundamental timing for the Pentium processor (610\ 75).Its 
frequency is the operating frequency of the Pentium processor (610\75) external bus 
and requires TIL levels. All external timing parameters except TOI, TOO, TMS, TRST II, 
and PICOO-1 are specified with respect to the riSing edge of ClK. 

O/CIi 0 The data/code output is one of the primary bus cycle definition pins. It is driven valid in 
the same clock as the AOSII signal is asserted. O/CIi distinguishes between data and 
code or special cycles. 

063-00 1/0 These are the 64 data lines for the processor. Lines 07-00 define the least significant 
byte of the data bus; lines 063-056 define the most significant byte of the data bus. 
When the CPU is driving the data lines, they are driven during the T2, T12, or T2P 
clocks for that cycle. During reads, the CPU samples the data bus when BROY II is 
returned. 

OP7-OPO I/O These are the data parity pins for the processor. There is one for each byte of the data 
bus. They are driven by the Pentium processor (610\75) with even parity information on 
writes in the same clock as write data. Even parity information must be driven back to 
the Pentium processor (610\75) on these pins in the same clock as the data to ensure 
that the correct parity check status is indicated by the Pentium processor (610\ 75). 
OP7 applies to 063 - 056; OPO applies to. 07 - ~O. 

[OPENII] I/O Dual processing enable is an output of the Dual processor and an input of the Primary 
PICOO processor. The Dual processor drives OPEN II low to the Primary processor at RESET 

to indicate that the Primary processor should enable dual processor mode. Since the 
dual processing feature is not supported on the P.entium processor (610\75) TCP 
package, OPEN II should never be asserted (low) at RESET. OPEN II shares a pin with. 
PICOO. 

EAOSII I This signal indicates that a valid external address has been driven onto the Pentium 
processor (610\ 75) address pins to be used for an inquire cycle. 

EWBEII I The external write buffer empty input, when inactive (high), indicates that a write 
cycle is pending in the external system. When the Pentium processor (610\75) 
generates a write, and EWBEII is sampled inactive, the Pentium processor (610\75) 
will hold off all subsequent writes to all E- or M-state lines in the data cache until all 
write cycles have completed, as indicated by EWBEII being active. 

FERRII 0 The floating point error pin is driven active when an unmasked floating point error 
occurs. FERR II is similar to the ERROR II pin on the Intel387TM math coprocessor. 
FERR II is included for compatibility with systems using ~OS-type floating point error 
reporting. 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

FLUSH# I When asserted, the cache flush input forces the Pentium processor (610\75) to write 
back all modified lines in the data cache and invalidate its internal caches. A Flush 
Acknowledge special cycle will be generated by the Pentium processor (610\ 75) 
indicating completion of the writeback and invalidation. 

If FLUSH # is sampled low when RESET transitions from high to low, tristate test mode 
is entered. ' 

HIT# 0 The hit indication is driven to reflect the outcome of an inquire cycle. If an inquire cycle 
hits a valid line in either the PentiulTI processor (610\ 75) data or instruction cache, this 
pin is asserted two clocks after EADS#is sampled asserted. If the inquire cycle misses 
the Pentium processor (610\75) cache, this pin is negated two clocks after EADS#. 
This pin changes its value only as a result of an inquire cycle and retains its value 
between the cycles. 

HITM# 0 The hit to a modified line output is driven to reflect the outcome of an inquire cycle. It is 
asserted after inquire cycles which resulted in a hit to a modified line in the data cache. It 
is used to inhibit another bus master from accessing the data until the line is completely 
written back. 

HLDA 0 The bus hold acknowledge pin goes active in response to a hold request driven to the 
processor on the HOLD pin. It indicates that the Pentium processor (610\75) has floated 
most of the output pins and relinquished the bus to another local bus master. When 
leaving bus hold, HLDA will be driven inactive and the Pentium processor (610\75) will 
resume driving the bus. If the Pentium processor (610\75) has a bus cycle pending, it 
will be driven in the same clock that HLDA is de-asserted. 

HOLD I In response to the 'bus hold request, the Pentium processor· (61 0\ 75) will float most of 
its output and input! output pins and assert HLDA after completing all outstanding bus 
cycles. The Pentium processor (610\75) will maintain its bus in this state until HOLD is 
de-asserted. HOLD is not recognized during LOCK cycles. The Pentium processor 
(610\ 75) will recognize HOLD during reset. 

IERR# 0 The internal error pin.is used to indicate internal parity errors. If a parity error occurs on 
a read from an internal array, the Pentium processor (610\ 75) will assert the IERR # pin 
for one clock and then shutdown. 

IGNNE# I This is the Ignore numeric error input. This pin has no effect when the NE bit in CRO is 
set to 1. When the CRO.NE bit is 0, and the IGNNE # pin is asserted, the Pentium 
processor (610\75) will ignore any pending unmasked numeric exception and continue 
executing floating-point instructions for the entire duration that this pin is asserted. When 
the CRO.NE bit is 0, IGNNE # is not asserted, a pending unmasked nume ric exception 
exists (SW.ES = 1), and the floating-point instruction is one of FINIT, FCLEX, FSTENV, 
FSAVE, FSTSW, FSTCW, FENI, FDISI, or FSETPM, the Pentium processor (610\75) will 
execute the instruction in spite of the pending exception. When the CRO.NE bit is 0, 
IGNNE# is not asserted, a pending unmasked numeric exception exists (SW.ES = 1), 
and the floating-point instruction is one other than FINIT, FCLEX, FSTENV, FSAVE, 
FSTSW, FSTCW, FENI, FDISI, or FSETPM, the Pentium processor (610\ 75) will stop 
execution and wait for an external interrupt. 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

INIT I The Pentium processor (610\75) Initialization input pin forces the Pentium 
processor (610\75) to begin execution in a known state. The processor state after 
INIT is the same as the state after RESET except that the internal caches, write 
buffers, and floating point registers retain the values they had prior to INIT. INIT may 
NOT be used in lieu of RESET after power up. 

If INIT is sampled high when RESET transitions from high to low, the Pentium 
processor (610\75) will perform built-in self test prior to the start of program 
execution. 

INTR/LINTO I An active maskable Interrupt input indicates that an external interrupt has been 
generated. If the IF bit in the EFLAGS register is set, the Pentium processor (610\75) 
will generate two locked interrupt acknowledge bus cycles and vector to an interrupt 
handler after the current instruction execution is completed. INTR must remain active 
'until the first interrupt acknowledge cycle is generated to assure that the interrupt is 
recognized. . 

If the local APIC is enabled, this pin becomes local interrupt o. 
INV I The Invalidation input determines the final cache line state (S or I) in case of an 

inquire cycle hit. It is sampled together with the address for the inquire cycle in the 
clock EADS# is sampled active. 

KEN# I The cache enable pin is used to determine whether the current cycle is cacheable or 
not and is consequently used to determine cycle length. When the Pentium 
processor (610\75) generates a cycle that can be cached (CACHE # asserted) and 
KEN # is active, the cycle will be transformed into a burst line fill cycle. 

LlNTO/INTR I If the APIC is enabled, this pin is local Interrupt O. If the APIC is disabled, this pin is 
Interrupt. 

LlNT1/NMI I If the APIC is enabled, this pin is local Interrupt 1. If the APIC is disabled, this pin is 
non-maskable Interrupt. 

LOCK # 0 The bus lock pin indicates that the current bus cycle is locked. The Pentium 
processor (610\75) will not allow a bus hold when LOCK # is asserted (butAHOLD 
and BOFF # are allowed). LOCK # goes active in the first clock of the first locked bus 
cycle and goes inactive after the BRDY # is returned for the last locked bus cycle. 
LOCK # is guaranteed to be de-asserted for at least one clock between back-to-back 
locked cycles. 

M/IO# 0 The memory/lnput-output is one of the primary bus cycle definition pins. It is driven 
valid in the same clock as the ADS# signal is asserted. M/IO# distinguishes 
betWeen memory and 1/0 cycles. 

I 2-47 



PENTIUMTM PROCESSOR (610\ 75) 

Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

NA# I An active next address input indicates that the external memory system is ready to 
accept a new bus cycle although all data transfers for the current cycle have not yet 
completed. The Pentium processor (610\ 75) will issue ADS # for a pending cycle two 
clocks after NA # is asserted. The Pentium processor (610\75) supports up to 2 
outstanding bus cycles. 

NMI/LlNT1 I The non-maskable Interrupt request signal indicates that an external non-maskable 
interrupt has been generated. 

If the local APIC is enabled, this pin becomes local interrupt 1. 

PCD 0 The page cache disable pin reflects the state of the PCD bit in CR3, the Page 
Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an 
external cacheability indication on a page-by-page basis. 

PCHK# 0 The parity check output indicates the result of a parity check on a data read. It is 
driven with parity status two clocks after BRDY # is returned. PCHK # remains low 
one clock for each clock in which a parity error was detected. Parity is checked only 
for the bytes on which valid data is returned. 

PEN# I The parity enable input (along with CR4.MCE).determines whether a machine check 
exception will be taken as a result of a data parity error on a read cycle. If this pin is 
sampled active in the clock a data parity error is detected, the Pentium processor 
(610\75) will latch the address and control signals of the cycle with the parity error in 
the machine check registers. If, in addition, the machine check enable bit in CR4 is 
set to "1", the Pentium processor (610\75) will vector to the machine check 
exception before the beginning of the next instruction. 

PICCLK I The APIC interrupt controller serial data bus clock is driven into the programmable 
interrupt controller clock input of the Pentium processor (610\75). 

PICDO-1 1/0 Programmable interrupt controller data lines 0-1 of the Pentium processor 
[DPEN#] (610\75) comprise ~he data portion of the APIC 3-wire bus. They are open-drain 
[APICEN] outputs that require external pull-up resistors. These signals share pins with DPEN # 

and APICEN. 

PM/BP[1:0] 0 These pins function as part of the performance monitoring feature. 

The breakpoint 1-0 pins are multiplexed with the performance monitoring 1-0 pins. 
The PB1 and PBO bits in the Debug Mode Control Register determine if the pins are 
configured as breakpoint or performance monitoring pins. The pins come out of 
RESET configured for performance monitoring. 

PRDY 0 The probe ready output pin indicates that the processor has stopped normal 
execution in response to the RIS# pin going active, or Probe Mode being entered. 

PWT 0 The page wrltethrough pin reflects the state of the PWT bit in CR3, the page 
directory entry, or the page table entry. The PWT pin is used to provide an external 
writeback indication on a page-by-page basis. 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type· Name and Function 

R/S# I The run/stop input is an asynchronous, edge-sensitive interrupt used to stop the 
normal execution of the processor and place it into an idle state. A high to low 
transition on the R/S# pin will interrupt the processor and cause it to stop execution 
at the next instruction boundary. 

RESET I RESET forces the Pentium processor (610\75) to begin execution at a known state. 
All the Pentium processor (610\75) internal caches will be invalidated upon the 
RESET. Modified lines in the data cache are not written back. FLUSH # and INIT are 
sampled when RESET transitions from high to low to determine if tristate test mode 
will be entered, or if BIST will be run. 

SCVC 0 The split cycle output is asserted during misaligned LOCKed transfers to indicate 
that more than two cycles will be locked together. This signal is defined for locked 
cycles only. It is undefined for cycles Which are not locked. 

SMI# I The system management Interrupt causes a system management interrupt request 
to be latched internally. When the latched SMI # is recognized on an instruction 
boundary, the processor enters System Management Mode. 

SMIACT# 0 An active system management Interrupt active output indicates that the processor 
is operating in System Management Mode. 

STPCLK# I Assertion of the stop clock input signifies a request to stop the internal clock of the 
Pentium processor (610\75) thereby causing the core to consume less power. When 
the CPU recognizes STPCLK #, the processor will stop execution on the next 
instruction boundary, unless superseded by a higher priority interrupt, and generate a 
Stop Grant Acknowledge cycle. When STPCLK # is asserted, the Pentium processor 
(610\ 75) will still respond to external snoop requests. 

TCK I The testability clock input provides the clocking function for the Pentium processor 
,(610\75) boundary scan in accordance with the IEEE Boundary Scan interface 
(Standard 1149.1). It is used to clock state information and data into and out of the 
Pentium processor (610\ 75) during boundary scan. 

TOI I The test data Input is a serial' input for the test logic. TAP instructions and data are 
shifted into the Pentium processor (610\75) on the TOI pin on the rising ed~e of TCK 
when the TAP controller is in an appropriate state. 

TOO 0 The test data output is a serial output of the test logic. TAP instructions and data are 
shifted out of the Pentium processor (610\75) on the TOO pin on TCK's falling edge 
when the TAP controller is in an appropriate state. 

TMS I The value of the test mode select input signal sampled at the rising edge of TCK 
controls the sequence of TAP controller state changes. 

TRST# I When asserted, the test reset input allows the TAP controller to be asynchronously 
initialized. 
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Table 3. Quick Pin Reference (Continued) 

Symbol Type Name and Function 

Vee I The Pentium processor (610\75) has 79 3.3V power inputs. 
Vss I The Pentium processor (610\75) has 72 ground inputs. 

W/R# 0 Write/read is one of the primary bus cycle definition pins. It is driven valid in the same 
clock as the ADS# signal is asserted. W/R# distinguishes between write and read 
cycles. 

WB/WT# I The writeback/wrltethrough input allows a data cache line to be defined as writeback 
or writethrough on a line-by-line basis. As a result, it determines whether a cache line is 
initially in the 5 or E state in the data cache. 

3.4 Pin Reference Tables 
Table 4. Output Pins 

Name Active Level When Floated 

ADS# Low Bus Hold, BOFF # 

APCHK# Low 

BE7#-BE5# Low Bus Hold, BOFF # 

·BREQ High 

CACHE # Low Bus Hold, BOFF# 

FERR# Low 

HIT# Low 

HITM# Low 

HLDA High 

IERR# Low 

LOCK# Low Bus Hold,.BOFF# 

MIIO#, D/C#, W/R# n/a Bus Hold, BOFF # 

PCHK# Low 

BP3-2, PM1/BP1, PMO/BPO High 

PRDY High 

PWT,PCD High Bus Hold, BOFF # 

SCYC High Bus Hold, BOFF # 

SMIACH Low 

TDO n/a All states except Shift-DR and Shift-IR 

NOTE: 
All output and input/output pins are floated during tristate test mode (except TDO). 
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Table 5. Input Pins 

Name Active Level Synchronous/ Internal resistor Qualified 
Asynchronous 

A20M# Low Asynchronous 

AHOLD High Synchronous 

BF High Synchronous/RESET Pullup 

BOFF# Low Synchronous 

BRDV# Low Synchronous Bus State T2, T12, T2P 

BUSCHK# Low Synchronous Pullup BRDV# 

CLK n/a 

EADS# Low Synchronous 

EWBE# Low Synchronous BRDV# 

FLUSH # Low Asynchronous 

HOLD High Synchronous 

IGNNE# Low Asynchronous 

INIT High Asynchronous 

INTR High Asynchronous 

INV High Synchronous EADS# 

KEN# Low Synchronous First BRDV # /NA# 

NA# Low Synchronous Bus State T2,TD,T2P 

NMI High Asynchronous 

PEN# Low Synchronous BRDV-# 

PICCLK High Asynchronous Pullup 

R/S# n/a Asynchronous Pullup 

RESET High Asynchronous 

SMI# Low Asynchronous Pullup 

STPCLK# Low Asynchronous Pullup 

TCK n/a Pullup 

TOI n/a Synchronous/TCK Pullup TCK 

TMS n/a Synchronous/TCK Pullup TCK 

TRST# Low Asynchronous Pullup 

WB/WT# n/a Synchronous First BRDV#/NA# 
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Table 6. InpuVOutputPlna 

Name 
Active 

When Floated Level 

A31-A3 nla Address Hold, Bus Hold, BOFF # 

AP nla Address Hold, Bus Hold, BOFF # 

BE4#-BEO# Low Bus Hold, BOFF # 

063-DO' nla Bus Hold, BOFF # 
, 

DP7-DPO nla Bus Hold, BOFF # 

PICDO[DPEN #] 

PICD1 [APICEN] 

NOTES: 
All output and input/output pins are floated during tristate test mode (except TOO). 
'BE3#-BEO# have pulldowns during RESET only. 
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Qualified Internal 
(when an Input) R.alator 

EADS# 

EADS# 

RESET Pulldowno 

BRDY# 

BRDY# 

Pullup 

Pulldown 
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3.5 Pin Grouping According to Function 

Table 7 organizes the pins with respect to their function. 

Table 7. Pin Functional Grouping 

Function Pins 

Clock CLK 

Initialization RESET,INIT 

Address Bus A31-A3, BE7#-BEO# 

Address Mask A20M# 

Data Bus 063-00 

Address Parity AP,APCHK# 

APIC Support PICCLK, PICDO-1 

Data Parity DP7-DPO, PCHK#, PEN# 

Internal ParitY Error IERR# 

System Error BUSCHK# 

Bus Cycle Definition M/IO#, D/C#, W/R#, CACHE#, SCYC, LOCK# 

Bus Control ADS#, BRDY#, NA# 

Page Cacheability PCD,PWT 

Cache Control KEN#, WB/WT# 

Cache Snooping/Consistency AHOLD, EADS#, HIT#, HITM#, INV 

Cache Flush FLUSH# 

Write Ordering EWBE# 

Bus Arbitration BOFF#,BREQ,HOLD,HLDA 

Interrupts INTR,NMI 

Floating Point Error Reporting FERR#,IGNNE# 

System Management Mode SMI#, SMIACT# 

TAP Port TCK, TMS, TDI, TOO, TRST # 

Breakpoint/Performance Monitoring PMO/BPO, PM1/BP1, BP3-2 

Clock Control STPCLK# 

Probe Mode R/S#, PRDY 
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4.0 Pentlum™ Processor 
(610\75) TCP 
ELECTRICAL SPECIFICATIONS 

4.1 Absolute Maximum Ratings 

The following values are stress ratings only. Func­
tional operation at the maximum ratings is not im­
plied or guaranteed. Functional operating conditions 
are given in<the AC and DC specification tables. 

Extended exposure to the maximum ratings may af­
fect device reliability. Furthermore, although the 
Pentium processor (610\7S) contains protective cir­
cuitry to resist damage from static electric discharge, 
always take precautions to avoid high static voltages 
or electric fields. 

Case temperature under bias ...... - 6S·C to 11 O·C 

Storage temperature ........... - 6S·C to + 1S0·C 

3V Supply voltage 
with respectto Vas ............ - O.SV to + 4.6V 

3V Only Buffer DC Input 
Voltage ................... -O.SVto Vee +O.S; 

not to exceed 4.6V(2) 

SV Safe Buffer 
DC Input Voltage ............... -O.SV to 6.SV(1,3) 

NOTES: 

1. Applies to ClK and PICClK. 

2. Applies to all Pentium processor (610\7S) inputs 
except ClK and PICClK. 

3. See Table 9. 

WARNING 
Stressing the device beyond the "Absolute Maxi­
mum Ratings" may cause permanent damage. 
These are stress ratings only. Operation beyond 
the "Operating Conditions" is not recommended 
and extended exposure beyond the "Operating 
Conditions" may affect device reliability. 

4.2 DC Specifications 

Tables 8, 9, and 10 list the DC specifications which 
apply to the Pentium processor (610\7 S). The Pen­
tium processor (610\7S) is a 3.3V part internally. 
The ClK and PICClK inputs may be a 3.3V or SV 
inputs. Since the 3.3V (SV safe) input leve.ls defined 
in Table 9 are the same as the SV TIL levels, the 
ClK and PICClK inputs are compatible with existing 
SV clock drivers. The power dissipation specification 
in Table 11 is provided for design of thermal solu­
tions during operation in a sustained maximum level. 
This is the worst-case power the device would dissi­
pate in a system foro a sustain ed period of time. This 
number is used for design of a thermal solution for 
the device. 

Table 8. 3.3V DC Spec;lflcatlons 

TeASE = 0 to 9S·C; Vee = 3.3V ±S%. 

Symbol Parameter Min Max Unit Notes 

VIl3 Input low Voltage -0.3 0.8 V TIL level (3) 

VIH3 Input High Voltage 2.0 Vee+ 0.3 V TIllevel(3) 

VOl3 Output low Volt~ge 0.4 V TIL level(1) (3) 

VOH3 Output High Voltage 2.4 V -TIL level(2) (3) 

ICC3 Power Supply Current 26S0 mA @7SMHz(4) 

NOTES: 
1. Parameter measured at 4 mAo 
2. Parameter measured at 3 mAo 
3. 33V TIL levels apply to all signals except elK and PICClK. 
4. This value should be used for power supply design. It was determined usi ng a worst-case instruction mix arid Vee + 5%. 

Power supply transient response and decoupling capacitors must be sufficient to handle the instantaneous current chang­
es occurring during transitions from stop clock to full active modes. For more information, refer to section 4.3.2 .. 
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Table 9. 3.3V (5V Safe) DC Specifications 

Symbol Parameter Min Max Unit Notes 

VIl5 Input low Voltage -0.3 0.8 V TIL level (1) 

VIH5 Input High Voltage 2.0 5.55 V TIL level (1) 

NOTES: 
1.Applies to ClK and PICClK only. 

Table 10. Input and Output Characteristics 

Symbol Parameter Min Max Unit Notes 

CIN Input Capacitance 15 pF (4) 

Co Output Capacitance 20 pF (4) 

CliO 1/0 Capacitance 25 pF (4) 

CClK ClK Input Capacitance 15 pF (4) 

CTIN Test Input Capacitance 15 pF (4) 

CTOUT Test Output Capacitance 20 pF (4) 

CTCK Test Clock Capacitance 15 pF (4) 

III Input leakage Current ±15 /J-A o < VIN < VCC3(1) 

IlO Output leakage Current ±15 /J-A o < VIN < VCC3(1) 

-IIH Input leakage Current 200 /J-A VIN = 2.4V(3) 

III Input leakage Current -400 /J-A VIN = 0.4V(2) 

NOTES: 
1. This parameter is for input without pull up or pull down. 
2. This parameter is for input with pull up. 
3. This parameter is for input with pull down. 
4. Guaranteed by design. 
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Table 11. Power Dissipation Requirements for Thermal Solution Design 

Parameter Typlcal(1) Max(2) Unit Notes 

Active Power Dissipation 3 8.b Watts @75MHz 

Stop Grant and Auto Halt 1.2 Watts @75MHz(3) 
Powerdown Power Dissipation 

Stop Clock Power Dissipation 0.02 :5:.05 Watts (4) (5) 

NOTES: 
1. This is the typical power dissipation In a system. This value was t he average value measured in a system using a typical 

device at Vee = 3.3V running typical applications. This value is highly dependent upon the specific system configuration. 
2. Systems must be designed to thermally dissipate the maximum active power dissipation. It is determined using a worst· 

case instruction mix with Vee = 3.3V. The use of nominal Vee in this measurement takes into account the thermal time 
constant of the package. 

3. Stop Grant! Auto Halt Powerdown Power Dissipation is determined by asserting the STPClK # pin or executing the HALT 
instruction. 

4. Stop Clock Power Dissipation is determined by asserting the STPClK# pin and then removing the external ClK input. 
5. Complete characterization of the specification was still in process at the time of print. Please contact Intel for the latest 

information. The final specification may be less than 50 mW. 

4.3 AC Specifications 

The AC specifications of the Pentium processor 
(610\ 75) consist of setup times, hold times, and val· 
id delays at 0 pF. 

WARNING 
Do not exceed the Pentium processor (610\75) in· 
ternal maximum frequency of 75 MHz by either se· 
lecting the 112 bus fraction or providing a clock 
greater than 50 MHz. 

4.3.1 POWER AND GROUND 

For clean on-chip power distribution, the Pentium 
processor (610\75) has 79 Vee (power) and 72 Vss 
(ground) inputs. Power and ground connections 
must be made to all external VCC and Vss pins of the 
Pentium processor (610\75). On the circuit board all 
Vce pins must be connected to a 3.3V VCC plane. 
All V ss pins must be connected to a V ss plane. 

4.3.2 DECOUPLING RECOMMENDATIONS 

Liberal decoupling capacitance should be placed 
near the Pentium processor (610\75). The Pentium 
processor (610\75) driving its large address and 
data buses at high frequencies can cause.!transient 
power surges, particularly when driving large capaci­
tive loads. 

Low inductance capacitors and interconnects are 
recommended for best high frequency electrical 
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performance. Inductance can be reduced by short­
ening circuit board traces between the Pentium 
processor (610\75) and decoupling capacitors as 
much as possible. 

These capacitors should be evenly distributed 
around each component on the 3.3V plane. Capaci­
tor values should be chosen to ensure they elimi­
nate both low and high frequency noise compo­
nents. 

For the Pentium processor (610\ 75), the power 
consumption can transition from a low level of power 
to a much higher level (or high to low power) very 
rapidly. A typical example would be entering or exit­
ing the Stop Grant state. Another example would be 
executing a HALT instruction, causing the Pentium 
processor (610\75) to enter the Auto HALT Power­
down state, or transitioning from HALT to the Nor­
mal state. All of these examples may cause abrupt 
changes in the power being consumed by the Penti­
um processor (610\75). Note that t~e Auto HALT 
Powerdown feature is always enabled even when 
other power management features are not imple­
mented. 

Bulk storage capacitors with a low ESR (Effective 
Series Resistance) in the 10 JA-f to 100 JA-f range are 
required to maintain a regulated supply voltage dur­
ing the interval between the time the current load 
changes and the point that the regulated power sup­
ply output can react to the change in load. In order 
to reduce the ESR, it may be necessary to place 
several bulk storage capacitors in parallel. 
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These capacitors should be placed near the Penti· 
um processor (610\75) (on the 3.3V plane) to en· 
sure that the supply voltage stays within specified 
limits during changes In the supply current during 
operation. 

4.3.3 CONNECTION SPECIFICATIONS 

All NC pins must remain unconnected. 

For reliable operation,' always connect unused in· 
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee. Unused ac· 
tive high inputs should be connectEid to ground. 

PENTIUMTM PROCESSOR (810\75) 

4.3.4 AC TIMINGS FOR A 50-MHZ BUS 

The AC specifications given In Table 12 consist of 
output delays, input setup requirements and Input 
hold requirements for. a 50·MHz external bus. All AC 
specifications (with the exception of those for the 
TAP signals and APIC signals) are relative to the 
rising edge of the ClK input. 

All timings are referenced to 1.5V for both "0" and 
"1" logic levels unless otherwise specified. Within 
the sampling window, a synchronous Input must be 
stable for correct Pentiu m processor (610\75) oper· 
ation. 

Table 12 Pentlum™ Processor (610\ 75) TCP 
AC Specifications for 50·MHz Bus Operation 

Vee = 3.3V ± 5%. T CASE = O"C to 95°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Note. 

Frequency 25.0 50.0 MHz Max Core Freq. = 
75 MHz @2/3 

~ 

t1a ClK Period 20.0 40.0 nS 3 

t1b ClK Period Stability 250 pS (1), (25) 

t2 ClK High Time 4.0 nS 3 @2V,(1) 

ta .ClK low Time 4.0 nS 3 @0.8V, (1) 

4 ClKFaliTime 0.15 1.5 nS 3 (2.0V-0.6V), (1), (5) 

t5 ClK Rise Time 0.15 1.5 oS 3 (0.8V-2.0V), (1), (5) 

tea PWT, PCD, MIIO#, 1.0 7.0 nS 4 
CACHE# Valid Delay 

teb AP Valid Delay 1.0 8.5 nS 4 

tee A3-A31, BEO-7 # Valid Delay 0.7 7.0 nS 4 

ted D/C#, SeyC, lOCK# Valid Delay 0.9 7.0 nS 

tee ADS# Valid Delay 0.8 7.0 nS 

tef W/R# Valid Delay 0.5 7.0 nS 
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Table 12. Pentium™ Processor (610\75) TCP 
AC Specifications for 50-MHz Bus Operation (Continued) 

Vee = 3.3V± 5%, TeASE = O·C to 9S·C, CL = 0 pF 

Symbol Parameter Min Max Unit 

t7 ADS#, AP, A3·A31, PWT, PCD, 10.0 nS 
BEO-7#, MIIO#, D/C#, W/R#, 
CACHE#,SCYC, LOCK# 
Float Delay 

ts APCHK#, IERR#, FERR#, PCHK# Valid Delay 1.0 8.3 nS 

t9a BREQ, HLDA, SMIACT# Valid Delay 1.0 8.0 nS 

t10a HIT# Valid Delay 1.0 '8.0 nS 

t10b HITM# Valid Delay 0.5 6.0 nS 

t11a PMO-1, BPO-3 Valid Delay 1.0 10.0 nS 

t11b PRDY Valid Delay 1.0 8.0 nS 

t12 DO-D63, DPO-7 Write 1.3 8.5 nS 
Data Valid Delay 

t13 DO-D63, DPO-3 Write 10.0 nS 
Data Float Delay 

t14 AS-A31 Setup Time 6.5 nS 

t15 AS-A31 Hold Time 1.0 nS 

t16a INV, AP Setup Time 5.0 nS 

t16b EADS# Setup Time 6.0 nS 

t17 EADS#, INV, AP Hold Time 1.0 nS 

t1Sa KEN # Setup Time 5.0 nS 

t1Sb NA #, WB/WT # Setup Time 4.5 nS 

t19 KEN #, WB/WT #, NA # Hold Time 1.0 nS 

t20 BRDY # Setup Time 5.0 nS 

121 BRDY # Hold. Time 1.0 nS 

t22 BOFF # Setup Time 5.5 nS 

122a AHOLD Setup Time 6.0 nS 

t23 AHOLD, BOFF # Hold Time 1.1 nS 
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Table 12. Pentlum™ Processor (610\75) TCP 
AC Specifications for 50-MHz Bus Operation (Continued) 

Vee = 3.3V ± 5%, T CASE = O"C to 95°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure 

t24 BUSCHK#, EWBE#, HOLD, 5.0 nS 6 
PEN # Setup Time 

t25 BUSCHK #, EWBE #, 1.0 nS 6 
PEN # Hold Time 

t25a HOLD Hold Time 1.5 nS 6 

t26 A20M#,INTR, STPClK# 5.0 nS 6 
Setup Time 

t27 A20M #, INTR, STPClK # 1.0 nS 6 
Hold Time 

t2B INIT, FlUSH#, NMI, SMI#, 5.0 nS 6 
IGNNE# Setup Time' 

t29 INIT, FlUSH#, NMI, SMI#, 1.1 nS 6 
IGNNE# Hold'Time 

tao INIT, FlUSH*, NMI, SMI#, 2.0 ClKs 6 
IGNNE # Pulse Width, Async 

ta1 . RIS# Setup Time 5.0 nS 6 

ta2 RIS# Hold Time 1.0 , nS 6 

taa RIS# Pulse Width, Async. 2.0 ClKs 6 

ta4 00-063, OPO-7 Read Data 3.8 nS 6 
Setup Time 

ta5 00-063, OPO-7 Read Data Hold Time 2.0 nS 6 

ta6 RESET Setup Time 5.0 nS 7 

ta7 RESET Hold Time 1.0 nS 7 

taB RESET Pulse Width, Vcc & 15 ClKs 7 
,ClKStable 

ta9 RESET Active After Vee & 1.0 mS 7 
ClKStabie 

40 Reset Configuration Signals 5.0 nS 7 
(INIT, FlUSH#) Setup Time 

41 Reset Configuration Signals 1.0 nS 7 
(IN IT, FlUSH#) Hold Time 

I 

Not .. 

(12), (16) 

(13) 

(12), (16), (17) 

(13) 

(15), (17) 

(12), (16), (17) 

(13) 

(15), (17) 

(11), (12), (16) 

, (11), (13) 

(11), (17) 

Power up 

(12), (16), (17) 

(13) 
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Table 12. Pentlum™ Processor (610\75) rcp 

AC Specifications for 50-MHz Bus Operation (Continued) 
Vee = 3.3V± 5%, TeASE = O·C to 95·C,CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

428 Reset Configuration Signals 2.0 CLKs· 7 To RESET falling 
(INIT, FLUSH #) Setup Time, Async. edge (16) 

t42b Reset Configuration Signals 2.0 CLKs 7 To RESET falling 
(INIT, FLUSH#, BRDY#, edge (27) .1 

BUSCHK#) Hold Time, Async. 

42c Reset Configuration Signal 3.0 CLKs 7 To RESET falling 
(BRDY#, BUSCHK#) Setup edge (27) 
Time, Async. 

t42d Reset Configuration Signal 1.0 ns To RESET falling 
BRDY # Hold Time, RESET edge (1), (27) 
driven synchronously 

438 BF Setup Time 1.0 ms 7 (22) to RESET 
falling edge 

43b BF Hold Time 2.0 CLKs 7 (22) to RESET falling 
edge 

43c APICEN Setup Time 2.0 CLKs 7 To RESET falling 
edge 

43d APICEN Hold Time 2.0 CLKs 7 To RESET falling 
edge 

44 TCK Frequency 16.0 MHz 

45 TCK Period 62.5 ns 3 

t46 TCK High Time 25.0 ns 3 @2V, (1) 

t47 TCKLowTime 25.0 ns 3 @0.8V, (1) 

t48 TCKFaliTime 5.0 ns 3 (2.0V -0.8V), (1), (8), (9) 

t49· TCK Rise Time 5.0 ns 3 (0.8V -2.0V), (1), (8), (9) 

t50 TRST#Pulse Width 40.0 ns 9 (1), Asynchronous 

t51 TDI, TMS Setup Time 5.0 ns 8 (7) 

t52 TOI, TMS Hold Time 13.0 ns 8 (7) 

t53 TOO Valid Delay 3.0 20.0 ns 8 (8) 

t54 TOO Float Delay 25.0 ns 8 (1), (8) 

t55 All Non-Test Qutputs Valid Delay 3.0 20.0 ns 8 (3), (8), (10) 
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Table 12. Pentlum™ Procesaor (610\75) TCP 
AC Specifications for 50-MHz Bus Operation (Continued) 

Vcc = 3.3V± 5%, TCASE = O·C to 95·C, Cl = 0 pF 

Symbol Parameter Min Max Unit Figure 

t56 All Non-Test Outputs Float Delay 25.0 ns 8 

t57 All Non-Test Inputs Setup Time 5.0 ns 8 

t56 All Non-Test Inputs Hold Time 13.0 ns 8 

APIC AC Specifications 

tsoa PICCLK Frequency 2.0 16.66 MHz 

tsob PICCLK Period 60.0 500.0 ns 3 

tsoc PICCLK High Time 9.0 ns 3 

tsod PICCLK Low Time 9.0 ns 3 

tsoe PICCLK Rise Time 1.0 5.0 ns 3 

tsOf PICCLK Fall Time 1.0 5.0 ns 3 

tsOg PICDO-1 Setup Time 3.0 ns 6 

tsOh PICDO-1 Hold Time 2.5 ns 6 

Notes 

(1), (3), (8), (10) 

(3), (7), (10) 

(3), (7), (10) 

toPICCLK 

toPICCLK 

tsOi PICDO-1 Valid Delay (LtoH) 4.0 38.0 ns 4 from PICCLK, (28) 

tsOj PICDO-1 Valid Delay (HtoL) 4.0 22.0 ns 4 from PICCLK, (28) 

NOTES: 
Notes 2,6, and 14 are general and apply to all standard TTL signals used with the Pentium Processor family. 
Notes 11, 18, 19, 20, 23, and 24 do not apply to the TCP package and have been removed in this document. 
1. NOt 100% tested. Guaranteed by design. 
2. TTL input test waveforms are assumed to be 0 to 3V transitions with WIns rise and fall times. 
3. Non-test outputs and inputs are the normal output or input signals (besides TCK, TRST#, TOI, TOO, and TMS). These 

timings correspond to. the response of these signals due to boundary scan operations. 
4. APCHK#, FERR#, HlOA, IERR#, lOCK#, and PCHK# are glitch-free outputs. Glitch-free signals monotonically tran-

sition withouffalse transitions (i.e., glitches). 
5. 0.8V/ns :s; ClK input riseffall time :s; 8V1ns. 
6. 0.3V/ns :s; input riseffall time :s; 5V/ns. 
7. Referenced to TCK rising edge. 
8. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 33 MHz. 
10. During probe mode operation, do not use the boundary scan timings <1ss-ss). 
12. Setlllp time is required .to guarantee recognition on a specific clock. 
13. Hold time is required to guarantee recognition on a specific clock. 
14. All TTL timings are referenced from 1.5V. 
15. To guarantee proper asynchronous recognition, the signal must have been de-asserted (inactive) for a minimum of 2 

clocks before being returned active and must meet the minimum pulse width. 
16. This input may be driven asynchronously. 
17. When driven asynchronously, RESET, NMI, FlUSH#, RIS#, INIT, and SMI# must be de-asserted (inactive) for a mini­

mum of 2 clocks before being returned active. 
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21. The D/CifI, MIIOifl, W/RifI, CAQHEifI, .and AS-A3l signals are sampled only on the ClK that ADSifI is active. 
22. SF should be strapped to Vee or Vss. 
25. These signals are measured on the rising edge of adjacent ClKs at 1.SV. To ensure a 1:1 relationship between the 

amplitude of the input jitter and the internal and external clOcks, the jitter frequency spectrum should not have any power 
spectrum, peaking between 500 KHz and 1/3 of the ClK operating frequency. The amount of jitter present must be 
accounted for as.a component of ClK skew between devices .. 

26. Timing t14 is required for external snooping (e.g., address setup to the ClK in which EADSifI is sampled active). 
27. SUSCHKifI is used as a reset configuration Signal to s8iec1 buffer size. 
28. This assumes an external pullup resistor to Vee and a lumped capacitive load. The pullup resistor must be between 

150 ohms and 1 K ohms, the capacitance must be between 20 pF and 240 pF, and the RC. product must be between 
3 ns and 36 ns . 

•• Each valid delay is specified for a 0 pF load. The system designer should use I/O buffer modeling to account for signal 
flight time delays. 

2.QV 
1.5V 

Q.8V 

Tv = t5, t49, t60e 
T w = 14, 18,I60f 

'T x = 13, 147, 160d 
Ty = 11, 14S, 160b 
T z = 12, 146, 160c 
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Figure 3. Clock Waveform 

.... 1.5V 
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242323-4 
Tx = t6, t8, t9, t10, t11, t12, t60i 

Figure 4. Valid Delay Timings 

Signal 

242323-5 
Tx = t7, t13 
Ty =t6 min, t12 min 

Figure 5. Float Delay Timings 

I 2-63 



· PENTIUMTM PROCESSOR (610\75) 

eLK 

T. Ty 
1 ...... 1--...;;..--..... • 

Signal VALID 

Tx = t14, t16, t16, t20, t22, t24, t26, t28, t31, t34, t60g (to PICCLK) 
Ty = t15, t17, t19, t21, t23, t25, t27, t29, t32, t35, t60h (to PICCLK) 

Ti = t40 
Tu = t41 
Tv =. t37 
T w = t42, t43a, t43c 
T x = .t43b, t43d 
!y = t38, t39 
Tz = t36 
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Figure 6. Setup and Hold Timings 

Figure 7. Reset and Configuration Timings 
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TCK 

Tw ... 

TOI 
TMS 

.Too 

Output 
Signals 

Input 
Signals 

242323-8 
Tr = t57 
T8 = t58 
Tu = t54 
Tv = t51 
Tw = t52 
Tx = t53 
Ty = t55 
Tz = t56 

Figure 8. Test Timings 

t 
Tx y TRSH •• : u. UV 

242323-9 
Tx = t50 

Figure .9. Test Reset Timings 
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4.4 I/O Buffer ~odels 

This section describes the 1/0 buffer models of the 
Pentium processor (610\75). 

The first order 1/0 buffer model is a simplified repre­
sentation of the complex input and output buffers 
used in the Pentium processor (610\75). Figures 10 
and 11 show the structure of the input buffer model 
and Figure 12 shows the output buffer model. Ta­
bles 13 and 14 show the parameters used to specify 
these models. 

Although simplified, these buffer models will accu­
rately model flight time and signal quality. For these 
parameters, there is very little added accuracy in a 
complete transistor mod~1. . 

the following two models represent the input buffer 
models. The first model, Figure 10, represents all of 
the input buffers of the Pentium processor (610\75) 
except for a special group of input buffers. The sec­
ond model, Figure 11, represents these special buff­
ers. These buffers are the inputs: AHOLD, EADS#, 
KEN#, WB/WT#, INV, NA#, EWBE#, BOFF#, 
CLK, and PICCLK. 

02 

01 
lei, 

T 
242323-10 

Figure 10. Input Buffer Model, Except Special Group 
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02 

02 

02 

02 

02 

02 

01 Tel, 

Figure 11. Input Buffer Model for Special Group 

242323-11 
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Table 13. Parameters Used In the Specification of the First Order Input Buffer Model 

Parameter Description 

Cin Minimum and Maximum value of the capacitance of the input buffer model. 

Lp Mini~um and Maximum value of the package inductance. 

Cp Minimum and Maximum value of the package capacitance. 

Rs Diode Series Resistance 

01,02 Ideal Diodes 

Figure 12 shows,the structure of the output buffer model. This model is used for all of the output buffers of the 
Pentium processor (610\75). " 

dV/dt 

242323-12 

Figure 12. First Order Output Buffer Model 

Table 14. Parameters Used In the Specification of the First Order'Output Buffer Model 

Parameter Description 

dV/dt Minimum and maximum value of the rate of change of the open circuit voltage source used in 
the output buffer model. 

Ro Minimum and maximum value of the output impedance of the output buffer model. 

Co Minimum and Maximum value of the capacitance of the output buffer model. 

Lp Minimum and Maximum value of the package inductance. 

Cp Minimum and Maximum value of the package capacitance. 

In addition to the input and output buffer parameters, 
input protection diode models are provided for add· 
ed accuracy. These diodes have been optimized to 
provide ESD protection and provide some level of 
clamping. Although the diodes are not required for 
simulation, it may be more difficult to meet specifica­
tions without them. 

Note, however, some signal quality specifications re­
quire that the diodes be removed from the input 
model. The series resistors (Rs) are a part of the 
diode model. Remove these when removing the di­
odes from the input model. 
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4.4.1 BUFFER MODEL PARAMETERS 

This section gives the parameters for each Pentium 
processor (610\75) input, output, and bidirectional 
signal, as well as the settings for the configurable 
buffers. 

Some pins on the Pentium processor (610\75) have 
selectable buffer sizes. These pins use the 

PENTIUMTM PROCESSOR (610\75) 

configurable output buffer EB2. Table 15 shows the 
drive level for BRDV # required at the falling edge of 
RESET to select the buffer strength. The buffer 
sizes selected should be the appropriate size re­
quired; otherwise AC timings might not be met, or 
too much overshoot and ring back may occur. There 
are no other selection choices; all of the configura­
ble buffers get set to the same size at the same 
time. 

Table 15. Buffer Selection Chart 

Environment BRDY# Buffer Selection 

Typical Stand Alone Component 1 EB2 

loaded Component 0 EB2A 

NOTES: 
For correct buffer selection, the SUSCHK# signal must be held inactive (high) at the falling edge of RESET. 
For the Pentium processor (610\75) SPGA version, SRDYC# is used to configure selectable buffer sizes. 

Please refer to Table 16 for the groupings of the buffers. 

Table 16. Signal to Buffer Type 

Signals Type 
Driver Buffer 

Type 

ClK I 

A20M#, AHOlD, BF, BOFF#, BRDV#, BUSCHK#, EADS#, I 
EWBE#, FlUSH#, HOlD,IGNNE#,INIT, INTR, INV, KEN#, NA#, 
NMI, PEN#, PICClK, RIS#, RESET, SMI#, STPClK#, TCK, TOI, 
TMS, TRST #, WB/WT # 

APCHK#, BE[7:5]#, BP[3:2]' BREQ, FERR#,IERR#, PCD, 0 ED1 
PCHK#, PMO/BPO, PM1/BP1, PRDV, PWT, SMIACT#, TOO, UI 
0# 

A[31:21], AP, BE[4:0] #, CACHE#, D/C#, D[63:0], DP[S:O], HlDA, 1/0 EB1 
lOCK#, M/IO#, SCVC 

A[20:3], ADS#, HITM#, W/R# 1/0 EB2A 
~ 

HIT# 110 EB3 

PIDO, PICD1 1/0 EB4 

Receiver 
Buffer Type 

ERO 

ER1 

EB1 

EB2 

EB3 

EB4 

The input, output and bidirectional buffer values are 
listed in Table 17. This table contains listings for all 
three types, do not get them confused during simula­
tion. When a bidirectional pin is operating as an 

input, just use the Cin, Cp and lp values; if it is oper­
ating as a driver, use all of the data parameters. 
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Table 17. Input, Output and Bidirectional Buffer Model Parameters 

Buffer dVldt Ro Cp Lp ColCln 
Type 

Transition 
(V/nsec) (Ohms) (pF) (nH) (pF) 

min max min max min max min max min max 

ERO Rising 1':'\(, " 
;'>0~ ,;', ,:,::,' 0.3 0.4 3.9 5.0 0.8 1.2 

(input) Falling 
c," 

:"i: 0.3 0.4 3.9 5.0 0.8 1.2 

ER1 Rising 
, : :-',' <i 

0.2 0.5 3.1 6.0 0.8 1.2 , " , 

(input) Falling 

'''"~.'' 
(",' \<,:" 0.2 0.5 3.1 6.0 0.8 1.2 

", " , 'c ",' 

ED1 Rising 3/3.0 3.7/0.9 21.6 53.1 0.3 0.6 3.7 6.6 2.0 2.6 

(output) Falling 3/2.8 3.7/0.8 17.5 50.7 0.3 0.6 ' 3.7 6.6 2.0 2.6 

EB1 Rising 3/3.0 3.71 21.6.~ 53.1 0.2 0.5 2.9 6.1 2.0 2.6 

(bidir) Falling 3/2.8 3.7/0.8 17.5 50.7 0.2 0.5 2.9 6.1 2.0 2.6 

EB2 Rising 3/3.0 3.7/0.9 21.6 53.1 0.2 0.5 3.1 6.4 9.1 9.7 

(bidir) Falling 3/2.8 3.7/0.8 17.5 50.7 0.2 0.5 3.1 6.4 9.1 9.7 

EB2A Rising 3/2.4 3.710.9 10.1 22.4 0.2 0.5 3.1 6.4 9.1 9.7 

(bidir) Falling 3/2.4 3.710.9 9.0 21.2 0.2 0.5 3.1 6.4 9.1 9.7 

EB3 Rising 3/3.0 3.7/0.9 21.6 53.1 0.2 0.4 3.2 4.1 3.3 3.9 

(bidir) Falling 3/2.8 3.7/0.8 17.5 50.7 ' 0.2 0.4 3.2 4.1 3.3 3.9 

EB4 Rising 3/3.0 3.7/0.9 21.6 53.1 0.3 0.4 4.0 4.1 5.0 7.0 

(bidir) Falling 3/2.8 3.7/0.8 17.5 50.7 0.3 0.4 4.0 4.1 5.0 7.0 

Table 18. Input Buffer Model Parameters: D (Diodes) 

Symbol Parameter 

IS Saturation Current 

N Emission Coefficient 

RS Series Resistance 

n Transit Time 

VJ PN Potential 

CJO Zero Bias PN Capacitance 

M PN Grading Coefficient 

4.4.2 SIGNAL QUALITY SPECIFICATIONS 

Signals driven by the system into the Pentium proc­
essor (610\75) must meet signal quality specifica­
tions to guarantee that the components read 

2-70 

D1 D2 

1.4e-14A 2.78e-16A 

1.19 1.00 

6.5 ohms 6.5 ohms 

3 ns 6ns 

0.983V 0.967V , 

0.281 pF 0.365 pF 

0.385 0.376 

data properly and to ensure that incoming signals do 
not affect the reliability of the component. There are 
two signal quality parameters: Ringback and Settling 
Time. 

I 



4.4.2.1 Rlngback 

Excessive ringback can contribute to long-term reli­
ability degradation of the Pentium processor 
(610\75), and can cause false signal detection. 
Ringback is simulated at the input pin of a compo­
nent using the input buffer model. Ringback can be 
simulated with or without the diodes that are in the 
input buffer model. 

Ringback is the absolute value of the maximum volt­
age at the receiving pin below Vee (or above Vss) 
relative to Vee (or Vss) level after the signal has 
reached its maximum voltage level. The input diodes 
are assumed present. 

Maximum Ringback on Inputs = 0.8V 
(with diodes) 

If simulated without the input diodes, follow the Max­
imum Overshoot/Undershoot specification. By 

Vee 

PENTIUMTM PROCESSOR (610\75) 

meeting the overshoot/undershoot specification, the 
signal is guaranteed not to ringback excessively. 

If simulated with the diodes present in the input 
model, follow the maximum ringback specification. 

Overshoot (Undershoot) is the absolute value of the 
maximum voltage above Vee (below Vss). The 
guideline assumes the absence of diodes on the in­
put. 

• Maximum Overshoot/Undershoot on 5V 82497 
Cache Controller, and 82492 Cache SRAM In­
puts (ClK and PICClK only) = 1.6V above Vee5 
(without diodes) 

• Maximum"Overshoot/Undershoot on 3.3V Penti­
um processor (610\75) Inputs (not ClK and 
PICClK) = 1.4V above Vcca (without diodes) 

Vee 

Maximum 
Undershoot 

242323-13 

Figure 13. Overshoot/Undershoot and Rlngback Guidelines 

4.4.2.2 Settling Time 

The settling time is defined as the time a signal re­
quires at the receiver to settle within 10% of Vce or 
V ss. Settling time is the maximum time allowed for a 
signal to reach within 10% of its final value. 

Most available simulation tools are unable to simu­
late settling time so that it accurately reflects silicon 
measurements. On a physical board, second-order 

I 

effects and other effects serve to dampen the signal 
at the receiver. Because of all these concerns, set­
tling time is a recommendation or a tool for layout 
tuning and not a specification. 

Settling time is simulated at the slow corner, to make 
sure that there is no impact on the flight times of the 
signals if the waveform has not settled. Settling time 
may be simulated with the diodes included or ex­
cluded from the input buffer model. If diodes 

2-71 



PENTIUMTM PROCESSOR (610\75) 

are included; settling time recommendation will be 
easier to meet. 

Although simulated settling time has not· shown 
good correlation with physical, measured settling 
time, settling time simulations can still be used as a 
tool to tune layouts. 

Use the following procedure to verify board simula­
tion and tuning with concerns for settling time. 

1. Simulate settling time at the slow corner for a par­
ticularsignal. 

2. If settling time violations occur, simulate Signal 
trace with D.C. diodes in place at the receiver pin. 
The D.C. diode behaves almost identically to the 
actual (non-linear) diode on the part as long as 
excessive overshoot does not occur. 

Vee + 10% 

Vee 

Vcc-10% 

3. If settling time violations still occur, simulate flight 
times for 5 consecutive cycles for that particular 
Signal. 

4. If flight time values are consistent over the 5 simu­
lations, settling time should not be a concern. If 
however, flight times are not consistent over the 5 
simulatio':!s, tuning of the layout is required. 

5. Note that, for signals that are allocated 2 cycles 
for flight time, the recommended settling time is 
doubled. 

A typical design method would include a settling 
time that ensures a signal is within 10% of Vee or 
Vss for at least 2.5 ns prior to the end of the ClK 
period. 

242323-14 

Figure 14. Settling Time 

2·72 I 



5.0 Pentlum™ Processor (610\75) 
TCP MECHANICAL 
SPECIFICATIONS 

Today's portable computers face the challenge of 
meeting desktop performance in an environment 
that is constrained by therm!1I, mechanical, and 
electrical design considerations. These considera­
tions have driven the development and implementa­
tion of Intel's Tape Carrier Package (TCP). The Intel 
TCP package has been designed to offer a high pin 
count, low profile, reduced footprint package with 
uncompromised thermal and electrical performance. 
Intel continues to provide packaging solutions that 
meet our rigorous criteria for quality and perform­
ance, and this new entry into the Intel package port­
folio is no exception. 

Key features of the TCP package include: surface 
m.o~nt technology design, lead pitch of 0.25 mm, po­
IYlmlde body size of 24 mm and polyimide up for 

5.1 TCP Package Mechanical Diagrams 

Encapsulant 

PoIylmicle 
Support Ring 

'x. 
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pick&place handling. TCP components are shipped 
with the leads flat in slide carriers, and are designed 
to be excised and lead formed at the customer man­
ufacturing site. Recommendations for the manufac­
ture of this package are included in the Pentium™ 
Processor (610\75) Tape Carrier Package User's 
Guide. 

Figure 15 shows a cross-sectional view of the TCP 
package as mounted on the Printed Circuit Board. 
Figures 16 and 17 show the TCP as shipped in its 
slide carrier, and key dimensions of the carrier and 
package. Figure 18 shows a blow up detail of the 
package in cross-section. Figure 19 shows an en­
larged view of the outer lead bond area of the pack­
age. 

Tables 19 and 20 provide Pentium processor 
(610\75) TCP package dimensions. 

TAB Lead 
(OFC (:opper) 

I· ~~ 

Polylmlcle 
Keeper 

Bar 

J 

I 112 X-5ection I 

I 

Thennally & Electrically 
Conductive Adhesive 

(Silver Filled Thermoplastic) 
Thermal vias 

Ground plane 

I Full X-Section I 

NOte: 

Sketches Not to scale 

Figure 15. Cross-Sectional View of the Mounted TCP Package 
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Figure 16. One TCP Site In Carrier (Bottom View of Die) 
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Figure 17. One TCP Site in Carrier (Top View of Die) 
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Figure 18. One TCP Site (Cross-Sectional Detail) 
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Figure 19. Outer lead Bond (OlB) Window Detail 
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Table 19. TCP Key Dimensions 

Symbol Description 

N Leadcount 

W Tape Width 

L Site Length 

e1 Outer Lead Pitch 

b Outer Lead Width 

D1,E1 Package Body Size 

A2 Package Height 

DL Die Length 

OW Die Width 

NOTES: 
Dimensions are in millimeters unless otherwise noted. 
Dimensions in parentheses are for reference-only. 

Table 20. Mounted TCP Package Dimensions 

Description 

Package Height 

Terminal Dimension 

Package Weight 

NOTE: 
Dimensions are in millimeters unless otherwise noted. 
Package terminal dimension (lead tip-to-Iead tip) assumes the use of a keeper bar. 

I 

Dimension 

320 leads 

48.18 ± 0.12 

(43.94) ref. 

0.25 nom. 

0.10 ± 0.01 

24.0 ± 0.1 

0.615 ± 0.030 

13.302 ± 0.Q15 

12.235 ± 0.015 

Dimension 

0.75 max. 

29.5 nom. 

0.5g max. 
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6.0 Pentium™ Processor (610\75) 
TCP THERMAL SPECIFICATIONS 

The Pentium processor (610\75) is specified for 
proper operation when the case temperature, 
T CASE, (T c> is within the specified range of O°C to 
we . 

6.1 Measuring Thermal Values 

To verify that the proper Tc (case temperature) is 
maintained for the Pentium processor (610\75), it 
should be measured at the center of the package 
top surface (encapsulant). To minimize any mea­
surement errors, the following techniques are rec­
ommended: 

• Use 36 gauge or finer diameter K, T, or J type 
thermocouples. Intel's laboratory testing was 
done using a thermocouple made by Omega (part 
number: 5TC-TTK-36-36). 

• Attach the thermocouple bead or junction to the 
center of the package top surface using highly 
thermally conductive cements. Intel's laboratory 
testing was done by using Omega Bond (part 
number: 08-100). 

• 'The thermocouple should be attached at a 90° 
angle as shown in Figure 20. 

242323-20 

Figure 20_ Technique for Measuring Case 
Temperature (Tc) 

6.2 Thermal Equations 

For the Pentium prQcessor (610\75), an ambient 
temperature (T A) is not specified directly. The only 
requirement is that the case temperature (T c> is met. 
The ambient temperature can be calculated from the 
following equations: 

2-78 

TJ = Tc + P X 8JC 
TA = TJ - P x 8 JA 
TA = Tc - (P X 8CA 
Tc = TA + P x [8JA-8JCl 

. 8CA = 8JA-8JC 

where, 

T A and T C are ambient and case temperatures ("C) 
8CA = Case-to-Ambient thermal resistance (OC/W) 
8JA = Junction-to-Ambient thermal resistance 

(OC/W) 
8JC = Junction-to-Case thermal resistance (OC/W) 
P = maximum power consumption (Watts) 

P (maximum power consumption) is specified in sec­
tion 4.2. 

6.3 TCP Thermal Characteristics 

The primary heat transfer path from the die of the 
Tape Carrier Package (TCP) is through the back side 
of the die and into the PC board. There are two ther­
mal paths traveling from the PC board to the ambi­
ent air. One is the spread of heat within the board 
and the dissipation of heat by the board to the ambi­
ent air. The other is the transfer of heat through the 
board and to the opposite side where thermal en­
hancements (e.g., heat sinks, pipes) are attached. 
To prevent the possibility of damaging the TCP com­
ponent, the thermal enhancements should. be at­
tached to the, opposite sieje of the TCP site not di­
rectly mounted to the package surface. 

6.4 PC Board Enhancements 

Copper planes, thermal pads, and vias are design 
options that can be used to improve heat transfer 
from the PC board to the ambient air. Tables 21 and 
22 present thermal resistance data for copper plane 
thickness and via effects. It should be noted that 
although thicker copper planes will reduce the 8ca of 
a system without any thermal enhancements, they 
have less effect on the 8ca of a system with thermal 
enhancements. However, placing vias under the die 
will reduce the 8ca of a system with and without ther­
mal enhancements. 
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Table 21. Thermal Resistance vs. Copper Plane 
Thickness with and without Enhancements 

Copper 8CArC/W) 
Plane No 

Thickness' Enhancements 

1 oz. Cu 18 

3 oz. Cu 14 

NOTES: 
"225 vias underneath the die 
(1 oz = 1.3 mil 

8CArC/W) 
With 

Heat Pipe 

8 

8 

Table 22. Thermal Resistance vs. Thermal Vias 
underneath the Ole 

No. of Vias Under 8CArC/W) 
the Ole' No Enhancements 

0 15 

144 13 

NOTE: 
"3 oz. copper planes in test boards 

6.4.1 STANDARD TEST BOARD 
CONFIGURATION 

All Tape Carrier Package (TCP) thermal measure­
ments provided in the following tables were taken 
with the component soldered to a 2" x 2" test board 
outline. This six-layer board contains 225 vias (un­
derneath the die) in the die attach pad which are 
connected to two 3 oz. copper planes located at lay­
ers two and five. For the Pentium processor 

. (610\75) TCP, the vias in the die attach pad should 
be connected without thermal reliefs to the ground 
plane(s). The die is attached to the die attach pad 
using a thermally and electrically conductive adhe­
sive. This test board was designed to optimize the 
heat spreading into the board and the heat transfer 
through to the opposite side of the board. 

I 
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NOTE: 
Thermal resistance values should be used as 
guidelines only, and are highly system dependent. 
Final system verification should always refer to the 
case temperature specification. 

Table 23. Pentlum™ Processor (610\75) 
TCP Package Thermal ReSistance 

without Enhancements 

8JC 8CA 
rC/W) rC/W) 

Thermal Resistance without 0.8 13.9 
Enhancements 

Table 24. Pentlum™ Processor (610\75) 
TCP Package Thermal Resistance 

with Enhancements (without Airflow) 

Thermal 8CA Notes 
Enhancements rC/W) 

Heat sink 11.7 1.2" x 1.2" xO.35 

AI Plate 8.7 4" X4" XO.030" 

AI Plate with 7.8 0.3X1" X4" 
Heat Pipe 

Table 25. Pentlum™ Processor (610\75) 
TCP Package Thermal ReSistance 
with Enhancements (with Airflow) 

Thermal 8CA 
Enhancements rC/W) 

Heat sink with Fan 5.0 
@1.7CFM 

Heat sink with 5.1 
Airflow @ 400 LFM 

Heat sink with 4.3 
Airflow @ 600 LFM 

HS = heat Sink 
LFM = Linear Feet/Minute 
CFM = Cubic Feet/Minute 

Notes 

1.2" X1.2" XO.35" HS 
1" X1" XO.4" Fan 

1.2" X1.2" XO.35" HS 

1.2" x 1.2" x 0.35" HS 
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intel® 
PENTIUMTM PROCESSOR at iCOMPTM INDEX 610\75 MHz 
PENTIUMTM PROCESSOR at iCOMPTM INDEX 735\90 MHz 
PENTIUMTM PROCESSOR at iCOMPTM INDEX 815\ 100 MHz 

• Compatible with Large Software Base • Multi-Processor Support 
- MS-DOS:!:, Windows:!:, OS/2:!:, UNIX:!: - Multiprocessor Instructions 

• 32-Bit CPU with 64-Blt Data Bus - Support for Second Level Cache 

• Superscalar Architecture • On-Chip Local APIC Controller 

- Two Pipellned Integer Units Are - MP Interrupt Management 

Capablt!of 2 Instructions/Clock - 8259 Compatible 

- Pipellned Floating Point Unit • Internal Error Detection Features 

• Separate Code and Data Caches • Upgradable with a Future Pentium™ 
- 8K Code, 8K Write Back Data OverDrlve™ Processor 
- MESI Cache Protocol • Power Management Features 

• Advanced Design Features - System Management Mode 
- Branch Prediction - Clock Control 
- Virtual Mode Extensions • Fractional Bus Operation 

• 3.3V BICMOS Silicon Technology -100-MHz Core/66-MHz Bus 

• 4M Pages for Increased TLB Hit Rate -100-MHz Core/50-MHz Bus 
- 90-MHz Core/60-MHz Bus 

• IEEE 1149.1 Boundary Scan -75-MHz Core/50-MHz Bus 

• Dual Processing Confrguration 

The Pentium processor (610\ 75, 735\90, 815\ 100) extends the Pentium processor family, providing perform­
ance needed for mainstream desktop applications as well as for workstations and servers. The Pentium 
processor is compatible with the entire installed base of applications for DOS, Windows, OS/2, and UNIX. The 
Pentium processor (61d\75, 735\90, 815\100) superscalar architecture can execute two instructions per 
clock cycle. Branch prediction and separate caches also increase performance. The pipelined floating point 
unit delivers workstation level performance. Separate code and data caches reduce cache conflicts while 
remaining software transparent. The Pentium processor (610\ 75, 735\90, 815\ 100) has 3.3 million transistors 
and is built on Intel's advanced 3.3V BiCMOS silicon technology. The Pentium processor (610\75, 735\90, 
815 \ 1 00) has on-chip dual processing support, a local multiprocessor interrupt controller, and SL power 
management features. . 

:j:Other brands and trademarks are the property of their respective owners. 
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1.0 MICROPROCESSOR 
ARCHITECTURE OVERVIEW 

The Pentium™ processor at iCOMPTM rating 
610\75 MHz, iCOMP rating 735\90 MHz, and 
iCOMP rating 815\100 MHz extends the Intel 
Pentium family of microprocessors. It is 100% binary 
compatible with the 8086/88, 80286, Intel386™ OX 
CPU, Intel386 SX CPU, Intel486TM OX CPU, Intel486 
SX CPU, Intel486 DX2 CPUs, and Pentium proces­
sor at iCOMP Index 510\60 MHz and iCOMP Index 
567\66 MHz. 

The Pentium processor family consists of the new 
Pentium processor at iCOMP rating 610\75 MHz, 
iCOMP rating 735\90 MHz, and iCOMP rating 
815\ 100 MHz (product order code 80502), de­
scribed in this document, and the original Pentium 
processor (510\60, 567\66) (order code 80501). 
The name "Pentium processor (610\75, 735\90, 
815\ 100)" will be used in this document to refer to 
the Pentium processor at iCOMP rating 610\75 
MHz, iCOMP rating 735\90 MHz and iCOMP rating 
815\ 1 00 MHz. Also, the name "Pentium processor 
(510\60,567\66)" will be used to refer to the origi­
nal 60- & 66-MHz version product. 

The Pentium processor family architecture contains 
all of the features of the Intel486 CPU family, and 
provides significant enhancements and additions in-

. cluding the following: 

• Superscalar Architecture 

• Dynamic Branch Prediction 

• Pipelined Floating-Point Unit 

• Improved Instruction Execution Time 

• Separate 8K Code and 8K Data Caches 

• Writeback MESI Protocol in the Data Cache 

• 64-Bit Data Bus 

• BlIS Cycle Pipelining 

• Address Parity 

• Internal Parity Checking 

• Functional Redundancy Checking 

• Execution Tracing 

• Performance Monitoring 

• IEEE 1149.1 Boundary Scan 

• System Management Mode 

• Virtual Mode Extensions 

In addition to the features listed above, the Pentium 
processor (610\75, 735\90, 815\ 100) offers the fol-
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lowing enhancements over the Pentium processor 
(510\60, 567\66): 

• iCOMP performance rating of,815 at 100 MHz in 
single processor configuration 

• iCOMP performance rating of 735 at 90 MHz in 
single processor configuration 

• iCOMP performance rating of 610 at 75 MHz in 
single processor configuration 

• Dual processing support 

• SL power management features 

• Upgradable with a Future Pentium OverDrive 
processor 

• Fractional bus operation 

~ . On-Chip local AplC device 

1.1 Pentium Processor Family 
Architecture 

The application instruction set of the Pentium proc­
essor family includes the complete Intel486 CPU 
family instruction set with extensions to accommo­
date some of the additional functionality of the 
Pentium processors. All application software written 
for the Intel386 and Intel486 family microprocessors 
will run on the Pentium processors without modifica­
tion. The on-chip memory management unit (MMU) 
is completely compatible with the Intel386 family 
and Intel486 family of CPUs. 

The Pentium processors implement several en­
hancements to increase performance. The two in­
struction pipelines and floating-point unit on Pentium 
processors are capable of independ~nt op~ratio~. 
Each pipeline issues frequently used Instructions In 
a single clock. Together, the dual pipes can is~ue 
two integer instructions in one clock, or one floating 
pOint instruction (under certain circumstances, two 
floating-point instructions) in one clock. 

Branch prediction is implemented in the Pentium 
processors. To support this, Pentium processors im­
plement two prefetch buffers, one to· prefetch code 
in a linear fashion, and one that prefetches code 
according to the BTB so the needed code is almost 
always prefetched before 'it is needed for execution. 

The floating-point unit has been completely rede­
signed over the Intel486 CPU. Faster algorith~s p~o­
vide up to 10X speed-up for common operatlons'ln-
cluding add, multiply, and load. \ 
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Pentium processors include separate code and data 
caches integrated on-chip to meet performance 
goals. Each cache is 8 Kbytes in size, with a 32-byte 
line size and is 2-way set associative. Each cache 
has a dedicated Translation Lookaside Buffer (TLB) 
to translate linear addresses to physical addresses. 
The data cache is configurable to be write back or 
write through on a line-by-line basis and follows the 
MESI protocol. The data cache tags are triple ported 
to support two data transfers and an inquire eycle in 
the same clock. The code cache is an inherently 
write-protected cache. The code cache tags are 
also triple ported to support snooping and split line. 
accesses. Individual pages can be configured as 
cacheable or non-cacheable by software or hard­
ware. The caches can be enabled or disabled by 
software or hardware. 

The Pentium processors have increased the data 
bus to 64 bits to improve the data transfer rate. Burst 
read and burst write back cycles are supported by 
the Pentium processors. In addition, bus cycle pipe­
lining has been added to allow two bus cycles to be 
in progress simultaneously. The Pentium proces­
sors' Memory Management Unit contains optional 
extensions to the architecMe which allow 2-Mbyte 
and 4-Mbyte page sizes. 

The Pentium processors have added significant data 
integrity and error detection capability. Data parity 
checking is still supported on a byte-by-byte basis. 
Address parity checking, and internal parity checking 
features have been added along with a new excep­
tion, the machine check exception. In addition, 
the Pentium processors have implemented function­
al redundancy checking to provide maximum error . 

I 

detection of the processor and the interface to the 
processor. When functional redundancy checking is 
used, a second processor, the "checker" is used to 
execute in lock step with the "master" processor. 
The checker samples the master's outputs and com­
pares those values with the values it computes inter­
nally, and asserts an error Signal if a mismatch oc­
curs. 

As more and more functions are integrated on chip, 
the complexity of board level testing is increased. To 
address this, the Pentium processors have in­
creased test and debug capability. The Pentium 
processors implement IEEE Boundary Scan (Stan­
dard 1149.1). In addition, the Pentium processors 
have specified 4 breakpoint pins that correspond to 
each of the debug registers and externally indicate a 
breakpoint match. Execution tracing provides exter­
nal indications when an instruction has completed 
execution in either of the two internal pipelines, or 
when a branch has been taken. 

System Management Mode (SMM) has been imple­
mented along with some extensions to the SMM ar­
chitecture. Enhancements to the virtual 8086 mode 
have been made to increase performance byreduc­
ing the number of times it is necessary to trap to a 
virtual 8086 monitor. 

Figure 1 shows a block diagram of the Pentium proc­
essor (610\75, 735\90, 815\100). 

For Pentium Processor (610\75) designs which 
use the TCP package, Intel document 242323· 
001 must be referenced for correct TCP pinout, 
mechanical, thermal, and AC specifications. 
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P,ntlumTII Procellor (610\75 MHz, 735\90 MHz, 815\100 MHz) 
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Figure 1_ Pentium™ Processor Block Diagram 

The block diagram shows the two instruction pipe­
lines, the "u" pipe and the "v" pipe. The u-pipe can 
execute ail integer and floating point instructions. 
The v-pipe can execute simple integer instructions 
and the FXCH floating-point instructions. 

The separate caches are shown, the code cache 
and data cache. The data cache has two ports, one 
for each of the two pipes (the tags are triple ported 
to ail ow simultaneous inquire cycles). The data 
cache has a dedicated Translation Lookaside Buffer 
(TLB) to translate linear addresses to the physical 
addresses used by the data cache. 
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The code cache, branch target buffer and prefetch 
buffers are responsible for getting raw instructions 
into the execution units of the Pentium processor. 
Instructions are fetched from the code cache or 
from the external bus. Branch addresses are re­
membered by the branch target buffer. The code 
cache TLB translates linear addresses to physical 
addresses used by the code cache. 

The decode unit decodes the prefetched instruc­
tions so the Pentium processors can execute the 
instruction. The control ROM contains the micro­
code which controls the sequence of operations that 
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must be performed to implement the Pentium proc­
essor architecture. The control ROM unit has direct 
control over both pipelines. 

The Pentium processors contain a pipelined floating­
point unit that provides a significant floating-point 
performance advantage over previous generations 
of processors. 

The architectural features intrOduced in this chapter 
are more fully described in the Pentium™ Processor 
User's Manual. 

1.2 Pentlum™ Processor (610\75, 
735\90,815\100) 

In addition to the architecture described above for 
the Pentium processor family, the Pentium proces­
sot (610\75, 735\90, 815\100) has additional fea­
tures which are described in this section. 

The Pentium processor (610\75,735\90,815\100) 
offers higher performance and higher operating fre­
quencies than the Pentium processor (510\60, 
567\66). The 1oo-MHz version of the Pentium proc­
essor (610\75, 735\90, 815\ 100) offers core opera­
tion at 100 MHz, external bus interface at 66 MHz, 
and achieves an iCOMP index of 815, while the 

, 90-MHz version offers core operation at 90 MHz, ex­
ternal bus interface at 60 MHz, and achieves an 
iCOMP index of 735, and the Pentium processor 
(610\75, 735\90, 815\100) core operates at 
75 MHz and the external bus operates at 50 MHz. 

Symmetric dual proceSSing in a system is supported 
with two Pentium processors (610\75, 735\90, 
815\ 100). The two processors appear to the system 
as a single Pentium processor (610\75, 735\90, 
815\100). Operating systems with dual proceSSing 
support properly schedule computing tasks between 
the two procesSors. This scheduling of tasks is 
transparent to software applications and the end­
user. Logic built into the processors support a "glue­
less" interface for ea.sy system design. Through a 
private bus, the two Pentium processors (610\75, 
735\90, 815\100) arbitrate for the external bus and 
maintain cache coherency. Dual processing Is sup­
ported In a system only If both proces80rs are 
operating at Identical core and bus frequencles~ 
Within these restrictions, two processors of dif­
ferent stepplngs may operate together In a sys­
tem. 
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In this document, in order to distinguish between two 
Pentium processors (610\75, 735\90, 815\100) in 
dual processing mode, one CPU will be designated 
as the Primary processor with the other being the 
-Dual processor. Note that this is a different cOncept 
than that of "master" and "checker" processors de­
scribed above in the discussion on functional redun­
dancy. 

Due to the advanced 3.3V BiCMOS process that it is 
produced on, the Pentium processor (610\75, 
735\90, 815\100) dissipates less power than the 
Pentium processor (510\60,567\66). In addition to 
the SMM features described above, the Pentium 
processor (610\75, 735\90, 815\100) supports 
clock control. When the cloCk to the Pentium proc­
essor (610\75,735\90,815\100) is stopped, power 
dissipation is virtually eliminated. The combination of 
these improvements makes the Pentium processor 
(610\75, 735\90, 815\100) a good choice for ener­
gy-efficient desktop designs. 

Supporting an upgrade socket (Socket 5) in the sys­
tem will provide end-user upgradability by the addi­
tion of a Future Pentium OverDrive processor. Typi­
cal applications will realize a 40%-70% perform­
ance increase by addition of a Future Pentium 
OverDrive processor. 

The Pentium processor (610\75, 735\90, 815\100) 
supports fractional bus operation. This allows the in­
ternal processor core to operate at high frequencies, 
while communicating with the external bus at lower 
frequencies. The external bus frequency operates at 
a selectable one-half or two-thirds fraction of the in­
ternal core frequency. 

The Pentium processor (610\75, 735\90, 815\100) 
contains an on-chip Advanced Programmable Inter­
rupt Controller (API C). This APIC implementation 
supports multiprocessor interrupt management (with 
symmetric interrupt distribution across all proces­
sors), multiple 1/0 subsystem support, 8259A com­
patibility, and inter-processor interrupt support. 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) intel~ 
2.0 PINOUT 

2.1 Pinout and Pin Descriptions 

2.1.1 PENTIUMTMPRQCESSOR (610\75, 735\90, 815\100) PINOUT 
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Fl9.ure 2. Pentlum™ Processor (610\75,735\90,815\ 100) Pinout (Top Sld~ View) 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 
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Figure 3. Pentium™ Processor (610\75,735\90,815\ 100) (Pin Side View) 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

2.1.2 PIN CROSS REFERENCE TABLE FOR PENTIUMTI. PROCESSOR (~10\75, 735\90, 815\ 100) 

Table 1. Pin Cross Reference by Pin Name 

Address 

A3 AL35 A9 AK30 A15 AK26 A21 AF34 A27 AG33 
A4 AM34 A10 AN31 A16 AL25 A22 AH36 A28 AK36 
A5 . AK32 A11 AL~1 A17 AK24 A23 AE33 A29 AK34 
A6 AN33 A12 AL29 A18 AL23 A24 AG35 A30 AM36 
A7 AL33 A13 AK28 A19 AK22 A25 AJ35 A31 AJ33 
A8 AM32 A14 AL27 A20 AL21 A26 AH34 

Data 

00 K34 013 834 026 024 039 010 052 .E03 
01 G35 014 C33 027 C21 040 008 053 G05 
02 J35 015 A35 028 022 041 A05 054 E01 
03 G33 016 832 029 C19 042 E09 055 G03 
04 F36 017 C31 030 020 043 804 056 H04 
05 F34 018 A33 031 C17 .044 D06 057 J03 
06 E35 019 028 032 C15 045 C05 058 J05 
07 E33 020 830 P33 016 046 E07 059 K04 
08 034 021 C29 034 C13 047 C03 060 L05 
09 C37 022 A31 035 014 048 004 061 L03 
010 C35 023 026 036 C11 049 E05 062 M04 
011 836 024 C27 037 012 050 002 063 N03 
012 032 025 C23 038 C09 051 F04 
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,PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

Table 1. Pin Cross Reference by Pin Name (Contd.) 

Control 

A20M# AK08 BROYC# Y03 FLUSH# AN07 PEN# Z34 
AOS# AJ05 BREO AJ01 FRCMC# Y35 PMO/BPO 003 
AOSC# AM02 . BUSCHK# AL07 HIT# AK06 PM1/BP1 R04 
AHOLD V04 CACHE # U03 HITM# ALOS PROY AC05 
AP AK02 CPUTYP 035 HLOA AJ03 PWT AL03 
APCHK# AEOS O/C# AK04 HOLD AB04 RIS# AC35 
BEO# AL09 O/P# AE3S IERR# P04 RESET AK20 
BE1# AK10 OPO 036 IGNNE# AA35 SCYC AL17 
BE2# AL11 OP1 030 INIT AA33 SMI# AB34 
BE3# AK12 OP2 C25 INTR/LINTO A034 SMIACT# AG03 
BE4# AL13 OP3 018 INV U05 TCK M34 
BES# AK14 OP4 C07 KEN# WOS TOI N35 
BE6# AL1S OP5 F06 LOCK # AH04 TOO N33 
BE7# AK16 OP6 F02 M/IO# T04 TMS P34 
BOFF# Z04 OP7 N05 NA# YOS TRSH 033 
BP2 S03 EAOS# AM04 NMI/LlNT1 AC33 W/R# AM06 
BP3 S05 EWBE# W03 PCO AGOS WB/WT# AA05 
BROY# X04 FERR# 005 PCHK# AF04 

APIC Clock Control Dual Processor Private Interface 

PICCLK H34 CLK AK18 PBGNT# A004 
PICDO J33 [BF] Y33 PBREO# AE03 
[OPEN#] STPCLK# V34 PHIT# AA03 
PIC01 L35 PHITM# AC03 
[APICEN] 

I 2-89 



PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) intel® 
Table 1. Pin Cross Reference by Pin Name (Contd.) 

Vee 
A07 A19 1:;37 L33 S01 W01 AC01 AN09 AN21 
A09 A21 G01 L37 S37 W37 AC37 AN11 AN23 
A11 A23 G37 N01 T34 V01 AE01 AN13 AN25 
A13 A25 J01 N37 U01 V37 AE37 AN15 AN27 
A15 A27 J37 001 U33 AA01 AG01 AN17 AN29 
A17 A29 L01 037 U37 ' AA37 AG37 AN19 

Vss 
B06 B22 M02 U35 AB36 AM08 AM24 
B08 B24 M36 V02 AD02 AM10 AM26 
810 B26 P02 V36 AD36 AM12 AM28 
B12 B28 P36 X02 AF02 AM14 AM30 
B14 H02 R02 X36 AF36 AM16 AN37 
B16 H36 R36 Z02 AH02 AM18 
B18 K02 T02 Z36 AJ37 AM20 
B20 K36 T36 AB02 AL37 AM22 

NC/INC 

A03 C01 535 W35 
A37 R34 W33 X34 
B02 533 

2.2 Design Notes 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee. Unused ac­
tive HIGH inputs should be connected to GND. 

No Connect (NC) pins must remain unconnected. 
Connection of NC pins may result in component fail­
ure or incompatibility with processor steppings. 

2.3 Quick Pin Reference 

This section gives a brief functional description of 
each of the pins. For a detailed description, see the 
"Hardware Interface" chapter in the Pentium™ 
Processor User's Manual, Volume. 1. Note that all 
Input pins must meet their AC/DC speCifications 
to guarantee proper functional behavior. 
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AL01 AN01 AN05 
AL19 AN03 AN35 

The # symbol at the end of a signal name indicates 
that the active, or asserted state occurs when the 
signal is at a low voltage. When a # symbol is not 
present after the signal name, the signal is active, or 
asserted at the high voltage level. 

The following pins exist on the Pentium processor 
(510\60, 567\66) but have been removed from the 
Pentium processor (610\75,735\90,815\100): 

• IBT, IU .. IV, BTO-3 

The following pins become I/O pins when two 
Pentium processors (610\75, 735\90, 815\100) are 
operating in a dual processing environment: 

• AD5#, CACHE#, HIT#, HITM#, HLDA#, 
LOCK#, M/IO#, D/C#, W/R#, 5CVC 
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PENTIUM~M PROCESSOR (610\75, 735\90, 815\ 100) 

Table 2. Quick Pin Reference 

Symbol Type· , Name and Function 

A20M# I When the address bit 20 mask pin is asserted, the Pentium processor (610\ 75, 
735\90,815\ 100) emulates the address wraparound at 1 Mbyte which occurs on 
the 8086. When A20M# is asserted, the Pentium processor (610\75, 735\90, 
815\ 100) masks physical address bit 20 (A20) before performing a lookup to the 
internal caches or-driving a memory cycle on the bus. The effect of A20M # is 
undefined in protected mode. A20M# must be asserted only when the processor is 
in real mode. 

A20M# is internally masked by the Pentium processor (610\75, 735\90, 815\ 100) 
when configured as a Dual processor. 

A31-A3 1/0 As outputs, the address lines of the processor along with the byte enables define 
the physical area of memory or 1/0 accessed. The external system drives the 
inquire address to the processor on A31-A5. 

ADS# 0 The address status indicates that a new valid bus cycle is currently being driven 
by the Pentium processor (610\75,735\90,815\ 100). 

ADSC# 0 ADSC # is functionally identical to ADS # . 

AHOLD I In response to the assertion of address hold, the Pentium processor (610\ 75, 
735\90,815\ 100) will stop driving the address lines (A31-A3), and AP in the next 
clock. The rest of the bus will remain active so data can be returned or driven for 
previously issued bus cycl~s. 

AP 1/0 Address parity is driven by the Pentium processor (610\75, 735\90, 815\ 100) 
with even parity information on all Pentium processor (610\75,735\90,815\ 100) 
generated cycles in the same clock that the address is driven. Even parity must be 
driven back to the Pentium processor (610\75,735\90,815\ 100) during inquire 
cycles on this pin in the same clock as EADS# to ensure that correct parity check 
status is indicated by the Pentium processor (610\75, 735\90, 815\ 100). 

APCHK# 0 The address parity check status pin is asserted two clocks after EADS # is 
sampled active if the Pentium processor (610\75, 735\90, 815\ 100) has detected 
a parity error on the address bus during inquire cycles. APCHK# will remain active 
for one clock each time a parity error is detected (including during dual processing 
private snooping). 

[APIC\=Nl I Advanced Programmable Interrupt Controller Enable is a new pin that enables 
PICD1 or disables the on-Chip APIC interrupt controller. If sampled high at the falling edge 

of RESET, the APIC is enabled. APICEN shares a pin with the Programmable 
Interrupt Controller Data 1 signal. 

BE7#-BE5# 0 The byte enable pins are used to determine which bytes must be written to 
BE4#-BEO# 1/0 external memory, or which bytes were requested by the CPU for the current cycle. 

The byte enables are driven in the same clock as the address lines (A31-3). 

Unlike the Pentium processor (510\60,567\66), the lower 4-byte enables (BE3#-
BEO#) are used on the Pentium processor (610\75,735\90,815\ 100) as APIC 10 
inputs and are sampled at RESET. After RESET, these behave exactly like the 
Pentium processor (510\60, 567\66) byte enables. 

In dual processing mode, BE4# is used as an input during Flush cycles. 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

Table 2. Quick Pin Reference (Contd.) 

Symbol Type' Name and Function 

[BF} I Bus Frequency determines the bus-to-core frequency ratio. BF is sampled at 
RESET, and cannot be changed until another non-warm (1 ms) assertion of RESET. 
Additionally, BF must not change values while RESET is active. For proper 
operation of the Pentium processor (610\75, 735\90, 815\ 100) this pin should be 
strapped high or low. When BF is strapped to Vee, the.processor will operate at a 
2/3 bus/core frequency ratio. When BF is strapped to Vss, the processor will 
operate at a 1/2 bus/core frequency ratio. If BF is left floating, the Pentium 
processor (610\75,735\90,815\ 100) defaults to a 2/3 bus ratio. Note that core 
operation at either 75 MHz or 90 MHz does not allow 1/2 bus/core frequency. 

BOFF# I The backoff input is used to abort all outstanding bus cycles that have not yet 
completed. In response to BOFF#, the Pentium processor (610\75,735\90, 
815\ 100) will float all pins normally floated during bus hold in the next.clock. The 
processor remains in bus hold until BOFF # is negated, at which time the Pentium 
processor (610\75,735\90,815\ 109) restarts the aborted bus cycle(s) in their 
entirety. 

BP[3:2] 0 The breakpoint pins (BP3-0) correspond to the debug registers, OR3-0RO. These 
PM/BP[1:0] pins externally indicate a breakpoint match when the debug registers are 

programmed to test for breakpoir')t matches. 

BP1 and BPO are multiplexed with the performance monitoring pins (PM1 and 
PMO). The PB1 and PBO bits in the Debug Mode Control Register determine if the 
pins are configured as breakpoint or performance monitoring pins. The pins come 
out of RESET configured for performance monitoring: 

BROY# I, The burst ready input indicates that the external system has presented valid data 
on the data pins in response to a fead or that the external system has accepted the 

. Pentium processor (610\75,735\90,815\ 100) data in response to a write request. 
This signal is sampled in the T2, T12 and T2P bus states. 

BROYC# I This signal has the same functionality as BROY#. 

BREQ 0 The bus request output indicates to the external system that the Pentium processor 
(610\ 75, 735\90, 815\ 100) has internally generated a bus request. This signal is 
always driven whether or not the Pentium processor (610\75,735\90,815\ 100) is 
driving its bus. 

BUSCHK# I The bus check input allows the system to signal an unsuccessful completion'tlf a 
bus cycle. If this pin is sampled active, the Pentium processor (610\75,735\90, 
815\ 1 00) will latch the address and control signals in the machine check registers. 
If, in addition, the MCE bit in CR4 is set, the Pentium processor (610\75,735\90, 
815\ 100) will vector to the machine check exception. 

CACHE# 0 For Pentium processor (610\ 75,735\90,815\ 100)-initiated cycles the cache pin 
indicates internal cacheability of the cycle (if a read), and indicates a burst write 
back cycle (if a write). If this pin is driven inactive during a read cycle, the Pentium 
processor (610\75,735\90,815\ 100) will not cache the returned data, regardless 
of the state of the KEN # pin. This pin is also used to determine the cycle length 
(number of transfers in the cycle). 
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PENTIUMTM PROCESSOR (610\ 75, 735\90, 815\ 100) 

Table 2. Quick Pin Reference (Contd.) 

Symbol Type· Name and Function 

CLK I The clock input provides the fundamental timing for the Pentium processor (610\ 75, 
735\90, 815\ 1 00). Its frequency is the operating frequency of the Pentium processor 
(610\ 75,735\90,815\ 100) external bus, and requires TIL levels. All external timing 
parameters except TDI, TOO, TMS, TRST #-, and PICDO-1 are specified with respect to 
the rising edge of CLK. 

NOTE: 
It Is recommended that ClK begin toggling within 150 ms after Vee reaches Its 
proper operating level. This recommendation Is only to ensure long·term 
reliability of the device. ' 

CPUTYP I CPU type distinguishes the Primary processor from the Dual processor. In a Single 
processor environment, or when the Pentium processor (610\75, 735\90, 815\ 100) is 
acting as the Primary processor in a dual processing system, CPUTYP should be 
strapped to Vss. The Dual processor should have CPUTYP strapped to Vee. For the 
Future Pentium OverDrive processor, CPUTYP will be used to determine whether the 
bootup handshake protocol will be used (in a dual socket system) or not (in a single 
socket system). 

D/C#- Q The data/code output is one of the primary bus cycle definition pins. It is driven valid 
in the same clock as the ADS#- signal is asserted. D/C#- distinguishes between data 
and code or special cycles. 

DIP#- 0 The duallprlmary processor indication. The Primary processor drives this pin low 
when it is driving the bus, otherwise it drives this pin high. DIP" is always driven. 
DIP#- can be sampled for the current cycle with ADS#- (like a status pin). This pin is 
defined only on the Primary processor. 

063-00 1/0 These are the 64 data lines for the processor. Unes 07-00 define the least significant 
byte of the data bus; lines 063-056 define the most significant byte of the data bus. 
When the CPU is driving the data lines, they are driven during the T2, T12, or T2P 
clocks for that cycle. During reads, the CPU samples the data bus when BRDY #- is 
returned. 

DP7-DPO 1/0 These are the data parity pins for the processor. There is one for each byte of the 
data bus. They are driven by the Pentium processor (610\75, 735\90, 815\ 100) with 
even parity information on writes in the same clock as write data. Even parity 
information must be driven back to the Pentium processor (610\75,735\90,815\ 100) 
on these pins in the same clock as the data to ensure that the correct parity check 
status is indicated by the Pentium processor (610\75, 735\90, 815\ 100). DP7 applies 
to 063-56, DPO applies to 07-0. 

I 

[OPEN#-] I/O Dual processing enable is an output of the Dual processor and an input of the 
PICDO Primary processor. The Dual processor drives OPEN #- low to the Primary processor at 

RESET to indicate that the Primary processor should enable dual processor mode. 
OPEN #- may be sampled by the system at the falling edge of RESET to determine if 
Socket 5 is occupied. OPEN #- shares a pin with PICDO. 

EADS#- I This signal indicates that a valid external address has been driven onto the Pentium 
processor (610\75, 735\90, 815\ 100) address pins to be used for an inquire cycle. 

EWBE#- I The external write buffer empty input, when inactive (high), indicates that a write 
cycle is pending in the external system. When the Pentium processor (610\75, 
735\90,815\100) generates a write, and EWBE#- is sampled inactive, the Pentium 
processor (610\75,735\90, 815\ 100) will hold off all subsequent writes to all E- or 
M-state lines in the data cache until all write cycles have completed, as indicated by 
EWBE #- being active. 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) infel® 
Table 2. Quick Pin Reference (Contd.) 

Symbol Type· Name and Function 

FERR# 0 The floating point error, pin is driven active when an unmasked floating pOint error 
occurs. FERR # is similar to the ERROR # pin on the Intel387TM math coprocessor. 
FERR # is included for compatibility with systems using DOS type floating point error 
reporting. FERR # is never driven active by the Dual prooessor. 

FLUSH # I When asserted, the cache flush input forces the Pentium processor (610\75,735\90, 
815\ 1 00) to write back all modified lines in the data cache and invalidate its internal 
caches. A Flush Acknowledge special cycle will be generated by the Pentium 
processor (610\75, 735\90, 815\ 100) indicating completion of the write back and 
invalidation. 
If FLUSH # is sampled low when RESET transitions from high to low, tristate test 
mode is entered. 
If two Pentium processors (610\~5, 735\90, 815\ 100) are operating in dual 
processirlg mode in a system and FLUSH # is asserted, the Dual processor will 
perform a flush first (without a flush acknowledge cycle), then the Primary processor 
will perform a flush followe~ by a flush acknowledge cycle. 

FRCMC# I The functional redundancy checking master/checker mode input is used to 
determine whether the Pentium processor (610\75, 735\90, 815\ 1 00) is configured in 
master mode or checker mode. When'configured as a master, the Pentium processor 
(~10\75, 735\90, 815\ 100) drives its output pins as required by the bus protocol. 
When ,configured as a checker, the Pentium processor (610\ 75, 735\90, 815\ 100) 
tristates all outputs (except IERR# and TOO) and samples the output pins. 
The configuration as ~ master/checker is set after RESET and may not be changed 
other than by a subsequent RESET. 

HIT# 0 The hit indication is driven to reflect the outcome of an inquire cycle. If an inquire cycle 
hits a valid line in either the Pentium processor (610\75, 735\90, 815\ 100) data or 
instruction cache, this pin is asserted two clocks after EAOS# is sampled asserted. If 
the inquire cycle misses the Pentium processor (610\ 75, 735\90, 815\ 100) cache, 
this pin is negated two clocks after EAOS #. This pin changes its value only as a result 
of an inquire cycle and retains its value between the cycles. 

HITM# 0 The hit to a modified line output is driven to reflect the outcome of an inquire cycle. It 
is asserted after inquire cycles which resulted in a hit to a modified line in the data 
cache. It is used to inhibit another bus master from acceSSing the data until the line is 
completely written back. 

HLDA 0 The bus hold acknowledge pin goes active in response to a hold request driven to 
the processor on the HOLD pin. It indicates that the Pentium processor (610\ 75, 
735\90, 815\ 1 00) has floated most of the output pins and relinquished the bus to 
another local bus master. When leaving bus hold, HLDA will be driven inactive and the 
Pentium processor (610\ 75, 735\90, 815\ 1 00) will resume driving the bus. If the 
Pentium processor (610\ 75, 735\90, 815\ 1 00) has a bus cycle pending, it will be 
driveh in the same clock that HLOA is de-asserted. 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

Table 2. Quick Pin Reference (Contd.) 

Symbol Type· Name and Function 

HOLD I In response to the bus hold request, the Pentium processor (610\75,735\90, 
815\100) will float most of its output and input/output pins and assert HLDA after 
completing all outstanding bus cycles. The Pentium processor (610\75, 735\90, 
815\ 100) will maintain its bus in this state until HOLD is de-asserted. HOLD is not 
recognized during LOCK cycles. The Pentium processor (610\75,735\90, 
815\ 1 00) will recognize HOLD during reset. 

IERR# 0 The internal error pin is used to indicate two types of errors, internal parity errors 
and functional redundancy errors. If a parity error occurs on a read from an internal 
array, the Pentium processor (610\75, 735\90, 815\ 100) will assert the IERR# pin 
for one clock and then shutdown. If the Pentium processor (610\75, 735\90, 
815\ 1 00) is configured as a checker and a mismatch occurs between the value 
sampled on the pins and the corresponding value computed internally, the Pentium 
processor (610\75,735\90,815\ 100) will assert IERR# two clocks after the 
mismatched value is returned. 

IGNNE# I This is the Ignore numeric error input. This pin has no effect when the NE bit in 
CRO is set to 1. When the CRO.NE bit is 0, and the IGNNE# pin is asserted, the 
Pentium processor (610\75, 735\90, 815\ 100) will ignore any pending unmasked 
numeric exception and continue executing floating-point instructions for the entire 
duration that this pin is asserted. When the CRO.NE bit is 0, IGNNE# is not 
asserted, a pending unmasked numeric exception exists (SW.ES = 1), and the 
floating point instruction is one of FINIT, FCLEX, FSTENV, FSAVE, FSTSW, 
FSTCW, FENI, FDISI, or FSETPM, the Pentium processor (610\75, 735\90, 
815 \ 100) will execute the instruction in spite of the pending exception. When the 
CRO.NE bit is 0, IGNNE# is not asserted, a pending unmasked numeric exception 
exists (SW.ES = 1), and the floating-point instruction is one other than FINIT, 
FCLEX, FSTENV, FSAVE, FSTSW, FSTCW, FENI, FDISI, or FSETPM, the Pentium 
processor (610\75,735\90,815\ 100) will stop execution and wait for an external 
interrupt. 

IGNNE# is internally masked when the Pentium processor (610\75, 735\90, 
815\ 100) is configured as a Dual processor. 

INIT I The Pentium processor (610\75,735\90, 815\ 100) initialization input pin forces 
the Pentium procesSor (610\75,735\90,815\ 100) to begin execution in a known 
state. The processor state after INIT is the same as the state after RESET except 
that the internal caches, write buffers, and floating point registers retain the values 
they had prior to INIT. INIT may NOT be used in lieu of RESET after power-up. 

If INIT is sampled high when RESET transitions from high to low, the Pentium 
processor (610\75, 735\90, 815\ 100) will perform bu1lt-in self test prior to the start 
of program execution. 

INTR/LINTO 1 An active maskable interrupt input indicates that an external interrupt has been 
generated. If the IF bit in the EFLAGS register is set, the Pentium processor 
(610\ 75, 735\90, 815\ 100) will generate two locked interrupt acknowledge bus 
cycles and vector to an interrupt handler after the current instruction execution is 
completed. INTR must remain active until the first interrupt acknowledge cycle is 
generated to assure that the interrupt is recognized. 

If the local APIC is enabled, this pin becomes local interrupt O. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type" Name and Function 

INV I The Invalidation input determines the final cache line state (S or I) in case of an 
inquire cycle hit. It is sampled together with the address for the inquire cycle in the 
clock EADS # is sampled active. 

KEN# I The cache enable pin is used to determine whether the current cycle is cacheable 
or not and is consequently used to determine cycle length. Whe n the Pentium 
processor (610\75, 735\90, 815\ 100) generates a cycle that can be cached. 
(CACHE # asserted) and KEN # Is active, the cycle will be transformed into a burst 
line fill cycle. 

LlNTO/INTR I If the APIC is enabled, this pin is local Interrupt O. If the APIC is disabled, this pin is 
Interrupt. 

LlNT1/NMI I If the APIC is enabled, this pin is local Interrupt 1. If the APIC is disabled, this pin is 

I 
non-maskable interrupt. 

LOCK# 0 The bus lock pin indicates that the current bus cycle is locked. The Pentium 
processor (610\75,735\90,815\100) will not allow a bus hold when LOCK# is 
asserted (but AHOLD and BOFF# are allowed). LOCK# goes active Tn the first 
clock of the first locked bus cycle and goes inactive after the BRDY # is returned for 
the. last locked bus cycle. LOCK # is guaranteed to be de-asserted for at least one 
clock between back-to-back locked cycles. 

M/IO# 0 The memoryllnput-output is one 0 f the primary bus cycle definition pins. It is 
driven valid in the same clock as the ADS# signal is asserted. M/IO# distinguishes 
between memory and 110 cycles. 

NA# I An active next address input indicates that the external memory system is ready to 
accept a new bus cycle although all data transfers for the current cycle have not yet 
completed. The Pentium processor (610\75, 735\90, 815\ 100) will issue ADS# for 
a pending cycle two clocks after NA # is assElrted. The Pen tium processor (610\ 75, 
735\90,815\ 100) supports up to 2 outstanding bus cycles. 

NMI/LlNT1 I The non-maskable interrupt request signal indicates that an external non-
maskable interrupt has been generated. 

If the local APIC is enabled, this pin becomes local interrupt 1. 

PBGNT# 1/0 Private bus grant is the grant line that is used when two Pentium processors 
(610\75,735\90,815\ 100) are configured in dual processing mode, in order to . 
perform private bus arbitration. PBGNT # should be left unconnected if only one 
Pentium processor (610\75,735\90,815\ 100) exists in a system. 

PBREQ# 1/0 Private bus request is the request line that is used when two Pentium processors 
(610\ 75, 735\90, 815\ 100) are configured in dual processing mode, in order to 
perform private bus arbitration. PBREQ# should be left unconnected if only one 
Pentium processor (610\75,735\90,815\ 100) exists in a system. 

PCD 0 The page cache disable pin reflects the state of the PCD bit in CR3, the Page 
Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an 
external cacheability indication on a page by page basis. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type· Name and Function 

PCHK# 0 The parity check output indicates the result of a parity check on a data read. It is 
driven with parity status two clocks after BRDY# is returned. PCHK# remains low 
one clock for each clock in which a parity error was detected. Parity is checked only 
for the bytes on which valid data is returned. 

When two Pentium processors (610\75, 735\90, 815\ 100) are operating in dual 
processing mode, PCHK# may be driven two or three clocks after BRDY # is 
returned . 

PEN# I . The parity enable input (along with CR4.MCE) determines whether a machine 
check exception will be taken as a result of a data parity error on a read cycle. If this 
pin is sampled active in the clock a data parity error is detected, the Pentium 
processor (610\75, 735\90, 815\ 100) will latch the address and control signals of 
the cycle with the parity error in the machine check registers. If, in addition, the 
machine check enable bit in CR4 is set to "1", the Pentium processor (610\75, 
735\90,815\ 100) will vector to the machine check exception before the beginning 
of the next instruction. 

PHIT# I/O Private hit is a hit indication used when two Pentium processors (610\75, 735\90, 
815\ 100) are configured in dual processing mode, in order to maintain local cache 
coherency. PH IT # should be left unconnected if only one Pentium processor 
(610\75,735\90,815\ 100) exists in a system. 

PHITM# I/O Private modified hit is a hit indic~tion used when two Pentium processors (610\75, 
735\90,815\ 100) are configured in dual processi,ng mode, in order to maintain local 
cache coherency. PHITM # should be left unconnected if only one Pentium 
processor (610\75,735\90,815\ 100) exists in a system. 

PICCLK I The APIC interrupt controller serial data bus clock is driven into the programmable 
interrupt controller clock input of the Pentium processor (610\ 75, 735\90, 
815\100). 

PICDO-1 I/O Programmable interrupt controller data lines 0-1 of the Pentium processor 
[DPEN#] (610\75,735\90,815\ 100) comprise the data portion of the APIC 3-wire bus. They 
[APICEN] are open-drain outputs that require external pull-up resistors. These signals share 

pins with DPEN# and APICEN. 

PM/BP[1:0] 0 These pins function as part of the performance monitoring feature. 

The breakpoint 1-0 pins are multiplexed with the performance monitoring 1-0 pins. 
The PB1 and PBO bits in the Debug Mode Control Register determine if the pins are 
configured as breakpoint or performance monitoring pins. The pins come out of 
RESET configured for performance monitoring. 

PRDY 0 The probe ready output pin indicates that the processor has stopped normal \ 
execution in response to the R/S# pin going active, or Probe Mode being entered. 

PWT 0 The page write through pin reflects the state of the PWT bit in CR3, the page 
directory entry, or the page table entry. The PWT pin is used to provide an external 
write back indication on a page-by-page basis. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type' Name and Function 

R/S# I The run/stop input is an asynchronous, edge-sensitive interrupt used to stop the 
normal execution of the processor and place it into an idle state. A high to low 
transition on the R/S# pin will interrupt the processor and cause it to stop execution 
at the next instruction boundary. 

RESET I RESET forces the Pentium processor (610\ 75, 735\90, 815\ 100) to begin execution 
at a known state. All the Pentium processor (610\ 75, 735\90, 815\100) internal 
caches will be invalidated upon the RESET. Modified lines in the data cache are not 
written back. FLUSH #, FRCMC# and INIT are sampled when RESET transitions 
from high to low to determine if tristate test mode or checker mode will be entered, or 
if BIST will be run. 

SCVC 0 The split cycle output is asserted during misaligned LOCKed transfers to indicate 
that more than two cycles will be locked together. This signal is defined for locked 
cycles only. It is undefined for cycles which are not locked. 

SMI# I The system management interrupt causes a system management interrupt request 
to be latched internally. When the latched SMI # is recognized on an instruction 
boundary, the processor enters System Management Mode. 

SMIACT#. 0 An active system management interrupt active output indicates that the processor 
is operating in System Management Mode. 

STPCLK# I Assertion of the stop clock input signifies a request to stop the internal clock of the 
Pentium processor (6'10\ 75,735\90,815\ 100) thereby causing the core to consume 
less power. When the CPU recognizes STPCLK #, the processor will stop execution 
on the next instruction boundary, unless superseded by a higher priority interrupt, and 
generate a stop grant acknowledge cycle. When STPCLK # is asserted, the Pentium 
processor (610\75, 735\90, 815\ 1 00) will still respond to interprocessor and external 
snoop requests. 

TCK I The testability clock input provides the clocking function for the Pentium processor 
(610\75,735\90,815\ 100) boundary scan in accordance with the IEEE Boundary 
Scan interface (Standard 1149.1). It is used to clock state information and data into 
and out ofthe Pentium processor (610\75,735\90,815\ 100) during boundary scan. 
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Table 2. Quick Pin Reference (Contd.) 

Symbol Type" Name and Function 

TDI I The test data Input is a serial input for the test logic. TAP instructions and data are 
shifted into the Pentium processor (610\ 75, 735\90, 815\ 100) on the TOI pin on the 
rising edge of TCK when the TAP controller is in an appropriate state. 

TOO 0 The test data output is a serial output of the test logic. TAP instructions and data are 
shifted out of the Pentium processor (610\ 75,735\90,815\ 100) on the TOO pin on 
TCK's falling edge when the TAP controller is in an appropriate state. 

TMS I The value of the test mode select input signal sampled at ~he rising edge of TCK 
controls the sequence of TAP controller state changes. 

TRST# I When asserted, the test reset input allows the TAP controller to be asynchronously 
initialized. 

Vcc I The Pentium processor (610\75,735\90,815\ 100) has 53 3.3V power inputs. 

Vss I The Pentium processor (610\ 75,735\90,815\ 100) has 53 ground inputs. 

W/R# 0 Write/read is one of the primary bus cycle definition pins. It is driven valid in the same 
clock as the AOS # signal is asserted. W /R # distinguishes between write and read 
cycles. 

WB/WT# I The write back/write through input allows a data cache line to be defined as write 
back or write through on a line-by-line basis. As a result, it determines whether a 
cache line is initially in the S or E state in the data cache. 

• The pins are classified as Input or Output based on their function in Master Mode. See the Functional Redundancy Check­
ing section in the "Error Detection" chapter of the Pentium™ Processor User's Manual, Vol. 1, for further information. 
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2.4 Pin Reference Tables 
Table 3. Output Pins 

Name Active Level When Floated 

ADS#* Low Bus Hold, BOFF # 

ADSC# Low Bus Hold, BOFF # 

APCHK# Low 

BE7#-BE5# Low Bus Hold, BOFF # 

BREQ High 

CACHE#* Low Bus Hold, BOFF# 

D/P#*' n/a 

FERR#'* Low 

HIT#' Low 

HITM#* Low 

HLDA' High 

IERR# Low 

LOCK#* Low Bus Hold, BOFF # 

M/IO#*, D/C#*, W/R#* n/a Bus Hold, BOFF # 

PCHK# Low \ 

BP3-2, PM1 IBP1, PMO/BPO . High 

PRDY High 

PWT, PCD High Bus Hold, BOFF # 

SCYC' High Bus Hold, BOFF # 

'SMIACT# Low 

TOO n/a All states except Shift-DR and Shift-IR 

NOTES: 
All output and input/output pins are floated during tristate test mode and checker mode (except IERR#) . 
• These are I/O signals when two Pentium processors (610\75,735\90,815\100) are operating in dual processing mode . 
•• These signals are undefined when the CPU is configured as a Dual Processor. 
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Table 4. Input Pins 

Name Active Level 
Synchronousl 

Internal resistor Qualified 
Asynchronous 

A20M#* Low Asynchronous 

AHOLD High Synchronous 

BF High Synchronous/RESET Pullup 

BOFF# Low Synchronous 

BRDY# Low Synchronous Bus State T2, T12, T2P 

BRDYC# Low Synchronous Pullup Bus State T2, T12, T2P 

BUSCHK# Low Synchronous Pullup BRDY# 

CLK n/a 

CPUTYP High Synchronous/RESET 

EADS# Low Synchronous 

EWBE# Low Synchronous BRDY# 

FLUSH # Low Asynchronous 

FRCMC# Low Asynchronous 

HOLD High Synchronous 

IGNNE#* Low Asynchronous 

INIT High Asynchronous 

INTR High Asynchronous 

INV High Synchronous EADS# 

KEN# Low Synchronous First BRDY#/NA# 

NA# Low Synchronous Bus State T2,TD,T2P 

NMI High Asynchronous 

PEN# Low Synchronous BRDY# 

PICCLK High Asynchronous Pullup 

RIS# nla Asynchronous Pullup 

RESET High Asynchronous 

SMI# Low Asynchronous Pullup 

STPCLK# LOIN Asynchronous Pullup 

TCK n/a Pullup 

TDI n/a Synchronous/TCK Pullup TCK 

TMS n/a Synchronous/TCK Pullup TCK 

TRST# Low Asyncl'ironous Pullup 

WB/WT# n/a Synchronous First BRDY#/NA# 

* Undefined when the CPU IS configured as a Dual processor. 
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Table 5. Input/Output Pins 

Name 
Active 

When Floated 
Qualified Internal 

Level (when an input) Resistor 

A31-A3 n/a Address hold, Bus Hold, BOFF # EADS# 

AP n/a Address hold, Bus Hold, BOFF # EADS# 

BE4#-BEO# Low Address hold, Bu,s Hold, BOFF # RESET Pulldown* 

D63-DO n/a Bus Hold, BOFF # BRDY# 

DP7"DPO n/a Bus Hold, BOFF # BRDY# 

PICDO[DPEN #] Pullup 

PICD1 [APICEN] Pulldown 

NotES: 
All output and input/output pins are floated during tristate test mode (except TOO) and checker mode (except IERR# and 
TOO) . 
• BE3#-BEO# have Pulldowns during RESET only. 

Table 6. Inter-Processor I/O Pins 

Name Active Level Internal Resistor 

PHIT# Low Pullup 

PHITM# Low Pull up 

PBGNT# Low Pullup 

PBREQ# Low Pullup 

NOTE: 
For proper inter-processor operation, the system cannot load these signals. 
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2.5 Pin Grouping According to Function 

Table 7 organizes the pins with respect to their function. 

Table 7. Pin Functional Grouping 

Function Pins 

Clock ClK 

Initialization RESET,INIT 

Address Bus A31-A3, BE7#-BEO# 

Address Mask A20M# 

Data Bus D63-DO 

Address Parity AP,APCHK# 

APIC Support PICClK, PICDO-1 

Data Parity DP7-DPO, PCHK#, PEN# 

Internal Parity Error IERR# 

System Error BUSCHK# 

Bus Cycle Definition MIIO#, D/C#, W/R#, CACHE#" SCYC, lOCK# 

Bus Control , ADS#,ADSC#,BRDY#,BRDYC#,NA# 

Page Cacheability PCD,PWT 

Cache Control KEN #, WB/WT # 

Cache Snooping/Consistency AHOlD, EADS#, HIT#,HITM#, INV 

Cache Flush FlUSH# 

Write Ordering EWBE# 

Bus Arbitration BOFF#,BREQ,HOlD,HlDA 

Dual Processing Private Bus Control PBGNT#, PBREQ#, PHIT#, PHITM# 

Interrupts INTR,NMI 

Floating Point Error Reporting FERR #, IGNNE # 

System Management Mode SMI #, SMIACT # 

Functional Redundancy Checking FRCMC# (IERR#) 

TAP Port TCK, TMS, TOI, TOO, TRST# 

Breakpoint/Performance Monitoring PMO/BPO, PM1/BP1, BP3-2 

Power Management STPClK# 

Miscellaneous Dual Processing 
~ 

CPUTYP, D/P# 

Probe Mode RIS#, PRDY 
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3.0 ELECTRICAL SPECIFICATIONS 

This section describes the electrical differences be­
tween the Pentium processor (510\60,567\66) and 
the Pentium processor (610\75, 735\90,815\100), 
and the DC and AC specifications. 

3.1 Electrical Differences Between 
Pentium™ Processor (610\75, 
735\90,815\ 100) and Pentium™ 
Processor (510\60, 567\66) 

Pentium™ Processor Difference in 
(510\60, 567\66) Pentium™ Processor 

Electrical (610\75,735\90, 
Cl:laracterlstlc 815\100) 

5V Power Supply 3.3V Power Supply· 

5V TTL Inputs/Outputs 3.3V Inputs/Outputs 

Pentium processor Pentium processor 
(510\60,567\66) Buffer (610\75,735\90, 
Models 815\ 1 00) Buffer Models 

• The upgrade socket specifies two 5V inputs (section 
6.0.). 

The sections that follow will briefly point out some 
ways to design with these electrical differences. 

3.1.1 3.3V POWER SUPPLY 

The Pentium processor (610\75,735\90,815\100) 
has all Vee 3.3V inputs. By connecting all Pentium 
processor (510\60, 567\66) Vee inputs to a com­
mon and dedicated power plane, that plane can be 
converted to 3.3V for the Pentium processor 
(610\75,735\90,815\100). 

The CLK and PICCLK inputs can tolerate a 5V input 
signal. This allows the Pentium processor (610\75, 
735\90, 815\ 100) to use 5V or 3.3V clock drivers. 

3.1.2 3.3V INPUTS AND OUTPUTS 

The inputs and outputs of the Pentium processor 
(610\75, 735\90, 815\100) are 3.3V JEDEC stan­
dard levels. Both inputs and outputs are also TTL­
compatible, although the inputs cannot tolerate volt­
age swings above the 3.3V VIN max. 

For Pentium processor (610\75,735\90,815\100) 
outputs, if the Pentium processor (510\60, 567\66) 
system support components use TTL-compatible in­
puts, they will interface to the Pentium processor 
(610\75,735\90,815\100) without extra logic. This 

2-104 

is because the Pentium processor (610\75, 735\90, 
815\100) drives according to the 5V TTL specifica-
tion (but not beyond 3.3V). -

For Pentium processor (610\75,735\90,815\100) 
inputs, the voltage must not exceed the 3.3V VIH3 
maximum specification. System support compo­
nents can consist of 3.3V devices or open-collector 
devices. 3.3V support components may interface to­
the Pentium processor (510\60,567\66) since they 
typically meet 5V TTL specifications. In an open-col­
lector configuration, the external resistor may be bi­
ased with the CPU Vee; as the CPU's Vee changes 
from 5V to 3.3V, so does this signal's maximum 
drive. 

The CLK and PICCLK inputs of the Pentium proces­
sor (610\75,735\90,815\100) are 5V tolerant, so 
they are electrically identical to the Pentium proces­
sor (510\60, 567\66) clock input. This allows a 
Pentium processor (510\60,567\66) clock driver to 
drive the Pentium processor (610\75, 735\90, 
815\ 100). 

All pins, other than the CLK and PICCLK inputs, are 
3.3V-only. If an 8259A interrupt controller is used, 
for example, the system must provide level convert­
ers between the 8259A and the Pentium processor 
(610\75,735\90,815\100). 

3.1.3 3.3V PENTIUMTM PROCESSOR (610\75, 
735\90, 815\ 100) BUFFER MODELS 

The structure of the buffer models of the Pentium 
processor (610\75, 735\90, 815\ 100) are the same 
as those. of the Pentium processor (510\60, 
567\66), but the values of the components change 
since the Pentium processor (610\75, 735\90, 
815\ 100) buffers are 3.3V buffers on a different pro­
cess. 

Despite this difference, the simulation results of 
Pentium processor (610\75, 735\90, 815\100) buff­

. ers and Pentium processor (510\60, 567\66) buff­
ers look nearly identical. Since the OpF AC specifica­
tions of the Pentium processor (610\75, 735\90, 
815\100) are derived from the Pentium processor 
(510\60,567\66) specifications, the system should 
see little difference between the AC behavior of the 
Pentium processor (610\75, 735\90, 815\100) and 

. the Pentium processor (510\60, 567\66). 

To meet specifications, simulate the AC timings with 
Pentium processor (610\75,735\90,815\100) buff­
er models. Pay special attention to the new signal 
quality restrictions imposed by 3.3V buffers. 
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3.2 Absolute Maximum Ratings 

The values listed below are stress ratings only. 
Functional operation at the maximums is not implied 
or guaranteed. Functional operating conditions are 
given in the AC and DC specification tables. 

Extended exposure to the maximum ratings may af­
fect device reliabitity. Furthermore, although the 
Pentium processor (610\75,735\90,815\100) con­
tains protective circuitry to resist damage from static 
electric discharge, always take precautions to avoid 
high static voltages or electric fields. 

Case temperature under bias ...... - 65·C to 11 O·C 

Storage temperature ............. - 65·C to 150·C 

3V Supply voltage 
with respectto Vss ............ -0.5V to + 4.6V 

3V Only Buffer DC Input Voltage 
-0.5V to Vcc + 0.5; not to exceed VCC3 max(2) 

5V Safe Buffer 
DC Input Voltage ............ -0.5V to 6.5V(1,3) 

NOTES: 

1. Applies to ClK and PICCLK. 

2. Applies to all Pentium processor (610\75, 
735\90, 815\100) inputs except ClK and 
PICClK. ' 

3. See overshoot/undershoot transient spec. 

* WARNING: Stressing the device beyond the '~b­
solute Maximum Ratings" may cause permanent 
damage. These are stress ratings only. Operation 
beyond the "Operating Conditions" is not recom­
mended and extended exposure beyond the "Oper­
ating Conditions" may affect device reliability. 

3.3 DC Specifications 

Tables 8,9, and 10 list the DC specifications which 
apply to the Pentium processor (610\75, 735\90, 
815\100). The Pentium processor (610\75,735\90, 
815\ 100) is a 3.3V part internally. The ClK and 
PICClK inputs may be a 3.3V or 5V inputs. Since the 
3.3V (5V-safe) input levels defined in Table 9 are the 
same as the 5V Ttl levels, the ClK and PICClK 
inputs are compatible with existing 5V clock drivers. 
The power dissipation specification in Table 11 is 
provided for design of thermal solutions during oper­
ation in a sustained maximum level. This is the worst 
case power the device would dissipate in a system. 
This number is used for design of a thermal solution 
for the device. 

Table 8. 3.3V DC Specifications 
T CASE = 0 to 70·C; VCC = 3.3V + 5% 

Symbol Parameter Min Max Unit Notes 

VIl3 Input low Voltage -0.3 0.8 V TTL level(3) 

VIH3 Input High Voltage 2.0 Vcc+0.3 V TTL level(3) 

VOl3 Output low Voltage 0.4 V TIL level(1, 3) 

VOH3 Output High Voltage 2.4 V TIL level(2, 3) 

ICC3 Power Supply Current 3250 mA @100 MHz(4) 
2950 mA @90MHz(4) 

2650 mA @75MHz(4) 

NOTES: 
1. Parameter measured at 4 mAo 
2. Parameter measured at 3 mA. 

. 3. 3.3V TTL levels apply to all signals except ClK and PICClK. 
4. This value should be used for power supply design. It was determined using a worst case instruction mix and Vee + 5%. 

I 

Power supply transient response and decoupling capacitors must be sufficient to handle the instantaneous current chang­
es occurring during transitions from stop clock to full active modes. For more information, refer to section 3.4.3. 
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Table 9. 3.3V (5V-Safe)DC Specifications 

Symbol Parameter Min Max Unit Notes 

VIL5 Input Low Voltage -0.3 0.8 V TIL Level(1) 

VIH5 Input High Voltage 2.0 5.55 V TIL Level(1) 

NOTES: 
1. Applies to CLK and PICCLK only. 

Table 10. Input and Output Characteristics 

Symbol Parameter MIn Max Unit Notes 

CIN Input Capacitance 15 pF 4 

Co Output Capacitance 20 pF 4 

CliO 1/0 Capacitance 25 pF 4 

CCLK CLK Input Capacitance 15 pF 4 

CTIN Test Input Capacitance 15 pF 4 

CTOUT Test Output Capacitance 20 pF 4 

CTCK Test Clock Capacitance 15 pF 4 

III Input Leakage Current ±15 JJ-A o < VIN < VCC3(1) 

ILO Output Leakage CUrrent ±15 JJ-A o < VIN < VCC3(1) 

IIH Input Leakage Current 200 JJ-A VIN = 2.4V(3) 

IlL Input Leakage Current -400 JJ-A VIN = 0.4V(2) 

NOTES: 
1. This parameter is for input withOut pul/up or pul/down. 
2. This parameter is for input with pul/up. 
3. This parameter is for input with pul/down. 
4. Guararlteed by design. 
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Table 11. Power Dissipation Requirements for Thermal Solution Design 

Parameter Typlcal(1) Max(2) Unit Notes 

Active Power Dissipation 3.9 10.1 Watts @100MHz 
3.5 9.0 Watts @90MHz 
3.0 8.0 Watts @75MHz 

Stop Grant and Auto Halt 1.55 Watts @100MHz(3) 
Powerdown Power Dissipation 1.40 Watts @90MHz(3) 

1.20 Watts @75MHz 

Stop Clock Power Dissipation 0.02 <0.05 Watts 4 

NOTES: 
1. This is the typical power dissipation in a system. This value was the average value measured in a system using a typical 

device at Vec = 3.3V running typical applications. This value is highly dependent upon the specific system configuration. 
2. Systems must be designed to thermally dissipate the maximum active power dissipation. It is determined using worst case 

instruction mix with Vee = 3.3V and also takes into account the thermal time constants of the packaQe. 
3. Stop Grant/Auto Halt Powerdown Power Dissipation is determined by asserting the STPClK# pin or executing the HALT 

instruction. 
4. Stop Clock Power Dissipation is determined by asserting the STPClK # pin and then removing the external ClK input. 

3.4 AC Specifications 

The AC specifications of the Pentium processor 
(610\75,735\90,815\100) consist of setup times, 
hold times, and valid delays at 0 pF. 

3.4.1 PRIVATE BUS 

When two Pentium processors (610\75, 735\90, 
815 \ 1 00) are operating in dual processor mode, a 
"private bus" exists to arbitrate for the CPU bus and 
maintain local cache coherency. The private bus 
consists of two pinout changes: 

1. Five pins are added: PBREQ#, PBGNT#, 
PHIT#, PHITM#, D/P#. 

2. Ten output pins become 1/0 pins: ADS#, D/C#, 
W/R#, M/IO#, CACHE#, LOCK # , HIT#, 
HITM#, HLDA, SCYC. 

The new pins are given AC specifications of valid 
delays at 0 pF, setup times, and hold times. Simulate 
with these parameters and their respective 1/0 buff­
er models to guarantee that proper timings are met. 

The AC specification gives input setup and hold 
times for the ten signals that become 1/0 pins:· 
These setup and hold times must only be met when 
a dual processor is present in the system. 

I 

3.4.2 POWER AND GROUND 

For clean on-chip power distribution, the Pentium 
processor (610\75, 735\90, 815\100) has 53 VCC 
(power) and 53 VSS (ground) inputs. Power and 
ground connections must be made to all external 
Vee and Vss pins of the Pentium processor 
(610\ 75, 735\90, 815\ 100). On the circuit board all 
Vce pins must be conr\ected to a 3.3V Vee plane. 
All Vss pins must be connected to a Vss plane. 

3.4.3 DECOUPLING RECOMMENDATIONS 

Liberal decoupling capacitance should be placed 
near the Pentium processor (610\75. 735\90, 
815\ 100). The Pentium processor (610\75, 735\90, 
815 \ 100) driving its large address and data buses at 
high frequencies can cause transient power surges, 
particularly when driving large capacitive loads. 

Low inductance capacitors and interconnects are 
recommended for best high frequency electrical per­
formance. Inductance can be reduced by shortening 
circuit board traces between the Pentium processor 
(610\75,735\90,815\100) and decoupling capaci­
tors as much as possible. 

These capacitors should be evenly distributed 
around each component on the 3.3V plane. Capaci­
tor values should be chosen to ensure they elimi­
nate both low and high frequency noise compo­
nents. 
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For the Pentium processor (610\75, 735\90, 
815\ 100), the power consumption can transition 
from a low level of power to a much higher level (or 
high to low power) very rapidly. A typical example 
would be entering or exiting the Stop Grant state. 
Another example would be executing a HALT in­
struction, causing the Pentium processor (610\75, 
735\90,815\100) to enter the Auto HALT Power­
down state, or transitioning from HALT to the Nor­
mal state. All of these examples may cause abrupt 
changes in the power being consumed by the Penti­
um processor (610\ 75, 735\90, 815\ 100). Note that 
the Auto HALT Powerdown feature is always en­
abled even when other power management features 
are not implemented. 

Bulk storage capacitors with a low ESR (Effective 
Series Resistance) in the 10 to 100 p.f range are 
required to maintain a regulated supply voltage dur­
ing the interval between the time the current load 
changes and the point that the regulated power sup­
ply output can react to the change in load. In order 
to reduce the ESR, it may be necessary to place 
several bulk storage capacitors in parallel. 

These capacitors should be placed near the 
Pentium processor (610\75,735\90,815\100) (on 
the 3.3V plane) to ensure that the supply voltage 
stays within specified limits during changes in the 
supply current during operation. 

3.4.4 CONNECTION SPECIFICATIONS 

All NC and INC pins must remain unconnected. 

For reliable operation, always connect unused in­
puts to an appropriate signal level. Unused active 
low inputs should be connected to Vee. Unused ac­
tive high inputs should be connected to ground. 

3.4.5 AC TIMING TABLES 

3.4.5.1 AC Timing Table for a 50-MHz Bus 

The AC specifications given in Tables 12 and 13 
consist of output delays, input setup requirements 
and input hold requirements for a 50-MHz external 
bus. All AC specifications (with the exception of 
those for the TAP signal~ and APIC signals) are rela­
tive to the rising edge of the CLK input. 

All timings are referenced to 1.5V for both "0" and 
"1" logic levels unless otherwise specified. Within 
the sampling window, a synchronous input must be 
stable for correct Pentium processor (610\75, 
735\90,815\100) operation. 

Table 12. Pentlum™ Processor 610\75, 815\ 100 AC Specifications for 50-MHz Bus Operation 
3.135 < Vee < 3.465V, TeASE == 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

Frequency 25.0 50.0 MHz Max Core Freq = 
100 MHz@1f2 

t1a CLK Period 20.0 40.0 nS 4 

t1b CLK Period Stability ±250 pS 1,25 

t2 CLK High Time 4.0 nS 4 @2V,(1) 

ta CLK Low Time 4.0 nq 4 @0.8V,(1) 

4 CLK Fall Time 0.15 1.5 nS 4 (2.0V -0.8V),(l,5) 

t5 CLK Rise Time 0.15 1.5 nS 4 (0.8V-2.0V), (1,5) 

tsa ADS#, ADSC#, PWT, PCD, 1.0 7.0 nl 5 
BEO-H, MfIO#, DfC#, CACHE # , 
SCYC, W fR # Valid Delay 
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Table 12. Pentlum™ Processor 610\75, 815\ 100 AC Specifications for 50-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.465V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

tSb AP Valid Delay 1.0 8.5 nS 5 

t6e A3-A31, LOCK# Valid Delay 1.1 7.0 nS 5 

t7 ADS#, ADSC#, AP, A3-A31, PWT, PCD, 10.0 nS 6 1 
BEO-H, M/IO#, D/C#, W/R#, CACHE#, 
SCYC, LOCK # Float Delay 

ts APCHK#, IERR#, FERR#, PCHK# Valid 1.0 8.3 nS 5 4 
Delay 

t9a BREQ, HLDA, SMIACT# Valid Delay 1.0 8.0 nS 5 4 

t10a HIT # Valid Delay 1.0 8.0 nS 5 

t10b HITM# Valid Delay·. 1.1 6.0 nS 5 

t11a PMO-1, BPO-3 Valid Delay 1.0 10.0 nS 5 

t11b PRDY Valid Delay 1.0 8.0 nS 5 

t12 00-063, DPO-7 Write Data Valid Delay 1.3 8.5 nS 5 

t13 00-063, DPO-3 Write Data Float Delay 10.0 nS 6 1 

t14 A5-A31 Setup Time 6.5 nS 7 26 

t15 A5-A31 Hold Time 1.0 nS 7 

t1Sa INV, AP Setup Time 5.0 nS 7 

t16b EADS# Setup Time 6.0 nS 7 

t17 EADS #, INV, AP Hold Time 1.0 nS 7 

t1Sa KEN # Setup Time 5.0 nS 7 

t1Sb NA#, WB/WT# Setup Time 4.5 nS 7 

t19 KEN #, WB/WT #, NA # Hold Time 1.0 nS 7 

t20 BRDY#, BRDYC# Setup Time 5.0 nS 7 

t21 BRDY #, BRDYC# Hold Time 1.0 nS 7 

t22 BOFF # Setup Time 5.5 nS 7 

t22a AHOLD Setup Time 6.0 nS 7 

t23 AHOLD, BOFF # Hold Time 1.0 nS 7 
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Table 12. Pentium™ Processor 610\75, 815\ 100 AC Specifications for 5()"MHz Bus Operation (Contd.) 
3.135 < Vee < 3,465V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t24 BUSCHK#, EWBE#, HOLD, PEN# Setup 5.0 nS 7 
Time 

t25 BUSCHK #, EWBE #, PEN # Hold Time 1.0 nS 7 

t25a HOLD Hold Time 1.5 nS 7 

t26 A20M #, INTR, STPClK # Setup Time 5.0 nS 7 12,16 

t27 A20M#,INTR, STPClK# Hold Time 1.0 nS 7 13 

t28 INIT, FLUSH#, NMI, SMI#,IGNNE# Setup 5.0 nS 7 12,16,17 
Time 

t29 INIT, FlUSH#, NMI, SMI#,IGNNE# Hold 1.0 nS 7 13 
Time 

130 INIT, FlUSH#, NMI, SMI#,IGNNE# Pulse 2.0 ClKs 7 15,17 
Width, Async 

t31 RIS# Setup Time 5.0 nS 7 12,16,17 
, 

t32 RIS# Hold Time 1.0 nS 7 13 

133 RIS# Pulse Width, Async. 2.0 ClKs 7 15,17 

134 00-063, DPO-7 Read Data Setup Time 3.8 nS 7 

135 00-063, DPO.;7 Read Data Hold Time 2.0 nS 7 

136 RESET Setup Time 5.0 nS 8 11, 12, 16 

137 RESET Hold Time 1.0 nS 8 11, 13 

138 RESET Pulse Width, Vee & ClK Stable 15 ClKs 8 11,17 

t39 RESET Active After Vee & ClK Stable 1.0 mS 8 Power up 

t40 Reset Configuration Signals (INIT, FlUSH#, 5.0 nS 8 12,16,17 
FRCMC#) Setup Time 

41 Reset Configuration Signals (INIT, FLUSH #, 1.0 nS 8 13 
FRCMC#) Hold Time 
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Table 12. Pentlum™ Processor 610\75,815\ 100 AC Specifications for 50-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.465V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

42a Reset Configuration Signals (INIT, FlUSH#, 2.0 ClKs 8 To RESET falling 
FRCMC#) Setup Time, Async. edge(16) . 

42b Reset Configuration Signals (INIT, FLUSH #, 2.0 ClKs 8 To RESET falling 
FRCMC#, BRDYC#, BUSCHK#) Hold Time, 
Async. 

. edge(27) 

42e Reset Configuration Signals (SRDYC#, 3.0 ClKs 8 To RESET falling 
SUSCHK#) Setup Time, Async. edge(27) 

42d Reset Configuration Signal SRDYC # Hold 1.0 nS To RESET falling 
Time, RESET driven synchronously edge(1,27) 

43a SF, CPUTYP Setup Time 1.0 mS 8 To RESET falling 
edge(22) 

43b SF, CPUTYP Hold Time 2.0 ClKs 8 To RESET falling 
edge(22) 

43e APICEN Setup Time 2.0 ClKs 8 To RESET falling 
edge 

43d APICEN Hold Time 2.0 ClKs 8 To RESET falling 
edge 

t44 TCK Frequency 16.0 MHz 

45 TCK Period 62.5 nS 4 

t46 TCK High Time 25.0 nS 4 @2V(1) 

47 TCKlowTime 25.0 nS 4 @0.8V(1) 

48 TCKFallTime 5.0 nS 4 (2.0V -0.8V) (1 ,8,9) 

t49 TCK Rise Time 5.0 nS 4 (0.8V -2.0V) (1,8,9) 

t50 TRST # Pulse Width 40.0 nS 10 Asynchronous(1 ) 

t51 TDI, TMS Setup Time 5.0 nS 9 7 

t52 TDI, TMS Hold Time 13.0 nS 9 7 

t53 TOO Valid Delay 3.0 20.0 nS 9 8 

t54 TOO Float Delay 25.0 nS 9 ·1,8 

t55 All Non-Test Outputs Valid Delay 3.0 20.0 nS 9 3,8,10 
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Table 12. Pentlum™ Processor 610\75, 815\ 100 AC Specifications for 50·MHz Bus Operation (Contd.) 
3.135 < Vee < 3.465V, TeASE = 0 to 70°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t5S All Non-Test Outputs Float Delay 25.0 nS 9 1,3,8,10 

t57 All Non-Test Inputs Setup Time 5.0 nS 9 3,7, 10 

t58 All Non-Test Inputs Hold Time 13.0 nS 9 3, 7, 10 

APIC AC Specifications 

tsoa PICCLK Frequency 2.0 16.66 MHz 

tSOb PICCLK Period 60.0 500.0 nS 4 

tsoc PICCLK High Time 9.0 nS 4 

tSOd PICCLK Low Time 9.0 nS 4 

tsoe PICCLK Rise Time 1.0 5.0 nS 4 

taOf PICCLK Fall Time 1.0 5.0 nS 4 

tSOg PICDO-1 Setup Time 3.0 nS 7 ToPICCLK 

taOh PICDO-1 Hold Time 2.5 nS 7 ToPICCLK 

tSOi PICDO-1 Valid Delay (LtoH) 4.0 38.0 nS 5 From PICCLK(28,29) 

tSOi PICDO-1 Valid Delay (HtoL) 4.0 22.0 nS 5 From PICCLK(28,29) 
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Table 13. Pentlum™ Processor 610\75, 815\ 100 Dual Processor Mode 
AC Specifications for 50 MHz Bus Operation 

3.135 < Vee < 3.465V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

taoa PBREQ#, PBGNT# Valid Delay 1.0 5.0 nS 5 18 

taOb PHIT #, PHITM # Flight Time 0 2.0 nS 11 30 

ta1a PBREQ#, PBGNT # Setup Time 8.0 nS 7 18 

ta2 PBREQ#, PBGNT# Hold Time 1.0 nS 7 18,24 

ta3a A5-A31 Setup Time 6.5 nS 7 18,21,26 

ta3b D/C#, W/R#, CACHE#, lOCK#, 6.0 nS 7 18,21 
SCYC Setup Time 

ta3c ADS#, M/IO# Setup Time 8.0 nS 7 18,21 

ta3d HIT #, HITM # Setup Time 8.0 nS 7 18,21 

ta3e HlDA Setup Time 6.0 nS 7 18,21 

ta4 ADS#, D/C#, W/R#, MIIO#, 1.0 nS 7 18,21 
CACHE #, LOCK #, A5-A31, 
HlDA, HIT #, HITM #, SCYC Hold 
Time 

ta5 OPEN # Valid Time 10.0 ClKs 18,19,23 

ta6 OPEN # Hold Time 2.0 ClKs 18,20,23 

ta7 APIC 10 (BEO#-BE3#) Setup Time 2.0 ClKs 8 To RESET falling 
edge(23) 

taB APIC 10 (BEO#-BE3#) Hold Time 2.0 ClKs 8 From RESET falling 
edge(23) 

ta9 D/P# Valid Delay 1.0 8.0 nS 5 Primary Processor 
Only 
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3.4.5.2 AC Timing Tables for a 60-MHz Bus 

The AC specifications given in Tables 14 and 15 
consist of output delays, input setup requirements 
and input hold requirements for a 60·MHz external 
bus. All AC specifications (with the exception of 
those for the TAP signals and APIC signals) are rela· 
tive to the rising edge of the ClK input. 

All timings are referenced to 1 .5V for both "0" and 
"1" logic levels unless otherwise specified. Within 
the sampling window, a synchronous input must be 
stable for correct Pentium processor (610\75, 
735\90,815\100) operation. 

Table 14. Pentium!M Processor 735\90 AC Specifications for 60-MHz Bus Operation 
3.135 < Vee < 3.465V, TeASE = 0 to 70°C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

Frequency 30.0 60.0 MHz 4' 

t1a ClK Period 16.67 33.33 nS 4 

t1b ClK Period Stability ±250 pS 4 Adjacent Clocks, (1,25) 

t2 ClK High Time 4.0 nS 4 @2V(1) 

t3 ClKlowTime 4.0 nS 4 @0.8V(1) 

t4 ClKFaliTime 0.15 1.5 nS 4 (2.0V -0.8V) (1 ,5) 

t5 ClK Rise Time 0.15 1.5 nS 4 (0.8V -2.0V) (1 ,5) 

t6a ADS#, ADSC#, PWT, PCD, BEO·H, 1.0 7.0 nS 5 
MIIO#, D/C#, CACHE#, SCVC, 
W/R# Valid Delay 

t6b AP Valid Delay 1.0 8.5 nS 5 

t6c A3·A31, lOCK# Valid Delay 1.1 7.0 nS 5 

t7 ADS#, ADSC#, AP, A3·A31, PWT, 10.0 nS 5 1 
PCD, BEO-H, M/IO#, D/C#, W/R#, 
CACHE #, SCVC, lOCK # Float Delay 

taa APCHK#,IERR#, FERR# Valid Delay 1.0 8.3 nS 5 4 

tab PCHK# Valid Delay 1.0 7.0 nS 5 4 

t9a BREQ, HlDA Valid Delay 1.0 8.0 nS 5 4 

t9b SMIACT# Valid Delay 1.0 7.6 nS 5 

t10a HIT # Valid Delay 1.0 8.0 nS 5 

t10b HITM # Valid Delay 1.1 6.0 nS 5 

l11a PMO·1, BPO·3 Valid Delay 1.0 10.0 nS 5 

l11b PRDV Valid Delay 1.0 8.0 nS 5 

t12 DO·D63, DPO·7 Write Data Valid Delay 1.3 7.5 nS 5 
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Table 14. Pentlum™ Processor 735\90 AC Specifications for 60-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.465V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t13 00-063, DPO-3 Write Data Float Delay 10.0 nS 6 1 

t14 A5-A31 Setup Time 6.0 nS 7 26 

t15 A5-A31 Hold Time 1.0 nS 7 

t16a INV, AP Setup Time 5.0 nS 7 

t16b EADS# Setup Time 5.5 nS 7 

t17 EADS#, INV, AP Hold Time 1.0 nS 7 

t18a KEN # Setup Time 5.0 nS 7 

t18b NA #, WB/WT # Setup Time 4.5 nS 7 

t19 KEN #, WB/WT #, NA # Hold Time 1.0 nS 7 

t20 BRDY#, BRDYC# Setup Time 5.0 nS 7 

t21 BRDY#, BRDYC# Hold Time 1.0 nS 7 

t22 AHOLD, BOFF # Setup Time 5.5 nS 7 

t23 AHOLD, BOFF # Hold Time 1.0 nS 7 

t24 BUSCHK#, EWBE#, HOLD, PEN# Setup 5.0 nS 7 
Time 

t25 BUSCHK#, EWBE#, PEN# Hold Time 1.0 nS 7 

t25a HOLD Hold Time 1.5 nS 7 

t26 A20M #, INTR, STPCLK # Setup Time 5.0 nS 7 12,16 

t27 A20M #, INTR, STPCLK # Hold Time 1.0 nS 7 13 

t28 INIT, FLUSH#, NMI, SMI#,IGNNE# Setup 5.0 nS 7 12,16,17 
Time 

t29 INIT, FLUSH#, NMI, SMI#,IGNNE# Hold 1.0 nS 7 13 
Time 

t30 INIT, FLUSH#, NMI, SMI#,IGNNE# Pulse 2.0 CLKs 15, 17 
Width, Async 

t31 RIS# Setup Time 5.0 nS 7 12,16,17 

t32 RIS# Hold Time 1.0 nS 7 13 

t33 RIS# Pulse Width, Async. 2.0 CLKs 7 15,17 
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Table .14. Pentlum™. Processor 735\90 AC Specifications for 60·MHz Bus Operation (Contd.) 
3.135 < Vee < 3.465V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t34 00-063, OPO-7 Read Data Setup Time 3.0 nS 7 

t35 00-063, DPO-7 Read Data Hold Time 2.0 oS 8 

t36 RESET Setup Time 5.0 nS 8 11,12,16 

t37 RESET Hold Time 1.0 nS 8 11,13 

t38 RESET Pulse Width, Vee & ClK Stable 15 ClKs 8 11, 17 

t39 RESET Active After Vee & ClK Stable 1.0 mS 8 Power up 

t40 Reset Configuration Signals (INIT, FLUSH #, 5.0 nS 8 12,16,17 
FRCMC #) Setup Time 

41 Reset Configuration Signals (INIT, FlUSH#, 1.0 nS 8 13 
FRCMC #) Hold Time 

t42a Reset Configuration Signals (IN IT, FLUSH #, 2.0 ClKs 8 To RESET falling 
FRCMC#) Setup Time, Async. edge(16) 

t42b Reset Configuration Signals (INIT, FLUSH #, 2.0 ClKs 8 To RESET falling 
FRCMC#, SRDYC#, SUSCHK#) Hold Time, edge (27) 
Async. 

t420 Reset Configuration Signals (SRDYC#, 3.0 ClKs 8 ·To RESET falling 
SUSCHK #) Setup Time, Async. edge(27) 

t42d Reset Configuration Signal SRDYC# Hold 1.0 nS To RESET falling 
Time, RESET driven synchronously edge(1,27) 

43a SF, CPUTYP Setup Time 1.0 mS 8 To RESET falling 
edge(22) 

t43b SF, CPUTYP Hold Time 2.0 ClKs 8 To RESET falling 
edge(22) 

430 APICEN Setup Time 2.0 ClKs 8 To RESET falling 
edge 

43d APICEN Hold Time 2.0 ClKs 8 To RESET falling 
edge 

t44 TCK Frequency 16.0 MHz 8 

t45 TCK Period 62.5 nS 4 

46 TCK High Time 25.0 nS 4 @2V(1) 

t47 TCK low Time 25.0 nS 4 @0.8V(1) 

2-116 I 



PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

Table 14. Pentlum™ Processor 735\90 AC Specifications for 6o-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.465V, TeASE = 0 to 70·C, CL = 0 pF' 

Symbol Parameter Min Max Unit Figure Notes 

4s TCKFallTime 5.0 nS 4 (2.0V -0.8V)(1 ,8,9) 

49 TCK Rise Time 5.0 nS 4 (0.8V -2.0V)(1,8,9) 

tso TRST # Pulse Width 40.0 nS 10 Asynchronous(1 ) 

tS1 TDI, TMS Setup Time 5.0 nS 9 7 

tS2 TDI, TMS Hold Time 13.0 nS 9 7 

tS3 TDO Valid Delay 3.0 20.0 nS 9 8 

tS4 TDO Float Delay 25.0 nS 9 1,8 

tss All Non-Test Outputs Valid Delay 3.0 20.0 nS 9 3,8,10 

tss All Non-Test Outputs Float Delay 25.0 nS 9 1,3,8,10 

tS7 All Non-Test Inputs Setup Time 5.0 nS 9 3,7,10 

tS8 All Non-Test Inputs Hold Time 13.0 nS 9 3,7,10 

APIC AC Specifications 

tsoa PICCLK Frequency 2.0 16.66 MHz 4 

tSOb PICCLK Period 60.0 500.0 nS 4 

tsoc PICCLK High Time 9.0 nS 4 

tsod PICCLK Low Time 9.0 nS 4 

taOe PICCLK Rise Time 1.0 5.0 nS 4 

taO! PICCLK Fall Time 1.0 5.0 nS 4 

taOg PICDO-1 Setup Time 3.0 nS 7 ToPICCLK 

taOh PICDO-1 Hold Time 2.5 nS 7 ToPICCLK 

taOi PICDO-1 Valid Delay (LtoH) 4.0 38.0 nS 5 From PICCLK(28,29) 

taOj PICDO-1 Valid Delay (HtoL) 4.0 22.0 nS 5 From PICCLK(28,29) 
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Table 15. Pentlum™ ·Processor 735\90 Dual Processor Mode 
AC Specifications for 60·MHz Bus Operation 

3.135 < Vee < 3.465V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter 

taOa PBREQ#, PBGNT# Valid Delay 

taOb PHIT#, PHITM# Flight Time 

ta1a PBREQ#, pBGNT # Setup Time 

te2. PBREQ#,PBGNT# Hold Time . 

ta3a A5-A31 Setup Time 

te3b D/C#, W/R#, CACHE#, lOCK#, SCVC 
Setup Time 

ta3c ADS#, M/IO# Setup Time 

ta3d HIT#, HITM# Setup Time 

ta3e HlDA Setup Time 

ta4 ADS#, D/C#, W/R#, M/IO#, CACHE#, 
lOCK#, A5-A31, HlDA, HIT#, HIJM#, 
sevc Hold Time 

te5 OPEN # Valid Time 

te6 OPEN # Hold Time 

ta7 APIC 10 (BEO#-BE3#) Setup Time 

tae APIC 10 (BEO#-BE3#) Hold Time 

te9 D/P# Valid Delay 

3.4.5.3 AC Timing Tables for a 66·MHz Bus 

The AC specifications given in Tables 16 and 17 
consist of output delays, input setup requirements 
and input hold requirements for a 66-MHz external 
bus. All AC specifications (with the exception of 
those for the TAP signals and AP IC signals) are 
relative to the rising edge of the ClK input. 
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Min Max Unit Figure Notes 

1.0 5.0 nS 5 18 

0 2.0 nS 11 30 

8.0 nS 7 18 

1.0 nS 7 18,24 

3.0 nS 7 18,21,26 

4.0 nS 7 18,21 

6.0 nS 7 18,21 

6.0 nS 7 18,21 

6.0 nS 7 18,21 

1.0 nS 7 18,21 

10.0 ClKs 18,19,23 

2.6 ClKs 18,20,23 

2.0 ClKs 8 To RESET falling 
edge(23) 

2.0 ClKs 8 From RESET falling 
edge(23) 

1.0 8.0 nS 5 Primary Processor 
Only 

. All timings are referenced to 1.5V for both "0" and 
"1" logic levels unless otherwise specified. Within 
the sampling window, a synchronous input must be 
stable for correct Pentium processor (610\75, 
735\90,815\100) operation. 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

Table 16. Pentlum™ Processor 815\ 100 AC Specifications for 66-MHz Bus Operation 
3.135 < Vee < 3.465V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

Frequency 33.33 66.6 MHz 

t1a ClKPeriod 15.0 30.0 nS 4 

t1b ClK Period Stability ±250 pS Adjacent Clocks(1,25) 

t2 ClK High Time 4.0 nS 4 @2V(1) 

t3 ClKlowTime 4.0 nS 4 @0.8V(1) 

14 ClKFaliTime 0.15 1.5 nS 5 (2.0V -0.8V)(1) 

t5 ClK Rise Time 0.15 1.5 nS 4 (O.8V-2.0V)(1) 

taa ADSC#, PWT, PCD, BEO-H, D/C#, 1.0 7.0 nS 5 
W/R#, CACHE#, SCVCValid Delay 

tab AP Valid Delay 1.0 8.5 nS 5 

tac A3-A31, lOCK# Valid Delay 1.1 7.0 nS 5 

t6d ADS#, M/IO# Valid Delay 1.0 6.0 nS 5 

t7 ADS#, ADSC#, AP, A3-A31, PWT, 10.0 nS 6 1 
PCD, BEO-7#, MIIO#, D/C#, W/R#, 
CACHE#, SCVC, lOCK# Float Delay 

taa APCHK#,IERR#, FERR# Valid Delay 1.0 8.3 nS 5 4 

tab PCHK# Valid Delay 1.0 7.0 nS 5 4 

t9a BREQ, HlDA Valid Delay 1.0 8.0 nS 5 4 

t9b SMIACT # Valid Delay 1.0 7.6 nS 5 4 

t10a HIT # Valid Delay 1.0 8.0 nS 5 

t10b HITM# Valid Delay 1.1 6.0 nS 5 

t11a PMO-1, BPO-3 Valid Delay 1.0 10.0 nS 5 

t11b PRDV Valid Delay 1.0 8.0 nS 5 

t12 00-063, DPO-7 Write Data Valid Delay 1.3 7.5 nS 5 

t13 DO-D63, DPO-3 Write Data Float Delay 10.0 nS 6 1 

t14 , A5-A31 Setup Time 6.0 nS 7 26 

t15 A5-A31 Hold Time 1.0 nS 7 
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PENTIUMTM ,PROCESSOR (610\75, 735\90, 815\ 100) 

Table 16. Pentlum™ Processor 815\ 100 AC Specifications for 66-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.465V, TeASE = 0 to 70'C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t168 INV, AP Setup Time 5.0 nS 7 

t16b EADS# Set!,!p Time 5.5 nS 7 

t17 EADS#, INV, AP Hold Time 1.0 nS 7 

t188 KEN # Setup Time 5.0 nS 7 

t18b NA #, WB/WT # Setup Time 4.5 nS 7 

t19 KEN #, WB/WT #, NA # Hold Time 1.0 nS 7 

t20 BRDY #, BRDYC# Setup Time 5.0 nS 7 

t21 BRDY#, BRDYC# Hold Time 1.0 nS 7 

t22 AHOlD, BOFF # Setup Time 5.5 nS 7 

t23 AHOlD, BOFF# Hold Time 1.0 nS 7 

t24 BUSCHK#, EWBE#, HOLD, PEN# Setup 5.0 nS 7 
Time 

t258' BUSCHK#, EWBE#, PEN# Hold Time 1.0 nS 7 

t25b HOLD Hold Time 1.5 nS 7 

t26 A20M #, INTR, STPClK # Setup Time 5.0 nS 7 12,16 

t27 A20M#,INTR,STPClK# Hold Time 1.0 nS 7 13 

t28 INIT, FlUSH#, NMI, SMI#,IGNNE# Setup 5.0 nS 7 12,16,17 
Time 

t29 INIT, FLUSH#, NMI, SMI#,IGNNE# Hold 1.0 nS 7 13 
Time 

t30 INIT, FLUSH #, NMI, SMI #, IGNNE #, Pulse 2.0 ClKs 15,17 
Width, Async 

t31 RIS# Setup Time 5.0 nS 7 . 12,16,17 

t32 RIS# Hold Time 1.0 nS 7 13 

t33 RIS# Pulse Width, Async. 2.0 ClKs 15,17 

t34 DO-D63, DPO-7 Read Data Setup Time 3.0 nS 7 

t35 DO-D63, DPO-? Read Data Hold Time 2.0 nS ? 

t36 RESET Setup Time 5.0 nS 8 11, 12, 16 
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PENTIUMTM PROCESSOR (610\75, 735\90,815\ 100) 

Table 16. Pentlum™ Processor 815\ 100 AC Specifications for 66·MHz Bus Operation (Contd.) 
3.135 < Vee < 3.465V, TeASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

t37 RESET Hold Time 1.0 nS 8 11,13 

t38 RESET Pulse Width, Vee & Cl K Stable 15.0 ClKs 8 11,17 

t39 RESET Activ~ After Vee & ClK Stable 1.0 mS 8 Power up 

t40 Reset Configuration Signals (INIT, FLUSH #, 5.0 nS 8 12,16,17 
FRCMC#) Setup Time 

t41 Reset Configuration Signals (INIT, FLUSH #, 1.0 nS 8 13 
FRCMC#) Hold Time 

42a Reset Configuration Signals (INIT, FLUSH #, 2.0 ClKs 8 To RESET fallihg 
FRCMC#) Setup Time, Async. , edge(16) 

t42b Reset Configuration Signals (INIT, FLUSH #, 2.0 ClKs 8 To RESET falling 
FRCMC#, BRDYC#, BUSCHK#) Hold Time, 
Async. 

edge(27) 

42c Reset Configuration Signals (SRDYC # , 3.0 ClKs 8 To RESET falling 
BUSCHK#) Setup Time, Async. edge(27) 

42d Reset Configuration Signal BRDYC# Hold 1.0 nS To RESET falling 
Time, RESET driven synchronously edge(1,27) 

43a BF, CPUTYP Setup Time 1.0 mS 8 To RESET falling 
edge(22) 

t43b BF, CPUTYP Hold Time 2.0 ClKs 8 To RESET falling 
edge(22)· 

43c APICEN Setup Time 2.0 ClKs 8 To RESET falling 
edge 

t43d APICEN Hold Time 2.0 ClKs 8 To RESET falling 
edge 

t44 TCK Frequency 16.0 MHz 

t45 TCK Period 62.5 nS 4 

46 TCK High Time 25.0 nS 4 @2V(1) 

t47 TCK low Time 25.0 nS 4 @0.8V(1) 

48 TCK Fall Time 5.0 nS 4 (2.0V -0.BV)(1 ,8,9) 

t49 TCK Rise Time 5.0 nS 4 (O.BV -2.0V)(1 ,8,9) 

t50 TRST # Pulse Width 40.0 nS 10 Asynchronous(1 ) 

t51 TDI, TMS Setup Time 5.0 nS 9 7 
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PENTIUMTM PROCESSOR (610\75,735\90, 815\ 100) 

Table 16. Pentlum™ Processor 815\ 10Q AC Specifications for 66-MHz Bus Operation (Contd.) 
3.135 < Vee < 3.465V, TeASE = 0 to 70"C, CL = 0 pF . 

Symbol Parameter Min Max Unit Figure Notes 

tS2 TDI, TMS Hold Time 13.0 nS 9 7 

tS3 TDO Valid Delay 3.0 20.0 nS 9 8 

t54 TOO Float Delay 25.0 nS 9 1,8 

tss All Non-Test Outputs Valid Delay 3.0 20.0 'nS 9 .3,8,10 

tS6 All Non-Test Outputs Float Delay 25.0 nS 9 1,3,8,10 

ts7 All Non-Test Inputs Setup Time 5.0 nS 9 3,7, 10 

tS8 ' All Non-Test Inputs Hold Time 13.0 nS 9 3,7, 10 

APIC AC Specifications 

taoa PICCLK Frequency 2.0 16.66 MHz 

taob PICCLK Period 60.0 500.0 nS 4 

taoe PICCLK High Time 9.0 nS 4 

taOd PICCLK Low Time 9.0 nS 4 

taOe PICCLK Rise Time 1.0 5.0 nS 4 

tSOf PICCLK Fall Time 1.0 5.0 nS 4 

t6()g PICDO-1Setup Time 3.0 nS 7 ToPICCLK 

tsoh PICDO-1 Hold Time 2.5 nS 7 ToPICCLK 

tsoi PICDO-1 Valid Delay (LtoH) 4.0 38.0 nS 5 From PICCLK(28.29) 

t60j PICDO-1 Valid Delay (HtoL) 4.0 22.0 nS 5 From PICCLK(28.29) 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\100) 

Table 17. Pentlum™ Processor 815\ 100 Dual Processor Mode AC Specifications for 66-MHz Bus 
Operation 

3.135 < VCC < 3.465V, TCASE = 0 to 70·C, CL = 0 pF 

Symbol Parameter Min Max Unit Figure Notes 

teoa PBREQ#, PBGNT# Valid Delay 1.0 5.0 nS 5 18 

teob PHIT #, PHITM # Flight Time 0 2.0 nS 11 30 

te1a PBREQ#, PBGNT# Setup Time 8.0 nS 7 18 

ta2 PBREQ#, PBGNT# Hold Time 1.0 nS 7 18,24 

te3a A5·A31 Setup Time 3.0 nS 7 18,21,26 

te3b D/C#, W/R#, CACHE#, lOCK#, SCVC 4.0 nS 7 18, 21 
Setup Time 

te3c ADS#, M/IO# Setup Time 5.8 nS 7 18,21 

te3d HIT #, HITM # Setup Time 6.0 nS 7 18,21 

te3e HlDA Setup Time 6.0 nS 7 18,21 

te4 ADS#, D/C#, W/R#, M/IO#, CACHE#, 1.0 nS 7 18,21 
lOCK # , A5·A31, HlDA, HIT#, HITM#, 
SCVC Hold Time 

te5 DPEN# Valid Time 10.0 ClKs 18,19,23 

te6 OPEN # Hold Time 2.0 ClKs 18,20,23 

ta7 APIC 10 (BEO#·BE3#) Setup Time 2.0 ClKs 8 To RESET falling 

.. edge(23) 

taa APIC 10 (BEO#·BE3#) Hold Time 2.0 ClKs 8 From RESET falling 
edge(23) 

ta9 D/P# Valid Delay 1.0 8.0 nS 5 Primary Processor 
Only 

NOTES:' 
Notes 2. 6, and 14 are general and apply to all standard TIL signals used with the Pentium Processor family. 
1. Not 100% tested. Guaranteed by design/characterization. 
2. TIL input test waveforms are assumed to be 0 to 3V transitions with WInS rise and fall times. 
3. Non-test outputs and inputs are the normal output or input signals (besides TCK. TRST #. TOI. TOO. and TMS). These 

timings correspond to the response of these Signals due to boundary scan operations. 
4. APCHK#. FERR#, HLOA. IERR#. LOCK#. and PCHK# are glitch-free outputs. Glitch·free Signals monotonically tran-

sition without false transitions (i.e .• glitches). 
5. O.aV/ns ,,;; CLK input riselfall time,,;; aV/ns. 
6. 0.3V Ins,,;; input riselfall time";; 5V Ins. 
7. Referenced to TCK rising edge. 
a. Referenced to TCK falling edge. 
9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 33 MHz. 
10. During probe mode operation. do not use the boundary scan timings (t55-58). 
11. FRCMC# should be tied to Vee (high) to ensure proper operation of the Pentium processor (610\75. 735\90. a15\ 100) 

as a primary processor. 
12. Setup time is required to guarantee recognition on a specific clock. Pentium processor (610\75. 735\90. a15\100) must 

meet this specification for dual processor operation for the FLUSH# and RESET signals. 
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PENTIUMTM PROCESSOR (610\75, 7.35\90, 815\ 100) intel~ 
13. Hold t!!TIe Is ~equlred to guarantee r~cognition on a Bp8!=ificclock. Pentium processor (610\75,735\90,815\100) must 

meet this specification for dual processor operation for the FLUSH # and RESET signals. 
14. All TIL timings are referenced from 1.SV. 
15. To guarantee proper asynchronous recognition, the signal must have been de·asserted (Inactive) for a minimum of 2 

clocks before being returned active and must meet the minimum pulse width. , 
16. This input may be drlven'asynchronously. However, when operating two proCessors In dual processing mode, FlUSH# 

and RESET must be asserted synchronously to both processors. 
17. When driven asynchronously, RESET, NMI, FlUSH#, RIS#,INIT. and SMI# must be de-asserted (inactive) for a mini· 

mum of 2 clocks 'before being returned active. . 
18. Timings are valid only when dual processor is present. 
19. Maximum time DPEN# isvand from rising edge of RESET. 
20. Minimum time DPEN# is valid after falling edge Of RESET. . 
21. The D/C#, MIIO#, W/R#, CACHE#, and A5·A31 Signals are sampled only on the ClK that ADS# is active. 
22. BF and CPUTYP should be strapped to Vee or Vss. . 
23. RESET is synchronous in dual proceSSing mode and functional redundancy checking mode. All signals which have a 

setup or hold time with respect to a falling or rising edge of RESET in UP mode, should be measured with respect to the 
first processor clock edge in which RESET is sampled either active or inactive in dual processing and functional redun· 
dancy checking modes. 

24. The PHIT# and PHITM# signals operate at the core frequency (75,90 or 100 MHz). 
25. These signals are measured on the ri.sing edge of adjacent ClKs at 1.5V. To ensure a 1:1 relationship between the 

amplitude of the input jitter and the internal and external clocks, the jitter frequency spectrum should not have any power 
spectrum peaking between 500 KHz and 1/3 of the ClK operating frequency. The amount of jitter present must be 
accounted forlas a component of CLK skew between devices. 

26. In dual procesSing mode, timing t14 is replaced by t83a. Timing t14 is required for external snooping (e.g., address setup 
to the ClK in which EADS# is sampled active) in both uniprocessor and dual processor modes. 

27. BRDYC# and BUSCHK# are used as reset configuration signals to select buffer size. 
28. This assumes an external pullup resistor to Vee and a lumped capacitive load such that the maximum RC product does 

not exceed R = 1500, C = 240 pF. 
29. This assumes an external pullup resistor to Vee and,a lumped capacitive load such that the minimum RC prodllct does 

not fall below R = 1500, C = 20 pF. 
30. This is a flight time speCification, that includes 'both flight time and cloc,k sk~w. The flight time is the time from where the 

unloaded driver crosses 1.5V (50% of min Vee), to where the receiver crosses the 1.5V level (50% of min Vee). See 
Figure 11 . 

•• Each valid delay is specified for a 0 pF load. The system designer should use 110 buffer modeling to account for signal 
fl,ight time delays. 
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Tv = t5, t49, t60e; Tw = t4, t48, t60f; Tx = ta, t47, t60d 
Ty = t1, t45, t60b; Tz = t2, t4e, t60c 

Figure 4. Clock Waveform 

Signa' 

Tx = t6, t6, t9, t10, t11, t12, t60i, t60, t89 

Figure 5. Valid Delay nmlngs 
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PENTlUMTM PROCESSOR {610\15, 735\90,815\100) 

Signal 

Tx = 17.113; Ty = 16min.112min 

Figure 6. Float Delay Timings 

eLK 

Signal 

, 
Tx = 114.116.116. t20. t22. t24. t26.128.131. 134. 1609 (10 PICCLK).181. 183 
Ty = 115.117.119. t21. t23.125. t27. t29. 132. 135. t60h (10 PICCLK). 182. 184 

Figure 7. Setup and Hold Timings 

infel~ 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

CLK 

••• 
RESET T 

Conflg 

Tw Tx 

241997-8 
Tt = t40, Tu = t41, Tv = t37, T w =t42, t43a, t43c, t87, Tx = t43b, t43d, t88, Ty = t38, ta9, Tz = t36 

Figure 8. Reset and Configuration Timings 

TCK 

Tv Tw 

TOI 
TMS 

TOO 

Tz 

Output 
Signals 

\\\\\\1 Dl Ts 

~'i'\\\\\\ Input 
Signals 

241997-9 
Tr = t57, Ts = t58, Tu = t54, Tv = t51, Tw = t52, Tx = t53, Ty = t55, Tz = t56 

Figure 9. Test Timings 
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TRSTI .~,-----. Tx -f 
241997-10 

Tx = 150 

Figure 10. Test Reset Timings 

Signa' Leve' 

Vee 

65% Vee 
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35% Vee 

V •• I. ______ .. ____________ ........ __ .. __ .... ______ .. ____ ~ 
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Figure 11.50% Vee Measurement of Flight Time 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

4.0 MECHANICAL SPECIFICATIONS 

The Pentium processor (610\75, 735\90, 815\ 100) is packaged in a 296-pin staggered pin grid array (SPGA). 
The pins are arranged in a 37 x 37 matrix and the package dimensions are 1.95" x 1.95" (Table 18). A 1.25" x 
1.25" copper tungsten heat spreader is brazed to the top of the ceramic to improve the package's thermal 
efficiency. 

Table 18. Package Information Summary 

Package Total Pin Array Package Size Type Pins I Pentium processor (610\75, 735\90, 815\100) SPGA 296 37x37 1.95" x 1.95" 
4.95 cm x 4.95 cm 

The mechanical specifications for the Pentium processor (610\75, 735\90, 815\ 100) are provided in Table 19. 
Figure 12 shows the package dimensions. 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

Table 19. Package Dimensions 

Family: Ceramic Staggered Pin Grid Array Package 

Symbol 
Millimeters Inches 

Min Max Notes Min Max . Notes 

A 3.91 4.70 Solid Lid 0.154 0.185 Solid Lid 

A1 0.33 0.43 Solid Lid 0.013 0.017 Solid Lid 

A2 2.62 2.97 0.103 0.117 

B 0.43 0.51 0.017 0.020 

0 49.28 49.91 1.940 1.965 

01 45.47 45.97 1.790 1.810 

02 31.50 32.00 Square 1.240 1.260 Square 

03 33.99 34.59 1.338 1.362 

04 8.00 9.91 0.315 0.390 

E1 2.41 2.67 0.095 0;105 

E2 1.14 1.40 0.045 0.055 

F .127 Diagonal 0.005 Diagonal 

L 3.05 3.30 0.120 0.130 

N . 296 296 

S1 1.52 2.54 0.060 0.100 
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o . 
~---~------------~ 

<: SEATING 

~LI!PLANE 
Lt~_ . 
1l=~ 

CUW Heat 
Spreader -

Braze 

241997~12 

Figure 12.Pentium™ Processor (610\75, 735\90, 815\ 100) Package Dimensions 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) intel® 
5.0 THERMAL SPECIFICATIONS 

Due to the advanced 3.3V BiGMOS process that it is 
produced on, the Pentium processor (610\75, 
735\90, 815\100) dissipates less power than the 
Pentium processor (510\60, 567\66). 

The Pentium processor (610\75,735\90,815\100) 
is specified for proper operation when case temper­
ature, T CASE, (T c) is within the specified range of 
O·G to 70·G. 

5.1 Measuring Thermal Values 

The Pentium processor (610\75, 735\90, 815\ 1 00) 
package will include a heat spreader. To verify that 
the proper Tc (case temperature) is maintained, it 
should be measured at the center of the package 
top surface on the heat spreader (opposite of the 
pins). The measurement is made in the same way 
with or without a heat sink attached. When a heat 
sink is attached a hole (smaller than 0.150" diame­
ter) should be drilled through the heat sink to allow 
probing the center of the package. See Figure 13 for 
an illustration of how to measure T C. 

To minimize the measurement errors, it is recom­
mended to use the following approach: 

• Use 36-gauge or finer diameter K, T, or J type 
thermocouples. The laboratory testing was done 
using a thermocouple made by Omega (part num­
ber: 5TG-TIK-36-36). 

• Attach the thermocouple bead or junction to the 
center of the package top surface using high 
thermal conductivity cements. The laboratory 
testing was done by using Omega Bond (part 
number: OB-100). 

• The thermocouple should be attached at a 90-de­
gree angle as shown in Figure 13. 

• The hole size should be smaller than 0.150" in 
diameter. 

5.1.1 THERMAL EQUATIONS AND DATA 

For the Pentium processor (610\75, 735\90, 
815\ 1 00), an ambient temperature, T A (air tempera­
ture around the processor), is not specified directly. 
The only restriction is that T C is met. To calculate T A 
values, the following equations may be used: 

T A = T c - (P • 9CA) 

where: 

T A and T C = ambient and case temperature. (0G) 

P= 

case-to-ambient thermal resistance. 
(oG/Watt) 

junction-to-ambient thermal resist­
ance. (oG/Watt) 

junction-to-case thermal resistance. 
(oG/Watt) 

maximum power consumption (Watt) 

Table 20 lists the 8CAvalues for the Pentium proces­
sor (610\75, 735\90, 815\100) with passive heat 
sinks. Figure 14 shows Table 20 in graphic format. 

241997-13 

Figure 13. Technique for Measuring TC 
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PENTIUMTM PROCESSOR (610\75, 735\90, 815\ 100) 

Table 20. Thermal Resistances 

Heat Sink In Inches 8JC (OC/Watt) 
8CA(OC/Watt) vs. laminar Airflow (linear ftlmln) 

0 100 200 400 600 

1.95x1.95xO.25 0.9 8.7 7.6 6.2 4.0 3.2 

1.95x1.95xO.35 0.9 8.4 7.1 5.6 3.6 2.9 

1.95x1.95xO.45 0.9 8.0 6.6 4.9 3.2 2.5 

1.95x1.95xO.55 0.9 7.7 6.1 4.3 2.8 2.2 

1.95x1.95xO.65 0.9 7.3 5.6 3.9 2.6 2.0 

1.95x1.95xO.80 0.9 6.6 4.9 3.5 2.2 1.8 

1.95x1.95 x1.00 0.9 5.9 4.2 3.2 2.2 1.7 

1.95x1.95x1.20 0.9 5.5 3.9 2.9 2.0 1.6 

1.95x1.95x1.40 0.9 5.0 3.5 2.6 1.8 1.5 

Without Heat Sink 1.4 11.4 10.5 8.7 5.7 4.5 

NOTES: 
Estimation for Pentium processor (610\75,735\90,815\100) with 1.25" x 1.25" x 0.040" CuW heat spreader. 
Heat sinks are omni directional pin aluminum alloy. 

Features were based on standard extrusion practices for a given height 
Pin size ranged from 50 to 129 mils ' 
Pin spacing ranged from 93 to 175 mils 
Based thickness ranged from 79 to 200 mils 

Heat sink attach was 0.005" of thermal grease. 
Attach thickness of 0.002" will improve performance approximately 0.30C/Watt 
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Figure 14. Thermal Resistance vs. Heatslnk Height 

6.0 FUTURE PENTIUMTM 
OVERDRIVETM PROCESSOR 
SOCKET SPECIFICATION 

6.1 Introduction 

The Future Pentium OverDrive processor is an end­
user single-chip CPU upgrade product for Pentium 
processor (610\75, 735\90, 815\100)-based sys­
tems. The Future Pentium OverDrive processor will 
speed up most software applications by 40% to 
70%. It is binary compatible with the Pentium proc­
essor (610\75, 735\90, 815,\100). 

An upgrade socket (Socket 5) has been defined 
along with the Pentium processor (610\75, 735\90, 
815\ 100) as part of the processor architecture. Up­
gradability can be supported by implementing either 
a single socket or a dual socket strategy for Pentium 
processor (610\75, 735\90, 815\1 OO)-based sys­
tems. A single socket system will include a 320-pin 
SPGA Socket 5. When this system configuration is 
upgraded, the Pentium processor (610\75, 735\90, 
815\ 100) is simply replaced by the Future Pentium 
OverDrive processor. A dual socket system will in­
clude a 296-pin SPGA socket for the Pentium 
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processor (610\75,735\90,815\ 100) and a 320-pin 
SPGA Socket 5 for the second processor. In dual 
socket systems, Socket 5 can be filled with either 
the Dual processor or the Future Pentium OverDrive 
processor. 

6.1.1 UPGRADE OBJECTIVES 

Systems using the Pentium processor (610\75, 
735\90,815\ 100), and equipped with only one proc­
essor socket, must use socket 5 to also accept the 
Future Pentium OverDrive processor. Systems 
equipped with two processor sockets must use 
Socket 5 as the second socket to contain either the 
Pentium processor (610\75, 735\90, 815\100) Dual 
processor or the Future Pentium OverDrive proces­
sor. 

Inclusion of Socket 5 in Pentium processor (610\75, 
735\90, 815\100) systems provides the end-user 
with an easy and cost-effective way to increase sys­
tem performance. The paradigm of simply installing 
an additional component into an easy to use Zero 
Insertion Force (ZIF) Socket to achieve enhanced 
system performance is familiar to the millions of 
end-users and dealers who have purchased Intel 
math coprocessor upgrades to boost system floating 
point performance. 
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The majority of upgrade installations which take ad­
vantage of Socket 5 will be performed by end users 
and resellers. Therefore, it is important that the de­
sign be "end-user easy," and that the amount of 
training and technical expertise required to install 
the upgrade processors be minimized. Upgrade in­
stallation instructions should be clearly described in 
the system user's manual. In addition, by making in­
stallation simple and foolproof, PC manufacturers 
can reduce the risk of system damage, warranty 
claims and service calls. Feedback from Intel's math 
coprocessor upgrade customers highlights three 
main characteristics of end user easy designs: 

• accessible socket location 

• clear indication of upgrade component orienta-
tion . 

• minimization of insertion force 

The Future Pentium OVerDrive processor will sup­
port the 82430NX PClset. Unlike the Pentium proc­
essor (610\75, 735\90, 815\100), the Future 
Pentium OverDrive processor will not support the 
82497 Cache Controller and 82492 Cache SRAM 
chip set. 

6.1.2 INTEL VERIFICATION PROGRAM 

The Intel Verification Program ensures that a 
Pentium processor (610\75, 735\90, 815\100)­
based personal computer meets a minimum set of 
design criteria for, reliable and straight-forward CPU 
upgradability with a Future Pentium OVerDrive proc­
essor. Testing performed at the Intel Verification 
Labs confirms that Future Pentium OverDrive proc­
essor specifications for mechanical, thermal, electri­
cal, functional, and end-user installation attributes 
have been met. While system designs may exceed 
these minimum design criteria, the intent is to pro­
vide end-users with confidence that computer sys­
tems based on verified designs can be upgraded 
with Future Pentium OVerDrive processors. 

I 

The OEM submits production-ready designs to one 
of Intel's worldwide Verification Labs for testing. The 
OEM benefits from advance testing of the design 
prior to availablitiy of the Future Pentium OverDrive 
processor. By identifying and resolving upgradability 
problems before a system is introduced, the OEM 
increases system quality and reduces future support 
costs associated with end-user calls and complica­
tions when the CPU upgrade is ultimately installed. 

Contact your local Intel representative for more in­
formation on the Intel Verification Program for 
Pentium processor (610\75, 735\90, 815\100)­
based systems. 

6.2 Future Pentium OverDrive 
Processor (Socket 5) Pinout 

This section contains pinouts ot the Future Pentium 
OverDrive Socket (Socket 5) when used as a single­
socket turbo upgrade. 

6.2.1 PIN DIAGRAMS 

6.2.1.1 Socket 5 Pinout 

For systems with a single socket for the Pentium 
processor (610\75, 735\90, 81,5\100) and Future 
Pentium OVerDrive processor, the following pinout 
must be followed for the single socket location. Note 
that to be Intel Verified for a Future Pentium Over­
Drive processor, this must be a ZIF socket. The 
socket footprint contains Vee, Vee5, and Vss pins 
that are internal no connects on the Pentium proces­
sor (610\75, 735\90, 815\ 100). These pins mU!f!t be 
connected to the appropriate PCB power and 
ground layers to ensure Future Pentium OverDrive 
processor compatibility. 
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Figure 15. Socket 5 Pinout Top Side View 

The "Socket 5 PINOUT TOP SIDE VIEW"text orientation on the top side view drawing in this section repre­
sents the orientation of the ink mark on the actual packages. (Note that the text shown in this section is not the 
actual text which will be marked on the packages). 
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Table 21. Pentlum™ Processor (610\75, 735\90, 815\ 100) vs. Socket 5 Pins . 

Pentlum™ Processor 
Socket 5 Pin 

(610\75,735\90,815\100) 
Signal Number Signal 

Pentium™ Processor 
Socket 5 Pin 

(610\75,735\90,815\100) 
Signal Number 

Signal 

INC Vss A03 INC Vccs AN01 

D/P# NC AE35 INC Vccs AN03 

NOPIN Vss AJ07 INC Vcc 802 

NO PIN Vss AJ09 NOPIN Vss E11 

NO PIN VCC AJ11 NOPIN Vss E13 

NO PIN Vss AJ13 NO PIN Vcc E15 

NO PIN NC AJ15 NO PIN NC E17 

NO PIN Vss AJ17 NO PIN Vss E19 

NO PIN Vcc AJ19 NO PIN Vcc E21 

NOPIN Vss AJ21 NOPIN Vss E23 

NO PIN NC AJ23 NOPIN NC E25 

NO PIN Vss AJ25 NOPIN Vcc E27 

NO PIN Vss AJ27 NOPIN Vss E29 

NO PIN Vcc AJ29 NOPIN Vss E31 

NO PIN Vss AJ31 

NOTE: 
AlllNCs are internal no connects. These signals are guaranteed t9 remain internally not connected in the Pentium processor 
(6tO\7S, 73S\90, 81S\100). 

6.3 Electrical Specifications 

The Future Pentium OverDrive processor will have 
the same AC specifications, power and ground 
specifications and decoupling recommendations as 
the Pentium processor (610\75, 735\90, 815\100). 

6.3.1 VeC5 PIN DEFINITION 

The Future Pentium OverDrive processor pinout 
contains tWo 5V VCC pins (Vccs) used to provide 
power to the fan/heatsink. These pins should be 
connected to + 5V ± 5% regardless of the system 
design. Failure to connect Vccs to 5V may ca:use 
the component to shut down. 

I 

6.4 Absolute Maximum Ratings of 
Upgrade 

The on-chip Voltage Regulation and fan/heatsink 
devices included with the Future Pentium OverDrive 
processor require different stress ratings than the 
Pentium processor (610\75,735\90,815\ 100). The 
voltage regulator is surface mounted on the Future 
Pentium OverDrive processor and is, therefore, an 
integral part of the assembly. The Future Pentium 
OverDrive processor storage temperature ratings 
are tightened as a result. The fan is a detachable 
unit, and the storage temperature is stated separate­
ly in the table below. Functional operation of the Fu­
ture Pentium OverDrive processor remains O°C to 
70°C. 
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Future Pentium OverDrive processor and Volt­
age Regulator Assembly 

Storage Temperature .............. - 30·C to 100·C 

Case Temperature Under Bias ...... -30·C to 100·C 

Fan 

Storage Temperature ........... " . -:-30·C to 75·C 

Case Temperature Under Bias ...... -30·C to 75·C 

6.4.1 DC SPECIFICATIONS 

* WARNING: Stressing the device beyond the "Ab­
solute Maximum Ratings" may cause permanent 
damage. These are stress ratings only. Operation 
beyond the "Operating Conditions" is not recom­
mended and extended exposure beyond the "Oper­
ating Conditions" may affect device reliability. 

The Future Pentium OverDrive processor will have compatible DC specifications to the Pentium processor 
(610\75, 735\90, 815\ 100), except that ICC3 (Power Supply Current), ISS5 (Fan/Heatsink Current), and VCC 
are the following: 

Table 22. Future Pentlum™ OverDrlve™ Processor Icc Specification 
VCC5=5V ±5%, TCASE ::. 0 to 70·C 

Symbol Parameter Min Max 

ICC3(1) Power Supply Current 4330 

ICC5 Fan/Heatsink Current 200 

NOTE: 
1. Vee = 3.135V to 3.6V 

6.5 Mechanical Specifications 

Unit 

mA 

mA 

The Future Pentium OverDrive processor will be packaged in a 320-pin ceramic staggered pin grid array 
(SPGA). The pins will be arranged in a 37 x 37 matrix and the package dimensions will be 1.95" x 1.95" 
(4.95 cm x 4.95 cm). 

Table 23. Processor Package Information Summary 

Package Type Total Pins Pin Array Package Size 

I Future Pentium™ OverDrive™ Processor SPGA 320 37x37 1.95" x 1.95" 
4.95 cm x 4.95 cm 
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Table 24. Future Pentlum™ OverDrlve™ Processor Package Dimensions 

Family: Ceramic Staggered Pin Grid Array Package 

Symbol 
Millimeters Inches 

Min Max Notes Min Max Notes 

AO 33.88 Solid Lid 1.334 Solid Lid 

A1 0.33 0.43 Solid Lid 0.013 0.017 Solid Lid 

A2. 2.62 2.97 0.103 0.117 

A4 20.32 0.800 

A5 10.16 AirSpace 0.400 AirSpace 

B 0.43 0.51 0.017 0.020 

0 49.28 49.91 1.940 1.965 

01 45.47 45.97 1.790 1.810 

E1 2.41 2.67 0.095 ' 0.105 

E2 1.14 1.40 0.045 0.055 

L 3.05 3.30 0.120 0.130 

N 320 SPGApins 320 SPGApins 

S1 1.52 2.54 0.060 0.100 

NOTES: 
• Assumes the minimum air space above the fan/heatsink 

A 0.2" clearance around three of four sides of the package is also required to allow free airflow through the fan/heatsink. 
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Figure 16. Future Pentlum™ OverDrlve™ Processor Package Dimensions 

6.6 Thermal Specifications 

The Future Pentium OverDrive processor will be 
cooled with a fan/heatsink cooling solution. The Fu­
ture Pentium OverDrive processor with a fan/heat­
sink is specified for proper operation when T A (air 
temperature entering the fan/heatsink) is a maxi­
mum of 45·C. When the T A(max) ~ 45°C specifica­
tion is met, the fan/heatsink will keep T c (case tem­
perature) within the specified range of O·C to 70°C 
provided airflow through the fan/heatsink is unim­
peded. 

6.7 Upgradabillty with Socket 5 

6.7.1 INTRODUCTION 
• Built-in. upgradability for Pentium processor 

(610\ 75, 735\90, 815\ 1 00) based systems 

- Supports the Future Pentium OverDrive proc­
essor 320-pin socket (Socket 5) 
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6.7.2 SOCKET 5 VENDORS 

OEMs should contact Intel for the most current list 
of Intel-qualified socket vendors. For a complete list 
of Qualified Sockets and Vendor Order Numbers, 
call the Intel Faxback number for your geographical 
area and have document #7209 automatically faxed 
to you. Figure 17 shows preliminary dimensions for 
AMP and Yamaichi lIockets. OEMs should directly 
contact the socket vendors for the most current 
socket information. Figure 18 shows the upgrade 
processor's orientation in Socket 5. 

To order Socket 5 from AMP and Yamaichi,· the 
phone numbers and part numbers are as follows: 

AMP: 1-800-522-6752 
part#: 916513-1 

Yamaichi: 1-800-769-0797 
part#: NP210-320K13625 
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YAMAICHI 
'... ~' , 54.82 +/- 0.4 

63.89 + 0.7 
- 0.3 

Socket 5 
~;;;,;;;;;;;;;;;;;;,;;;;;;;;;;;;;;;paII. - - - - - -

62.46 +/- 0.5 
, .. ~ 

7.62 +/- 0.30 I: 

AMP 
'... ~ , 52.20 +/- 0.4 

Socket 5 

58.45 +/- 0.5 .. 

63.99 
+/- 0.50 

10.92 
+/- .30 

5.40 :t : -r 9.00 15.49 
,-, 
16.5 

NOTE: 
All dimensions are in mm. 

Figure 17. Socket 5 Footprint Dimensions 

WARNING: 
See socket manufacturer for the most current information. 
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Figure 18. Chip Orientation in Socket 5 
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6.8 Testability 

6.8.1 BOUNDARY SCAN 

The Future Pentium OverDrive processor supports 
the IEEE Standard 1149.1 boundary scan using 
the Test Access Port (TAP) and TAP Controller. 
The boundary scan register for the Future Pentium 
OverDrive processor contains a cell for each pin. 
The turbo upgrade component will have a different 
bit order than the Pentium processor (610\75, 
735\90,815\100). If the TAP port on your system 
will be used by an end user following installation of 
the Future Pentium OverDrive processor, please 
contact Intel for the bit order of the upgrade proces­
sor boundary scan register. 
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int:el. 
FUTURE PENTIUMTM OVERDRIVETM PROCESSOR FOR 

PENTIUMTM PROCESSOR (510\60, 567\66)-BASED 
SYSTEMS SOCKET SPECIFICATIONS 

1.0 INTRODUCTION 

The Future Pentium™ OverDrive™ processor is an end user single-chip CPU upgrade 
product for Pentium processor (510\60, 567\66)-based systems. The Future Pentium 
OverDrive processor will speed up most software applications by 40% to 70%. It is binary 
compatible with the Pentium processor (510\60, 567\66). 

An upgrade socket (Socket 4) has been defined along with the Pentium processor (510\60, 
567\66) as part of the processor architecture. The Future Pentium OverDrive processor will 
be socket compatible with the Pentium processor (510\60, 567\66). The Future Pentium 
OverDrive processor is packaged in a 273-pin ceramic pin grid array package with an at­
tached fanlheatsink present on the turbo upgrade processor component. 

Execution tracing is not supported in the Future Pentium OverDrive processor, and perform­
ance.monitoring is implemented differently than in the Pentium processor (510\60,567\66). 

1.1 Upgrade Objectives 

Systems using the Pentium processor (510\60, 567\66) must use Socket 4 to also accept the 
Future Pentium OverDrive processor. Inclusion of upgrade Socket 4 in Pentium processor 
(510\60, 567\66) systems provides the end user with an easy and cost effective way to 
increase system performance. The process of simply installing an upgrade component into an 
easy to use Zero Insertion Force (ZIF) socket to achieve enhanced system performance is 
familiar to the millions of end users and dealers who have purchased Intel Math CoProcessor 
upgrades to boost system floating-point performance. 

Inclusion of Socket 4 in Pentium processor (510\60, 567\66) systems provides the end-user 
. with an easy and cost-effective way to increase system performance. The paradigm of simply 
installing an additional component into an easy to use Zero Insertion Force (ZIF) Socket to 
achieve enhanced system performance is familiar to the millions of end-users and dealers who 
have purchased Intel math coprocessor upgrades to boost system floating point performance. 

The majority of upgrade installations which take advantage of Socket 4 will be performed by 
end users and resellers. Therefore, it is important that the design be "end user easy," and that 
the amount of training and technical expertise required to install the upgrade processors be 
minimized. Upgrade installation instructions should be clearly described in the system user's 
manual. In addition, by making installation simple and foolproof, PC manufacturers can 
reduce the risk of system damage, warranty claims and service calls. 
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Feedback from Intel's Math CoProcessor upgrade customers highlights three main character­
istics of end user easy designs: 
• accessible socket . location 
• clear indication of upgrade component orientation 
• minimization of insertion force 

The Future Pentium OverDrive processor will support the Intel 82430 PCIset. Unlike the 
Pentium processor (510\60, 567\66), the Future Pentium OverDrive processor will not sup­
port the 82496 Cache Controller and 82491 Cache SRAM chip set. 

1.2 Intel Verification Program 

The Intel Verification Program ensures that a Pentium processor (510\60, 567\66)-based 
personal computer meets a minimum set of design criteria for reliable and straightforward 
CPU upgradability with a Future Pentium OverDrive processor. Testing performed at the 
Intel Verification Labs confirms that future Pentium OverDrive processor specifications for 
mechanical, thermal, electrical, functional, and end-user installation attributes have been 
met. While system designs may exceed these minimum design criteria, the intent is to provide 
end-users with confidence that computer systems based on verified designs can be upgraded 
with Futute Pentium OverDrive processors. 

The OEM submits production-ready designs to one of Intel's worldwide Verification Labs for 
testing. The OEM benefits from advance testing of the design prior to availability of the 
Future Pentium OverDrive processor. By identifying and resolving upgradability problems 
before a system is introduced, the OEM increases system quality and reduces future support 
costs associated with end-user calls and complications when the CPU upgrade is ultimately 
installed. 

Contact your lo.cal Intel representative for more information on the Intel Verification Pro­
gram for Pentium processor (510\60, 567\66)-based systems. 

2.0 Future Pentium™ OverDrive™ Processor Socket 

The following drawings in Figure 1 show the preliminary worst case socket footprints from 
two qualified Socket 4 vendors, AMP and Yamaichi. OEMs should work directly with socket 
vendors for the. most current socket information. . 

To order Socket 4 from AMP and Yamaichi, the phone numbers and part numbers are: 

AMP: 
Yamaichi: 

1-800-522-6752· 
1-800-769-0797 

Part # : 916510-1 
Part#: NPIIJ-273K13221 

Figure 2 shows the Future Pentium OverDrive processor chip's orientation in the Socket 4. 

For a complete list of Qualified Sockets and Vendor Order Numbers, call the Intel Faxback 
number for your geographical area and have document # 7209 automatically faxed to you. 

2-144 I 



I 

OVERDRIVETM PROCESSOR SOCKET SPECIFICATIONS 

AMP 

r
~ .. ·oo.o.~m",~ 

000000000000000000000 
000000000000000000000 
000000000000000000000 
000000000000000000000 

.. ~ ... - g ill! I --I 1m K'_ 0000 DOD. CD 0000 0000 
0000 0001;11 . :::: :::: 
00000 0000 
000000000000000000000 
000000000000000,00000 
000000000000000000000 

00000000000000000000 

r 
87.5',"0 . 5 ..... 

57.JUO.'mm 

..... 

Yamalchl 

\' "'17!8:lmm~ 
n 

::::::::::::::::::0:: 
000000000000000000000 
000000000000000000000 m:EJ:::: en 0000 DOD • 
0000 0000 0 0000 0000 n 0000 000. 

~ 0000 caR 0000 58.' 
S 

0000 0000 
0000 0000 
0000 0000 • 0000 0000 
0006 .eoo 
00000 0000 

0. 0.' mill 

000000000000000000000 
000000000000000000000 
00000000000.00000000. 
000000000000000000000 

UJ u 

J~ l]f T~ ::fl:!mm 712 i 003 ml 11.00mm I .• mm--1. 

. . ~uuuuuuuuuuuuuu ~ --'-.'.L \oooooooo~ 
, 290484-1 

Figure 1. Socket 4 Footprint Dimensions 
(See socket manufacturer for the most current information.) 
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Figure 2. Chip Orientation in Socket 4 
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3.0 SOCKET 4 PINOUT 

The Future Pentium OverDrive processor pinout is identical to that of the Pentium processor 
(510\60, 567\66). Note that all input pins must meet their AC/DC specifications to guaran­
tee proper functional behavior. Figure 3 shows the Socket 4 pinout. 

Locations E17, S17 and S5 should be plugged on Socket 4 in order to ensure that the Pentium 
processor (510\60, 567\66) or OverDrive processor chip is installed in the socket with the 
correct orientation. 

1 2 3 .4 5 6 7 8 9 10 11 12 13 14 15 1 6 1 7 18 1 9 20 21 

A/O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 A 
I~V MIlO', EWBE' vee vee vee vee vee 01'2 023 vee vee vee vee vee vee vee vee OP5 043 04~ 

BOO 0 0 000 000 0 0 0 0 0 0 000 0 0 B 
IV 8P2 8P3 06 V5S VSS vSS VSS 011 024 V5S VSS V5S VS5 V5S VSS VSS VS5 041 047 04. 

Coo 0 0 000 0 0 0 0 0 0 0 0 0 000 0 0 C 
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Figure 3. Socket 4 Pinout (Top View) 

I 



OVERDRIVETM PROCESSOR SOCKET SPECIFICATIONS 

4.0 ELECTRICAL SPECIFICATIONS 

The Future Pentium OverDrive processor will have the same power and ground specifica­
tions, decoupling recommendations, connection specifications and maximum ratings as the. 
Pentium processor (510\60,567\66). 

4.1 Absolute Maximum Ratings For Upgrade 
\ 

The on-chip voltage regulation and f8ll/heatsink devices included on the Future Pentium 
OverDrive processor require different stress ratings than the Pentium processor (510\60, 
567\66). The voltage regulator is surface mounted on the Future Pentium OverDrive proces­
sor and is, therefore, an integral part ofthe assembly. The Future Pentium OverDrive proces­
sor storage temperature ratings area tightened as a reSult. The fan is a detachable unit, and 
the storage temperature is stated separately in the table below. Functional operation of the 
Future Pentium OverDrive processor remains O"C to 700C. 

Table 1. Absolute Maximum Ratings 

Future Pentlum™ OverDrive™ Processor and Voltage Regulator Assembly: 

Parameter Min Max Unit Notes 

Storage Temperature. -30 100 'c 
Case Temperature Under Bias -30 100 'c 

Fan: 

Parameter Min Max Unit Notes 

Storage Temperature -30 75 'c 
Case Temperature Under Bias -30 75 'c 

WARNING: 
Stressing the devices beyond the "Absolute Maximum Ratings" may cause permanent damage. These are stress 
ratings only. Operation beyond the "Operating Conditions" is not recommended and extended exposure be­
yond the "Operating Conditions" may affect device reliability. 

4.2 DC SpeCifications 

The Future Pentium OverDrive processor will have the same DC specifications as the 
Pentium processor (510\60, 567\66), including ICC (power Supply Current) as shown in 
Table 2. 

a e . ver rlv r T bl 2 0 D . e™ P oc essor ICC pe a Ions S clfle t" (2) 

Symbol Parameter Min Max Unit Notes 

Icc / Power Supply 3200 mA 66 MHz(1) 
Current 2910 mA 60 MHz(1) 

NOTES: 
1. Worst case average I cc for a mix of test patterns. (The mix of test patterns will be determined after Silicon is examined.) 
2. Refer to· Pentium processor at iCOMP index 510\60 MHz, and Pentium processor at iCOMP index 567\66 MHz datasheet 

for remaining Pentium processor (510\60,567\66) DC and Vee specifications. 
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Refer to Pentium processor at iCOMP index 510\60 MH~, and Pentium processor at iCOMP 
index 567\66 MHz datasheets for a listing of the remaining DC specifications. 

4.3 AC Specifications 

The Future Pentium OverDrive processor will have the same AC specifications as the 
Pentium processor (510\60, 567\66). Refer to Pentium processor at iCOMP index 
510\60 MHz, aJ:ld Pentiom processor at iCOMP index 567\66 MHz datasheets for a listing 
of the AC specifications. The functional parameters for the Future Pentium OverDrive proc" 
essor's AO specifications are the same as those for Pentium processor (510\60, 567\66) 
except TSINK as shown below: 

5.0 MECHANICAL SPECIFICATIONS 

The FQture Pentium OverDrive processor for Pentium processor (510\60, 567\66)-based 
systems is packaged in a 273-pin ceramic pin grid array (PGA) with attached fanlheatsink. 
The pins are arranged in a 21 x 21 matrix and the package dimensions will be 2.16" x 2.16" 
(5.49 cm x 5.49 cm). See Table 3. . 

Table 3. OverDrive™ Processor Package Information Summary 
. Package Type Total Pins Pin Array Package Size 

PGA 273 21 x21 2.16" x2.16" 
(5.49 em x 5.49 em) 

NOTE: 
See DC Specifications for mo!e detailed power specifications. 

As can be seen in the mechanical dimensions in Table 4 and Figure 4, the actual height 
required by the heatsink and fan is less than the total space allotted. Since the Future 
Pentium OverDrive processor for Pentium processor (510\60, 567\66)-based systems em­
ploys a fanlheatsink, a certain amount of space is required above the fanlheatsink I.mit to 
ensure that the airflow is not blocked. Figure 5 shows unacceptable blocking of the airflow 
for the Future Pentium OverDrive processor fanlheatsink. Figure 6 details the minimum 
space needed around the PGA package to ensure proper heatsinkairflow. 

As shown in Figure 6, it is acceptable to allow any device (Le., add-in cards, surface mount 
device, chassis, etc.) to enter within the free space distance of 6.2" from the PGA package if 
it is not taller than the level of the heatsink base. In other words, if a component is taller t~an 
height "B," it cannot' be closer to the PGA package than distance "A." This applies to three 
ofthe four sides of the PGA package, although the back and handle sides of a ZIF socket will 
generally automatically meet this specification since they have widths larger than distance 
"A." 
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Table 4. OverDrive™ Processor Mechanical Specifications 
Family: Ceramic Pin Grid Array Package 

SYlTlbol 
MIllimeters 

A 

A1 

A2 

A3 

A4 

A5 

B 

D 

D1 

E1 

L 

N 

S1 

Min Max Notes 

33.98 Solid Lid 

2.84 3.50 Solid Lid 

0.33 0.43 Solid Lid 

2.51 3.07 

20.32 

10.16 

0.43 0.51 

54.61 55.11 

50.67 50.93 

2.29 2.79 

3.05 3.30 

273 

1.65 2.16 

~----------~.D------------~ 
I--------'-IDI-----"""-+I 

51 

0000000000000000000 
01.65 0.00000000000000000000 
~ 000000000000000000000 

00000000000000000000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 
0000 0000 

PIN 0000 0000 
D40000 0000 

00 0000 
000.00000000000000000 
000000000000000000000 

1 000000000000000000000 
~OOOOOOOOOOOOOOOOOOOOO 

L!:!! REF 1.52 • 
45° CHAIArER 
(INDClI CORNeR) 

Min 

0.112 

0.013 

0.099 

0.400 

0.017 

2.150 

1.995 

0.090 

0.120 

0.065 

273 

Figure 4. Processor Package Dimensions 

Inches 

Max 

1.338 

0.138 

0.017 

0.121 

0.800 

0.020 

2.170 

2.005 

0.110 

0.130 

0.085 

Notes 

Solid Lid 

Solid Lid 

Solid Lid 

290484-4 
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MInimum Air Space from Fan/Heatslnk 

0.4' 

NOT ACCEPTABLE 

Figure 5. Fan/Heatsink Top Space Requirements 

B 

A 

~ I 1l1'l'i'----

SUrface Mot.rIt I I 
CClmpcnent •••• I I 
----..:::\--~­

I 
I 

A "Space from package (0.2') 
B "Height from motherboard (Socket Dependent) 

290484-5 

FanIHeatslnk Unit 

ZlF Socket 

Mciherb08rd 

290484-6 

Figure 6. Required Free Space from Sides of PGA Package 

6.0. THERMAL SPECIFICATIONS 

The fanlheatsink cooling solution will properly cool the Future Pentium OverDrive proces­
sor as long as the maximum air temperature .entering the fanlheatsink cooling solution 
(TA(In» does not exceed 45°C. It is left up to the OEM to ensure that TA(In) meets this 
specification by providing sufficient airflOw. around the Future Pentium OverDrive processor 
heatsink unit. 
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Intel's fanlheatsink will dissipate approximately 1 Wand is powered by the chip such that no 
external wires or connections are required. The extra power needed for the fanlheatsink is 
taken into account in the Icc numbers of the processor. Additionally, Intel is evaluating the 
feasibility of having the Future Pentium OverDrive processor monitor its temperature. No 
BIOS or hardware changes will be needed for this thermal protection mechanism. The shut­
down temperature will be greater than the maximum temperature speCification of the proces­
sor. The fanlheatsink unit will be designed to be removable so that iffan failure should occur, 
the unit may be easily replaced. Figure 7 gives a functional representation of the processor 
and fah/heatsink unit. The actual fan/heatsink unit may be different from the one shown in 
the figure. 

Since the Future Pentium OverDrive processor for Pentium processor (510\60, 567\66)­
based systems employs a fanlheatsink,. it is not as important that the processor heatsink 
receive direct airflow, rather that the system has sufficient capability to remove the warm air 
that the Future Pentium OverDrive processor will generate. This implies that enough airflow 
exists at the Socket 4 to keep localized heating from occurring. This can be accomplished by a 
standard power supply fan with a clear path to the processor. Figure 8 shows how system 
design can cause localized heating to occur by limiting the airflow in the area of the proces­
sor. The airflow supplied in the system should also be enough to ensure that the OEM 
processor shipped with the sy~tem will meet the OEM processor thermal specifications before 
the system is upgraded wiih the Future Pentium OverDrive processor. 

Free Space 

Fan 

Heatslnk 

CeramlcPGA 
290484-7 

Figure 7. Fan/Heatsink Example 
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vents 

Fan 

Good CPU Airflow 

Drive Bays 

Vents 

Adequate venting = 
good air exchange 

Vents 

Figure 8. Airflow Design Examples 

7.0 TESTABILITY 

7.1 Boundary Scan 

Fan 

Drive Bays 

Poor venting = 
poor air exchange 

290484-8 

The Future Pentium OverDrive processor supports the IEEE Standard 1149.1 boundary scan 
using the Test Access Port (TAp) and TAP Controller. The boundary scan register for the 
Future Pentium OverDrive processor contains a cell for each pin. The turbo upgrade compo­
nent will have a different bit order than the Pentium processor (510\60,567\66). If the TAP 
port on your system will be used by an end user following installation of the Future Pentium 
OverDrive processor, please contact Intel for the bit order of the upgrade processor boundary 
scan register. 
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Pentium™ PROCESSOR REFERENCE SHEET 

For more information regarding the Pentium™ Proc­
essor, you may obtain the Pentium Processor User's 
Manual by calling our toll-free literature distribution 
center at 1-800-548-4725. The Pentium Processor User's 
Manual is a three-volume set with details on Pentium 
Processor hardware and software design parameters, 
with specifications also for the 82496 Cache Control­
ler/82491 Cache SRAM, and 82497 Cache Controller/ 
82492 Cache SRAM chipsets. 

December 1994 
Order Number: 241815-002 

Also listed in this chapter are brief technical proftles of 
other Pentium Processor peripheral products, including 
the 82489DX Advanced Interrupt Controller and the 
82430 PCIset. For more information on these products, 
please consult the 1995 Peripherals Handbook. 

241815-1 
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82430LX/82430NX PClset 
• Supports the Pentlum™ Processor at 

60 and 66 MHz (82430LX) * ",' "'.ntlUmpto¢i'~ " 
··,t'n5'$C)"MlfI'· 

-,~.~~.~.,; .. 
:~p,~ (I()I!) ,. ' 
• Interfaces the Host and Standard 

Buses to the PCI Local Bus 
- Up to 132 MBytes/Sec Transfer Rate 
- Full Concurrency Between CPU Host 

Bus and PCI Bus Transactions . 

• Integrated Cache Controller Provided 
for Optional Second Level Cache 
- 256 KByte or 512 KByte Cache 
- Write-Back or Write-Through Policy 

.'.{\~~~,PWt~~~Q8x'}.,·. ." 
- Standard or Burst SRAM . 

• Integrated Tag RAM for Cost Savings 
on Second Level Cache 

• Supports the Pipetined Address Mode 
of the Pentium Processor for Higher 
Performance 

• Provides a 64-Blt Interface to DRAM 
Memory 
- From 2 MBytes to 512 MBytes of 

Main Memory 
- 70 ns and 60 ns DRAMs Supported 

• Optional ISA or EISA Standard Bus 
Interface 
- Single Component ISA Controller 
- Two Component EISA Bus Interface 
- Minimal External Logic Required 

• Supports Burst Read and Writes of 
Memory from the CPU and PCI Buses 

• Five Integrated Write Posting and Read 
Prefetch Buffers Increase CPU and PCI 
Performance 

• Host CPU Writes to PCI Converted to 
Zero Walt-State PCI Bursts with 
Optional TROY # Connection 

• Integrated Low Skew Host Bus Clock 
Driver for Cost and Board Space 
Savings 

• PClset Operates Synchronous to the 
CPU and PCI Clocks 

{. Byte Parity Support for the Host and 
Main Memory Buses 
- Optional Parity on the Second Level 

Cache 
The 82430LX/82430NX PClsets provide the Host/PCI bridge, cache/main memory controller, and an I/O 
subsystem core (either PCI/EISA or PCI/ISA bridge) for the next generation of high-performance personal 
computers based on the Pentium processor. System designers can take advantage of the power of the PCI 
Local bus for the local I/O while maintaining access to the large base of EISA andlSA expansion cards, and 
corresponding software applications. Extensive buffering and buffer management within the bridges ensures 
maximum efficiency in all three bus environments (Host CPU, PCI, and EISAIISA Buses). 

The 82430LX PClset consists of the 82434LX PCI/Cache Memory Controller (PCMC) and the 82433LX Local 
Bus Accelerator (LBX) components, plus, either a PCI/ISA bridge or a PCI/EISA bridge. The PCMC and LBX 
provide the core cache and main memory architecture and serve as the Host/PCI bridge. For an ISA-based 
system, the 82430LX PClset includes the 82378ZB System I/O (SIO) component as the PCI/ISA bridge. For 
an EISA-based system, the 82430LX PClset includes the 82375EB/SB PCI/EISABridge (PCEB) and the 
82374EB/SB EISA System Component .(ESC). The PCES and ESC work in tandem to form the complete 
PCI/EISA bridge. Both 'the ISA and EISA-based systems are shown on the following pages. 

Pentium is a trademark of Intel Corporation. 
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82430LX/82430NX PCls.t 
/' 
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290481-1 

82430LX or 82430NX pelsat ISA Block Diagram 
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290481-2 

82430LX or Unj-Processor 82430NX PClset EISA Block Diagram 
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82496 CACHE CONTROLLER AND 
82491 CACHE SRAM 

FOR USE WITH THE Pentium™ PROCESSOR 
• High Performance Second Level Cache 

- Zero Walt States at 66 MH~ 
- Two-way Set Associative 
- Write-Back with MESI Protocol 
- Concurrent CPU Bus and Memory 

Bus Operation 
- Boundary Scan 

• Pentium Processor 
- Chip Set Version of Pentium 

Processor 
- Superscalar Architecture 

. - Enhanced Floating Point 
- On-chip SK Code and SK Data 

Caches 
- See Pentlum™ Processor User's 

Manual Volume 2 for more 
Information 

• Highly Flexible 
-256K to 512K with parity 
- 32, 64, or 12S-Blt Wide Memory Bus 

. - Synchronous, Asynchronous, and 
Strobed Memory Bus Operation 

- Selectable Bus Widths, Line SI~es, 
Transfers, and Burst Orders 

• Full Multiprocessing Support 
-- Concurrent CPU, Memory Bus, and 

Snoop Operations 
- Complete MESI Protocol 
-Internal/External Parity Generation/ 

Checking 
- Supports Read-for Ownership, Wrlte­

Allocation, and Cache-to-Cache 
Transfers 

The 82496 Cache Controller and multiple 82491 Cache SRAMs combine with the Pentium processor to form a 
CPU Cache chip set designed for high performance servers and function-rich desktops. The high speed 
interconnect between the CPU and cache components has been optimized to provide zero-wait state opera­
tion. This CPU Cache chip set is fully compatible with existing software, and has new data integrity features for 
mission critical applications. 
The 82496 cache controller implements the MESI write-back protocol for full multiprocessing support. Dual 
ported buffers and registers allow the 82496 to concurrently handle CPU bus, memory bus, and internal cache 
operation for maximum performance. 
The 82491. is a customized high-performance SRAM that supports 32, 64, and 128-bit wide memory bus 
widths, 16, 32, and 64 byte line sizes, and optional sectoring. The data path between the CPU bus and 
memory bus is separated by the 82491, allowing the CPU bus to handshake synchronously, asynchronously, 
or with a strobed protocol, and allowing concurrent CPU bus and memory bus operations. 

241814-1 

October 1993 
Order Number: 241814-001 2-157 



82497 CACHE CONTROLLER AND 
82492 CACHE SRAM 

For Use with the Pentium™ Processor (735\90, 815\ 100) 

_ High Performance 'Second Level Cache _ Highly Flexible 
- Zero Wait States at 66 MHz - 256K to 512K with Parity 
- Two-Way Set ~ssoclatlve - 32-, 64-, or 128-81t Wide Memory Bus 
- Wrlteback with MESI Protocol - Synchronous, Asynchronous and 
- Concurrent CPU Bus and Memory Strobed Memory Bus Operatlol1 

Bus Operation - Selectable Bus Widths, Line Sizes, 
- Boundary Scan Transfers and Burst Orders 

_ Pentlum™ Processor (735\90, 815\ 100) _ Full Multiprocessing Support 
- Chip Set Version of Pentium™ - Concurrent CPU, Memory Bus and 

Processor (735\90, 815\ 100) Snoop Operations 
,.... Superscalar Architecture - Complete MESI Protocol 
- Enhanced Floating Point -Internal/External Parity Generatlonl 
- On-Chip 8K Code and 8K Data Checking 

Caches - Supports Read For Owhershlp, 
- See Pentium™ Processor Family Write-Allocation and Cache-to-Cache 

Data Book for More Information Transfers 

The 82497 Cache Controller and multiple 82492 Cache SRAMs combine with the Pentium processor (735\90, 
810\100) to form a CPU Cache chip set designed for high performance servers and function-rich desktops. 
The high-speed interconnect between the CPU and cache components has been optimized to provide zero­
wait state operation. This CPU Cache chip set is fully compatible with existing software, and has new data 
integrity features for mission critical applications. 

The 82497 cache controller implements the MESI write-back protocol for full multiprocessing support. Dual 
ported buffers and registers allow the 82497 to concurrently handle CPU bus, memory bus, and internal cache 
operation for maximum performance. 

The 82492 is a customized high-performance SRAM that supports 32-, 64-, 128-bit wide memory bus widths, 
16-, 32-, and 64-byte line sizes, and optional sectoring. The data path between the CPU bus and memory bus 
is separated by the 82492, allowing the CPU bus to handshake synchronously, asynchronously, or with a 
strobed protocol, and allowing concurrent CPU bus and me,!!ory bus operations. 

242425-1 

The complete document for this product is available on Intel's "Daia-on-Demand" CD-ROM product Contact 
your loeallntel field sales office, Intel technical distributor, or caI/1-800-548-4725. ' 
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82498 CACHE CONTROLLER AND 
82493 CACHE SRAM 

For use with the Pentium™ Processor (735/90, 815/100) 

• High Performance Second Level Cache 
- Zero Wait States at 66 MHz 
- Two-Way Set Associative 
- Writeback with MESI Protocol 
- Concurrent CPU Bus and Memory 

Bus Operation 
- Boundary Scan 

• Pentlum™ Processor (735/90, 815/100) 
-Chip Set Version of Pentium™ 

Processor (735/90, 815/100) 
- Superscalar Architecture 
- Enhanced Floating Point 
- On-Chip 8K Code and 8K Data 

Caches 
- See Pentium™ Processor Family 

Data Book for More Information 

• Highly Flexible 
- 1 Mbyte to 2 Mbyte 
- 64-, or 128-Bit Wide Memory Bus 
- Synchronous, Asynchronous and 

Strobed Memory Bus Operation 
- Selectable Bus Widths, Line Sizes, 

Transfers and Burst Orders 

• Full Multiprocessing Support 
- Concurrent CPU, Memory Bus an" 

Snoop Operations 
- Complete MESI Protocol 
-Internal/External Parity 

Generation/Checking 
- Supports Read For Ownership, 

Write-Allocation and Cache-to-Cache 
Transfers 

The 82498 Cache Controller and multiple 82493 Cache SRAMs combine with the Pentium processor (735/90, 
815/100) and future Pentium Processors to form a CPU Cache chip set designed for high performance servers 
and function-rich desktops. The high-speed interconnect between the CPU and cache components has been 
optimized to provide zero-wait state operation. This CPU Cache chip set is fully compatible with existing 
software, and has new data integrity features for mission critical applications. 

The 82498 Cache Controller implement!' the MESI write-back protocol for full multiprocessing support. Dual 
ported buffers and registers allow the 82498 to concurrently handle CPU bus, memory bus, and internal cache 
operation for maximum performance. 

The 82493 is a customized high-performance SRAM that supports 64-, and 128-bit wide memory bus widths, 
32-, and 64-byte line sizes, and optional sectoring. The data path between the CPU bus and memory bus is 
separated by the 82493, allowing the CPU bus to handshake synchronously, asynchronously, or with a strobed 
protocol, and allowing concurrent CPU bus and memQry bus operations. 

The complete document for this product is available on Intel's "Data-on-Demand" CD-ROM product Contact 
your local Intellield sales office, Intel technical distributor, or call 1-800-548-4725. 
November 1994 
Order Number: 242426-001 2-159 
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82433LX/82433NX 
LOCAL BUS ACCELERATOR (LBX) 

• Supports the Full 64-bit Pentium™ 
Processor Data Bus at Frequencies up 
to 66 MHz (82433LX and 82433NX) 

.rDtW"3~V'S~ l,.evelson, b,C'''; .. 
"~'D8ti1 ,artCf;Adc:IreU BUses (824a3NXJ '.".:, '. 
• Provides a 64-Bit Interface to DRAM 

and a 32-Blt Interface to PCI 

• Five Integrated Write Posting and Read 
Prefetch Buffers Increase CPU and PCI 
Performance 
- CPU-to-Memory Posted Write Buffer 

4 Qwords Deep 
- PCI-to-Memory Posted Write Buffer 

Two Buffers, 4 Dwords Each 
- PCI-to-Memory Read Prefetch Buffer 

4 Qwords Deep 
- CPU-to-PCI Posted Write Buffer 

4 Dwords Deep 
- CPU·to-PCI Read Prefetch Buffer 

4 Dwords Deep 

• CPU-to-Memory and CPU-to-PCI Write 
Posting Buffers Accelerate Write 
Performance 

• Dual-Port Architecture Allows 
Concurrent Operations on the Host and 
PCI Buses 

• Operates Synchronously to the CPU 
and PCI Clocks 

• Supports Burst Read and Writes of 
Memory from the Host and PCI Buses 

• Sequential CPU Writes to PCI 
Converted to Zero Walt-State PCI 
Bursts with Optional TRDY # 
Connection 

• Byte Parity Support for the Host and 
Memory Buses 
- Optional Parity Generation for Host 

to Memory Transfers 
- Optional Parity Checking for the 

Secondary Cache 
- Parity Checking for Host and PCI 

Memory Reads 
- Parity Generation for PCI to Memory 

Writes 

• 160-Pin QFP Package 

Two 82433LX or 82433NX Local Bus Accelerator (LBX) components provide a 64-bit data path between the 
host CPU/Cache and main memory, a 32-bit data path between the host CPU bus and PCI Local Bus, and a 
32-bit data path between the PCI Local Bus and main memory. The dual-port architecture allows concurrent 
operations on the host and PCI Buses. The LBXs incorporate three write posting buffers and two read prefetch 
buffers to increase CPU and PCI performance. The LBX supports byte parity for the host and main memory 
buses. The 82433NX is intended to be used with the 82434NX PCI/Cache/Memory Controller (PCMC). The 
82433LX is intended to be used with the 82434LX PCMC. During bus operations between the host, main 
memory and PCI, the PCMC commands the LBXs to perform functions such as latching address and data, 
merging data, and enabling output buffers. Together, these three components form a "Host Bridge" that 
provides a full function dual-port data path interface, linking the host CPU and PCI bus to main memory. 

c2'2\~~'N"'X' , .. r_like_;~,·~"}t:i$ •. 
", •• ~ ",,<; • . ,,0' 
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82433LX/82433NX 
LOCAL BUS ACCELERATOR (LBX) 
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1.0 ARCHITECTURAL OVERVIEW 

The 82430 PClset consists of the 82434LX PCMC 
and 82433LX LBX components plus either a PCI/ 
ISA bridge or a PCI/EISA bridge. The 82430NX PCI­
set consists of the 82434NX PCMC and 82433NX 
LBX components plus either a PCI/ISA bridge or a 
PCI/EISA bridge. The PCMC and LBX provide the 
core cache and main memory architecture and 
serves as the Host/PCI bridge. An overview of the 
PCMC follows the system overview section. 

The Local Bus Accelerator (LBX) provides a high 
performance data and address path for the 
82430LX/82430NX PClset. The LBX incorporates 
five integrated buffers to increase the performance 
of the Penth,lm processor and PCI master devices. 
Two LBXs in the system support the following areas: 

1 . 64-bit data and 32-bit address bus of the Pentium 
processor. 
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2. 32-bit multiplexed address/data bus of PCI. 

3. 64-bit data bus of the main memory. 

In addition, the LBXs provide parity support for the 
three areas noted above (discussed further in Sec­
tion 1.4). 

1.1 Buffers In the LBX 

The LBX components have five integrated buffers 
designed to increase the performance of the Host 
and PCI Interfaces of the 82430LX/82430NX 
PClset. 

With the exception of the PCI-to-Memory write buffer 
and the CPU-to-PCI write buffer, the buffers in the 
LBX store data 'Only, addresses are stored in the 
PCMC component. 
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1. CPU-to-Memory Posted Write Buffer: This buffer is 4 Qwords deep, enabling the Pentium processor to write back a 
whole cache line in 4-1-1-1 timing, a total of 7 CPU clocks. 

2. PCI-to-Memory Posted Write Buffer: A PCI master can post two consecutive sets of 4 Owords (total of one cache 
line) or two single non-consecutive transactions. 

3. PCI-to-Memory Read Prefetch Buffer: A PCI master to memory read transaction will cause this prefetch buffer to 
read up to 4 awords of data from memory, allowing up to 8 Dwords to be read onto PCI in a single burst transaction. 

4. CPU-to-PCI Posted Write Buffer: The Pentium processor can post up to 4 Dwords into this buffer. The TROY # 
connect option allows zero-wait state burst writes to PCI, making this buffer especially useful for graphic write 

, operations. 
5. CPU-to-PCI Read Prefetch Buffer: This prefetch buffer is 4 Owords deep, enabling faster sequential Pentium proc-

essor reads when targeting PCI. . 

Figure 1. Simplified Block Diagram of the LBX Data Buffers 
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1.2 Control Interface Groups 

The LBX is controlled by the PCMC via the control 
interface group signals. There are three interface 
groups: Host, Memory, and PCI. These control 
groups are signal lines that carry binary codes which 
the LBX internally decodes in order to implement 
specific functions such as latching data and steering 
data from PCI to memory. The control interfaces are 
described below. 

~. Host Interface Group: These control signals are' 
named HIG[4:0] and define a total of 29 (30 for 
the 82433NX) discrete commands. The PCMC 
sends HIG commands to direct the LBX to per· 
form fUnctions related to buffering and storing 
host data and/or address. 

2. Memory Interface Group: These control signals 
are named MIG[2:0] and define a total of 7 dis· 
crete commands. The PCMC sends MIG com· 
mands to direct the LBX to perform functions reo 
lated to buffering, storing, and retiring data to 
memory. 

3. PCI Interface Group: These control signals are 
named PIG [3:0] and define a total of 15 discrete 
commands. The PCMC sends PIG commands to 
direct the LBX to perform functions related to 
buffering .and storing' PCI data and/or address. 

A[O:15] 

MO[32:47] 0[32:47] 

MDr! D['f ! 

LOW ORDER LaX 

t 
AO[O:15] 

intel"" 
1.3 System, Bus Interconnect 

The architecture of the 82430/82430NX PClset 
splits the 64·bit memory and host data buses into 
logical halves in order to manufacture LBX device~ 
with manageable pin counts. The two LBXs interface 
to the 32·bit PCI AD[31 :0] bus with 16 bits each. 
Each LBX connects to 16 bits of the AD[31:0] bus 
and 32·bits of both the MD[0:63] bus and the 
D[0:63] bus. The lower order LBX (LBXL) connects 
to the low word of the AD[31 :0] bus, while the high 
order LBX (LBXH) connects to the high word of the 
AD[31 :0] bus. 

Since the PCI connection for each LBX falls on 
16·bit boundaries, each LBX does not simply con· 
nect to either the low Dword or high Dword of the 
Qword memory and host buses. Instead, the low or· 
der LBX buffers the first and third words of each 
64·bit bus while the high order LBX buffers the sec· 
ond and fourth words of the memory and host 
buses. 

As shown in Figure 2, LBXL connects to the first and 
third words of the 64·bit main memory and host data 
buses. The same device also drives the first 16 bits 
of the host address bus, A[15:0]. The LBXH device 
connects to the second and fourth words of the 
64·bit main memory and host data buses. Corre· 
spondingly, LBXH drives the remaining 16 bits of the 
host address bus, A[31:16]. 

A[16:31] 

MO[48:63] 0[48:63] 
j 

MO[16:31] 

t r 

0[16:31] 

t 
HIGH ORDER LBX 

t 
AO[16:31] 
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Figure 2. Simplified Interconnect Diagram of LBXs to System Buses 
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1.4 PCI TROY # Interface 

The PCI control signals do not interface to the LBXs, 
instead these signals connect to the 82434LX 
PCMC component. The main function of the LBXs 
PCI interface is to drive address and data onto PCI 
when the CPU targets PCI and to latch address and 
data when a PCI master targets main memory. 

The TROY'" option provides the capability for zero­
wait state performance on PCI when the Pentium 
processor performs sequential writes to PCI. This 
option requires that PCI TROY'" be connected to 
each LBX, for a total of two additional connections in 
the system. These two TROY'" connections are in 
addition to the single TROY'" connection that the 
PCMC requires. 

1.5 Parity Support 

The LBXs support byte parity on the host bus (CPU 
and second level cache) and main memory buses 
(local DRAM). The LBXs support parity during the 
address and data phases of PCI transactions tol 
from the host bridge. 

{ 
0[31:0] 

Host A[1S:0] 
Interface 

HP[3:0] 

Main {MO[31:0] 
Memory 

Interface MP[3:0] 

{ 

HClK 

Reset PClK 
and 

Clock LP[1 :0] 

RESET 

TEST 

~ 

lBX 
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2.0 SIGNAL DESCRIPTIONS 

This section provides a detailed description of each 
signal. The signals (Figure 3) are arranged in func­
tional groups according to their associated interface. 

The' "" symbol at the end of a signal name indicates 
that the active, or asserted state occurs when the 
signal is at a low voltage level. When ''''' is not pres­
ent after the signal name, the signal is asserted 
when at the high voltage level. 

The terms assertion and negation are used exten­
sively. This is done to avoid confusion when working 
with a mixture of 'active-low' and 'active-high' sig­
nals. The term assert, or assertion indicates that a 
signal is active, independent of whether that level is 
represented by a high or low voltage. The term ne­
gate, or negation indicates that a signal is inactive. , 

The following notations are used to describe the sig­
nal type. 

In Input is a standard input-only signal. 

out Totem Pole output is a standard active driver. 

tIs Tri-State is a bi-directional, tri-state input! out-
put pin. 

• • 
~ 

AO[1S:0]} PCI 
TROY, Interface 

~ HIG[4:0] 

~ MIG[2:0] 

~ MOLE 

~ PIG[3:0] 
PCMC 
Interface 

~ ORVPCI 

EOl 

PPOUT 

290478-4 

Figure 3. LBX Signals 
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2.1 Host Interface Signals 
Signal Type 

A[15:0) tis 

0[31:0) tis 

HP[3:0) tis 

2·168 

Description 

ADDRESS BUS: The bi·directional A[15:0) lines are connected to the address lines of the 
host bus. The high order LBX (determined at reset time using the EOL signal) is 
connected to A[31 :16), and the low order LBX is connected to A[15:0). The host address 
bus is common with the Pentium processor, second level cache, PCMC and the two 
LBXs. During CPU cycles A[31 :3) are driven by the CPU and A[2:0) are driven by the 
PCMC, all are inputs to the LBXs. During inquire cycles the LBX drives the PCI master 
address onto the host address lines A[31:0). This snoop address is driven to the CPU and 
the PCMC by the LBXs to snoop L 1 and the integrated second level tags, respectively. 
During PCI configuration cycles bound for the PCMC, the LBXs will send or receive the 
configuration data to/from the PCMC by copying the host data bus to/from the host 
address bus. The LBX drives both halves of the Qword host data bus with data from the 
32-bit address during PCMC configuration read cycles. The LBX drives the 32-bit address 
with either the low Oword or the high·Oword during PCMC configuration write cycles. 

',;,~~t~~~,~~.,~,', ~~tB~:tt,'.~,',~r,=,=,'~~, ~to,;~'~ ;;·:A~".·'·":: 
;f:BX:PI,l:f~tmt>d~.~l'I A:'11,.:sarnpledJow,th$tBXi$,rn~rMaf·" ' ~. 
·WlJ&O Affi~ pmplS(lhl9~itttte t.t:!)(c:.t,{vtilS th~int.rnal~t.~JrPr:ntbj.~t;L~ ',: 
P1n<NOte~tAl101'l the hIg!1 or~rUlXi$:f;o~ted ~ tti$A211tM:or\ the~V 
~~" ThiS ~riie'~ddf~ line ~usedto."ui:~~ Into PLtbtest:motie •. ,',', ' , 
HOST DATA: Thebi-directional 0[31:0] lines are connected to the data lines of the host 
data bus. The high order LBX (determined at reset time using the EOL signal) is 
connected to the host data bus 0[63:48] and 0[31 :16) lines, and the low order LBX is 
connected to the host data bus 0[47:32] and 0[15:0] lines. In the 82433LX, these pins 
contain weak internal pull-up resistors. 

,Ihthe 824S3NX,tfleS61l10,!!\ «ontajn~ls)ritemat·JiIl.1i!>Wn reo , . 
HOST DATA PARITY: HP[3:O] are the bi-directional byte parity Signals for the host data 
bus. The low order parity bit HP[O] corresponds to 0[7:0] while the high order parity bit 
HP[3] corresponds to 0[31 :24). The HP[3:0] Signals function as parity inputs during write 
cycles and as parity outputs during read cycles. Even parity is supported and the HP[3:0] 
signals follow the same timings as 0[31 :0]. In the 82433LX, these pins contain weak 
internal pull-up resistors. 

In:u1~~~3NX.·~Pirt~&rntili~;·~";:£;{.'·;' :.·<·'·~r_ 
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2.2 Main Memory (Dram) Interface Signals 
Signal Type 

MO[31:0] tis 

MP[3:0] tIs 

Description 

MEMORY DATA BUS: MO[31:0] are the bi-directional data lines for the memory data 
bus. The high order LBX (determined at reset time using the EOL signal) is connected to 
the memory data bus MO[63:48] and MO[31:16] lines, and the low order LBX is 
connected .to the memory data bus MO[47:32] and MO[15:0] lines. The MO[31 :0] 
signals drive data destined for either the host data bus or the PCI bus. The MO[31 :0] 

~signals input data that originated from either the host data bus or the PCI bus. These 
pins contain weak internal pull-up resistors. 

MEMORY PARITY: MP[3:0].are the bi-directional byte enable parity signals for the 
memory data bus. The low order parity bit MP[O] corresponds to MO[7:0] while the high 
order parity bit MP[3] corresponds to MO[31 :24]. The MP[3:0] signals are parity outputs 
during write cycles to memory and parity inputs during read cycles from memory. Even 
parity is supported and the MP[3:0] signals follow the same timings as MO[31 :0]. These 
pins contain weak internal pull-up resistors. 

2.3 PCllnterface Signals 
Signal Type Description 

AO[15:0] tis ADDRESS AND DATA: AO[15:0] are bi-directional data lines for the PCI bus. The 
.AO[15:0] signals sample or drive the address and data on the PCI bus. The high order 
LBX (determined at reset time using the EOL signal) is connected to the PCI bus 
AD [31: 16] lines, and the low order LBX is connected to the PCI AD [15:0] lines. 

TROY# in TARGET READY: TROY # indicates the selected (targeted) device's ability to complete 
the current data phase of the bus operation. For normal operation, TR OY # is tied 
asserted low. When the TROY # option is enabled in the PCMC (for zero wait-state PCI 
burst writes), TROY # should be connected to the PCI bus. 

2.4 PCMC Interface Signals 
Signal Type Description 

HIG[4:0] in HOST INTERFACE GROUP: These signals are driven from the PCMC and control the 
host interface of the LBX. The 82433LX decodes the binary pattern of these lines to 
perform 29 unique functions (30 for the 83433NX). These signals are synchronous to the 
rising edge of HCLK. 

MIG[2:0] in MEMORY INTERFACE GROUP: These signals are driven from the PCMC and control 
the memory interface of the LBX. The LBX decodes the binary pattern of these lines to 
perform 7 unique functions. These signals are synchronous to the rising edge of HCLK. 

PIG[3:0] in PCIINTERFACE GROUP: These signals are driven from the PCMC and control the PCI 
interface of the LBX. The LBX decodes the binary pattern of these lines to perform 15 
unique functions. These signals are synchronous to the rising edge of HCLK. 

MOLE in MEMORY DATA LATCH ENABLE: During CPU reads from DRAM, the LBX uses a 
clocked register to transfer data from the MO[31 :0] and MP[3:0] lines to the 0[31 :0] and 
HP[3:0] lines. MOLE is the clock enable for this register. Data is clocked into this register 
when MOLE is asserted. The register retains its current value when MOLE is negated. 

During CPU reads from main memory, the LBX'tri-states the 0[31 :0] and HP[3:0] lines 
on the rising edge of MOLE when HIG[4:0] = NOPC. 

ORVPCI ' in DRIVE PCI BUS: This signals enables the LBX to drive either address or data 
information onto the PCI AO[15:0] lines. 
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2.4 PCMC Interface Signals (Continued) 

~ignal Type Description 

EOl tis End Of Line: This signal is asserted when a PCI master read or write transaction is about 
to overrun a cache line boundary. The low order lBX will have this pin connected to the 
PCMC (internally pulled up in the PCMC). The high order lBX connects this pin toa pull-
down resistor. With one lBX EOl line being pulled down and the other lBX EOl pulled 
up, the lBX samples the value of this pin on the negation of the RESET signal to 
determine if it's the high or low order lBX. 

PPOUT tis LBX PARITY: This signal reflects the parity of the 16 AD lines driven from or latched into 
the lBX, depending on the command driven on PIG[3:0]. The PCMC uses PPOUT from 
both lBXs (called PPOUT[1 :0]) to calculate the PCI parity signal (PAR) for CPU to PCI 
transactions during the address phase of the PCI cycle. The lBX uses PPOUT to check 
the PAR signal for PCI master transactions to memory during the address phase of the 
PCI cycle. When transmitting data to PCI the PCMC uses PPOUT to calculate the proper 
value for PAR. When r~.ceiving data from PCI the PCMC uses PPOUT to check the value 
received on PAR. 

If the l2 cache does not implement parity, the lBX will calculate parity so the PCMC can 
drive the correct value on PAR during l2 reads initiated by a PCI master. The laX 
samples the PPOUT signal at the negation of reset and compares that state with the state 
of EOl to determine whether the l2 cache implements parity. The PCMC internally pulls 
down PPOUT[O] and internally pulls up PPOUT[1]. The l2 supports parity if PPOUT[O] is 
connected to the high order lBXand PPOUT[1] is connected to the low order lBX. The 
l2 is defined to not support parity if these connections are reversed, and for this case, the 
lBX will calculate parity. For normal operations either connection allows proper parity to 
be driven to the PCMC. 

2.5 Reset and Clock Signals 
Signal Type Description 

HClK in HOST CLOCK: HClK is input to the lBX to synchronize command and data from the host 
and memory interfaces. This input is derived from a buffered copy of the PCMC HClKx 
output. 

PClK in PCI CLOCK: All timing on the lBX PCI interface is referenced to the PCLK input. All 
output signals on the PCI interface are driven from PClK rising edges and all input signals 
on the PCI Interfac~ are sampled on PClK rising edges. This input is derived from Ii 
buffered copy of the PCMC PClK output. 

RESET in RESET: Assertion of this signal resets the lBX. After RESET has been negated the lBX 
configures itself by sampling the EOl and PPOUT pins. RESET is driven by the PCMC 
CPURST pin. The RESET signal is synchronous to HClK and must be driven directly by 
the PCMC. 

lP1 out LOOP 1: Phase lock loop Filterpin. The filter components required for the lBX are 
connected to these pins. ' 

lP2 in LOOP 2: Phase lock loop Filter pin. The filter components required for the leX are 
connected to these pins. 

TEST in TEST: The TEST pin must be tied low for normal system operation. 

TSCON. in TRI-STATE CONTROL: This signal enables the output buffers on the lBX. This pin must 
be held high for normal operation. If TSCON. is negated, all lBX outputs will tri-state. 
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3.0 FUNCTIONAL DESCRIPTION 

3.1 LBX Post and Prefetch Buffers 

This section describes the five write posting and 
read prefetching buffers implemented in the LBX. 
The discussion in this section refers to the operation 
of both LBXs in the system. 

3.1.1 CPU-TO-MEMORY POSTED WRITE 
BUFFER 

The write buffer is a queue 4 awords deep, it loads 
awords from the CPU and stores awordsjo memo­
ry. It is 4 Qwords deep to accommodate write-backs 
from the first or second level cache. It is organized 
as a simple FIFO. Commands driven on the HIG[4:0] 
lines store Qwords into the buffer, while commands 
on the MIG [2:0] lines retire awords from the buffer. 
While retiring awords to memory, the DRAM control­
ler unit of the PCMC will assert the appropriate MA, 
CAS[7:0]#, and WE# signals. The PCMC keeps 
track of full/empty states, status of the .data and 
address. 

Byte parity for data to be written to memory is either 
propagated from the host bus or generated by the 
LBX. The LBX generates parity for data from the 
second level cache when the second level cache 
does not implement parity. 

3.1.2 PCI-TO-MEMORY POSTED WRITE BUFFER 

The buffer is organized as 2 buffers (4 Dwords 
each). There is an address storage register for each 
buffer. When an address is stored one of the two 
buffers is allocated and subsequent Dwords of data 
are stored beginning at the first location in that buff­
er. Buffers ~re retired to memory strictly in order, 
aword at a tIme. 

Commands driven on the PIG[3:0] lines post ad­
dresses and data into the buffer. Commands driven 
on HIG[4:0] result in addresses being driven on the 
host address bus. commands driven on MIG[2:01 
result in data being retired to DRAM. 

For cases where the address targeted by the first 
Dword is odd, i.e. A[2] = 1, and the data is stored in 
a~ even location in the buffer, the LBX correctly 
aligns the Dword when retiring the data to DRAM. In 
other words the buffer is capable of retiring a aword 
to memory where the data in the buffer is shifted by 

82433LX/82433NX 

1 Dword (Dword is position 0 shifted to 1, 1 shifted 
to 2 etc.). The DRAM controller of the PCMC asserts 
the correct CAS [7:0] # signals depending on the PCI 
C/BE[3:0] # signals stored in. the PCMC for that 
Dword. 

The End Of Line (EOL) signal is used to prevent PCI 
master writes from bursting past the cache line 
boundary. The device that provides "warning" to the 
PCMC is the low order LBX. This device contains the 
PCI master write low order address bits necessary to 
determine how many Dwords are left to the end of 
the line. Consequently, the LBX protocol uses the 
EOL signal from the low order LBX to provide this 
"end-of-line" warning to the PCMC, so that it may 
retry a PCI master write when it bursts past the 
cache line boundary. This protocol is described fully 
in Section 3.3.6. 

The ~BX calculates Dword parity on PCI write data, 
sendIng the proper value to the PCMC on PPOUT. 
The LBX generates byte parity on the MP signals for 
writing into DRAM. 

3.1.3 PCI-TO-MEMORY READ PREFETCH 
BUFFER 

This buffer is organized as a line buffer (4 awords) 
for burst transfers to PCI. The data is transferred into 
the buffer a aword at a time and read out a Dword at 
a time. The LBX then effectively decouples the 
memory read rate from the PCI rate to increase con­
currence. 

Each new transaction begins by storing the first 
Dword in the first location in the buffer. The starting 
Dword for reading data out of the buffer onto PCI 
must be specified within a aword boundary; that is 
the first requested Dword on PCI could be an even 
or odd Dword. If the snoop for a PCI master read 
results in a write-back from first or second level 
caches, this write back is sent directly to PCI and 
main memory. The fol.lowing two paragraphs de­
scribe this process for cache line write-backs. 

Since the write-back data from L 1 is in linear order, 
writing into the buffer is straightforward. Only those 
Qwords to be transferred into PCI are latched into 
the PCI-to-memory read buffer. For example, if the 
address targeted by PCI is in the 3rd or 4th Qword in 
the line, the first 2 awords of write back data are 
discarded and not written into the read buffer. The 
primary cache write-back must always be written 
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completely to the CPU-to-Memory posted Write 
Buffer. 

If the PCI master read data· is read from the second­
ary cache, it is not written back to memory. Write­
backs from the second level cache, when using 
burst SRAMs, are in Pentium processor burst order 
(the order depending on which Qword of the line is 
targeted by the PCI read). The buffer is directly ad­
dressed when latching second level cache write­
back data to accommodate this burst order.' For ex­
ample, ·if the requested Qword is Qword 1, then the 
burst .order is 1-0-3-2. Qword 1 is latched in buffer 
location 0, Qword 0 is discarded, Qword 3 is latched 
into buffer location 2 and Qword 2 is latched into 
buffer location 1. 

Commands driven on MIG [2:01 and HIG[4:0] enter 
data into the buffer from the DRAM interface and the 
host interface (Le. the caches), respec~ively. Com­
mands driven on the PIG [3:0] lines drive data from 
the buffer onto the PCI AD[31 :0] lines. 

Parity driven on the PPOUT signal is calculated from 
the byte parity received on the host bus or the mem­
ory bus, whichever is the source. If the second level 
cache is the source of the data and does not imple­
ment parity, the parity driven on PPOUT is generated 
by the LBX from the second level cache data. If 
main memory is the source of the read data, PCI 
parity is calculated from the DRAM byte parity. Main 
memory must implement byte parity to guarantee 
correct PCI parity generation. 

3.1.4 CPU·TO·PCI POSTED WRITE BUFFER 

The CPU·to-PCI Posted Write Buffer is 4 Dwords 
deep. The buffer is constructed as a simple FIFO, 
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, with some performance enhancements. An address 
is stored in the LBX with each Dword of data. The 
structure of the buffer accommodates the packetiza­
tion of writes to be burst on PCI. This is accom­
plished by effectively discarding addresses of data 
Dwords driven within a burst. Thus, while an address 
is stored for each Dword, an address is not neces­
sarily driven on PCI for each Dword. The PCMC de­
termines when a burst write may be performed 
based on consecutive addresses. The buffer also 
enables consecutive bytes to be merged within a 
single Dword, accommodating byte, word, and misa­
ligned Dword string store and string move opera­
tions. Qword writes on the host bus are, stored within 
the buffer as two individual Dword writes, with sepa­
rate addresses. 

The storing of an address with each Dword of data 
allows burst writes to be retried easily. In order to 
retry transactions, the FIFO is effectively "backed 
up" by one Dword. This is accomplished by making 
the FIFO physically one entry larger than it is logical­
ly. Thus, the buffer is physically 5 entries deep (an 
entry consists of an address and a Dword of data), 
while logically it is considered full when 4 entries 
have been posted. This design allows the FIFO to 
be backed up one entry when it is logically full. 

Commands driven on HIG[4:0] post addresses and 
data' into the buffer, and. commands driven on 
PIG[3:0] retire addresses and data from the buffer' 
and drive them onto the PCI AD[31:0] lines. As dis­
cussed previously, when bursting, not all addresses 
are driven onto PCI. 

Data parity driven on the PPOUT signal is calculated 
from the byte parity received on the host bus. Ad­
dress parity driven on PPOUT is calculated from the 
address received on the host bus. 



3.1.5 CPU-TO-PCI READ PREFETCH BUFFER 

This prefetch buffer is organized as a single buffer 
4 Dwords deep. The buffer is organized as a simple 
FIFO. reads from the buffer are sequential; the buff­
er does not support random access of its contents .. 
To support reads of less than a Dword the FIFO 
read pointer can fu~ction with or without a pre-incre­
ment. The pointer can also be reset to the first entry 
before a Dword is driven. When a Dword is read, it Is 
driven onto both halves of the host data bus. 

Commands driven on the HIG[4:0jlines enable read 
addresses to be sent onto PCI, the addresses are 
driven using PIG[3:0j commands. Read data is 
latched into the LBX by commands driven on the 
PIG[3:0j lines and the data is driven onto the host 
data bus using commands driven on the HIG[4:0j 
lines. 

The LBX calculates Dword parity on PCI read data, 
sending the proper value to the PCMC on PPOUT. 
The LBX does not generate byte parity on the host 
data bus when the CPU reads PCI. 

82433LX/82433NX 

3.2 LBX Interface Command 
Descriptions 

This section describes the functionality of the HIG, 
MIG and PIG commands driven by the PCMC to the 
LBXs. 

3.2.1 HOST INTERFACE GROUP: HIG[4:0j 

The Host Interface commands are shown in Table 1. 
These commands are issued by the host interface of 
the PCMC to the LBXs in order to perform the fol­
lowing functions: 

• Reads from CPU-to-PCI read prefetch buffer 
when the CPU reads from PCI. 

• Stores write-back data to PCI-to-memory read 
prefetch buffer when PCI read address results in 
a hit to a modified line in first or second level 
caches. 

• Posts data to CPU-to-memory write buffer in the 
case of a CPU to memory write. 

• Posts data to CPU-to-PCI write buffer in the case 
of a CPU to PCI write. 

• Drives host address to Data lines and data to ad­
dress lines for programming the PCMC configura­
tion registers. 
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Table 1. HIG Commands 

Command Code Description 

NOPC OOOOOb No Operation on CPU Bus 

CMR 11100b CPU Memory Read 

CPRF 00100b CPU Read First Dword from CPU-to-PCI Read Prefetch Buffer 

CPRA 00101b CPU Read Next Dword from CPU-to-PCI Read Prefetch Buffer, Toggle A 

CPRB 00110b CPU Read Next Dword from CPU-to-PCI Read Prefetch Buffer, Toggle B 

CPRa 00111b CPU Read Oword from CPU-to-PCI Read Prefetch Buffer 

SWBO 01000b Store Write-Back Data Oword 0 to PCI-to-MemQry Read Buffer 

SWB1 01001b Store Write-Back Data 6word 1· to PCI-to-Memory Read Buffer 

SWB2 01010b Store Write-Back Data aword 2 to PCI-to-Memory Read Buffer 

SWB3 01011b Store Write-Back Data aword 3 to PCI-to-Memory Read Buffer 

PCMWa 01100b Post to CPU-to-Memory Write Buffer aword 

PCMWFa 01101b Post to CPU-to-Memory Write and PCI-to-Memory Read Buffer First aword 

PCMWNa 01110b Post to CPU-to-Memory Write and PCI-to-Memory Read Buffer Next aword 

PCPWL 10000b Post to CPU-to-PCI Write Low Dword 

MCP3L 10011b Merge to CPU-to-PCI Write Low Dword 3 Bytes 

MCP2L 10010b Merge to CPU-to-PCI Write Low Dword 2 Bytes 

MCP1L 10001b Merge to CPU-to-PCI Write Low Dword 1 Byte 

PCPWH 10100b Post to CPU-to-PCI Write High Dword 

MCP3H 10111 b Merge to CPU-to-PCI Write High Dword 3 Bytes 

MCP2H 10110b Merge to CPU-to-PCI Write High Dword 2 Bytes 

MCP1H 10101b Merge to CPU-to-PCI Write High Dword 1 Byte 

LCPRAD 00001b Latch CPU-to-PCI Read Address 

DPRA 11000b Drive Address from PCI AID Latch to CPU Address Bus 

DPWA 11001b Drive Address from PCI-to-Memory Write Buffer to CPU Address Bus 

ADCPY 11101b Address to Data Copy in the LBX 

DACPYH 11011b Data to Address Copy in the LBX High Dword 

DACPYL 11010b Data to Address Copy in the LBX Low Dword 

PSCD 01111b Post Special Cycle Data 

DRVFF 11110b Drive FF .. FF (All 1 's) onto the Host Data Bus 

~16 .PgftlOQP DviOto QpnflgUoltlon~ ;\ ·iC. ':' :,~. ·C. 

NOTE: 
All other patterns are reserved. 
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NOPC 

CMR 

CPRF 

CPRA 

CPRB 

CPRQ 

No Operation is performed on the host 
bus by the LBX hence it tri-states its 
host bus drivers. 

This command effectively drives 
DRAM data onto the host data bus. 
The LBX acts as a transparent latch in 
this mode, depending on MOLE for 
latch control. With the MOLE signal 
high the CMR command will cause the 
LBXs to buffer memory data onto the 
host bus. When MOLE is low. The LBX 
will drive onto the host bus whatever 
memory data that was latched when 
MOLE was negated. 

This command reads the first Dword of 
the CPU-to-PCI read prefetch buffer. 
The read pOinter of the FIFO is set to 
point to the first Oword. The Oword is 
driven onto the high and low halves of 
the host data bus .. 

This command increments the read 
pointer of the CPU-to-PCI read pre­
fetch buffer FIFO and drives that 
Oword onto the host bus when it is 
driven after a CPRF or CPRB com­
mand. If driven after another CPRA 
command, the LBX drives the current 
Dword while the read pointer of the 
FIFO is not incremented. The Oword is 
driven onto the upper and lower halves 
of the host data bus. 

This command increments the read 
pointer of the CPU-to-PCI read pre­
fetch buffer FIFO and drives that 
Dword onto the host bus when it is 
driven after a CPRA command. If driv­
en after another CPRB command, the 
LBX drives the current Dword while the 
read pointer of the PIFO is not incre­
mented. The Dword is driven onto the 
upper and lower halves of the host 
data bus. 

This command drives the first Oword 
stored in the CPU-to-PCI read prefetch 
buffer onto the lower half of the host 
data bus, and drives the second Oword 
onto the upper half of the host data 
bus, regardless of the state of the read 
pointer. The read pointer is not affect­
ed by this command. 
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SWBO This command stores a Qword from 
the host data lines into location 0 of 
the PCI-to-Memory Read Buffer. Parity 
is either generated for the data or prop­
agated from the host bus based on the 
state of the PPOUT Signals sampled at 
the negation of RESET when the LBXs 
were initialized. 

SWB1 This command, (similar to SWBO), 
stores a Qword from the host data 
lines into location 1 of the PCI-to-Mem­
ory Read Buffer. Parity is either gener­
ated from the data or propagated from 
the host bus based on the state of the 
PPOUT signal sampled at the falling 
edge of RESET. 

SWB2 This command, (similar to SWBO), 
stores a Oword written back from the 
first or second level cache into location 
2 of the PCI-to-memory read buffer. 
Parity is either generated from the data 
or propagated from the host bus based 
on the state of the PPOUT signal sam­
pled at the falling edge of RESET. 

SWB3 This command stores a Qword from 
the host data lines into location 3 of 
the PCI-to-Memory Read Buffer. Parity 
is either generated for the data or prop­
agated from the host bus based on the 
state of the PPOUT signal sampled at 
the falling edge of RESET. 

I' 

PCMWQ This command posts one Oword of 
data from the host data lines to CPU­
to-Memory Write Buffer in case of a 
CPU memory write or a write-back from 
the second level cache. 

PCMWFQ If the PCI Memory read address leads 
to a hit on a modified line in the first 
level cache, then a write-baqk is 
scheduled and this data has to be writ­
ten into the CPU-to-Memory Write Buff­
er and PCI-to-Memory Read Buffer at 
the same time. The write-back of the 
first Oword is done by this command to 
both the buffers. ' 

PCMWNQ This command follows the previous 
command to store or post subsequent 
write-back Qwords. 

2-175 



82433LX/82433NX 

PCPWL 

MCP3L 

MCP2L 

MCP1L 

PCPWH 

MCP3H 

MCP2H 

MCP1H 

LCPRAD 

2-176 

This command posts the low Dword of 
a CPU-to-PCI write. The CPU-to-PCI 
Write Buffer stores a Dword of PCI ad­
dress for every Dword of data. Hence .. 
this command also stores the address 
of the Low Dword in the address loca­
tion for the data. Address bit 2 (A2) is 
not stored directly. This command as­
sumes a value of 0 for A2 and this is 
what is stored. 

This command merges the 3 most sig­
nificant bytes of the low Dword of the 
host data bus into the last Dword post­
ed to the CPU-to-PCI write buffer. The 
address is not modified. 

This command merges the 2 most sig­
nificant bytes of the low Dword of the 
host data bus into the last Dword post­
ed to the CPU-to-PCI write buffer. The 
address is not modified. 

This command merges the most signif­
icant byte of the low Dword of the host 
data bus into the last Dword posted to 
the CPU-to-PCI write buffer. The ad­
dress is not modified. 

This command posts the upper Dword 
of a CPU-to-PCI write, with its address, 
into the address location. Hence, to do 
a award write PCPWL has to be fol­
lowed by a PCPWH. Address bit 2 (A2) 
is not stored directly. This command 
forces a value of 1 for A2 and this is 
what is stored. 

This command merges the 3 most sig­
nificant bytes of the high Dword of the 
host data bus into the last Dword post­
ed to the CPU-to-PCI Write Buffer. The 
address is not modified. 

This command merges the 2 most sig­
nificant bytes of the high Dword of the 
host data bus into the last Dword post­
ed to the CPU-to-PCI Write Buffer. The 
address is not modified .. 

This command merges the most signif­
icant byte of the high Dword of the host 
data bus into the last Dword posted to 
the CPU-to-PCI Write Buffer. The ad­
dress is not modified. 

This command latches the host ad­
dress to drive on PCI for a. CPU-to-PCI 
read. It is necessary to latch the ad­
dress in order to drive inquire address­
es on the host address bus before the 
CPU address is driven onto PCI. 

DPRA 

DPWA 

AiJCPY 

DACPYH 

DACPYL 

PSCD 

DRVFF 

The PCI memory read address·· is 
latched in the PCI AID latch by a PIG 
command LCPRAD, this address is 
driven onto the host address bus by 
DPRA. Used in PCI to memory read 
transaction. 

The DPWA command drives the ad­
dress of the current PCI Master Write 
Buffer onto the host address bus. This 
command is potentially driven for multi­
ple cycles. When it is no longer driven, 
the read pointer will increment to point 
to the next buffer, and a subsequent 
DPWA command will read the address 
from that buffer. 

This command drives the host data 
bus with the host address. The ad­
dress is copied on the high and low 
halves of the award data bus; i.e. 
A[31:0] is copied onto D[31:0] and 
D[63:32]. This command is used when 
the CPU writes to the PCMC configura­
tion. registers. 

This command drives the host address 
bus with the high Dword of host data. 
This command is used when the CPU 
writes to the PCMC configuration regis­
ters. 

This command drives the host address 
bus with the low Dword of host data. 
This command is used when the CPU 
writes to the PCMC configuration regis­
ters. 

This command is used to post the val­
ue of the Special Cycle code into the 
CPU-to-PCI Posted Write Buffer. The 
value is driven onto the A[31 :0] lines 
by the PCMC, after acquiring the ad­
dress bus by asserting AHOLD. The 
value on the A[31 :0] lines is posted 
into the DATA location in the CPU-to­
PCI Posted Write Buffer. 

This command causes the LBX to drive 
all "1 s" (i.e. FFFFFFFFh) onto the host 
data bus~ It is used for CPU reads from 
PCI that terminate with master abort. 
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3.2.2 MEMORY INTERFACE GROUP: MIG[2:0] 

The Memory Interface commands are shown in Table 2. These commands are issued by the DRAM controller 
of the PCMC to perform the following functions: 

• Retires data from CPU-to-Memory Write Buffer to DRAM. 

• Stores data into PCI-to-Memory Read Buffer when the PCI read address is targeted to DRAM . 

• Retires PCI-to-Memory Write Buffer to DRAM. 

Table 2. MIG Commands 

Command Code Description 

NOPM OOOb No Operation on Memory Bus 

PMRFQ ·OO1b Place into PCI-to-Memory Read Buffer First Qword 

PMRNQ 010b Place into PCI-to-Memory Read Buffer Next Qword 

RCMWQ 100b Retire CPU-to-Memory Writ~ Buffer Qword 

RPMWQ 101b Retire PCI-to-Memory Write Buffer Qword 

RPMWQS 110b Retire PCI-to-Memory Write Buffer Qword Shifted 

MEMDRV 111b Drive Latched Data Onto Memory Bus for 1 Clock Cycle 

NOTE: 
All other patterns are reserved. 

NOPMN 

PMRFQ 

PMRNQ 

RCMWQ 

Operation on the memory bus. The LBX 
tri-states its drivers driving the memory 
bus. 

The PCI-to-Memory read address tar­
gets memory if there is a miss on first 
and second caches. This command 
stores the first Qword of data starting at 
the first location in the buffer. This buff-
er is 8 Dwords or 1 cache line deep. . 

This command stores subsequent 
Qwords from memory starting at the 
next available location in the PCI-to­
Memory Read Buffer. It is always used 
after PMRFQ. 

This command retires one Qword from 
the CPU-to-Memory Write Buffer to 
DRAM. The address is stored in the ad­
dress . queue for this buffer in the 
PCMC. 

RPMWQ This command retires one Qword of 
data from one line of the PCI-to-Memo­
ry write buffer to DRAM. When all the 
valid data in one buffer is retired, the 
next RPMWQ (or RPMWQS) will read 
data from the next buffer. 

RPMWQS This command retires one Qword of 
data from one line of PCI-to-Memory 
write buffer to DRAM. For this com­
mand the data in the buffer is shifted by 
one Dword (Dword in position 0 is shift­
ed to 1, 1 to 2 etc.). This is because the 
address targete,d by the first Dword of 
the write could 'be a(l odd Dword (i.e., 
address bit[2] is a 1). To retire a misa­
ligned line this command has to be 
used for all the data in the buffer. When 
all the valid data in one buffer is retired, 
the next RPMWQ (or RPMWQS) will 
read data from the next buffer. 

MEMDRV For a memory write operation the data 
on the memory bus is required for more 
than one clock cycle hence all DRAM 
retires are latched and driven to the 
memory bus in subsequent cycles by 
this command. 
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3.2.3 PCI INTERFACE GROUP: PIG[3:0] The PCI AD[31 :0] lines are driven by asserting the 
signal DRVPCI. This signal is used for both master 
and slave transactions. The PCI Interface commands are shown in Table 3. 

These commands are issued by the PCI master/ 
slave interface of the PCMC to perform the following 
functions: 

Parity is calculated on either the value being driven 
onto PCI or the value being received on PCI, de­
pending on the command. In Table 3, the PAR col­
umn has been included to indicate the value that the 
PPOUT signals are based on. An "I" indicates that 
the PPOUT sigllals reflect the parity of the AD lines 
as inputs to the LBX. An "0" indicates that the 
PPOUT signals reflect the value being driven on the 
PCI AD lines. See Section 3.3.4 for the timing rela­
tionship between the PIG[3:0] command, the 
AD[31:0] lines, and the PPOUT signals. 

• Slave posts address and data to PCI-to-Memory 
Write Buffer. 

• Slave sends PCI-to-Memory read data on the AD 
bus. 

• Slave latches PCI master memory address so 
that it can be gated to the host address bus. 

• Master latches CPU-to-PCI read data from the 
AD bus. 

• Master retires CPU-to-PCI write buffer. 

• Master sends CPU-to-PCI address to the AD bus. 

Table 3. PIG Commands 

Command Code PAR Description 

PPMWA 1000b I Post to PCI-to-Memory Write Buffer Address 

PPMWD 1001b I Post to PCI-to-Memory Write Buffer Data 

SPMRH 1101b 0 Send PCI Master Read Data High Dword 

SPMRL 1100b 0 Send PCI Master Read Data Low Dword 

SPMRN 1110b 0 Send PCI Master Read Data Next Dw.ord 

LCPRF OOOOb I Latch CPU Read from PCI into Read Prefetch Buffer First Dword 

LCPRA 0OO1b I Latch CPU Read from PCI into Prefetch Buffer Next Dword, A Toggle 

LCPRB 0010b I Latch CPU Read from PCI into Prefetch Buffer Next Dword, B Toggle 

DCPWA 0100b 0 Drive CPU-to-PCI Write Buffer Address 

DCPWD 0101b 0 Drive CPU-to-PCI Write Buffer Data 

DCPWL 0110b 0 Drive CPU-to-PCI Write Buffer Last Data 

DCCPD 1011b 0 Discard Current CPU-to-PCI Write Buffer Data 

BCPWR 1010b 0 Backup CPU-to-PCI Write Buffer for Retry 

SCPA 0111b 0 Send CPU-to-PCI Address· 

LPMA 0011b I Latch PCI Master Address 

NOTE: 
All other patterns are reserved. 
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PPMWA 

PPMWD 

SPMRH 

SPMRL 

SPMRN 

LCPRF 

LCPRA 

This command selects a new buffer 
and places the PCI master address 
latch value into the address register 
for that buffer. The next PPMWD 
command posts write data in the first 
location of this newly selected buff­
er. This command also causes the 
EOl logic to decrement the count of 
Dwords remaining in the line. 

This command stores the value in 
the AD latch into the next data loca­
tion in the currently selected buffer. 
This command also causes the EOl 
logic to decrement the count of 
Dwords remaining in the line. 

This command sends the high order 
Dword from the first Qword of the 
PCI-to-Memory Read Buffer onto 
PCI. This command also causes the 
EOl logic to decrement the count of 
Dwords remaining in the line .. 

This command sends the low order 
Dword from the first Qword of the 
PCI-to-Memory Read Buffer onto 
PCI. This command also selects the 
Dword alignment for the transaction 
and causes the EOl logic to decre­
ment the count of Dwords remaining 
in the line. 

This command sends the next 
Dword from the PCI-ta-Memory 
Head Buffer onto PCI. This com­
mand also. causes the EOl logic to 
decrement the count of Dwords re­
maining in t~ line. This command is 
used for the second and all subse­
quent Dwords of the current transac­
tion. 

This command acquires the value of 
the AD[31:0] lines into the first loca­
tion in the CPU-to-PCI· Read Pre­
fetch Buffer until a different com­
mand is driven. . 

When driven after a lCPRF or 
lCPRB command, this command 
latches the value of the AD[31 :0] 
lines into the next location into the 
CPU-to-PCI Read Prefetch Buffer. 
When driven after another lCPRA 
command, this command latches 
the value on AD[31:0] into the same 
location in the CPU-to-PCI Read 
Prefetch Buffer, overwriting the pre­
vious value. 

LCPRB 

DCPWA 

DCPWD 

DCPWL 

DCCPD 

BCPWR 

SCPA 

LPMA 
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When driven after a lCPRA com­
mand, this command latches the val­
ue of the AD[31 :0] lines into the next 
location into the CPU-ta-PCI Read 
Prefetch Buffer. When driven· after 
another lCPRB command, this com­
mand latches the value on AD[31 :0] 
into the same location in the CPU-ta­
PCI Read Prefetch Buffer, overwrit­
ing the previous value. 

This command drives the next ad­
dress in the CPU-to·PCIWrite Buffer 
onto PCI. The read pOinter of the 
FIFO is not incremented. 
This command drives the next data 
Dword in the CPU-ta-PCI Write Buff­
er onto PCI. The read pointer of the 
FIFO is incremented on the next 
PClK if TRDY # is asserted. 

This command drives the previous 
data Dwora in the CPU·to-PCI Write 
Buffer onto PCI. This is the data 
which was driven by the last DCPWD 
command. The read pOinter of the 
FIFO is not incre·mented. 

This command discards the current 
Dword in the CPU-to·PCI Write Buff­
er. This is used to clear write data 
when the write transaction termi­
nates with master abort, where 
TRDY # is never asserted. 

For this command the CPU·ta-PCI 
Write Buffer is "backed up" one en­
try such that the addressl data pair 
last driven with the DCPWA and 
DCPWD commands will be driven 
again on the AD[31:0] lines when 
the commands are driven again. 
This command is used when the tar­
get has retried the write cycle. 
This command drives the value on 
the host address bus onto PCI. 

This command stores the previous 
AD[31 :0] value into the PCI master 
address latch. If the EOl logiC deter­
mines that the requested Dword is 
the last Dword of a line, then the 
EOl Signal will be asserted; other­
wise the EOl signal will be negated. 

2·179 



82433LX/82433NX 

3.3 LBX Timing Diagrams 

This section describes the timing relationship be­
tween the LBX control signals and the interface 
buses. 

3.3.1 HIG[4:0) COMMAND TIMING 

The commands driven on HIG[4:0) can cause the 
host address bus and/or the host data bus to be 
driven and latched. The following timing diagram iI· 
lustrates the timing relationship between the driven 
command and the buses: The "host bus" in Figure 4 
could be address and/or data. 

Note that the Drive command takes two cycles to 
drive the host data bus, but only one to drive the 
address. When the NOpe command is sampled, the 
LBX takes only one cycle to release the host bus. 

Drive i 
HCLK 

HI0[4:0] 

HA[31:0] ~ut 

intel® 
The Drive commands in Figure 4 are any. of the 
following: . 

CMR 
CPRQ 
DACPYH 

CPRF 
DPRA 
DACPYL 

The Latch command in 
following: 

SWBO 
PCMWQ 
MCP3L 
MCP3H 

NOPe 

• 

SWB1 
PCMWFQ 
MCP2L 
MCP2H 

; 
Latch 

I~ 

CPRA 
DPWA 
DRVFF 

CPRB 
ADCPY 

Figure 4 is any of the 

SWB2 
PCMWNQ 
MCP1L 
LCPRAD 

; 
NOPC 

SWB3 
PCPWL 
PCPWH 
PSCD 

c::: 
HD[63:0] t:==:t:)--+-C~C:}--t--C=i:::J--+~ 

! ~ c:: Out 

290478-5 

Figure 4. HIG[4:0] Command Timing 
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3.3.2 HIG[4:0] MEMORY READ TIMING 

Figure 5 illustrates the timing relationship between 
the HIG[4:0], MIG[2:0], CAS[7:0] #, and MOLE sig· 
nals for DRAM memory reads. The delays shown in 
the diagram do not represent the actual AC timings, 
but are intended only to show how the delay affects 
the sequencing of the signals. 

When the CPU is reading from DRAM, the HIG[4:0] 
lines are driven with the CMR command that causes 
the L8X to drive memory data onto the HD bus. Until 
the MD bus is valid, the HD bus is driven with invalid 
data. When CAS [7:0] # assert, the MD bus be­
comes valid after the DRAM CAS [7:0] # access 
time. The MD and MP lines are directed through a 

HCLK 

HIG[4:0] 

I 

I 
I 

I 

I 

I 
I 

I 

I 

I 
I I 

I I 

\ 

HO[63:0] 

BROY# 

CWE[7:0]# 

MIG[2:0] 

MOLE 

CAS[7:0]# 

MD[63:0] 

I NOI'M 

I I I I 
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synchronous register inside the L8X to the HD and 
HP lines. MOLE acts as a clock enable for this regis­
ter. When MOLE is asserted, the L8X samples the 
MD and MP lines. When MOLE is negated, the MD 
and HD register retains its current value. 

The L8X releases the HD bus based on sampling 
the NOPC command on the HIG [4:0] lines and 
MOLE being asserted. 8y delaying the release of the 
HD bus until MOLE is asserted, the L8X provides 
hold time for the data with respect to the write en­
able strobes (CWE[7:0] #) of the second level 
cache. 

~, I 
I _Out 

I I I 
\. I 

I I I I I 

I I '---V ' I I 

I I I I I 

290478-6 

Figure 5. CPU Read from Memory 
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3.3.3 MIG[2:0] COMMAND 

Figure 6 illustrates the timing of the MIG[2:0] com­
mands with respect to the MD bus, CAS[7:0] /I, and 
WE /I. Figure 6 shows the MD bus transitioning from 
a read to a write cycle. 

The Latch command in Figure 6 is any of the 
following: 
PMRFQ PMRNQ 

The Retire command in Figure 6 is any of the 
following: 
RCMWQ RPMWQ RPMWQS 

HCLK 

The data on the MD bus is sampled at the end of the 
first cycle into the LeX based on sampling the Latch 
command. The CAS[7:0] /I signals can be negated 
in the next cycle. The WE /I signal is asserted in the 
next cycle. The required delay between the asser­
tion of WE/I and the assertion of CAS[7:0] /I means 
that the MD bus has 2 cycles to turn around; hence 
the NOPM command driven in the second clock. 
The LeX starts to drive the MD bus based on sam­
pling the Retire command at the end of the third 
clock. After the Retire command is driven for 1 cy­
cle, the data is held at the output by the MEMDRV 
command. The LeX releases the MD bus based on 
sampling the NOPM command at the end of the 
sixth clock. 

MD[83:0] '=X=JilnC:J--I---~--~-{=::;:=::JQ!iI==~:::J}----J 

CAS[7:O]' I I r 
I 

WE' I ~~ ____ ~ ____ ~ ____ ~ ____ ~~r---I 
290478-7 

Figure 6. MIG[2:0] Command Timing 
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3.3.4 PIG[3:0] COMMAND, DRVPCI, AND PPOUT 
TIMING 

Figure 7itlustrates the timing of the PIG[3:0] com· 
mands, the DRVPCI signal, and the PPOUT[1:0] sig­
nal relative to the PCI AD[31:0] lines. 

The Drive commands in Figure 7 are any of the fol­
lowing: 
SPMRH SPMRL SPMRN 
DCPWA DCPWD DCPWL 
SCPA 

The Latch commands in Figure 7 are any of the fol­
lowing: 
PPMWA PPMWD LPMA 

The following commands do not fit in either catego­
ry, although they function like Latch type commands 
with respect to the PPOUT[1:0] signals. They are 
described in Section 3.3.5. 

LCPRF LCPRA LCPRB 

PCLK 

I 

82433LX/82433NX 

The DRVPCI signal is driven synchronous to the PCI 
bus, enabling the LBXs to initiate driving the PCI 
AD[31 :0] lines one clock after DRVPCI is asserted. 
As shown in Figure 7, if DRVPCI is asserted in cycle 
N, the PCI AD[31 :0] lines are driven in cycle N + 1. 
The negation of the DRVPCI signal causes the LBXs 
to asynchronously release the PCI bus, enabling the 
LBXs to cease driving the PCI AD[31 :Ollines in the 
same clock that DRVPCI is negated. As shown in 
Figure 7, if DRVPCI is negated in cycle N, the PCI 
AD[31 :0] lines are released in cycle N. 

PCI address and data parity is available at the LBX 
interface on the PPOUT lines from the LBX. The par­
ity for data flow from PCI to LBX is valid 1 clock 
cycle after data on the AD bus. The parity for data 
flow from LBX to PCI is valid in the same cycle as 
the data. When the AD[31 :0] lines transition from 
input to output, there is no conflict on the parity lines 
due to the dead cycle for bus turnaround. This is 
illustrated in the sixth and seventh clock of Figure 7. 

HIG[4:0) Drive ~~~A-__ ~ __ ~N~O~PC~ ____ ~~~L~m~~~A-~D~rl~w~~I __ ~~r==== 

DRVPCI W I I L-
PPOUT[1:0) r=x i I p(Oit 1) I p(Ort 1) I p('i 1) X p('i 2) I P(OU{ 2) X= 

AD[31:0) ,=:J lout 1 ) In 1 In 2 ( out2 )--

290478-8 

Figure 7. PIG[3:0] Command Timing 
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3.3.5 PIG[3:0]: READ PREFETCH BUFFER 
COMMAND TIMING 

The structure of the CPU-to-PCI read prefetch buffer 
requires special considerations due to the partition 
of the PCMC and LBX. The PCMC interfaces only to 
the PCI control signals, while the LBXs interface only 
to the data: Therefore, it is not possible to latch a 
Dword of data into the prefetch buffer after it is quali­
fied by TRDY#. Instead, the data. is repetitively 
latched into the same location until TRDY # is sam­
pled asserted. Only after TRDY # is sampled assert­
ed is data valid in the buffer. A toggling mechanism 
is implemented to advance the write pointer to the 
next Dword after the current Dword has been quali­
fied by TRDY#. 

Other considerations of the partition are taken into 
account on the host side as well. When reading from 
the buffer, the command to drive the data onto the 
host bus is sent before it is known that the entrY is 
valid. This method avoids the wait-state that would 
be introduced by waiting for an entry's TRDY # to be 
asserted before sending the command to drive the 
entry onto the host bus. The FIFO structure of the 
buffer also necessitates a toggling scheme to ad­
vance to the next buffer entry after the current entry 
has been successfully driven. Also, this method 
gives the LBX the ability to drive the same Dword 
twice, enabling reads of less than a Dword to be 
serviced by the buffer; reads of individual bytes of a 
Dword would read the same Dword 4 times. 
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The HIG[4:0] and PIG [3:0] lines are definedto en­
able the features described previously. The LCPRF 
PIG[3:0] command latches the first PCI read Dword 
into the firsUocation in the CPU·to-PCI read prefetch 
buffer. This command is driven until TRDY # is sam­
pled asserted. The valid Dword would then be in the 
first location of the buffer. The cycle after TRDY # is 
sampled asserted, the PCMC drives the LCPRA 
command on the PIG[3:0] lines. This action latches 
the value on the PCI AD[31:0] lines into the next 
Dword location in the buffer. Again, the LCPRA com· 
mand is driven until TRDY # is sampled asserted. 
Each cycle the LCPRA command is driven, data is 
latched into the same location in the buffer. When 
TRDY # is sampled asserted, the PCMC drives the 
LCPRB command on the PIG[3:0] lines. This latches 
the value on the AD[31 :0] lines into the next location 
in the buffer, the one after the location that the previ­
ous LCPRA command latched data into. After 
TRDY # has been sampled asserted again, the com· 
mand switches back to LCPRA. In this way, the 
sarne location in the buffer can be filled repeatedly 
until valid, and when it is known that the location is 
valid, the next location can be filled. 

The commands for the HIG[4:0], CPRF, CPRA, and 
CPRB, work exactly the same way. If the same com· 
mand is driven, the same data is driven. Driving· an 
appropriately different command results in the next 
data being driven. Figure 8 illustrates the usage of 
these commands. 
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HCLK 

PCLK 

ADU 

D[83:0] 

BRDYI 

HIG[4:O] 

FRAMEt 

AD[31:0] 

, PlG[3:0] 
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PPOUT[1:0] 

IRDYI 

TRDY' 

~lllrp(oO)~lp(!S"3l1 

I--+i i _i -+-i +---+Ji i~_~ \-+-~ +--+,~ \D. ~ \ I i ~ 
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Figure 8. PIG[3:0) CPU~to-PCI Read Pretetch Butter Commands 

Figure 8 shows an example of how the PIG com­
mands function on the PCI side. The LCPRF com­
mand is driven on the PIG [3:0) lines until TADY'" is 
sampled asserted at the end of the fifth PCI clock. 
The LCPRA command is then driven until TROY'" is 
again sampled asserted at the end of the seventh 
PCI clock. TROY'" is sampled asserted again so 
LCPRB is driven only once. Finally, LCPRA is driven 
again until the last TROY'" is asserted at the end of 
the tenth PCI clock. In this way, 4 Dwords are 
latched in the read CPU-to-PCI prefetch buffer. 

Figure 8 also shows an example of how the HIG 
commands function on the host side of the LBX. 
Two clocks after sampling the CPRF command, the 
LBX drives the host data bus. The data takes two 
cycles to become stable. The first data driven in this 
case is invalid, since the data has not arrived on PCI. 
The data driven on the host bus changes in the sev­
enth host clock, since the LCPRF command has 
been driven on the PIG[3:0) lines the previous cycle, 

latching a new value into the first location of the read 
prefetch buffer. At this point the data is not the cor­
rect value, since TROY", has not yet been asserted 
on PCI. The LCPRF command is driven again in the 
fifth PCI clock while TROY", is sampled asserted at 
the end of this clock. The requested data for the 
read is then latched into the first location of the read 
prefetch buffer and driven onto the host data bus, 
becoming valid at the end of CPU clock 12. The 
BRDY", signal can therefore be driven asserted in 
this clock. The following read transaction (issued in 
CPU clock 15) requests,the next Dword, and so the 
CPRA command is driven on the HIG[4:0) lines, ad­
vancing to read the next location in the read pre­
fetch buffer. As the correct data is already there, the 
command is driven only once for this transaction. 
The next read transaction requests data in the same 
Dword as the previous. Therefore, the CPRA com­
mand is driven, again, the buffer is not advanced, 
and the same Dword is driven onto the host bus. 
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3.3.6 PIG[3:0]: END·OF·LlNE 
WARNING SIGNALS: EOL 

When posting PCI master writes, the PCMC must be 
informed when the line boundary is about to be over· 
run, as it has no way of determining this itself (recall 
that tl:Je PCMC does not receive any address bits 
from PCI). The low order lBX determines this, as it 
contains the low order bits of the PCI master write 
address and also tracks how many Owords of write 
data have been posted. Therefore, the low order 
lBX component sends the "end·ol·line" warning to 
the PCMC. This is accomplished with the EOl signal 
driven from the low order lBX to the PCMC. Figure 9 
illustrates the timing of this signal. 

1. The FRAME# signal is sampled asserted in the 
first cycle. The lPMA command is driven on the 
PIG [3:0] signals to hold the address while it is 
being decoded (e.g. in the MEMCS# decode cir­
cuit of the 82378 SIO). The first data (00) remains 
on the bus until TROY # is asserted in response 
to MEMCS# being sampled asserted in the third 
clock. 

2. The PPMWA command is driven in response to 
sampling MEMCS# asserted. TROY# is asserted 
in this cycle indicating that 00 has been latched at 
the end of the fourth clock. The action of the 
PPMWA command is to transfer the PCI address 

PCLK 

AD[31:0] 
, 

captured in the PCI AO latch at the end of the first 
clock to the posting buffer, and open the PCI AO 
latch in order to capture the data. This data will be 
posted to the write buffer in the following cycle by 
the PPMWO command. 

3. The EOl signal is first negated when the lPMA 
command is driven on the PIG[3:0] signals. Ho'l'i­
ever, if the first data Oword accepted is also the 
last that should be accepted, the EOl signal will 
be asserted in the third clock. This is the "end-of­
line" indicatibn. In this case, the EOl signal is as­
serted as soon as the lPMA command has been 
latched. The action by the PCMC in response is to 
negate TROY # and assert STOP # in the fifth 
clock. Note that the EOl signal is asserted even 
before the MEMCS # signal is sampled asserted 
in this case. The EOl signal will remain asserted 
until the next time the lPMA command is driven. 

4. If the second Oword is the last that should be 
accepted, the EOl signal will be asserted in the 
fifth clock to negate TROY# and assert STOP# 
on the following clock. The EOl signal is asserted 
in response to the PPMWA command being sam­
pled, and relies on the knowledge that TROY # for 
the first Dword of data will be sampled asserted 
by the master in the same cycle (at the end of the 
fourth clock). Therefore, to prevent a third asser­
tion of TROY # in the sixth clock, the EOl signal 
must be asserted in the fifth clock. 

FRAME# 1~\....-+----+-----1I---+---+-....J.--+--J 
MEMCS# , 

OEVSEL# 

TROY# 

SCPA i LPMA ~1) SCPt X PPMrA (2) X I PPMrO (01) x:t=x==1 
STOP# ',----..:....----=------..:~--.:.-r\ ';;;(3:;-) --=-....,\ (4) ,. 

PIG[3:0] 

EOL ______ -11..1 (:.;.:3)~ ___ ...J1 (4) I 
290478-10 

Figure 9. EOL Signal Timing for PCI Master Writes 
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A similar sequence is defined for PCI master reads. 
While it is possible to know when to stop driving read 
data due to the fact that the read address is latched 
into the PCMC before any read data is driven on PCI, 
the use of the EOL signal for PCI master reads sim­
plifies the logic internal to the PCMC. Figure 10 illus­
trates the timing of EOL with respect to the PIG[3:0] 
commands to drive out PCI read data. 

Note that unlike the PCI master write sequence, the 
STOP# signal is asserted with the last data transfer, 
not after. 

PCLK 

82433LX/82433NX 

1. The LPMA command sampled at the end of the 
second clock causes the EOL signal to assert if 
there is only.one Dword left in the line, otherwise 
it will be negated. The first TROY # will also be 
the last, and the STOP# signal will be asserted 
with TRDY#. 

2. The SPMRH command causes the count of the 
number of Dwords left in the line to be decre­
mented. If this count reaches one, the EOL signal 
is asserted. The next TROY # will be the last, and 
STOP# is asserted with TRDY#. 

AD[31:0] ~A~O~D~R=r--4-----~----~~==EOO~'==C=]O~1==r--+~c::J 
FRAME# ~ 

I 

1~~-r---41----+---~---+~--~7 
MEMCS# I I 

OEVSEL# r---+---;----r~~~ __ ~ ____ ~ __ ~~ 
TROY# I \(1) 1(2~ ] 

PIG[3:0] SCPAi ~ LPMAf11 ~ SCPj ~ SPM1H ~ SPM1N N1p X ~~~~~....n..-....=r-~i ~ 
STOP# I \(11 I \ (2) I ~~--~~~----~--~~ 

EOL ~ ~11 ] (2) 

290478-11 

Figure 10. EOL Signal Timing for PCI Master Reads 
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3.4 PLL Loop Filter Components ' 

As shown in Figure 11, loop filter components are 
required on the LBX components. A 4.7 KO 5% re­
sistor, is typically connected, between pins LP1 and 
LP2. Pin LP2 has a path to the PLLAGNe pin 
through a 1000 5% series resistor and a 0.01 p.F 
10% series capacitor. The ground side of capacitor 
Cl and, the PLLVSS pin should connect to the 
ground plane at a common point. All PLL loop filter 
traces should be kept to minimal length and should 
be wider than signal traces. Inductor L 1 is connect­
ed to the 5V power supply on both the 82433LX and 
82433NX. 

Some circuit boards may require filtering the power 
circuit to the LBX PLL. The circuit shown in Figure 
11 will typically enable the Lex PLL to have higher 
noise immunity than without. Pin PLL vee is con­
nected to the 5V Vee through a 100 5% resistor. 
The PLL vee and PLL VSS pins are bypassed with a 
0.01 p.F 10% series capacitor. ' 

LBX 

LP1 

R1 

R2 

C2 

R,3 

C1 

C1 l 

R1 

LP2 t------' 

Mercury 
60 MHz 

4.7KO 

1000 

0.01p.F 

100 

0.47 p.F 

0.Q1 p.F 

R2 

C2 

PLLAGND 1--------' 

R3 

PLLVDD 1-..... ---i....,J Vee 

PLLVSS I-...... --r-e 

Figure 11. ~oop Filter Circuit 
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3.5 PCI Clock Considerations 

There is a 1.25 ns clock skew specification between 
the PCMC and the LBX that must be adhered to for 
proper operation of the PCMC/LBX timing. As 
shown in Figure 12, the PCMC drives PCLKOUT to 
an external clock driver which supplies copies of 
PCLK to PCI devices, the LBXs, and back to the 
PCMC. The skew specification is defined as the dif-

PCMC 

CLOCK 
DRIVER 

PCLKOUT 

PCLKlN 

82433LX/82433NX 

ference in timing between the signal that appears at 
the PCMC PCLKIN input pin and the signal that ap­
pears at the LBX PCLK input pin. For both the low 
order LBX and the high order LBX, the PCLK rising 
and falling edges must not be more than 1.25 ns 
apart from the rising and falling edge of the PCMC 
PCLKIN signal. 

LBX 

r---. TO PCI 
r--+ DEVICES 

PCLK 

LBX 

~ PCLK 

290478-13 

Figure 12. Clock Considerations 
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4.0 ELECTRICAL CHARACTERISTICS 

4.1 Absolute Maximum Ratings 

Table 4 lists stress ratings only. Functional operation 
at these maximums is not guaranteed. Functional 
operation conditions are given in Sections 4.2 
and 4.3. 

Extended exposure to the Absolute Maximum Rat­
ings may affect device reliability. 

Case Temperature under Bias ....... O·C to + 85·C 

Storage Temperature .......... - 40·C to + 125·C 

Voltage on Any Pin 
with Respect to Ground ..... -0.3 to Vcc + 0.3V 

Supply Voltage 
with Respect to Vss ............ -0.3 to + 7.0V 

4.2 Thermal Characteristics 

NOTICE: This data sheet contains information on 
products in the sampling and initial production phases 
of development. The specifications are subject to 
change without notice. Verify with your local Intel 
Sales office that you have the latest data sheet be­
fore finalizing a design. 

• WARNING: Stressing the device beyond the "Absolute 
Maximum Ratings" may cause permanent damage. 
These are stress ratings only. Operation beyond the 
"Operating Conditions" is not recommended and ex­
tended exposure beyond the "Operating Conditions" 
may affect device reliability. 

The LBX is designed for operation at case temperatures between O·C and 85·C. The thermal resistances of 
the package are given in the following tables. 

Table 4. Thermal Resistance 

Parameter Air Flow Rate (Linear Feet per Minute) 

0 400 600 

9JA rC/Watt) 51.9 37.1 34.8 

9JC rC/Watt) 10 
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4.3 DC Characteristics 

Host Interface Signals 
A[ 15:0](tI s), D [31 :O](tI s), HIG [4:0](in), HP [3:0](tI s) 

Main Memory (DRAM) Interface Signals 
MD[31:0](tls), MP[3:0](tls), MIG[2:0](in), MDLE(in) 

4.3.1 82433LX LBX DC CHARACTERISTICS 

82433LX/82433NX 

PCI Interface Signals 
AD[15:0](tls), TRDY # (in), PIG[3:0](in), DRVPCI(in), 
EOL(tls), PPOUT(tls) 

Reset and Clock Signals 
HCLK(in), PCLK(in), RESET(in), LP1 (out), LP2(in), 
TEST(in) 

Functional Operating Range: Vee = 4.75 V to.5.25V; TeASE = QOC to + 85°C 

Symbol Parameter Min Typical Max Unit Notes 

VIL1 Input Low Vdltage -0.3 0.8 V 1 

VIH1 Input High Voltage 2.0 Vee + 0.3 V 1 

VIL2 Input Low Voltage -0.3 0.3 x Vee V 2 

VIH2 Input High Voltage 0.7 x Vee Vee + 0.3 V 2 

VOL1 Output Low Voltage 0.4 V 3 

VOH1 Output High Voltage 2.4 V 3 

VOL2 Output Low Voltage 0.5 V 4 

VOH2 Output High Voltage Vee - 0.5 V 4 

IOL1 Output Low Current 1 rnA 5 

IOH1 Output High Current -'-1 rnA 5 

IOL2 Output Low Current 3 rnA 6 

IOH2 Output High Current -2 rnA 6 
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Functional Operating Range: Vee = 4.7SV to S.2SV; TeASE = O"C to +8SoC (Continued) 

Symbol Parameter Min Typical Max Unit Notes 

IOl3 Output Low Current 3 rnA 7 

IOH3 Output High Current -1 rnA 7 

IIH Input Leakage Current I +10 p.A 
\ 

III Input Leakage Current -10 p.A 

CIN Input Capacitance 4.6 pF 

COUT Output Capacitance 4.3 pF 

CliO 1/0 Capacitance 4.6 pF 

NOTES: 
1. Vll1 and VIH1 apply tothe following signals: AO[15:01. A[15:0]. 0[31:0]. HP[3:0]. MO[31:0]. MP[3:0]. TROY#. RESET. 

HClK.PCLK 
2. VIL2 and VIH2 apply to the following signals: HIG[4:0]. PIG[3:01. MIG[2:0]. MOLE. ORVPCI 
3. VOL1 and VOH1 apply to the following signals: AO[15:01. A[15:0]. 0[31:0]. HP[3:0]. MO[31:0]. MP[3:0] 
4. VOL2 and VOH2 apply to the following signals: PPOUT. EOl 
5. IOL1 and IOH1 apply to the following signals: PPOUT. EOl 
6. IOL2 and IOH2 apply to the following signals: AO[15:0] 
7. IOL3 and IOH3 apply to the following signals: A[15:01. 0[31:0]. HP[3:01. MO[31:01. MP[3:0] 
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4.4 82433LX AC Characteristics 

The AC specifications given in this section consist of 
propagation delays, valid delays; input setup require­
ments, input hold requirements, output float delays,' 
output enable delays, clock high and low times and 
clock period specifications. Figure 13 through Figure 
21 define these specifications. Sections 4.3.1 
through 4.3.3 list the AC Specifications. 

In Figure 13 through Figure 21 VT = 1.5V for the fol­
lowing signals: MD[31 :0], MP[3:0), 0[31 :0], 
HP[3:0), A[15:0), AD[15:0), TROY#, HCLK, PCLK, 
RESET, TEST. 

VT = 2.5V for the following signals: HIG[4:0), 
PIG[3:0)' MIG[2:0), MOLE, ORVPCI, PPOUT, EOL. 

4.4.1 HOST AND PCI CLOCK TIMING, 66 MHZ (82433LX) 

Functional Operating Range: V CC = 4.9V to 5.25V; T CASE = erc to + 70·C 

Symbol Parameter Min Max Figure Notes 

t1a HCLKPeriod 15 20 18 

t1b HCLK High Time 5 18 

t1c HCLK Low Time 5 18 

t1d HCLK Rise Time 1.5 19 

t1e HCLK Fall Time 1.5 19 

t1f HCLK Period Stability ±100 psl 

t2a PCLK Period 30 18 

t2b PCLK High Time 12 18 

t2c PCLK Low Time 12 18 

t2d PCLK Rise Time 3 19 

t2e PCLK Fall Time 3 19 '-

t3 HCLK to PCLK Skew -7.2 5.8 21 

NOTE: 
1. Measured on rising edge of adjacent clocks at 1.5 Volts. 
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4.4.2 COMMAND TIMING, 66 MHZ (82433LX) 

Functional Operating Range: Vee = 4.9V to 5.25V; T CASE = O·C to + 70·C 

Symbol Parameter Min Max Figure Notes 

t10a HIG[4:0] Setup Time to HCLK Rising 5.4 15 

t10b HIG[4:0] Hold Time from HCLK Rising 0 15 

t11a MIG[2:0] Setup Time to HCLK Rising 5.4 15 

t11b MIG[2:0] Hold Time from HCLK Rising 0 15 

t12a PIG[3:0] Setup Time to PCLK Rising 15.6 15 

t12b PIG[3:0] Hold Time from PCLK Rising -1.0 15 

t13a MOLE SetupTime to HCLK Rising 5.7 15 

t13b MOLE Hold Time to HCLK Rising -0.3 ' 15 

t14a ORVPCI Setup Time to PCLK Rising 6.5 15 

t14b ORVPCI Hold Time from PCLK Rising -0.5 15 

t15a RESET Setup Time to HCLK Rising 3.1 15 

t15b RESET Hold Time from HCLK Rising 0.3 15 
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4.4.3 ADDRESS, DATA, TRDY#, EOl, TEST, TSCON AND PARITY TIMING, 66 MHz (82433lX) 

Functional Operating Range: V CC :; 4.9V to 5.25Vj T CASE = O·C to + 70·C 

Symbol Parameter 

t20a AD[15:0] Output Enable Delay from PClK Rising 

t20b AD[15:0] Valid Delay from PClK Rising 

t20c AD[15:0] Setup Time to PCLK Rising 

120d AD[15:0] Hold Time from PClK Rising 

t20e AD[15:0] Float Delay from DRVPCI Falling 

t21a TRDY # Setup Time to PCLK Rising 

t21b TRDY # Hold Time from PCLK Rising 

122a D[31 :0], HP[3:0] Output Enable Delay from HCLK Rising 

122b D[31 :0], HP[3:0] Float Delay from HCLK Rising 

122c D[31 :0], HP[3:0] Float Delay from MDLE Rising 

t22d D[31 :0], HP[3:0] Valid Delay from HCLK Rising 

t22e D[31 :0], HP[3:0] Setup Time to HCLK Rising 

122f D[31 :0], HP[3:0] Hold Time from HCLK Rising 

t23a HA[15:0] Output Enable Delay from HCLK Rising 

t23b HA[15:0] Float Delay from HCLK Rising 

t23c HA[15:0] Valid Delay from HCLK Rising 

t23cc HA[15:0] Valid Delay from HCLK Rising 

t23d HA[15:0] Setup Time to HCLK Rising 

t23e HA[15:0] Setup Time to HCLK Rising 

t23f HA[15:0] Hold Time from HCLK Rising 

t24a MD[31 :0], MP[3:0] Valid Delay from HCLK Rising 

t24b MD[31 :0], MP[3:0] Setup Time to HCLK Rising 

t24c MjD[31 :0], MP[3:0] Hold Time from HCLK Rising 

t25 EOL, PPOUT Valid Delay from PCLK Rising 

t26a All Outputs Float Delay from TSCON Falling 

t26b All Outputs Enable Delay from TSCON Rising 

NOTES: 
1. Min: 0 pF, Max: 50 pF 
2.0 pF 
3. When NOPC command sampled on previous rising HCLK on HIG[4:0) 
4. CPU to PCI Transfers 
5. When ADCPY command is sampled on HIG[4:0) 
6.50 pF 
7. When DACPYL or DACPYH commands are sampled on HIG[4:0) 
8. Inquire cycle 
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Min Max Figure 

2 17 

2 11 14 

7 15 

0, 15 

2 10 16 

7 15 

0 15 

0 7.7 17 

3.1 15.5 16 

2 11.0 16 

0 7.7 14 

3.0 15 

0.3 15 

0 15.2 17 

0 15.2 16 

0 16 14 

0 14.5 

15 15 

4.1 15 

0.3 15 

0 12.0 14 

4.0 15 

0.4 15 

2.3 17.2 14 

0 30 16 

0 30 17 

Notes 

1 

2 

3 

2 

7 

8 

4 

5 

6 
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4.4.4 HOST AND PCI CLOCK TIMING, 60 MHz (S2433LX) 

Functional Operating Range: Vce = 4.7SV to s.2sVj TCASE = IrC to + SsoC 

Symbol Parameter ~In Max Figure Notes 

t1a HCLKPeriod 16.6 20 18 

t1b HCLK High Time 5.5 18 

t1c HCLK Low Time 5.5 18 

t1d HCLK Rise Time 1.5 19 

t1e HCLK Fall Time 1.5 19 

t1f HCLK Period Stability ±100 ps1 

t2a PCLKPeriod 33.33 18 

t2b PCLK High Time 13 18 

t2c PCLK Low Time 13 18 

t2d PCLK Rise Time 3 19 

t2e PCLK Fall Time 3 19 

t3 PCLK to PCMC PCLKIN: Input to Input Skew -7.2 5.8 21 

NOTES: 
1. Measured on rising edge of adjacent clocks at 1.5 Volts 

4.4.5 COMMAND TIMING, 60 MHZ (S2433LX) 

Functional Operating Range: V cc = 4.7SV to s.2sVj T CASE = O°C to + SsoC 

Symbol Parameter Min Max Figure Notes 

t10a HIG[4:0] Setup Time to HCLK Rising 6.0 15 

t10b HIG[4:0] Hold Time from HCLK Rising 0 15 

t11a MIG[2:0] Setup Time to HCLK Rising 6.0 15 

t11b MIG[2:0] Hold Time from HCLK Rising 0 15 

t12a PIG[3:0] Setup Time to PCLK Rising 16.0 15 

t12b PIG[3:0] Hold Time from PC~K Rising 0 15 

t13a MOLE Setup Time to HCLK Rising 5.9 15 

t13b MOLE Hold Time to HCLK Rising -0.3 15 

t14a ORVPCI Setup Time to PCLK Rising 7.0 15 

t14b ORVPCI Hold Time from PCLK Rising -0.5 15 

t15a RESET Setup Time to HCLK Rising 3.4 15 

t15b RESET Hold Time from HCLK Rising 0.4 15 
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82433LX/82433NX infel® 
4.4.6 ADDRESS, DATA, TRDY#, EOL, TEST, TseON AND PAR.ITY TIMING, 60 MHz (82433LX) 

Functional Operating Range: V CC = 4.75V to 5.2pVj T CASE = ooe to + 85°e 

Symbol Parameter 

t20a AD[15:0] Output Enable Delay from PCLK Rising 

t20b AD[15:0] Valid Delay from PCLK Rising 

t20c AD[15:0] Setup Time to PCLK Rising 

t20d AD[15:0] Hold Time from PCLK Rising 

t20e AD [15:0] Float Delay from DRVPCI Falling 

t21a TROY # Setup Time to PCLK Rising 

t21b TROY # Hold Time from PCLK Rising 

t22a 0[31 :0], HP[3:0] Output Enable Delay from HCLK Rising 

t22b 0[31 :0], HP[3:0] Float Delay from HCLK Rising 

t22c 0[31 :0], HP[3:0] Float Delay from MOLE Rising 

t22d 0[31 :0], HP[3:0] Valid Delay from HCLK Rising 

t22e 0[31 :0],HP[3:0] Setup Time to HCLK RisinQ . 

t22f 0[31 :0], HP[3:0] Hold Time from HCLK Rising 

t23a HA[15:0] Output Enable Delay from HCLK Rising 

t23b HA[15:0] Float Delay from HCLK Rising 

t23c HA[15:0] Valid Delay from HCLK Rising 

t23cc HA[15:0] Valid Delay from HCLK Rising 

t23d HA[15:0] Setup Time to HCLK Rising 

t23e HA[15:0] Setup Time to HCLK Rising 

t23f HA[15:0] Hold Time from HCLK Rising 

t24a MD[31 :0], MP[3:0] Valid Delay from HCLK Rising 

t24b MD[31:0], MP[3:0] Setup Time to HCLK Rising 

t24c MD[31:0], MP[3:0] Hold Time from HCLK Rising 

t25 EOL, PPOUT Valid Delay from PCLK Rising 

t26a All Outputs Float Delay from TSCON Falling 

t26b All Outputs Enable Delay from TSCON Rising 

NOTES: 
1. Min: 0 pF, Max: 50 pF 
2.0 pF 
3. When NOPC command sampled on previous rising HCLK on HiG[4:01 
4. CPU to PCI Transfers 
5. When ADCPY command is sampled on HIG[4:0) 
6.50 pF 
7. When DACPYL or DACPYH commands are sampled on HIG[4:0) 
8. Inquire cycle 
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Min Max Figure 

2 17 

2 11 14 

7 15 

0 15 

2 10 16 

7 15 

0 15 

0 7.9 17 

3.1 15.5 16 

2 11.0 16 

0 7.8 14 

3.4 15 

0.3 15 

0 15.2 17 

0 15.2 16 

0 18.5 14 

0 15.5 

15.0 15 

4.1 15 

0.3 15 

0 12.0 14 

4.4 15 

1.0 15 

2.3 17.2 14 

0 30 16 

0 30 17 

Notes 

1 

2 

3 

2 

7 

8 

4 

5 

6 

2 



intel® 82433LX/82433NX 

4.4.7 TEST TIMING (82433LX) 

Functional Operating Range: Vee = 4.7'SV to S.2SV; TeASE = O·C to + 8S·C 

Symbol Parameter Min Max Figura Notes 

t30 All Test Signals Setup Time to 10.0 In PLL Bypass 
HCLK/PCLK Rising Mode 

t31 All Test Signals Hold Time to 12.0 In PLL Bypass 
HCLK/PCLK Rising Mode 

t32 Test Setup Time to HCLK/PCLK Rising 15.0 15 

t33 Test Hold Time to HCLK/PCLK Rising 5.0 15 

t34 PPOUT Valid Delay from PCLK Rising 0.0 500 15 In PLL Bypass 
Mode 
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82433LX/82433NX 

4.5.5 TIMING DIAGRAMS 

Input 

Output 
290478-14 

Figure 13. Propagation Delay 

Clock 

Output 

290478-15 

Figure 14. Valid Delay from Rising Clock Edge 

Clock 1.SV 

Hold Time 

Input VT 

290478-16 

Figure 15. Setup and Hold Times 

Input ______ 7f :oat Delay 

'I~ ~'1'-;--
Output 

290478-17 

Figure 16. Float Delay 

Clock 1.5V 
Output Enable Delay 

Output 

290478-18 

Figure 17. Output Enable Delay 
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.... High Time 

2.0V 
1.5V 

-' .2.0V ..., H.SV 

----.I "'.- O.BV o.Bv,1 

Low Time 

~ Period 
290478-19 

Figure 18. Clock High and Low Times and Period 

Rise Time 

290478-20 

Figure 19. Clock Rise and Fall Times 

290478-21 

Figure 20. Pulse Width 

Output1 VT 

Output to Output Delay 

Output2 VT 

290478-22 

Figure 21. Output to Output Delay 
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5.0 PINOUT AND PACKAGE INFORMATION 

VOO 
PPOUT 

EOL 
VSS 
AD4 
ADS 
AD6 
AD7 
AD8 
VOO 
AD9 

A010 
A011 
A012 
A013 
A014 
A015 
MOLE 

VDD 
VSS 
VSS 

PCLK 
DRVPCI 

PIG3 
PIG2 
PIG1 
PIGO 

D7 
VSS 
VOO 
HPO 

D8 
01 
OS 
D3 

010 
015 
013 

D9 
VOO 
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121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 

• O~~~~~~~~~O~N~~~~~~~O~N~~~~~~~O 
~N~~~G~~m~~~~~~~~~~N~NNNNNNNN~~~~M~~M~~. 

Figure 22. 82433LX and 82433NX Pin Assignment 

80 
79 
78 
n 
76 
75 
74 
73 
72 
71 
70 
69 
68 
67 
66 
65 
64 
63 
62 
61 
60 
59 
58 
57 
56 
55 
54 
53 
52 
51 
50 
49 
48 
47 
46 
45 
44 
43 
42 
41 

VOO 
VSS 
M010 
M017 
M01 
M025 
M09 
M018 
MOO 
M024 
M08 
MlG2 
MIG1 
MIGO 
HIG4 
HIG3 
HIG2 
HIG1 
HIGO 
VOO 
VSS 
VSS 
028 
029 
028 
030. 
D31 
027 
024 
021 
A7 
A11 
A13 
A15 
A5 
AO 
A1 
A2 
VSS 
VOO 
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82433LX/82433NX 

Table 5. 82433LX and 82433NX Numerical Pin Assignment 
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82433LX/82433NX intel® 
Table 5. 82433LX and 82433NX Numerical Pin Assignment (Continued) 

Pin Name Pln,# ' Type Pin Name 

MD1 76 tis MD22 

MD17 77 tis MD15 

MD10 78 tis MD31 

Vss 79 V MD7 

Voo 80 V MD23 

Voo 81 V Voo 

TRDY# 82 . in Vss 

RESET 83 in MPO 

MD26 84 tis MP2 

MD2 85 tis MP1 

MD18 86 tis MP3 

MD11 87 tis ADO 

MD27 88 tis AD1 

MD3 89 tis AD2 

MD19 90' tis AD3 

MD12 91 tis Voo 

MD28 92 tis Voo 

MD4 93 tis PPOUT 

Voo 94 V EOl 

MD20 95 tis Vss 

Vss 96 V A04 

Vss 97 V AD5 

MD13 98 tis AD6 

MD29 99 tis AD7 

MD5 100 tIs AD8 

MD21 101 tis Voo 

MD14 102 tis AD9 

MD30 103 tis AD10 

MD6 104 tis 

2·206 

Pin # 

105 

106 

107 

108 

109 

110 

111 

112 

113 

114 

115 

116 

117 

118 

119 

120 

121 

122 

123 

124 

125 

126 

127 

128 

129 

130 

131 

132 

Type 

tis 

tis 

tis 

tis 

tis 

V 

V 

tis 

tIs 

tis 

tis 

tis 

tis 

tIs 

tis 

V 

V 

tis 

tis 

V 

tis 

tIs 

tis 

tis 

tis 

V 

tis 

tIs 

r----------r---,--~ 

Pin Name Pin # Type 

AD11 133 tis 

AD12 134 tis 
AD13 135 tIs 

AD14 136 tis 

AD15 137 tis 

MOLE 138 in 

Voo 139 V 

Vss 140 V 

Vss 141 V 

PClK 142 in 

DRVPCI 143 in 

PIG3 144 in 

PIG2 145 in 

PIG1 146 in 

PI GO 147 in 

07 148 tis 

VSS149 V 

VtlP~ ,1S0' ¥~. ", . 
Vtioa(8~4S3NX)\.1i;: , .. '\' 
HPO 151 tis 

08 152 tis, 

01 153 tis 

05 154 tis 

03 155 tis 

010 156 tis 

015 157 tis 

013 158 tis 

09 159 tis 

Voo 160 V 

, 
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82433LX/82433NX 

Table 6. 82433LX and 82433NX Alphabetical Pin Assignment List 

Pin Name Pin" Type Pin Name Pin" Type Pin Name Pin" Type 

AO 45 tis A013 135 1/s 026 56 tis 

A1 44 tIs A014 136 tis 027 53 tis 

A2 43 tis A015 137 tis 028 58 tis 

A3 37 tis DO 17 tis 029 57 tis 

A4 38 tis 01 153 tis 030 55 tIs. 

A5 46 tis 02 11 tis 031 54 tis 

A6 35 tis 03 155 tis ORVPCI 143 in 

A7 50 tis 04 16 tis EOL 123 tis 

A8 34 tis 05 154 tis HCLK 8 in 

A9 39 tis 06 10 tis HIGO' 62 in 

A10 36 tis 07 148 tis HIG1 63 in 

A11 49 tis 08 152 tis HIG2 64 in 

A12 33 tis 09 159 tis HIG3 65 in 

A13 48 tis 010 156 tis HIG4 66 in 

A14 32 tis 011 14 tis HPO 151 tis 

A15 47 tis 012 13 tis HP1 15 tis 

ADO 116 tis 013 158 tis HP2 27 tis 

A01 117 tis 014 12 tis HP3 25 tis 

A02 118 tis 015 157 tis LP1 7 out 

A03 119 tis 016 18 tis LP2 6 in 

A04 125 tis 017 29 tis MOO 72 tis 

A05 126 tis 018 24 tis M01 76 tis 

A06 127 tis 019 30 tis M02 85 tIs 

A07 128 tis Q20 23 tis M03 89 tIs 

A08 129 tis 021 51 tis M04 93 tis 

A09 131 tis 022 26 tis M05 100 tis 

A010 132 tis 023 31 tis M06 104 tis 

A011 133 tis 024 52 tis M07 108 tis 

A012 134 tis 025 28 tis M08 70 tis 
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82433LX/82433NX 

Table 6. 82433LX and 82433NX Alphabetical Pin Assignment List (Continued) 

Pin Name Pin # Type Pin Name Pin # Type Pin Name Pin # Type 

MD9 74 tis MIG1 . 68 in Voo 80 V 

MD10 78 tis MIG2 69 in Voo 81 V 

MD11 87 tis MPO 112 tis Voo 94 V 

MD12 91 tis MP1 114 tis Voo 110 V 

MD13 98 tis MP2 113 tis Voo 120 V 

MD14 102 tis MP3 115 tis Voo 121 V 

MD15 106 tis PCLK 142 in Voo 130 V 

MD16 73 tis 

MD17 77 tis 

MD18 86 ' tis 

PIGO 147 in 

PIG1 146 in 

PIG2 145 in 

Voo 139 V 

V. '~43~'; ~ ,V:a(8a433NXJ . .... .' 

MD19 90 tls PIG3 144 in Voo 160 V 

MD20 95 tis PLLAGND 5 V Vss 2 V 

MD21 101 tis PLLVoo 3 V Vss 20 V 

MD22 105 tis PLLVss 4 V Vss 21 V 

MD23 109 tis PPOUT 122 tis Vss 42 V 

MD24 71 tis RESET 83 in Vss 59 V 

MD25 75 tis TEST 9 in Vss 60 V 

MD26 84 tis TRDY 82 in Vss 79 V 

MD27 88 tis 19 in Vss 96 V 

MD28 92 tis Vss 97 V 

MD29 99 tis Vss 111 V 

MD30 103 tis Vss 124 V 

MD31 107 tis Vss 140 V 

MDLE 138 in Vss 141 V 

MIGO 67 in Vss 149 V 
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5.2 Package Information 

1 

I 
E E1 E3 

lU 0 

Pin 1 
290478-24 

Figure 23. 82433LX and 82433NX 160-Pln QFP Package 

Table 7. 160-Pln QFP Package Values 

Symbol 
Min Value Max Value 

(mm) (mm) 
Symbol 

Min Value Max Value 
(mm) (mm) 

A 4.45 E 31.60 32.40 

A1 0.25 0.65 E1 27.80 28.20 

A2 3.30 3.80 E3 25.55 

B 0.20 0.40 e 0.65 

D 31.00 32.40 L 0.60 1.00 

D1 27.80 28.20 (} O· 10· 

D3 25.55 9 0.1 

2-209 



82433LX/82433NX 

6.0 TESTABILITY 

The TSCON pin may be used to help test circuits 
surrounding the LBX. During normal operations, the 
TSCON pin must be tied to VCC or connected to 
VCC through a pull-up resistor. All LBX outputs are 
tri-stated when the TSCON pin is held low or 
grounded. 

6.1 NAND Tree 

A NAND tree is provided in the LBX for Automated 
Test Equipment (ATE) board level testing. The 
NAND tree allows the tester to set the connectivity 
of each of the LBX signal pins. 

The following steps must be taken to put the LBX 
into PLL bypass mode and enable the NAND tree. 
First, to enable PLL bypass mode, drive RESET in. 
active, TEST active, and the DCPWA command 
(0100) on the PIG [3:0] lines. Then drive PCLK from 
low to high. DRVPCI must be held Iowan all rising 
edges of PCLK during testing in order to ensure that 
the LBX does not drive the AD[15:0] lines. The host 
and memory buses are tri-stated by driving NOPM 

(000) and NOPC (00000) 'on the MIG[2:0) and 
HIG[4:0] lines and driving two rising edges on 
HCLK. A rising edge on PCLK with RESET high will 
cause the LBXs to exit PLL bypass mode. TEST 
must remain high throughout the use of the NAND 
tree. The combination of TEST and DRVPCI high 
with a rising edge of PCLK must be avoided. TSCON 
must be driven high throughout testing since driving 
it low would tri-state the output of the NAND tree. A 
10 ns hold time is required on all inputs sampled by 
PCLK or HCLK when in PLL bypass mode. 

6.1.1 TEST VECTOR TABLE 

The following test vectors can be applied to the 
82433LX and 82433NX to put it into PLL bypass 
mode and to enable NAND tree testing. 

6.1.2 NAND TREE TABLE 

Table 9 shows the sequence of the NAND tree in 
the 82433LX and 82433NX. Non-inverting inputs are 
driven directly into the input of a NAND gate in the 
tree. Inverting inputs are driven into an inverter be­
fore going into the NAND tree. The output of the 
NAND tree is driven on the PPOUT pin. 

Table 8. Test Vectors to put LBX Into PLL Bypass and Enable NAND Tree Testing 

LBX 
1 2 3 4 5 6 7 8 9 

Pln/Vector# 
10 11 

PCLK 0 1 0 0 1 1 1 1 1 1 1 

PIG [3:0] Oh Oh Oh 4h 4h 4h 4h 4h 4h 4h 4h 

RESET 1 1 1 0 0 0 1 1 1 1 1 

HCLK 0 0 0 0 0 0 0 1 0 1 0 

MIG[2:0] Oh Oh Oh Oh Oh Oh Oh Oh Oh Oh Oh 

HIG[4:0] Oh Oh Oh Oh Oh Oh Oh Oh Oh Oh Oh 

TEST 1 1 1 1 1 1 1 1 1 1 1 

DRVPCI 0 0 0 0 0 0 0 0 0 0 0 

2-210 



82433LX/82433NX 

Table 9. NAND Tree Sequence 

Order Pin # Signal Non-
Inverting Order Pin # Signal Non-

Inverting Order Pin '" Signal Non-
Inverting 

1 10 OS Y 27 43 A2 Y 53 72 MOO N. 

2 11 02 Y 28 44 A1 Y 54 73 M016 N 

3 12 014 Y 29 45 AO Y 55 74 M09 N 

4 13 012 Y 30 46 A5 Y 56 75 M025 N 

5 14 011 Y 31 47 A15 Y 57 76 M01 N 

6 15 HP1 Y 32 48 A13 Y 58 77 M017 N 

7 16 04 Y 33 49 A11 Y 59 78 M010 N 

8 17 DO Y 34 50 A7 Y 60 82 TROY# Y 

9 18 016 Y 

10 23 020 Y 

35 51 021 Y 

36 52 024 Y 

61 83 RESET N 

62 84 M026 N • 11 24 018 Y 37 53 027 Y 63 85 M02 N 

12 25 HP3 Y 38 54 031 Y 64 86 M018 N 

13 26 022 Y 39 55 030 Y 65 87 M011 N 

14 27 HP2 Y 40 56 026 Y 66 88 M027 N 

15 28 025 Y 41 57 029 Y 67 89 M03 N 

16 29 017 Y 42 58 028 Y 68 90 M019 N 

17 30 019 Y 43 62 HIGO Y 69 91 M012 N 

18 31 023 Y 44 63 HIG1 Y 70 92 M028 N 

19 32 A14 Y 45 64 HIG2 Y 71 93 M04 N 

20 33 A12 Y 46 65 HIG3 Y 72 95 M020 N 

21 34 A8 Y 47 66 HIG4 Y 73 98 M013 N 

22 35 A6 Y 48 67 MIGO N 74 99 M029 N 

23 36 A10 Y 49 68 MIG1 N 75 100 M05 N 

24 37 A3 Y 50 69 MIG2 N 76 101 M021 N 

25 38 A4 Y 51 70 M08 N 77 102 M014 N 

26 39 A9 Y 52 71 M024 N 78 103 M030 N 

2-211 



82433LX/82433NX 

Table 9. NAND Tree Sequence (Continued) 

Order Pin # Signal Non-
Inverting Order Pin # Signal Non-

Inverting Order Pln#. Signal 
Non-

Inverting 

79- 104 MD6 N 94 125 AD4 Y 108 144 PIG3 N 

80 105 MD22 N 95 126 AD5 Y 109 145 PIG2 N 

81 106 MD15 N 96 127 AD6 y 110 146 PIG1 N 

82 107 MD31 N 97 128 AD7 Y 111 147 PIGO N 

83 108 MD7 N 98 129 AD8 y 112 148 07 Y 

84 109 MD23 N 99 131 AD9 y 113 151 HPO Y 

85 112 MPO N 100 132 AD10 Y 114 152 08 y 

86 113 MP2. N 101 133 AD11 y 115 153 01 Y 

87 114 MP1 N 102 134 AD12 Y 116 154 05 Y 

88 115 MP3 N 103 135 AD13 Y 117 155 03 y 

89 116 ADO y 104 136 AD14 Y 118 156 010 y 

90 117 A01 y 105 137 AD15 y 119 157 015 Y 

91 118 AD2 y 106 138 MOLE y 120 158 013 Y 

82 119 AD3 y 107 ... 143 DRVPCI N 121 159 09 Y 

93 123 EOl y 
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82434LX/82434NX PCI, CACHE AND MEMORY. 
CONTROLLER (PCMC) 

• Supports the Pentlum™ Processor at 
ICOMPTM Index 510\60 MHz and ICOMP 
Index 567\66 MHz 

• Supports Plpellned Addressing 
Capability of the Pentium Processor 

•• 
• High Performance CPU/PCI/Memory 

Interfaces via Posted Write and Read 
Prefetcli Buffers 

• Fully Synchronous PCI Interface with 
Full Bus Master Capability 

• Supports the Pentium Processor 
Internal Cache in Either Write-Through 
or Write-Back Mode 

• Programmable Attribute Map of DOS 
and BIOS Regions for System 
Flexibility 

• Integrated Low Skew Clock Driver for 
Distributing Host Clock 

• Integrated Second Level Cache 
Controller 
-Integrated Cache Tag RAM 
- Write-Through and Write-Back Cache 
.. M esfor the e44~4J.,X .... 

~{~. tfX$":=.~·' ~C8Clt'l& 
- Direct Mapped Organization 
- Supports Standard and Burst SRAMs 
- 256-KByte and 512-KByte Sizes 
-Cache Hit Cycle of 3-1-1-1 on Reads 

and Writes Using Burst SRAMs 
- Cache Hit Cycle of 3-2-2-2 on Reads 

and 4-2-2-2 on Writes Using 
Standard SRAMs 

• Integrated DRAM Controller 
-Supports 2 MBytes to 192 MBytes of 

Cacheable Main Memory for the 
82434LX 

• 

70 ns and 60 ns 
- CPU Writes Posted to DRAM 4-1-1-1 
- Refresh Cycles Decoupled from ISA 

Refresh to Reduce the DRAM 

Access Latency •• ~t~:~'l\i~~~' • 

-Refresh by RAS#-Only, or CAS­
Before-RAS#, In Single or Burst 
of Four 

Host/PCI Bridge 
- Translates CPU Cycles into PCI Bus 

Cycles 
- Translates Back-to-Back Sequential 

CPU Memory Writes into PCI Burst 
Cycles 

- Burst Mode Writes to PClln Zero PCI 
Wait-States (i.e. Data Transfer Every 
Cycle) 

- Full Concurrency Between CPU-to­
Main Memory and PCI-to-PCI 
Transactions 

- Full Concurrency Between CPU-to­
Second Level Cache and PCI-to-Main 
Memory Transactions 

- Same Cache and Memory System 
Logic Design for ISA and EISA 
Systems 

- Cache Snoop Filter Ensures Data 
Consistency for PCI-to-Maln Memory 
Transactions 

• 208-Pin QFP Package 

·Other brands and names are the property of their respective owners. 

December 1994 
Order Number: 290479"()()4 2-213 



82434LX/82434NX 

The 82434LX/82434NX PCI, Cache, Memory Controllers (PCMC) integrate the cache· and main memory 
DRAM control functions and provide bus control for transfers between the CPU, cache, main memory, and the 
PCI Local Bus. The cache controller supports write-back (or write-through for 82434LX) cache policy and 
cache sizes of 256-KBytes and 512-KBytes. The cache memory can be implemented with either standard or 
burst SRAMs. The PCMC cache controller integrates'a high-performance Tag RAM to reduce system cost. 
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NOTE: 

A[31:3] 

BE[7:0]' 
ADSt 

D/C. 
MIlO. 

W/R. 

BRDYI 
PEN. 

PCHK. 

EADS. 

HITM. 

BOFF. 

AHOLD 
NA. 

KEN. 
INV 

CACHE. 

HLOCK. 

SMIACTt 

CCS[1 :0]', CADV[1 :0]' 
CALE 

COE[1:0]' 
CWE[7:0]', CBS[7:0]' 

CADS[1 :0]', CR/W[1 :0]1 
CAA[I:3] 

CAB[I:3] 

WEt 
RAS[7:0]' 

CAS[7:0]' 
MA[11:0] 

Hoat 
Intertaee 

Cache 
Intertaee 

DRAM 
Intertace 

PCI 
Interfeee --r+ 

~ ~ 

Rea .. 
end 

Clock 

r-+ 

I+-

LBX 
~ Interfaca 

--+ 

RAS[7:6]# and MA11 are only on the 82434NX. CCS[1:0] functionality is only on the 82434NX. 

Simplified Block Diagram of the PCMC 

82434LX/82434NX 

CIBE[3:0]' 

FRAMEt 

TRDYI 

IRDYt 
STOPf 
PLOCK. 
MEMCS. 
DEVSEU 

MEMREQ. 

PAR 

PERR. 

SERR. 
REQ. 

ONTt 
FLSHREQ. 
MEMACK. 

PWROK 
CPURST 

INIT 
HCLKOSC 

HClKIN 

HCLK[A:F] 
PCLKIN 

PCLKOUT 

PCIRSTt 
TESTEN 

PPOUT[1:0] 
MI0[2:0] 

A[2:0] 

HI0[4:0] 
PI0[3:0] 
DRVPCI 
MDLE 

EOL 

290479-1 
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82434LX/82434NX PCI, CACHE AND MEMORY 
CONTROLLER (PCMC) 
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82434LX/82434NX 

1.0 ARCHITECTURAL OVERVIEW 

This section provides an 82430LX/82430NX PClset 
system overview that includes a description of the 
bus hierarchy and bridg~s between the buses. The 
82430LX PClset consists of the 82434LX PCMC and 
82433LX LBX components plus either a PCI/ISA 
bridge or a PCI/EISA bridge. The 82430NX PClset 
consists of the 82434NX PCMC and 82433NX LBX 
components plus either a PCI/ISA bridge or a PCI/ 
EISA bridge. The PCMC and LBX provide the core 
cache and main memory architecture and serve as 
the Host!PCI bridge. An overview of the PCMC fol­
lows the system overview section. 

1.1 System Overview 

The 82430LX/82430NX PClset provides the Host! 
PCI bridge, cache and main memory controller, and 
an I/O subsystem core (either PCI/EISA or PCI/ISA 
bridge) for the next generation of high-performance 
personal computers based on the Pentium proces­
sor. System designers can take advantage of the 
power of the PCI (Peripheral Component Intercon­
nect) local bus while maintaining access to the large 
base of EISA and ISA expansion cards. Extensive 
buffering and buffer management within the bridges 
ensures maximum efficiency in all three buses (Host 
CPU, PCI, and EISA/ISA Buses). 

For an ISA-based system, the PClset includes the 
System I/O (823781B SID) component (Figure 1) as 
the,PCI/ISA bridge. For an EISA-based system (Fig­
ure 2), the PClset includes the PCI-EISA bridge 
(82375EB PCEB) and the EISA System Component 
(82374EB ESC). The PCEB and ESC work in tan­
dem to form the complete PCI/EISA bridge. 

1_1.1. BUS HIERARCHY-CONCURRENT 
OPERATIONS 

Systems based on the 82430LX/82430NX PClset 
contain three levels of buses structured in the fol­
lowing hierarchy: 

infel~ 
, • Host Bus as the execution bus 

• PCI Bus as a primary I/O bus 

• ISA or EISA Bus as a secondary I/O bus. 

This bus hierarchy allows concurrency for simulta­
neous operations on all three buses. Data buffering 
permits concurrency for operations that crossover 
into another bus. For example, the Pentium proces­
sor could post data destined to the PCI in the LBX. 
This permits the Host transaction to complete in 
minimum time, freeing up the Host Bus for further 
transactions. The Pentium processor does not have 
to wait for the transfer to complete to its final desti­
nation. Meanwhile, any ongoing PCI Bus transac­
tions are permitted to complete. The posted data is 
then transferred to the PCI Bus when the PCI Bus is 
available. The LBX implements extensive buffering 
for Host-to-PCI, Host-to-main memory, and PCI-to­
main memory transactions. In addition, the PCEB/ 
ESC chip set and the SID implement extensive buff­
ering for transfers between the PCI Bus and the 
EISA and ISA Buses, respectivaly. 

Host Bus 

Designed to meet the needs of high-performance 
computing, the Host Bus features: 

• 64-bit data path 
• 32-bit address bus with address pipelining 

• Synchronous frequencies of 60 MHz and 66 MHz 
{It .~ ~'~'50 M nw>.<.-M": ~ . ,'~!"7,""" ~\~"" 
• Burst read and write transfers 

• Support for first level and second level caches 

• Capable of full concurrency with the PCI and 
memory subsystems 

• Byte data parity 
• Full support for Pentium processor machine 

check and DOS compatible parity reporting 

• Support for Pentium processor System Manage­
ment Mode (SMM). 
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Figure 1. Block Diagram of a 82430LX/82430NX PClset ISA System 

PCI Bus 

The PCI Bus is designed to address the growing in· 
dustry needs for a standardized local bus that is not 
directly dependent on the speed and the size of the 
processor bus. New generations of personal com· 
puter system software such as WindowsTM and 
Win·NTTM with sophisticated graphical interfaces, 
multi·tasking, and multi·threading bring new require· 
ments that traditional PC I/O architectures cannot 

satisfy. In addition to the higher bandwidth, reliability 
and robustness of the I/O subsystem are becoming 
increasingly important. PCI addresses these needs 
and provides a future upgrade path. PCI features in­
clude: 

• Processor independent 

• Multiplexed, burst mode operation 

• Synchronous at frequencies up to 33 MHz 

• 120 MByte/sec usable throughput 
(132 MByte/sec peak) for a 32·bit data path 
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• Low.latency random access (60 ns write access 
latency to slave registers from a master parked 
on the bus) 

• Low pin count for cost effective component pack­
aging (multiplexed address/data) 

• Address and data parity 
• Capable of full concurrency with the processor/ 

memory subsystem 
• Three physical address spaces: memory, I/O, 

and configuration 
• Full multi-master capability allowing any PCI mas­

ter peer-to-peer access to any PCI slave 

• Hidden (overlapped) central arbitration 

• Comprehensive support for autoconfiguration 
through a defined set of standard configuration 
functions. 
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ISA Bus 

Figure 1 represents a system using the ISA Bus as 
the second level I/O bus. It allows personal comput­
er platforms built around the PCI as a primary I/O 
bus to leverage the large ISA product base; The ISA 
Bus has 24-bit addressing and a 16-bit data path. 

EISA Bus 

Figure 2 represents a system using the EISA Bus as 
the second level I/O bus. It allows personal comput­
er platforms built around the PCI as a primary I/O 
bus to leverage the large EISAIISA product base. 
Combinations of PCI and EISA buses, both of which 
can be used to provide expansion functions, will sat­
isfy even the most demanding applications. 

Along with compatibility for 16-bit and 8-bit ISA hard­
ware and software, the EISA bus provides the fol­
lowing key features: 

• 32-bit addressing and 32-bit data path 

• 33 MByte/sec bus bandwidth 

• Multiple bus master support through efficient arbi­
tration 

• Support for autoconfiguration. 

1.1.2 BUS BRIDGES 

Host/PCI Bridge Chip Set (PCMC and LBX) 

The PCMC and LBX enhance the system perform­
ance by allowing for concurrency between the Host 
CPU Bus and PCI Bus, giving each greater bus 
throughput and decreased bus latency. The LBX 
contains posted write buffers for Host-to-PCI, Host­
to-main memory, and PCI-to-main memory transfers. 
The LBX also contains read prefetch buffers for 
Host reads of PCI, and PCI reads of main memory. 
There are two LBXs per system. The LBXs are con­
trolled by commands from the PCMC. The PCMC/ 
LBX Host/PCI bridge chip set is cove(ed in more 
detail in Section 1.2, PCMC Overview. 

PCI-EISA Bridge Chip Set (PCEB and ESC) 

The PCEB provides the master/slave functions on 
both the PCI Bus and the EISA Bus. Functioning as 
a bridge between the PCI and EISA buses, the 
PCEB provides the address and data paths, bus 
controls, and bus protocol translation for PCI-to­
EISA and EISA-to-PCI transfers. Extensive data buff­
ering in both directions increase system perform-

I A\w\¥~©1li OOOIl'@IIiIIl!lA\'ii'O@OO 
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ance by maximizing PCI and EISA Bus efficiency and 
allowing concurrency on the two buses. The PCEB's 
buffer management mechanism ensures data coher­
ency. The PCEB integrates central bus control func­
tions including a programmable bus arbiter for the 
PCI Bus and EISA data swap buffers for the EISA 
Bus. Integrated system functions include PCI parity 
generation, system error reporting, and programma­
ble PCI and EISA memory and I/O address space 
mapping and decoding. The PCEB also contains a 
BIOS Timer that can be used to implement timing 
loops. The PCEB is intended to be used with the 
ESC to provide an EISA I/O subsystem interface. 

The ESC integrates the common I/O functions 
found in today's EISA-based PCs. The ESC incorpo­
rates the logic for EISA Bus controller, enhanced 
seven channel DMA controller with scatter-gather 
support, EISA arbitration,14 level interrupt control­
ler, Advanced Programmable Interrupt Controller 
(APIC), five programmable timer/counters, non­
maskable-interrupt (NMI) control, and power man­
agement. The ESC also integrates support logic to 
decode peripheral devices (e.g., the flash BIOS, real 
time clock, keyboard/mouse controller, floppy con­
troller, two serial ports, one parallel port, and IDE 
hard disk drive). 

PCI/ISA Bridge (SIO): 

The SIO component provides the bridge between 
the PCI Bus and the ISA Bus. The SIO also inte­
grates many of the common I/O functions found in 
today's ISA-based PCs. The SIO incorporates the 
logic for a PCI interface (master and slave), ISA in­
terface (master and slave), enhanced seven channel 
DMA controller that supports fast DMA transfers and 
scatter-gather, data buffers to isolate the PCI Bus 
from the ISA Bus and to enhance performance, PCI 
and ISA arbitration, 14 level interrupt controller, a 
16-bit BIOS timer, three programmable timer/coun­
ters, and non-maskable-interrupt (NMI) control logic. 
The SIO also provides decode for peripheral devices 
(e.'9., the flash BIOS, real time clock, keyboard/ 
mouse controller, floppy controller, two serial ports, 
one parallel port, and IDE hard disk drive). 

1.2 PCMC Overview 

The PCMC (along with the LBX) providesthree basic 
functions: a cache controller, a main memory DRAM 
controller, and a Host/PCI bridge. This section pro­
vides an overview of these functions. Note that, in 
this document, operational descriptions assume that 
the PCMC and LBX components are used together. 
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1.2.1 CACHE OPERATIONS 

The PCMC provides the control for a second level 
cache memory array implemented with either stan· 
dard asynchronous SRAMs or synchronous burst 
SRAMs. The data memory array is external to the 
PCMC and located on the Host address/data bus. 
Since the Pentium processor contains an internal 
cache, there can be two separate caches in a Host 
subsystem. The cache inside the Pentium processor 
is referred to as the first level cache (also called 
primary cache). A detailed description of the first lev­
el cache is beyond the scope of this document. The 
PCMC cache control circuitry and associated exter­
nal memory array is referred to as the ~econd level 
cache (also called secondary cache). The second 
level cache is unified, meaning that both CPU data 
and instructions are stored in the cache. The 
82434LX PCMC supports both write-through and 
write-back caching poliCies and the 82434NX sup­
ports write-back. 

The optional second level cache memory array can 
be either 256-KBytes or 512-KBytes in size. The 
cache is direct-mapped and is organized as either 
8K or 16K cache lines of 32 bytes per line. 

In addition to the cache data RAM, the second level 
cache contains a 4K set of cache tags that are Inter­
nal to the PCMC. Each tag contains an address that 
is associated with the 'corresponding data sector. 
(2 lines for a 256 KByte cache and 4 lines for a 
512 KByte cache) and two status bits for each line in 
the sector. 

256 KByte Cache Size 

Sector 

~ 
Line 0 Line 1 

4095 . 
I- - l- i - 4095 

: 
Cache CacheOata 
Tags RAM 

(Internal 256 KBytes 
to 

PCMC) (External 

I- - - SR1M8) -o o 

i-

I-

During a main memory read or write operation, the 
PCMC first searches the cache. If the addressed 
code or data is in the cache, the cycle is serviced by 
the cache. If the addressed code or data is not in the 
cache, the cycle is forwarded to main memory. 

For the write-through (82434LX only) and write-back 
(both 82434LX and 82434NX) policies, the cache 
operation is determined by the CPU read or write 
cycle as follows: 

Write Cycle 

If the caching policy is wrlte-through and the write 
cycle hits in the cache, both the cache and main 
memory are updated. Upon a cache miss, only 
main memory is updated. The cache is not updat­
ed (no write-allocate). 

. If the caching policy is write-back and the write 
cycle hits in the cache, only the cache is updated; 
main memory is not affected. Upon a cache miss, 
only main memory is updated. The cache is not 
updated (no write-allocate). 

Read Cycle 

Upot;1 a cache hit, the cache operation is the same 
for both write-through and write-back. In this case, 
data is transferred from the cache to the CPU. 
Main memory is not accessed. 

512 KByte Cache Size 
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Figure 3. Second Level Cache Organization 
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If the read cycle causes a cache miss, the line 
containing the requested data is transferred from 
main memory to the cache and to the CPU.' In the 
case of a write-back cache, if the cache line fill is 
to a sector containing one or more modified lines, 
the modified lines are written back to main memory 
and the new line is brought into the cache. For a 
modified line write-back operation, the PCMC 
transfers the modified cache lines to main memory 
via a write buffer in the LBX. Before writing the last 
modified line from the write buffer to main memory, 
the PCMC updates the first and second level 
caches with the new line, allowing the CPU access 
to the requested data with minimum latency. 

1.2.1.1 Cache Consistency 

The Snoop mechanism in the PCMC ensures data 
consistency between cache (both first level and sec­
ond level) and main memory. The PCMC monitors 
PCI master accesses to main memory and when 
needed, initiates an inquire (snoop) cycle to the first 
and second level caches. The ~oop mechanism 
guarantees that consistent data is always delivered 
to both the host CPU and PCI masters. 

1.2.2 ADDRESS/DATA PATHS 

Address paths between the CPU/cache and PCI 
and data paths between the CPU/cache, PCI, and 
main memory are supplied by two LBX components. 
The LBX is a companion component to the PCMC. 
Together, they, form a Host/PCI bridge. The PCMC 
(via the PCMC/LBX interface signals), controls the 
address and data flow through the LBXs. Refer to 
the LBX data sheet for more details on the address 
and data paths. 

Data is transferred to and from the PCMC .internal 
registers via the PCMC address lines. When the 
Host CPU performs a write operation, the data is 
sent to the LBXs .. When the PCMC decodes the cy­
cle as an access to one of its internal registers, it 
asserts AHOLD to the CPU and instructs the LBXs 
to copy the data onto the Host address lines. When 
the PCMC decodes a Host read as an access to a 
PCMC internal register, it asserts AHOLD to the 
CPU. The PCMC then places the register data on its 
address lines and Instructs the LBX to copy the data 
on the Host address bus to the Host data bus. When 
the register data is on the Host data bus, the PCMC 
negates AHOLD and completes the cycle. 

82434LX/82434NX 

1.2.2.1 Read/Write Buffers 

The LBX provides an interface for the CPU address 
and data buses, PCI Address/Data bus, and the 
main memory DRAM data bus. There are three post­
ed write buffers and one read-prefetch buffers imple­
mented in the LBXs to increase performance and to 
maximize concurrency. The buffers are: 

• CPU-to·Main Memory Posted Write Buffer 
(4 Qwords) 

• CPU-to·PCI Posted Write Buffer (4 Dwords) 

• PCI-to-Main Memory Posted Write Buffer (2 x 4 
Dwords) 

• PCI-to-Main Memory Read Prefetch Buffer (line 
buffer, 4 Qwords). 

Refer to the LBX data sheet for details on the opera­
tion of these buffers. 

1.2.3 HOST/PCI BRIDGE OPERATIONS 

The PCMC permits the Host CPU to access devices 
on the PCI Bus. These accesses can be to PCI I/O 
space, PCI memory space, or PCI configuration 
space. 

As a PCI device, the PCMC can be either a master 
initiating a PCI Bus operation or a target responding 
to a PCI Bus operation. The PCMC is a PCI Bus 
master for Host-to-PCI cycles and ~ target for PCI­
to-main memory transfers. Note that the PCMC does 
not permit peripherals to be located on the Host 
Bus. CPU I/O cycles, other than to PCMC internal 
registers, are forwarded to the PCI Bus and PCI Bus 
accesses to the Host Bus are not supported. 

When ·the CPU initiates a bus cycle to a PCI device, 
the PCMC becomes a PCI. Bus master and trans­
lates the CPU cycle into the appropriate PCI Bus 
cycle. The Host/PCI Posted write buffer in the LBXs 
permits the CPU to complete CPU-to-PCI Dword 
memory writes in three CPU clocks (1 wait-state), 
even if the PCI Bus is currently busy. The posted 
data is written to the PCI device when the PCI Bus is 
available. 

When a PCI Bus master initiates a main memory ac­
cess, the PCMC (and LBXs) become the target of 
the PCIBus cycle and responds to the read/write 
access. During PCI-to-main memory accesses, the 
PCMC automatically performs cache snoop opera­
tions on the Host Bus, when needed, to maintain 
data consistency. 
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As a PCI device, the PCMC contains all of the re­
quired PCI configuration registers. The Host CPU 
reads and writes these registers as described in 
Section 3.0, Register Description. 

1.2.4 DRAM MEMORY OPERATIONS 

The PCMC contains a DRAM controller that sup­
ports CPU and PCI master accesses to main memo­
ry. The PCMC DRAM interface supplies the control 
signals and address lines and the LBXs supply the 
data path. DRAM parity is generated for main mem­
ory writes and checked for memory reads. 

For fhe 82434LX, the memory array is 64-bits wide 
and ranges in size from 2 MBytes-192 MBytes. The 
array can be implemented with either single-sided or 
double-sided SIMMs. DRAM SIMM sizes of 256K x 
36, 1 M x 36, and 4M x 36 are supported. 

"N)t' t~'$me(t1Ot'yaitay'ls '~_wide 
:2'" . ,:The 
. \'. .:',' ~)~r 

. \$IMMOt256K« 
".1iMX'~'.f~~> 

To provipe optil'Dum support for the various cache 
configurations, and the .resultant mix of bus. cycles, 
the system designE!r csn select betweenO-active 
RAS# and Hlctive RAS# modes. These modes af­
fect the behavior of the RAS# signal following either 
CPU-to-main memory cycles or PCI:to-main memory 
cycles. 

The PCMC also. provides programm~ble memoty' 
and cacheability attributes.on 14 memory segments 
of various sizes in the ISA compatibility range 
(512 KSyte-1 MByte address range). Acces~s rights 
to these memory segments from the PCI Bus are 
controlled by the expansion bus bridge. 

The PCMC permits. a gllP to be created in main 
memory within the 1 MByte-16 MBytes address 
range, accommodating ISA devices whioh .are 
mapped iflto this range (e,g., ISA LAN card or.an ISA 
frame buffer). 
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2.0 SIGNAL DESCRIPTIONS 

This section provides a detailed description of each 
signal. The signals are arranged in functional groups 
according to their associated interface. The states of 
all of the signals during hard reset are provided in 
Section 8.0, System Clocking and Reset. 

The "#" symbol at the end of a signal name indi­
cates that the active, or asserted state occurs when 
the signal is at a low voltage level. When "#" is not 
present after the signal name, the Signal is asserted 
when at the high voltage level. 

The terms assertion and negation are used exten­
sively. This is done to avoid confusion when working 
with a mixture of "active-low" and "active-high" sig­
nals. The term assert, or assertion indicates that a 
signal is active, independent of whether tl'lat level is 
represented by a high or low voltage. The term ne­
gate, or negation indicates that a signal is inactive. 

The following notations are used to describe the sig­
nal type. 

In Input is a standard input-only signal 

out Totem pole output is a standard active driver 

old Open drain 

tis Tri-State is a bi-directional, tri-stateinputlout­
put pin 

sltls Sustained tri-state is an active low tri-state sig­
nal owned and driven by one and only one 
agent at a time. The agent that drives as/tis 
pin low must drive it high for at least one clock 
before letting it float. A new agent can not 
start driving a s/tls signal any sooner than 
one clock after the previous owner tri-states it. 
An external pull-up is required to sustain the 
inactive state until another agent drives it and 
must be provided by the central resource. 
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2.1 Host Interface 
Signal Type Description 

A[31:0] tis ADDRESS BUS: A[31 :0] are the address lines of the Host Bus. A[31 :3] are connected to 
the CPU A[31:3] lines and to the LBXs. A[2:0] are only connected to the LBXs. Along with 
the byte enable Signals, the A[31 :3] lines define the physical area of memory or 1/0 being 
accessed. During CPU cycles, the A[31 :3] lines are inputs to the PCMC. They are used for 
address decoding and second level cache tag lookup sequences. Also during CPU cycles, 
A[2:0] are outputs and are generated from BE [7:0] #. A[27:24] provide hardware 
strapping options for test features. For more details on theses options, refer to Section 
11.0 Testability. 

During inquire cycles, A[31 :5] are inputs from the LBXs to the CPU and the PCMC to 
snoop the first and the second level cache tags, respectively. In response to a Flush or 
Flush Acknowledge Special Cycle, the PCMC asserts AHOLD and drives the addresses of 
the second level cache lines to be written back to main memory on A[18:7]. 

During CPU to PCI configuration cycles, the PCMC drives A[31 :0] with the PCI 
configuration space address that is internally derived from the CPU physical 1/0 address. 
All PCMC internal configuration registers are accessed via A[31 :0]. During CPU reads 
from PCMC internal configuration registers, the PCMC asserts AHOLD and drives the 
contents of the addressed register on A[31 :0]. The PCMC then signals the LBXs to copy 
this value from the address lines onto the host data lines. During writes to PCMC internal 
configuration registers, the PCMC asserts AHOLD and signals the LBXs to copy the write 
data onto the A[31 :0] lines. 

Finally, when in deturbo mode, the PCMC periodically asserts AHOLD and then drives 
A[31 :0] to valid logic levels to keep these lines from floating for an extended period of 
time. 

A[31:28] provide hardware strapping options at powerup. For more details on strapping 
options, refer to Section 8.0, System Clocking and Reset. A[27:24] provide hardware 
strapping options for test features. For more details on these options, refer to Section 
11.0 Testability. 

2-229 



1 
82434LX/82434NX 

Signal 

BE [7':Oj# 

ADS# 

2·230 

Type Description 

in BYTE ENABLES: The byte enables indicate which byte'lanes on the CPU data bus 
carry valid data during the current bus cycle. In the case of cacheable reads, all S- bytes 
of data are driven to the Pentium processor, regardless of the state of the byte enables. 
The byte enable signals indicate the type of special cycle when MilO # = D/C # = 0 ~nd 
W/R# = 1. During special cycles, only one byte enable is asserted by the CPU. The 
following table depicts the special cycle types and their byte enable encodings: 

in 

Special Cycle Type 
Shutdown 
Flush 
Halt/Stop Grant 
Write Back 
Flush Acknowledge 
Branch Trace Message 

Asserted Byte Enable 
BEO# 
BE1# 
BE2# 
BE3# 
BE4# 
BE5# 

When the PCMC decodes a Shutdown Special Cycle, it asserts AHOLD, drives 
000 ... 000 (the PCI Shutdown Special Cycle Encoding) on the A[31 :Ojlines and signals 
the LBXs to latch the host address bus. The PCMC then drives a Special Cycle on PCI, 
signaling the LBXs to drive the latched address (00 ... 00) on the AD[31 :Ojlines during 
the data phase. The PCMC then asserts INIT for 16 HCLKs. 

In response to Flush and Flush Acknowledge Special Cycles, the PCMC internally 
inspects the Valid and Modified bits for each of the Second Level Cache Sectors. If a 
line is both valid and modified, the PCMC drives the cache address of the line on the 
A[18:7j and CAA/CAB[6:3jlines and writes the line back to main memory. The valid 
and modified bits are both reset to O. All valid and unmodified lines are simply marked 
invalid. 

In response to a write back special cycle, the PCMC simply returns BRDY # to the CPU. 
The second level cache will be written back to main memory in response to the 
following flush special cycle. 

It.bi;~~a: 
,...k;;1, •• l4altorb.;;' '. -
:;;;JO.4= 1;ih$~llSa~ 
In response to a halt special cycle, the PCMC asserts AHOLD, drives 000 ... 001 (the PCI 
halt special cycle encoding) on the A[31 :Ojlines, and signals the LBXs to latch the host 
address bus. The PCMC then drives a special cycle on PCI, signaling the LBXs to drive 
the latched address (00 ... 01) on the AD[31:0jlines during the data phase. 
-~.the~-~~.~u;_a~' ,c:y'-y_: (~j1b# 
DI~#~!OiW/R#.1.-A.t--t •• [7:01")ii,i.~n),;hll:i$ra . ra 
~~~ in:t(l$ rn~. fiel~ . . 
_.(@fS1~1_.1~~tne'~ 
ADDRESS STROBE: The Pentium processor asserts ADS# to indicate that a: new bus 
cycle is beginning. ADS# is driven active in the same clock as the address, byte enable, 
and cycle definition signals. The PCMC ignores a floating low ADS # that may occur 
when BOFF # is asserted as the CPU is asserting ADS # . 
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Signal Type Description 

BRDY# out BURST READY: BRDY # Indicates that the system has responded in one of three ways: 
1. valid data has been placed on the Pentium processor data pins in response to a read, 
2. CPU write data has been accepted by the system, or 
3. the system has responded to a special cycle. 

NA# out NEXT ADDRESS: The PCMC asserts NA # for one clock when the memory system is 
ready to accept a new address from the CPU, even if all data transfers for the current 
cycle have not completed. The CPU may drive out a pending cycle two clocks after NA # 
is asserted and has the ability to support up to two outstanding bus cycles. 

AHOLD out ADDRESS HOLD: The PCMC asserts AHOLD to force the Pentium processor to stop 
driving the address bus so that either the PCMC or LBXs can drive the bus. During PCI 
master cycles, AHOLD is asserted to allow the LBXs to drive a snoop address onto the 
address bus. If the PCI master locks main memory, AHOLD remains asserted until the 
PCI master locked sequence is complete and the PCI master negates PLOCK # . 
AHOLD is asserted during all accesses to PCMC internal configuration registers to allow 
configuration register accesses to occur over the A[31 :0] lines. 
When in deturbo mode, the PCMC periodically asserts AHOLD to prevent the processor 
from initiating bus cycles in order to emulate a slower system. The duration of AHOLD 
assertion in deturbo mode is controlled by the Deturbo Frequency Control Register 
(offset 51 h). When PWROK is negated, the PCMC asserts AHOLD to allow the strapping 
options on A[31 :28] to be read. For more details on strapping options, see the System 
Clocking and Reset section. 

EADS# out EXTERNAL ADDRESS STROBE: The PCMC asserts EADS# to indicate to the Pentium 
processor that a valid snoop address has been driven onto the CPU address lines to 
perform an inquire cycle. During PCI master cycles, the PCMC signals the LBXs to drive a 
snoop address onto the host address I:nes and then asserts EADS# to cause the CPU to 
sample the snoop address. 

INY out INVALIDATE: The INY signal specifies the final state (invalid or shared) that a first level 
cache line transitions to in the event of a cache line hit during a snoop <:ycle. When 
snooping the caches during a PCI master write, the PCMC asserts INY with EADS#. 
When INY is asserted with EADS #, an inquire hit results in the line being invalidated. 
When snooping the caches during a PCI master read, the PCMC does not assert INY with 
EADS#. In this case, an inquire cycle hit results in a line transitioning to the shared state. 

BOFF# out BACKOFF: The PCMC asserts BOFF # to force the Pentium processor to abort all 
outstanding bus cycles that have not been completed and float its bus in the next clock. 
The PCMC uses this Signal to force the CPU to re-order a write-back due to a snoop cycle 
around a currently outstanding bus cycle. The PCMC also asserts BOFF # to obtain the 
CPU data bus for write-back cycles from the secondary cache due to a snoop hit. The 
CPU remains in bus hold until BOFF # is n~gated. 

HITM# in HIT MODIFIED: The Pentium processor asserts HITM # to inform the PCMC that the 
current inquire cycle hit a modified line. HITM # is asserted by the Pentium processor two 
clocks after the assertion of EADS # if the inquire cycle hits a modified line in the primary 
cache. 

/ 
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Signal 

M/IO# 
D/C# 
W/R# 

Type Description 

in BUS CYCLE DEFINITION (MEMORY IINPUT-OUTPUT, DATA/CONTROL, WRITEI 
READ): MilO, DIC # and W IR # define Host Bus cycles as shown in the table below. 

MIIO# D/C# W/R# Bus Cycle Type 
Low Low Low Interrupt Acknowledge 
Low Low High Special Cycle 
Low High Low 1/0 Read 
Low High High 1/0 Write 
High Low Low Code Read 
High Low High Reserved 
High High Low Memory Read 
High High High Memory Write 

Interrupt acknowledge cycles are forwarded to the PCI Bus as PCI interrupt 
acknowledge cycles (Le. C/BE[3:0] # = 0000 during the address phase). A" 1/0 cycles 
and any memory cycles that are not directed to memory controlled by the PCMC DRAM 
controller are forwarded to PCI. The Pentium processor generates six different types of 
special cycles. The special cycle type is encoded on the BE[7:0] # lines. 

HLOCK# in HOST BUS LOCK: The Pentium processor asserts HLOCK# to indicate the current bus 
cycle is locked. HLOCK # is asserted in the first clock of the first locked bus cycle and is 
negated after the BRDY # is returned for the last locked bus cycle. The Pentium 
processor guarantees HLOCK # to be negated for at least one clock between back-to­
back locked operations. When a CPU locked cycle is directed to main memory, the 
PCMC guarantees that once the locked operation begins in main memory, the CPU has 
exclusive access to main mt;lmory (i.e., PCI master accesses to main memory will not be 
initiated until the CPU locked operation completes). When a CPU locked cycle is 
directed to PCI, the PCMC arbitrates for PLOCK# (PCI LOCK#) before initiating the 
cycle on PCI, except when the cycle is to the memory range defined by the Frame 
Buffer Range Register and the No Lock Requests bit in that register is set to 1. 

CACHE # in CACHEABILITY: The Pentium processor asserts CACHE# to indicate the internal 
cacheabilit}' of a read cycle or that a write cycle is a burst write-back cycle. If the CPU 
drives CACHE# inactive during a read cycle, the returned data is not cached, 
regardless of the state of KEN #. The CPU asserts CACHE # for cacheable data reads, 
cacheable code fetches, and cache line write-backs. CACHE # is driven along with the 
cycle definition pins. 

KEN # out CACHE ENABLE: The PCMC asserts KEN # to indicate to the CPU that the current 
cycle is cacheable. KEN# is asserted for a" accesses to memory ranges 0-512-KBytes 
and 1 024·KBytes to the top of main memory controlled by the PCMC when the Primary 
Cache Enable bit is set to 1, except in the following case: KEN # is not asserted for 
accesses to the top 64-KByte of main memory controlled by the PCMC when the 
SMRAM Enable bit in the DRAM Control Register (Offset 57h) is set to 1 and the area is 
not write protected. If the area is write protected and cacheable, KEN # is asserted for 
code read cycles, but is not asserted during data read cycle. KEN # is asserted for any 
CPU access within the range of 512-KBytes.,..1 024-KBytes if the corresponding Cache 
Enable bit in the PAM [6:0] Registers (offsets 59h-5Fh) is set to 1. When the Pentium 
processor indicates that the current read cycle can be cached by asserting CACHE # 
and the PCMC responds with KEN # , the cycle is converted into a burst cache line fill. 
The CPU samples KEN# with the first of either BRDY# or NA#. 
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Signal Type Description 

SMIACH in SYSTEM MANAGEMENT INTERRUPT ACTIVE: The Pentium processor asserts 
SMIACT # to indicate that the processor is operating in System Management Mode 
(SMM). When the SMRAM Enable bit in the DRAM Control Register (offset 57h) is set 
to 1, the PCMC allows CPU accesses SMRAM as permitted by the SMRAM Space 
Register at configuration space,offset 72h. 

PEN# out PARITY ENABLE: The PEN # signal, along with the MCE bit in CR4 of the Pentium 
processor, determines whether a machine check exception will be taken by the CPU as 
a result of a parity error on a read cycle. The PCMC asserts PEN # during DRAM read 
cycles if the MCHK on DRAM/L2 Cache Data Parity Error Enable bit in the Error 
Command Register (offset 70h) is set to 1. The PCMC asserts PEN # during CPU 
second level cache read cycles if the MCHK on DRAM/L2 Cache Data Parity Error 
Enable and the L2 Cache Parity Enable bits in the Error Command Register (offset 7Oh) 
are both set to 1. , 

PCHK# in DATA PARITY CHECK: PCHK# is sampled bythe.PCMC to detect parity errors on 
CPU read cycles from main memory if the Parity Error Mask Enable bit in the DRAM 
Control Register (offset 57h) is reset to O. PCHK # is sampled by the PCMC to detect 
parity errors on CPU read cycles from the second level cache if the L2 Cache Parity 
Enable bit in the Error Command Register (offset 70h) is set to 1. If incorrect parity was 
detected on a data read, the PCHK # signal is asserted by the Pentium processor two 
clocks after BRDY# is returned. PCHK# is asserted for one.clock for each clock in 
which a parity error was detected. 
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2.2 DRAM Interface 
Signal. 

RAS[5:0]# 

RAS[7:6] # 

Type Description 

out ROW ADDRESS STROBES: The RAS[5:0] # signals are used to latch the row 
address on the MA[10:0] lines into the DRAMs. Each RAS[5:0] # signal corresponds 
to one DRAM row. The 82434LX PCMC supports up to 6 rows in the DRAM array. 
Each row is eight bytes wide. These signals drive the RAS# lines of the DRAM array 
directly, without external buffers. 

out he .. 

CAS [7:0] # out COLUMN ADDRESS STROBES: The CAS[7:0] # signals are used to latch the 
column address on the MA[10:0] lines into the DRAMs. Each CAS [7:0] # signal 
.corresponds to one byte of the eight byte-wide array. These signals drive the CAS# 
lines of the DRAM array directly, without external buffers. In a minimum configuration, 
each CAS [7:0] # line only has one SIMM load, while the maximum configuration has 6 
SIMM loads. 

WE# 

MA[10:0] 

MA11 
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out 

out 

out 

DRAM WRITE ENABLE: WE# is asserted during both CPU and PCI master writes to 
main memory. During burst writes to main memory, WE # is asserted before the first 
assertion of CAS[7:0] # and is negated with the last CAS[7:0] #. The WE # signal is 
externally buffered to drive the WE # inputs on the DRAMs. 

DRAM MULTIPLEXED ADDRESS: MA[1 0:0] provide the row and column address to 
the DRAM array. The 82434LX uses MA[10:0] for the complete DRAM address bus. 
The MA[1 0:0] lines are externally buffered to drive the multiplexed address lines of 
the DRAM array. 
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2.3 Cache Interface 
Signal 

CALE 

CADS[1:0]#, 
CR/W[1:0]# 

CAA[6:3] 
CAB[6:3] 

Type Description 

out CACHE ADDRESS LATCH ENABLE: CALE controls the external latch between the 
host address lines and the cache address lines. CALE is asserted to open the 
external latch, allowing the host address lines to propagate to the cache address 
lines. CALE is negated to latch the cache address lines. 

out This sil:)nal pin has two functions, depending on the type of SRAMs used for the 
second level cache. 

CACHE ADDRESS STROBE: CADS[1 :0] # are used with burst SRAMs. When 
asserted, CADS [1 :0] # cause the burst SRAMs to latch the cache address on the 
rising edge of HCLK. CADS[1:0] # are glitch-free synchronous signals. CADS[1:0] # 
functionality is selected by the SRAM type bit in the Secondary Cache Control 
Register. Two copies of this signal are provided fOr timing reasons only. 

CACHE READ/WRITE: CR/W# provide read/write control to the second level 
cache when using asynchronous dual-byte select SRAMs. This functionality is 
selected by the SRAM Type and Cache Byte Control Bits in the Secondary Cache 
Control Register. The two copies of this signal are always driven to the same logic 
level. 

out CACHE ADDRESS [6:3]: CAA[6:3] and CAB [6:3] are connected to address lines 
A[3:0] on the second level cache SRAMs. CAA[4:3] and CAB [4:3] are used with 
standard SRAMs to advance through the burst sequence. CAA[6:5] and CAB[6:5] 
are used during second level cache write-back cycles to address the modified lines 
within the addressed sector. Two copies of these signals are provided for timing 
reasons only. The two copies are always driven to the same logic level. 
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Signal Type Description 

COE[1:0]# out CACHE OUTPUT ENABLE: COE[1 :0] # are asserted when data is to be read from 
the second level cache and are negated at all other times. Jwo copies of this signal 
are provided for timing reasons only. The two copies are always driven to the same 
logic level. . 

CWE[7:0]#, out This signal pin has two functions, depending on the type of SRAMs used for the 
CBS[7:0] # second level cache. ' . 

CACHE WRITE ENABLES: CWE[7:0] # are asserted to write data to the second 
level cache SRAMs on a byte-by-byte basis. CWE7 # controls the most significant 
byte while CWEO # controls the least significant byte. These signals are cache write 
enables when using burst SRAMs (SRAM Type bit in SCC Register is 1) or when 
using asynchronous SRAMs (SRAM Type bit in SCC Register is 0) and the Cache 
Byte Control Bit is 1 . 

CACHE BYTE SELECTS: The CBS[7:0] # lines provide byte control to the 
secondary cache when using dual-byte select asynchronous SRAMs. These signals 
are Cache Byte select lines when the SRAM Type and Cache Byte Control Bits in the 
SCC Register are both O. 

2.4 PCI Interface 
Signal Type Description 

C/BE[3:0]# tis . PCI BUS COMMAND AND BVTE ENABLES: C/BE[3:0] # are driven by the current 
bus master during the address phase of a PCI cycle to define the PCI command, and 
during the data phase as the PCI byte enables. The PCI commands indicate the 
current cycle type, and the PCI byte enables indicate which byte lanes carry 
meaningful data. C/BE[3:0] # are outputs of the PCMC during CPU cycles that are 
directed to PCL C/BE[3:0] # are inputs when the PCMC acts as a slave. The 
command encodings and types are listed below. 

C/BE[3:0] # Command 
- 0000 Interrupt Acknowledge 

0001 Special Cycle 
0010 1/0 Read 
0011 110 Write 
0100 Reserved 
0101 Reserved 
0110 Memory Read 
0111 Memory Write 

. -
1000 Reserved 
1001 . Reserved 
1010 Configuration Read 
1011 Configuration Write 
1100 Memory Read Multiple 
1101 Reserved 
1110 Memory Read Line 
1111 Memory Write and Invalidate 
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SIgnal Type DescrIptIon 

FRAME# sltls CYCLE FRAME: FRAME # is driven by the current bus master to indicate the 
beginning and duration of an access. FRAME # is asserted to indicate that a bus 
transaction is beginning. While FRAME# is asserted, data transfers continue. When 
FRAME# is negated, the transaction is in the final data phase. FRAME# is an output 
of the PCMC during CPU cycles which are directed to PCI. FRAME# is an input to the 
PCMC when the PCMC acts as a slave. -

IRDY# sltls INITIATOR READY: The assertion of IRDY# indicates the current bus master's ability 
to complete the current data phase. IRDY # works in conjunction with TROY # to 
indicate when data has been transferred. On PCI, data is transferred on each clock 
that both IRDY # and TROY # are asserted. During read cycles, IRDY # is used to 
indicate that the master is prepared to accept data. During write cycles, IRDY # is used 
to indicate that the master has driven valid data on the AD[31 :Ojlines. Wait states are 
inserted until both IRDY # and TROY # are asserted together. IRDY # is an output of 
the PCMC when the PCMC is the PCI master. IRDY # is an input to the PCMC when 
the PCMC acts as a slave. 

TRDY# sltls TARGET READY: TROY # indicates the target device's ability to complete the current 
data phase of the transaction. It is used in conjunction with IRDY #. A data phase is 
completed on each clock that TROY # and IRDY # are both sampled asserted. During 
read cycles, TROY # indicates that valid data is present on AD[31 :Ojlines. During write 
cycles, TROY # indicates the target is prepared to accept data. Wait states are 
inserted on the bus until both IRDY # and TROY # are asserted together. TROY # is an 
output of the PCMC when the PCMC is the PCI slave. TROY # is an input to the PCMC 
when the PCMC is a master. 

DEVSEL# sltls DEVICE SELECT: When asserted, DEVSEL# indicates that the driving device has 
decoded its address as the target of the current access. DEVSEL # is an output of the 
PCMC when PCMC is a PCI slave and is derived from the MEMCS# input. MEMCS# 
is generated by the expansion bus bridge as a decode to the main memory address 
space. During CPU-to-PCI cycles, DEVSEL# is an input. It is used to determine if any 
device has responded to the current bus cycle, and to detect a target abort cycle. 
Master-Abort termination results if no subtractive decode agent exists in the system, 
and no one asserts DEVSEL # within a j)rogrammed number of clocks. 

STOP # sltls STOP: STOP# indicates that the current target is requesting the master to stop the 
current transaction. This signal is used in cOnjunction with DEVSEL# to indicate 
disconnect, target-abort, and retry cycles. When PCMC is acting as a master on PCI, if 
STOP# is sampled active on a rising edge of PCLKIN, FRAME# is negated within a 
maximum of 3 clock cycles. STOP# may be asserted by the PCMC in three cases. If a 
PCI master attempts to access main'memory when another PCI master has locked 
main memory, the PCMC asserts STOP # to signal retry. The PCMC detects this 
condition when sampling FRAME # and LOCK # both active during an address phase. 
When a PCI master is reading from main memory, the PCMC asserts STOP# when the 
burst cycle is about to cross a cache line boundary. When a PCI master is writing to 
main memory, the PCMC asserts STOP # upon filling either of the two PCI-to-main 
memory posted write buffers. Once asserted, STOP# remains asserted until FRAME# 
is negated. 
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Signal Type Description 

PLOCK # s/tls PCI LOCK: PLOCK # is used to indicate an atomic operation that may require 
multiple transactions to complete. PCI provides a mechanism referred to as 
"resource lock" in which only the target of the PCI transaction is locked. The 
assertion of GNT # on PCI does not guarantee control of the PLOCK # signal. 
Control of PLOCK # is obtained under its own protocol. When th~ PCMC is the PCI 
slave, PLOCK# is sampled as an input on the rising edge of PCLKIN when FRAME# 
is sampled active. If PLOCK # is sampled asserted, the PCMC enters into a locked 
state and remainsin the locked state until PLOCK# is sampled negated on a 
following rising edge of PCLKIN, when FRAME# is sampled asserted. 

REQ# out REQUEST:The PCMC asserts REQ# to indicate to the PCI bus arbiter that the 
PCMC is requesting use of the PCI Bus in response to a CPU cycle directed to PCI. 

GNT# in GRANT: When asserted, GNT # indicates that access to the PCI Bus has been 
granted to the PCMC by the PCI Bus arbiter. 

MEMCS# in MAIN MEMORY CHIP S~LECT: When asserted, MEMCS# indicates to the PCMC 
that a PCI master cycle is targeting main memory. MEMCS# is generated by the 
expansion bus bridge. MEMCS# is sampled by the PCMC on the rising edge of 
PCLKIN on the first and second cycle after FRAME# has been asserted. 

FLSHREQ# in FLUSH REQUEST: When asserted, FLSHREQ# instructs the PCMC to flush the 
CPU-to-PCI posted write buffer in the LBXs and to disable further posting to this 
buffer as long as FLSHREQ# remains active. The PCMC acknowledges completion 
of the CPU-to-PCI write buffer flush operation by asserting MEMACK #. MEMACK # 
remains asserted until FLSHREQ# is negated. FLSHREQ# is driven by the 
expansion bus bridge and is used to avoid deadlock conditions on the PCI Bus. 

MEMREQ# in MEMORY REQUEST: When asserted, MEMREQ# instructs the PCMC to flush the 
CPU-to-PCI and CPU-to-main memory posted write buffers and to disable posting in 
these buffers as long as MEMREQ# is active. The PCMC acknowledges completion 
of the flush operations by asserting MEMACK #. MEMACK # remains asserted until 
MEMREQ# is negated. MEMREQ# is driven by the expansion bus bridge. 

MEMACK# out MEMORY ACKNOWLEDGE: When asserted, MEMACK# indicates the completion 
of the operations requested by an active FLSHREQ# and/or MEMREQ#. 

PAR tis PARITY: PAR is an even parity bit across the AD[31 :0) and C/BE[3:0) # lines. Parity 
is generated on all PCI transactions. As a master, the PCMC generates even parity 
on CPU writes to PCI, based on the PPOUT[1 :0) inputs from the LBXs. During CPU 
read cycles from PCI, the PCMC checks parity by checking the value sampled on the 
PAR input with the PPOUT[1 :0) inputs from the LBXs. As a slave, the PCMC 
generates even parity on PAR, based on the PPOUT[1 :0) inputs during PCI master 
reads from main memory. During PCI master writes to main memory, the PCMC 
checks parity by checking the value sampled on PAR with the PPOUT[1 :0) inputs. 
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Signal Type Description 

PERR# sltls PARITY ERROR: PERR # may be pulsed by any agent that detects a parity error during 
an address phase, or by the master or the selected target during any data phase in which 
the AD lines are inputs. The PERR # signal is enabled when the PERR # on Receiving 
Data Parity Error bit in the Error Command Register (offset 70h) and the Parity Error 
Enable bit in the PCI Command Register (offset 04h) are both set to 1. 
When enabled, CPU-to-PCI write data is checked for parity errors by sampling the 
PERR # signal two PCI clocks after data is driven. Also, when enabled, PERR # is 
asserted by the PCMC when it detects a data parity error on CPU read data from PCI and 
PCI master write data to main l'fIemory. PERR # is neither sampled nor driven by the 
PCMC when either the PERR # on Receiving Data Parity Error bit in the Error Command 
Register or the Parity Error Enable bit in the PCI Command Register is reset to O. 

SERR# old SYSTEM ERROR: SERR # may be pulsed by any agent for reporting errors other than 
parity. SERR # is asserted by the PCMC whenever a serious system error (not 
necessarily a PCI error) occurs. The intent is to have the PCI central agent (for example, 
the expansion bus bridge) assert NMI to the processor. Control over the SERR # signal is 
provided via the Error Command Register (offset 70h) when the Parity Error Enable bit in 
the PCI Command Register (offset 04h) is set to 1. When the SERR # DRAM/L2 Cache 
Data Parity Error bit is set to 1, SERR # is asserted upon detecting a parity error on CPU 
read cycles from DRAM. If the L2 Cache Parity bit is also set to 1, SERR # will be 
asserted upon detecting a parity error on CPU read cycles from the second level cache. 
The Pentium processor indicates these parity errors to the PCMC via the PCHK # signal. 
When the SERR # on PCI Address Parity Error bit is set to 1, the PCMC asserts SERR # if 
a parity error is detected during the address phase of a PCI master cycle. 

I When the SERR # on Received !;,CI Data Parity bit is set to 1, the PCMC asserts SERR # 
if a parity error is detected on PCI during a CPU read from PCI,During CPU to PCI write 
cycles, when the SERR # on Transmitted PCI Data Parity Error bit is set to 1, the PCMC 
asserts SERR # in response to sampling PERR # active. When the SERR # on Received 
Target Abort bit is set to 1, the PCMC asserts SERR # when the PCMC receives a target 
abort on a PCMC initiated PCI cycle. If the Parity Error Enable,bit in the PCI Command 
Register is reset to 0, SERR # is disabled and is never asserted by the PCMC. 
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~.5 LBX Interface 
Signal Type Description 

HIG[4:0] out HOST INTERFACE GROUP: HIG[4:0] are outputs of the PCMC used to control the 
LBX HA (Host Address) and HD (Host Data)buses. Commands driven on HIG [4:0) 
cause the host data and/or address lines to be either driven or latched by the LBXs. 
See the 82433LX (LBX) Local Bus Accelerator Data Sheet for a listing of the 
HIG[4:0) commands. 

MIG[2:0) out MEMORY INTERFACE GROUP: MIG [2:0) are outputs of the PCMC and control the 
lBX MD (Memory Data) bus. Commands driven on the MIG [2:0) lines cause the 
memory data lines to be either driven or latched by the LBXs. See the 82433LX (LBX) 
Local Bus Accelerator Data Sheet for a listing of the MIG [2:0) commands. 

MDLE out MEMORY D~TA LATCH ENABLE: During CPU reads from main memory, MDLE is 
used to control the latching of memory read data on the CPU data bus. MDLE is 
negated as CAS[7:0] # are negated to close the latch between the memory data bus 
and the host data bus. During CPU reads from main memory, the PCMC closes the 
memory data to host data latch in the LBXs as BRDY # is asserted and opens the 
latch after the CPU has sampled the data. 

PIG [3:0) out PCIINTERFACE GROUP: PIG[3:0) are outputs of the PCMC used to control the LBX 
AD (PCI Address/Data) bus. Commands driven on the PIG[3:0) lines cause the AD 
lines to be either driven or latched. See the 82433LX (LBX) Local Bus Accelerator 
Data Sheet for a listing of the PIG[3:0) commands. 

DRVPCI out DRIVE PCI: DRVPCI acts as an output enable for the LBX AD lines. When sampled 
asserted, the LBXs begin driving the PCI AD lines. When negated, the AD lines on 
the LBXs are tri-stated. The LBX AD lines are tri-stated async!1ronously from the 
falling edge of DRVPCI. 

EOL in END OF LINE: EOL is asserted by the low order LBX when a PCI master read or 
write transaction is about to overrun a cache line boundary. EOL has an internal pull-
up resistor inside the PCMC. The low order LBX EOL signal connects to this PCMC 
input. The high order LBX EOL signal is connected to ground through an external 
pull-down resistor. 

PPOUT[1:0) . in PCI PARITY OUT: These signals reflect the parity of the 32 AD lines driven from or 
latched in the LBXs, depending on the command driven on PIG[3:0). The PPOUTO 
pin has a weak internal pull-down resistor. The PPOUT1 pin has a weak internal pull-
up resistor. 

2.6 Reset And Clock 
Signal Type Description 

HCLKOSC in HOST CLOCK OSCILLATOR: The HCLKOSC input is driven externally by a 
crystal oscillator. The PCMC generates six copies of HCLK from HCLKOSC 
(HCLKA-HCLKF). During power-up, HCLKOSC must stabilize for 1 ms before 
PWROK is asserted. If an external clock driver is used to clock the CPU, PCMC, 
LBXs and second level cache SRAMs instead of the HCLKA-HCLKF outputs, , 
HCLKOSC must be tied either high or low. 

HCLKA-HCLKF out HOST CLOCK OUTPUTS: HCLKA-HCLKF are six low skew copies of the host 
clock. These outputs eliminate the need for an external low skew clock driver. 
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Signal 

HCLKIN 

CPURST 

INIT 

PWROK 

82434LX/82434NX 

Type Description 

in HOST CLOCK INPUT: All timing on the host, DRAM and second level cache interfaces 
is based on HCLKIN. If an external clock driver is used to clock the CPU, PCMC, LBXs 
and second level cache SRAMs, the externally generated clock must be connected to 
HCLKIN. During power-up HCLKIN must stabilize for 1 ms before PWROK is asserted. 

out CPU HARD RESET: The CPURST pin is asserted in response to one of two conditions. 

Powerup 
82434LX: During powerup the 82434LX asserts CPURST when PWROK is negated. 
When PWROK is asserted, the 82434LX first ensures that it has been initialized before 
negating CPURST. 

Software 
CPURST is also asserted when the System Hard Reset Enable bit in the Turbo-Reset 
Control Register (1/0 address OCF9h) is set to 1 and the Reset CPU bit toggles from 0 
to 1 (82434LX and 82434NX). CPURST is driven synchronously to the rising edge of 
HCLKIN. 

out INITIALIZATION: INIT is asserted in response to anyone of two conditions. When the 
System Hard Reset Enable bit in the Turbo-Reset Control Register is reset to 0 and the 
Reset CPU bit toggles from 0 to 1, the PCMC initiates a soft reset by asserting INIT. 
The PCMC also initiates a soft reset by asserting INIT in response to a shutdown 
special cycle. In both cases, INIT is asserted for a minimum of 2 Host clocks. 

in POWER OK: When asserted, PWROK is an indication to the PCMC that power and 
HCLKIN have stabilized for at least 1 ms. PWROK can be driven asynchronously. 

82434LX: When PWROK is negated, the 82434LX asserts both CPURST and 
PCIRST #. When PWROK is driven high, the 82434LX ensures that it is initialized 
before negating CPURST and PCIRST #. 
~434NX:.When .. . ... 

PCLKOUT out PCI CLOCK OUTPUT: PCLKOUT is internally generated by a Phase Locked Loop 
(PLL) that divides the frequency of HCLKIN by 2. This outPllt must be buffered 
externally to generate multiple copies of the PCI Clock. One of the copies must be 
connected to the PCLKIN pin. 
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Signal 

PCLKIN 

PCIRST# 

TESTEN 

Type Description 

in PCI CLOCK INPUT: An internal PLL locks PCLKIN in phase with HCLKIN. All timing on 
the PCMC PCI interface is referenced to the PCLKIN input. All output signals on the PCI 
interface are driven from PCLKIN rising edges and all input signals on the PCI interface 
are sampled on PCLKIN rising edges. 

out PCI RESET: PCIRST# is asserted to initiate hard reset on PCI. PCIRST# is asserted in 
response to one of two conditions. 

in 

Power-up 
During power-up the PCMC asserts PCIRST# when PWROK is negated. 

82434LX: When PWROK is asserted the PCMC will first ensure that it has been 
initialize~ before ,negatin ~CIR~T #. '. . .• ,., . " ....... .... . . , 

~~~te.~Rn!:~:wWo~~~~~'!~$J~~~>:: :. 
Software 
PCIRST # is also asserted when the System Hard Reset Enable bit in the TurbolReset 
Control Register is set to 1 and the Reset CPU bit toggles from 0 to 1 (82434LX and 
82434NX). PCIRST# is driven asynchronously. 

TEST ENABLE: TESTEN must be tied low for normal system operation. 

3.0 REGISTER DESCRIPTION 

The 82434LX/82434NX PCMC contains two sets of software accessible registers. These registers are ac-
. cessed via the Host CPU 1/0 address space. The PCMC also contains a set of configuration registers that 

reside in PCI configuration space and are used to specify PCI configuration, DRAM configuration, cache 
configuration, operating parameters and optional system features (see Section 3.2, PCI Configuration Space 
Mapped Registers). The PCMC internal registers (both 1/0 Mapped and Configuration registers) are only 
accessible by the Host CPU and cannot be accessed by PCI masters. The registers can be accessed as Byte, 
Word (16-bit), or Dword (32-bit) quantities. All multi-byte numeric fields use "little-endian" ordering (I.e., lower 
addresses contain the least significant parts of the field). 

Some of the PCMC registers described in this section contain reserved bits. These bits are labeled "R". 
Software must deal correctly with fields that are reserved. On reads, software must use appropriate masks to 
extract the defined bits and not rely on reserved bits being any particular value. On writes, software must 
ensure that the values of reserved bit positions are preserved. That is, the values of reserved bit positions 
must first be read, merged with the new values for other bit positions and then written back. . 

In addition to reserved bits within a register, the PCMC contains address locations in the PCI configuration 
space that are marked "Reserved" (Table 1). The PCMC responds to accesses to these address locations by 
completing the Host cycle. When a reserved register location is read, OOOOh is returned. Writes to reserved 
registers have no affect on the PCMC. 

Upon receiving a hard reset via the PWROK signal, the PCMC sets its internal configuration registers to 
predetermined default states. The default state represents the minimum functionality feature set required to 
successfully bring up the system. Hence, it does not represent the optimal system configuration. It is the 
responsibility of the system initialization software (usually BIOS) to properly determine the DRAM configura­
tions, cache configuration, operating parameters and optional system features that are applicable, and to 
program the PCMC registers accordingly. 
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The following nomenclature is used for access attributes. 

RO Read Only. If a register is read only, writes to this register have no effect. 

R/W Read/Write. A register with this attribute can be read and written. 

R/WC Read/Write Clear. A register bit with this attribute can be read and written. However, a write of a 1 
clears (sets to 0) the corresponding bit and a write of a 0 has no effect. 

3.1 110 Mapped Registers 

The 82434LX PCMC contains three registers that reside in the CPU 110 address space-the Configuration 
Space Enable (CSE) Register, the Turbo-Reset Control (TRC) Register and the Forward (FORW) Register. 
These registers can not reside .in PCI configuration space because of the special functions they perform. The 
CSE Register enables/disables the configuration space and, hence, can not reside in that space. The TRC 
Register enables/disables deturbo mode which effectively slows the processor to accommodate software 
programs that rely on the slow speed of PC/XT systems to time certain events. The FORW Register deter­
mines which of the possible hierarchical PCI Buses a cycle is directed. The 82434LX uses mechanism "" 2 for 
accessing PCI configuration space. 
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3.1.2 CSE-CONFIGURATION SPACE ENABLE REGISTER 

I/O Address: OCF8h 
Default Value: OOh 

Read/Write 
8 bits 

Attribute: 
Size: 

The CSE Register enables/disables configuration space access and provides access to specific functions 
within a PCI agent. The register is located in the CPU 1/0 address space. The PCMC, as a Host/PCI Bridge, 
supports multi·function devices on the PCI Bus. The function number permits individual configuration spaces 
for up, to eight functions within an agent. The register is located in the CPU I/O address space. 

Bit Description 

7:4 KEY FIELD (KEY)-R/W: This field is used only when the PCI Mechanism Control Register (PMC) 
indicates Configuration Access Mechanism 2 is to be used. When the key field is programmed to Oh, 
the PCI configuration space is disabled. When the key field is programmed to a non-zero value, all 
CPU accesses to CnXXh (where n is a non zero value) are forwarded to PCI as configuration space 
accesses. Additionally, when the key field is programmed to a non-zero value, all CPU accesses to 
COXXh are intercepted by the PCMC and directed to a PCMC internal register. 

3:1 FUNCTION NUMBER (FN)-R/W: For multi-function devices, this field selects a particular function 
within a PCI device. During a configuration cycle, bits[3:1] become part of the PCI Bus address and 
correspond to AD[10:8]. 

0 RESERVED 
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3.1.3 TRC-TURBO·RESET CONTROL REGISTER 

I/O Address: OCF9h 
Default Value: ooh 

Read/Write 
a bits 

Attribute: 
Size: 

The TRC Register is an a-bit read/write register that selects turbo/deturbo mode of the CPU, initiates PCI Bus 
and CPU reset cycles, and initiates the CPU Built In Self Test (BIST). TRC is located in CPU I/O address 
space. 

Bit Description 

7:3 RESERVED 

2 RESET CPU (RCPU}-R/W: RCPU is used to initiate a ~ard reset or soft reset to the CPU. During a 
hard reset, the PCMC asserts CPURST and PCIRST"'. The PCMC initiates a hard reset when this 
register is programmed for a hard reset or when the PWROK signal is asserted. During a soft reset, the 
PCMC asserts INIT. The PCMC initiates a soft reset when this register is programmed for a soft reset 
and in response to a shutdown special cycle. 
Note that a hard reset initializes the entire system and invalidates the CPU cache. A soft reset 
initializes only the CPU. The contents of the CPU cache are unaffected. 
This bit is used in conjunction with bit 1 of this register. Bit 1 must be set up prior to writing a 1 to this 
register. Thus, two write operation!! are required to initiate a reset using this bit. The first write 
operation programs bit 1 to the appropriate state while setting this bit to O. The second write operation 
keeps bit 1 at the programmed state (1 or 0) while setting this bit to a 1. When RCPU transitions from a 
o to a 1, a hard reset is initiated if bit 1 = 1 and a soft reset is initiated if bit 1 = O. 

1 SYSTEM HARD RESET ENABLE (SHRE}-R/W: This bit is used in conjunction with bit 2 of this 
register to initiate. either a hard or soft reset. When SHRE = 1, the PCMC initiates a hard reset to the 
CPU when bit 2 transitions from 0 to 1. When SHRE = 0, the PCMC initiates a soft reset when bit 2 
transitions from 0 to 1. , 

° DETURBO MODE (DM}-R/W: This bit enables and disables deturbo mode. When OM = 1, the PCMC 
is in the deturbo mode. In this mode, the PCMC periodically asserts the AHOLD signal to slow down 
the effective speed of the CPU. The AHOLD duty cycle is programmable through the Deturbo 
Freque,ncy Control (DFC) Register. When OM = 0, the deturbo mode is disabled. 
Deturbo mode can be used to maintain backward compatibility with older software packages that rely 
on the operating speed of older processors. For accurate speed emulation, caching should be 
disabled. If caching is disabled during runtime, the following steps should be performed to make sure 
that modified lines have been flushed from the cache to main memory before entering deturbo mode. 
Disable the primary cache via the PCE bit in the HCS Register. This prevents the KEN'" signal from 
being asserted, which prevents any further first and second level cache line fills. At this point, software 
executes the WBINVD instruction to flush the caches, and then sets OM to 1. When exiting the deturbo 
mode, the system software must first set OM to 0, then enable first and second level caching by writing 
to the HCS Register. " . 
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3.1.4 FORW-FORWARD REGISTER 

I/O Address: OCFAh 
Default Value: OOh 

Read/Write 
8 Bits 

Attribute: 
Size: 

This 8~bit register specifies which PCI Bus configuration space is enabled in a multiple PCI Bus configuration. 
The default value for the FORW Register enables the configuration space of the PCI Bus connected to the 
PCMC. 

Bit Description 

7:0 FORWARD BUS NUMBER-R/W: When this register value is OOh, the configuration space of the PCI 
Bus connected to the PCMC is enabled and the PCMC initiates a type 0 configuration cycle. If the 
value of this register is not OOh, the PCMC initiates a type 1 configuration cycle to forward the cycle 
(via one or more PCI/PCI Bridges) to the PCI Bus specified by the contents of this register. For non-
zero values, bits[7:0] are mapped to AD[23:16], respectively. 

, ··~~~'},*2rs~~:~TI,.fegis.;~ 
\\" 
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3.2 PCI Configuration Space Mapped Registers 

The PCI Bus defines a slot based "configuration space" that allows each device to contain up to 25S a-bit 
configuration registers. The PCI specification defines two bus cycles to access the PCI configuration space-­
Configuration Read and Configuration Write. While memory and 1/0 spaces are supported by the Pentium 
processor, configuration space is not supported. For PCI configuration space access, the PCMC translates the 
Pentium processor 1/0 cycles into PCI configuration cycles. Table 1 shows the PCMC configuration space. 

Address 
Offset 

00-01h ' 

02-03h 

04-05h 

Register 
Symbol 

VID 

DID 

Table 1. PCMC Configuration Space 

Register Name Access 

Vendor Identification RO 

Device Identification RO 

PCICMD Command Register R/W 

OS-07h PCISTS Status Register RO, R/WC 

"tS~4 " ::~~, . (~~~~tion '.~t,<\~,:'(;(J~~~\<~':':i:;' 
09h RLPI Register-Level Programming Interface RO' 

OAh SCCD Sub-Class Code RO 

OBh BCCD Base Class Code RO 

OCh Reserved 

ODh MLT Master Latency Timer R/W 

OEh Reserved 

OFh BIST BIST Register RO 

10-4Fh Reserved 

51 h DFC Deturbo Frequency Control R/W 

,.~,,$OO;, , ( '. \ '~'contrQI. '. ":';(~;:{"~:;' ';::.r:~:i~\ :::, 

54h PBC PCI Read/Write Buffer Control R/W 

SC-SFh Reserved 

70h ERRCMD Error Command R/W 
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Table 1. PCMC Configuration Space (Continued) 

Address Register 
Offset Symbol Access Register Name 

72h SMRS SMRAM Space Control R/W 

73-77h Reserved 

78-79h MSG Memory Space Gall R/W 

7A-7B Reserved 

7C-7Fh FBR Frame Buffer Range R/W 

80-FFh Reserved 

NOTE: 
Shaded rows indicate register differences between the 82434LX and 82434NX devices. For non-shaded rows, the registers 
are the same for the two devices. 

3.2.1 CONFIGURATION SPACE ACCESS MECHANISM 

The 82434LX sJpports Configuration Space Access Mechanism #2 and the 82434NX supports both configu­
ration space access mechanisms # 1 and # 2. The mechanism is selected via the PCAMS bit in the PMC 
Register. The bus cycles used to access PCMC internal configuration registers are described in Section 7.0, 
PCI Interface. 

3.2.1.1 Access Mechanism # 1: 
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24 23 16 15 11 

CONFADD Re.erved 0 Device 
Reglater L-~ _____ ....L _____ ~ __ N_Um_be_r_-J. ___ -+ ____ -+_....J 

........... ,...--............. .---. ...--..... /,1 
PCIAddre •• 

AD[31:0] 
Only One 1 

.--' : 

Re.erved 

~--------------------------------------------~--------------------~--------~----------------~~ 31 16 15 11 

Figure 4. Mechanism # 1 Type 0 Configuration Address to PCI Address Mapping 

Type 1 Access 

290479-5 

If the BUSNUM field of the CONFADD Register is non·zero, a Type 1 configuration cycle is performed on the 
PCI Bus. CONFADD[23:2] are mapped directly to AD[23:2] (Figure 5). AD[1:0] are driven to 01 to indicate a 
Type 1 Configuration cycle. All other lines are driven toO. . 

CONFADD 
Register 

PCI Addres. 
AD[31:0] 

Figure 5. Mechanism # 1 Type 1 Configuration Address to PCI Address Mapping 

3.2.1.2 Access Mechanism #2 

290479-6 

The 82434LX/82434NX PCMC uses the CSE and Forward Registers for configuration access mechanism # 2. 
When PCI configuration space is enabled via the CSE Register, the PCMC maps PCI configuration space into 
4·KBytes of CPU I/O space. Each PCI device has its own 256·Byte configuration space. When configuration 
space is enabled, CPU accesses to I/O locations CXXXh are translated into configuration space accesses. In 
this mode, the PCMC translates all I/O cycles in the C1 OOh-CFFFh range into configuration cycles on the PCI 
Bus. I/O accesses within the COOOh-COFFh range are intercepted by the PCMC and are directed to the 
PCMC internal configuration registers. These cycles are not forwarded to the PCI Bus. 

When configuration space access is disabled, CPU accesses to I/O locations CXXXh are forwarded to the PCI 
Bus I/O space. CPU cycles to I/O locations other than CXXXh are unaffected by whether the configuration 
mode is enabled or disabled. These cycles are always treated as ordinary I/O cycles by the PCMC. 
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Type 0 Access 

If the Forward Register contains OOh a Type 0 configuration access is generated on the PCI Bus (Figure 6). For 
type 0 configuration cycles, AD[1:0] =00. Host CPU address bits A[7:2] are not translated and become 
AD[7:2] on the PCI Bus. AD[7:2] select one of the 256 8-bit 110 locations in the PCI configuration space. The 
FUNCTION NUMBER field from the CSE Register (CSE[3:1]) is driven on AO[10:8]. Host CPU address bits 
A[11 :8] are mapped to an IDSEL input for each of the 16 possible PCI devices. The IDSEL input for each PCI 
device must be hard-wired to one of the AD[31:16] signals on the PCI Bus. AD16 is reserved for the PCMC. 
When CPU address A[11:8] = Fh, PCI address bits A31 = 1 and A[30:16] =OOh. Other devices on the PCI Bus 
should not use AD16. Note that when A[11:8] =Oh, an access to the PCMC internal registers occurs and the 
cycle is not forwarded to the PCI Bus. 
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Type 1 Access 

If the Forward Register is non-zero a Type 1 configuration access is generated on PCI. For type 1 configuration 
cycles, AD[1 :0] = 01. AD[10:2] are generated the same as for the type 0 configuration cycle. Host CPU 
address bits A[11:8] contain the specific device number and are mapped to AD[14:11]. AD[23:16] contain the 
Bus Number of tlie PCI Bus that is to be accessed and corresponds to the Forward Address Register bits 
[7:0]. 

During a Type 1 configuration access AD[1 :0] = 01 (Figure 7). The Register Index and Function Number are 
mapped to the AD lines the same way in Type 1 configuration access as in a Type 0 configuration access. 
CPU address bits A[11 :8] are mapped directly to PCllines AD[14:11] as the Device Number. The contents of 
the Forward Register are mapped to AD[23:16] to form the Bus Number. 

PCI Address 
AO[31:0] 

31 

o 

24 

15 12 11 8 7 2 

CPU Address 11 1 00 I Bus I Reg • 
A[15:2]. BE[7:0]_ . Number Index 

l ,'1 
l /' i 

..... l/ / I 
,/ i 

• / t i l t 
.••• l l' 

,I I 

15 14 210 

Figure 7. Mechanism #2 Type 1 Host-to-PCI Address Mapping 
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3.2.2 VID-VENDOR IDENTIFICATION REGISTER 

Address Offset: 
Default Value: 
Attribute: " 
Size: 

00-01h 
SOS6h 
Read Only 
16 bits 

The VID Register contains the vendor identification number. This 16-bit register combined with the Device 
Identification Register uniquely identify any PCI device. Writes to this register have no effect. 

Description 

15:0 VENDOR IDENTIFICATION NUMBER: This is a 16-bit value assigned to Intel. 

3.2.3 DID-DEVICE IDENTIFICATION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

02-03h 
04A3h 
Read Only 
16 bits 

This 16-bit register combined with the Vendor Identification Register uniquely identifies any PCI device. Writes 
to this register have no effect. 

Bits Description 

15:0 DEVICE IDENTIFICATION NUMBER: This is a 16 bit value assigned to the PCMC. 
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3.2.4 PCICMD-PCI COMMAND REGISTER 

Address Offset: 04-05h 
06h 
Read/Write 
16 bits 

Default: 
Attribute: 
Size: 

This 16-bit register provides basic control over the PCMC's ability to respond to PCI cycles. The PCICMD 
Register enables and disables the SERR# signal, the parity error signal (PERR#), PCMC response to PCI ' 
special cycles, and enables and disables PCI master accesses to main memory. 

Bits Description 

15:9 ' RESERVED 

8 SERR# ENABLE (SERRE): SERRE enables/disables the SERR# signal. When SERRE= 1 and 
PERRE = 1 , SERR # is asserted if the PCMC detects a PCI Bus address/ data parity error, or main 
memory (DRAM) or cache parity error, and the corresponding errors are enabled in the Error-
Command Register. When SERRE = 1 and bit 7 in the Error Command Register is set to 1, the PCMC 
asserts SERR # when it detects a target abort on a PCMC-initiated PCI cycle. When SERRE = 0, 
SERR # is never asserted. 

7 RESERVED 

6 PARITY ERROR ENABLE (PERRE): PERRE controls the PCMC's response to PCI parity errors. This 
bit is a master enable for bit 3 of the ERRCMD Register. PERRE works in conjunction with the 
SERRE bit to enable SERR # assertion when the PCMC detects a PCI bus parity error, or a main 
memory or cache parity error. 

5:3 RESERVED 

2 BUS MASTER ENABLE (BME): The PCMC does not support disabling of its bus master capability on 
the PCI Bus. This bit is always set to 1 , permitting the PCMC to function as a PCI Bus master. Writes 
to this bit position have no affect. 

1 MEMORY ACCESS ENABLE (MAE): This bit enables/disables PCI master access to main memory 
(DRAM). When MAE = 1, the PCMC permits PCI masters to access main memory if the MEMCS# 
signal is asserted. When MAE = 0, the PCMC does not respond to PCI master main memory 
accesses (MEMCS# asserted). 

0 I/O ACCESS ENABLE (IOAE): The PCMC does not respond to PCII/O cycles, hence this command 
is not supported. PCI master access to I/O space on the Host Bus is always disabled. 
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3.2.5 PCISTS-PCI STATUS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

06-07h 
40h 
Read Only, Read/Write Clear 
16 bits 

PCISTS is a 16-bit status register that reports the occurrence of a PCI master abort, PCI target abort, and 
DRAM or cache parity error. PCISTS also indicates the DEVSEL# timing that has .been set by the PCMC 
hardware. 8its[15:12] are read/write clear and bits[10:9] are read only. . 

Bits Attribute Description 

15 RESERVED 

14 R/WC SIGNALED SYSTEM ERROR (SSE): When the PCMC asserts the SERR# signal, this bit 
is also set to 1. Software sets SSE to 0 by writing a 1 to this bit. 

13 R/WC RECEIVED MASTER ABORT STATUS (RMAS): When the PCMC terminates a Host-to-
PCI transaction (PCMC is a PCI master), which is not a special cycle, with a master abort, 
this bit is set to 1 . Software resets this bit to (j by writing a 1 to it. 

12 R/WC RECEIVED TARGET ABORT STATUS (RTAS):When a PCMC-initiatedPCI transaction 
is terminated with a target abort, RT AS is set to 1. The PCMC also asserts SERR # if the 
SERR # Target Abort bit in the ERRCMD Register is 1. Software resets RTAS to 0 by 
writing a 1 to it. 

11 RESERVED 

10:9 RO DEVSEL# TIMING (DEVT): This 2-bit field indicates the timing of the DEVSEL# signal 
when the PCMC responds as a target. The PCI specification defines three allowable 
timings for assertion of DEVSEL#: 00 = fast, 01 = medium, and 10=slow (DEVT= 11 is 
reserved). DEVT indicates the slowest time that a device asserts DEVSEL # for any bus 
command, except configuration read and write cycles. Note that these two bits determine 
the slowest time that the PCMC asserts DEVSEL #. However, the PCMC can also assert 
DEVSEL # in medium time. 

The PCMC asserts DEVSEL# in response to sampling MEMCS# asserted. The PCMC 
samples MEMCS# one and two clocks after FRAME# is asserted. If MEMCS# is 
asserted one PCI clock after FRAME # is asserted, then the PCMC responds with 
DEVSEL# in slow time. 

8 R/WC DATA PARITY DETECTED (DPD): This bit is set to 1 when all of the following conditions 
are met: 1). The PCMC asserted PERR# or sampled PERR# asserted. 2). THe PCMC 
was the bus master for the operation in which the error occurred. 3). The PERRE bit in 
the Command Register is set to 1. Software resets DPD to 0 by writing a 1 to it. 

7:0 RESERVED 
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3.2.6 RID-REVISION IDENTIFICATION REGISTER 

Address Offset: 08h 
Default Value: 03h for A-3 Stepping (82434LX) 

.' ,,~fW A:7 ~ S.te . (e?434~).,;" ',. 
", ,~:,·,t~jf=~:~Si~ C::~'::\\\e;i;\\::< \\ " 

Attribute: Read Only 
Size: 8 bits 

This register contains the revision number of the PCMC. These bits are read only and writes to this register 
. have no effect. For the A-2 Stepping of the 82434LX, this value is 03h. 

F6'tihe· A"'1Stept,Jng6ttM''M4348; thiS valu~ 1i11n4S~;\:0,:t\;,: 
Bits Description 

7:0 REVISION IDENTIFICATION NUMBER: This is an 8-bit value that indicates the revision identification 
number for the PCMC. 

3.2.7 RLPI-REGISTER-LEVEL PROGRAMMING INTERFACE REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

09h 
OOh 
Read Only 
8 bits 

This register defines the PCMC as having no defined register-level programming interface. 

Bits Description 

7:0 REGISTER-LEVEL PROGRAMMING INTERFACE (RLPI): The value of OOh defines the PCMC as 
having no defined register-level programming interface. I 

3.2.8 SUBC-SUB-CLASS CODE REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OAh 
OOh 
Read Only 
8 bits 

This register defines the PCMC as a host bridge. 

Description 

SUB-CLASS CODE (SCCD): The value of this register is OOh defining the PCMC as host bridge. 
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3.2.9 BASEC-BASE CLASS CODE REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OBh 
06h 
Read Only 
8 bits 

This register defines the PCMC as a bridge device. 

Description 

BASE CLASS CODE (BCCD): The value in this register is 06h defining the PCMC as bridge device. 

3.2.10 MLT-MASTER LATENCY TIMER REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OOh 
20h 
Read/Write 
8 bits 

ML T is an 8-bit register that controls the amount of time the PCMC, as a bus master, can burst data on the PCI 
Bus. ML T is used when the PCMC becomes the PCI Bus master and is cleared and suspended when the 
PCMC is not asserting FRAME #. When the PCMC asserts FRAME #, the counter is enabled and begins 
counting. If the PCMC finishes its transaction before the count expires, the ML T count is ignored. If the count 
expires before the transaction completes, the PCMC initiates a transaction termination as soon as its GNT# is 
removed. The number of clocks programmed in the ML T represents the guaranteed time slice (measured in 
PCI clocks) allotted to the PCMC, after which it must surrender the bus as soon as its GNT# is taken away. 
The number of clocks in the Master Latency Timer is the count value field multiplied by 16. 

Bits Description 

7:4 MASTER. LATENCY TIMER COUNT VALUE: If GNT # is negated after the burst cycle is initiated, the 
PCMC limits the duration of the burst cycle to the number of PCI Bus clocks specified by this field 
multiplied by 16. 

3:0 RESERVED 

3.2.11 BIST -BIST REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OFh 
Oh 
Read Only 
8 bits 

The BIST function is not supported by the PCMC. Writes to this register have no affect. 

Bits At.tribute Description 

7 RO BIST SUPPORTED: This read only bit is always set to 0, disabling the BIST function. 
Writes to this bit position have no affect. 

6 RW START BIST: This function is not supported and writes have no affect. 

5:4 RESERVED 

3:0 flO COMPLETION CODE: This read only field always returns 0 when read and writes have 
no affect. 
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3.2.12 HCS-HOST CPU SELECTION REGISTER 

Address Offset: 50h 

g~tl\~t~~"~'~V''ii\i''''~~'''Ulh)(),'<c,;:,~',m;','' " ,~~(.\i-Jl/:'~;{"<·~;:,;,'\.,, '~',',~'\>';MiUJ",: , .. I)" >,; -: t" " ~, 
Access: Read/Write, Read Only 
Size: 8 bits 

The HCS Register is used to specify the Host CPU type and speed. This 8-bit register is also used to enable 
and disable the first level cache. 

Bits Access 

7:5 RO 

Description 

HOST CPU TYPE (HCT): This field defines the Host CPU type. 

82434LX 
These bits are hardwired to 100 which selects the Pentium processor. All other 
cgmbin~tions are reserved.,,,. ," " 

.:0,1' ,~~~~~~~~~t·, 
f---+---...p.. 

4:3 RESERVED 

2 R/W FIRST LEVEL CACHE ENABLE (FLCE): FLCE enables and disables the first level cache. 
When FLCE = 1, the PCMC responds to CPU cycles with KEN # asserted for cacheable 
memory cycles. When FLCE ~ 0, KEN # is always negated. This prevents new cache line 
fills to either the first level or second level caches. 

1:0 R/W HOST OPERATING FREQUENCY (HOF): The DRAM refresh rate is adjusted according to 
the frequency selected by this field. For the 82434LX, only bit 0 is used and bit 1 is 
reserved. 

82434LX 
Bit 1 is reserved. If bit 0 is 1, the 82434LX supports a 66 MHz CPU. If bit 0 is 0, the 

~2434LX~~pp()~sa~OMH~c:fU; , , , '" " ,,'''' <",i'\, .'>, ,/. 

~~~t~~t~;i~";t~;~;lA~f;lt 
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3.2.13 DFC-DETURBO FREQUENCY CONTROL REGISTER 

Address Offset: 51h 
Default Value: 80h 

Read/Write 
8 bits 

Attribute: 
Size: 

Some software packages rely on the operating speed of the processor to time certain system events. To 
maintain backward compatibility with these software packages, the PCMC provides a mechanism to emulate a 
slower operating speed. This emulation is achieved with the PCMC's deturbo mode. The deturbo mode is 
enabled and disabled via the DM bit in the Turbo-Reset Control Register. When the deturbo mode is enabled, 
the PCMC periodically asserts AHOLD to slow down the effective speed of the CPU. The duty cycle of the 
AHOLD active period is controlled bY the DFC Register. 

sits Description 

7:6 DETURBO MODE FREQUENCY ADJUSTMENT VALUE: This 8-bit value effectively defines the duty 
cycle of the AHOLD signal. DFC[7:6] are programmable and DFC[5:0j are o. The value programmed 
into this register is compared against a free running 8-bit counter running at % the CPU clock. When 
the counter is greater than the value specified in this register, AHOLD is asserted. AHOLD is negated 
when the counter value is equal to or smaller than the contents of this register. AHOLD is negated 
when the counter rolls over to OOh. The deturbo emulation speed is directly proportional to the value 
in this register. Smaller values in this register yield slower deturbo emulation speed. The value of OOh 
is reserved. 

5:0 RESERVED 

3.2.14 SCC-SECONDARY CACHE CONTROL REGISTER 

Address Offset: 52h 

9~~lt,VaIU~: ".;>=Wt1g~=l.,:r;;. 
(S = Strapping option) 

Attribute: Read/Write 
Size: 8 bits 

This 8-bit register defines the secondary cache operations. The SCC Register enables and disables the 
second level cache, adjusts cache size, selects the cache write policy, and defines the cache SRAM type. 
After hard reset, SCC[7:5j contain the opposite of the signal levels sampled on the Host address lines 
A[31:29j. 

Bits Description 

7:6 SECONDARY CACHE SIZE (SCS): This field defines the size of the second level cache. The values 
sampled on the A[31 :30jlines at the rising edge of the PWROK signal are inverted and stored in this 
field. 

Bits[7:6j secondary Cache Size 
00 Cache not populated 
01 Reserved 
10 256-KBytes 
11 512-KBytes 
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SRAM TYPE (SRAMT): This bit selects between standard SRAMs or burst SRAMS to implement the 
second level cache. When SRAMT = 0, standard SRAMs are selected. When SRAMT = 1, burst 
SRAMs are selected. This bit reflects the signal level on the A29 pin at the rising edge of the PWROK 

This value can be overwritten with subsequent writes to the sec 
4 82434LX: SECONDARY CACHE ALLOCATION (SCA): SCA controls when the PCMC performs line 

fills in the second level cache. When SCA is set to 0, only CPU reads of cacheable main memory with 
CACHE # asserted are cached in the second level cache. When SCA is set to 1, a" CPU reads of 
cacheable main memory are cached in the second level cache. . 

3 CACHE BYTE CONTROL (CBC): When programmed for asynchronous SRAMs, this bit defir)es 
whether the cache uses individual write enables per byte or has a single write enable and byte select 
lines per byte. When CSC is set to 1, write enable control is used. When CSC is set to 0, byte select 
control is used. 

2 82434LX:RESERVED 

82434LX: SECONDARY CACHE WRITE POLICY (SCWP): SCWP selects between write-back and 
write-through cache pOlicies for the second level cache. When SCWP = 0 and the second level cache 
is enabled (bit 0 = 1), the second level cache is configured for write-through mode. When SCWP = 1 
and the second level cache is enabled (bit 0 = 1), the second level cache is configured for write-back 
mode. 

o SECONDARY CACHE ENABLE (SCE): SCE enables and disables the secondary cache. When 
SCE = 1, the secondary cache is enabled. When SCE = 0, the secondary cache is disabled. When the 
secondary cache is disabled, the PCMC forwards a" main memory cycles to the DRAM interface. 
Note that setting this bit to 0 does not affect existing valid cache lines. If a cache line contains 
modified data, the data is not written back to memory. Valid lines in the cache remain valid. When the 
secondary cache is disabled, the CWE[7:0] # lines remain negated. COE[1 :0] # may still toggle. 

When system software disables secondary caching through this register during run-time, the software 
shpuld first flush the second level cache. This process is accomplished by first disabling first level 
caching via the PCE bit in the HCS Register. This prevents the KEN # signal from being asserted, 
which disables any further line fills. At this pOint, software executes the WSINVD instruction to flush 
the caches. When the instruction completes, bit 0 of this register can be reset to 0, disabling the 
secondary cache. The first level cache can then be enabled by writing the PCE bit in the HCS 
Register. 
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3.2.15 HBC-HOST READ/WRITE BUFFER CONTROL 

Address Offset: 53h 
Default Value: OOh 

Read/Write 
8 bits 

Attribute: 
Size: 

The HBC Register enables and disables Host-to-main memory and Host-to-PCI posting of write cycles. When 
posting is enabled, the write buffers in the LBX devices post the data that is destined for either main memory 
or PCI. This register also permits a CPU-to-main memory read cycle to be performed before any pending 
posted write data is written to memory. 

Bits 

7:4 

3 

2 

o 
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Description 

RESERVED 

READ-AROUND-WRITE ENABLE (RAWCM): If enabled, the PCMC, during a CPU read cycle to 
memory where posted write cycles are pending, internally .snoops the write buffers. If the address of 
the read differs from the posted write addresses, the PCMC initiates the memory read cycle ahead of 
the pending posted memory write. When RAWCM = 0, the pending posted write is written to memory 
before the memory read is performed. When RAWCM = 1, the PCMC initiates the memory read ahead 
of the pending posted memory writes. 

RESERVED 

HOST-yO-PCI POSTING ENABLE (HPPE): This bit enables/disables the posting of Host-to-PCI 
write data in the LBX posting buffers. When HPPE = 1, up to 4 Dwords of data can be posted to PCI. 

_ HPPE = 0 is reserved. -Buffering is disabled and each CPU write does not complete until the PCI 
transaction completes (TROY # is asserted). 

82434LX: HOST-TO-MEMORY POSTING ENABLE (HMPE): This bit enables/disables the posting of 
Host-to-main memory write data in the LBX buffers. When HMPE = 1, the CPU can post a single write 
or a burst write (4 Qwords). The CPU burst write completes at 4-1-1-1 when the second level cache is 
in write-back mode and at 3-1-1-1 when the second level cache is either disabled or in write-through 
mode. When HMPE = 0, Host-to-main memory posting is disabled and the CPU write cycles do not 
complete until the data is written to memory. 
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3.2.16 PBC-PCI READ/WRITE BUFFER CONTROL REGISTER 

Address Offset: 54h 
Oefault Value: OOh 

Read/Write 
8 bits 

Attribute: 
Size: 

The PBC Register enables and disables PCI-to-main memory write posting and permits single CPU-to-PCI 
writes to be assembled into PCI burst cycles. 

Bits Description 

7:3 RESERVED 

2 LBXs CONNECTED TO TRDY #: The TROY # pin on the LBXs can be connected either to the PCI 
TROY # signal or to ground. The cycle time for CPU-to-PCI writes is improved if TROY # is connected 
to the LBXs. Since there are two LBXs used in a system, connecting this signal to the LBXs increases 
the electrical loading of TROY # by two loads. When the LBXs are externally hard-wired to TROY #. 
this bit should be set to 1. Note that this should be done prior to the first Host-to-PCI write or data 
corruption will occur. Setting this bit to 1 enables the capability of CPU-to-PCI writes at 2-1-1-1 ... 
(PCI clocks). When this bit is 0, the LBXs are not connected to TROY # and CPU-to-PCI writes are 
completed at 2-2-2-2 ... timing. 

1 PCI BURST WRITE ENABLE (PBWE): This bit enables and disables PCI Burst memory write cycles 
for back-to-back sequential CPU memory write cycles to PCL When PBWE is set to 1 ,PCI burst 
writes are enabled. When PBWE is reset to 0, PCI burst writes are disabled and each single CPU write 
to PCI invokes a single PCI write cycle (each cycle has an associated FRAME# sequence). 

0 PCI-TO-MEMORY POSTING ENABLE (PMPE): This bit enables and disables posting of PCI-to-
memory write cycles. The posting occurs in a pair of four Oword-deep buffers in the LBXs. When 
PMPE is set to 1, these buffers are used to post PCI-to-main memory write data. When PMPE is reset 
to 0, PCI write transactions to main memory are limited to single transfers. The PCMC asserts 
STOP # with the first TROY # to disconnect the PCI Master. 
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,3.2.17 DRAMC-DRAM CONTROL REGISTER 

Address Offset: 57h 
Default Value: 31h 

Read/Write 
8 bits 

Attribute: 
Size: 

This 8-bit re!;lister controls main memory DRAM operating modes and .features. 

Bits Description 

5 PARITY ERROR MASK (PERRM): When PERRM = 1, parity errors generated during DRAM read 
cycles initiated by either the CPU request or a PCI Master are masked. This bit affects bits 0 and 1 of 
the Error Command Register and the ability of the PCMC to respond to PCHK # and assert SERR # 
when a DRAM parity error occurs. When PERRM is reset to 0, parity errors are nqt masked. 

4 O-ACTIVE RAS# MODE: This bit determines if the DRAM page for a particular row remains open (Le. 
RAS # remains asserted after a DRAM cycle) enabling the possibility that the next DRAM access may 
be either a page hit, a page miss, or a row miss. The DRAM interface is then in 1-active RAS # mode. 
If this bit is reset to 0, RAS# remains asserted after a DRAM cycle. If this bit is set to 1, RAS# is 
negated after every DRAM cycle, resulting in a row miss for every DRAM cycle. The DRAM interface 
is then in O-active RAS # mode. 

3 SMRAM ENABLE (SMRE): When SMRE = 1, CPU accesses to SMM space are qualified with the 
SMIACT# pin of the CPU. The location of this space is determined by the SBS field of the SMRAM 
Register. Read,and write cycles to SMM space function normally if SMIACT# is asserted. If 
SMIACT# is negated when accessing this space, the cycle is forwarded to PCI. When SMRE=O, 
accesses to SMM space are treated normally and SMIACT # has no effect. SMRE must be set to 1 to 
enable the use of the SMRAM Register at configuration space offset 72h. 

2 BURST OF FOUR REFRESH (BFR): When BFR is set to 1, refreshes are performed in sets of four, at 
a frequency % of the normal refresh rate. The PCMC defers refreshes to idle times, if possible. When 
BFR is reset to 0, single refreshes occur at 15.6 /Ls refresh rate. 

o 
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82434LX: REFRESH TYPE (RT): When RT= 1, the PCMC uses CAS#-before-RAS# timing to 
refresh the DRAM array. For this refresh type, the PCMC does not supply refresh addresses. When 
RT= 0, RAS# Only refresh is used and the PCMC drives refresh addresses on the MA[10:0] lines. 

RAS# only refresh can be used with any type of second level cache configuration (Le., no second 
level cache is present, or either a burst SRAM or standard SRAM second level cache is 
implemented). CAS#-before-RAS# refresh should not be used when a standard SRAM second level 
cache is implemented. 

'tl4U~ __ 'TYP£,tRrJ: In,addiliOn,tO:~.~1#-a~~ 
Jh$pc~.GEiretresh __ $qn th8MA111:01llrtkAl~'_«>' " . 
'~'(#I'tha~ S,RAM'~'liiIvel oacn.,> ,,' ~' t' •• ',' 

REFRESH ENABLE (RE): When RE is set to 1, the main memory array is refreshed as configured via 
bits 1 and 2 of this register. When RE is reset to 0, DRAM refresh is disabled. Note that disabling 
refresh results in the loss of DRAM data. 



3.2.18 DRAMT -DRAM TIMING REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

58h 
OOh 
Read/Write 
8 bits 

For the 82434LX, this register controls the leadoff latency for CPU DRAM accesses. 

Bits Description 

7:2 RESERVED 

82434LX/82434NX 

o CAS # WAIT-STATE (CWS): When CWS = 1, one additional wait state will be inserted before the first 
assertion of CAS# within a burst cycle. There is n9 additional delay between CAS# assertions. This 
provides additional MA[11 :0] setup time to CAS # assertion. The CWS bit is typically reset to 0 for 
60 MHz operation and set to 1 for 66 MHz operation. 

3.2.19 PAM-PROGRAMMABLE ATTRIBUTE MAP REGISTERS (PAM[6:0)) 

Address Offset: 
Default Value: 
Attribute: 

59-5Fh 
PAMO = OFh, PAM[l :6] = OOh 
Read/Write 

The PCMC allows programmable memory and cacheability attributes on 14 memory segments of various sizes 
in the 512 KByte-1 MByte address range. Seven Programmable Attribute Map (PAM) Registers are used to 
support these features. Three bits are used to specify cacheability and memory attributes for each memory 
segment. These attributes are: ' 

RE: Read Enable. When RE= 1, the CPU read accesses to the corresponding memory segment are direct­
ed to main memory. Conversely, when RE = 0, the CPU read accesses are directed to PCI. 

WE: Write Enable. When WE = 1, the CPU write accesses to the corresponding memory segment are 
directed to main memory. Conversely, when WE = 0, the CPU write accesses are directed to PCI. 

CE: Cache Enable. When CE = 1, the corresponding memory segment is cacheable. CE must not be set to 
1 when RE is reset to 0 for any particular memory segment. When CE = 1 and WE = 0, the correspond­
ing memory segment is cached in the first and second level caches only. on CPU coded read cycles. 

The RE and WE attributes permit a memory segment to be Read Only, Write Only, Read/Write, or disabled. 
For example, if a memory segment has RE = 1 and WE = 0, the segment is Read Only. The characteristics for 
memory segments with these read/write attributes are described in Table 2. 
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Table 2. Attribute Definition 

Read/Write Definition 
Attribute 

Read Only Read cycles: CPU cycles are serviced by the DRAM in a normal manner. 
Write cycles: CPU initiated write cycles are ignored by the DRAM interface as well as the 
cache. Instead, the cycles are passed to PCI for termination. 
Areas marked as Read Only are cacheable for Code accesses only. These regions may be 
cached in the second level cache, however as noted above, writes are forwarded to PCI, 
effectively write protecting the data. 

Write Only Read cycles: All read cycles are ignored by the DRAM interface as well as the second level 
cache. CPU-initiated read cycles are passed onto PCI for termination. The write only state 
can be used while copying the contents of a ROM, accessible on PCI, to main memory for 
shadowing, as in the case of BIOS shadowing. 
Write cycles: CPU write cycles are serviced by the DRAM and cache in a normal manner. 

Read/Write This is the normal operating mode of main memory. Both read and write cycles from the CPU 
and PCI are serviced by the DRAM and cache interface. 

Disabled All read and write cycles to this area are ignored by the DRAM and cache interface. These 
cycles are forwarded to PCI for termination. 

Each PAM Register controls two regions, typically 16-KByte in size. Each of these regions have a 4-bit field. 
The four bits that control each region have the same encoding and are defined in Table 3. 

Table 3. Attribute Bit Assignment 

Bits [7,3] Bits [&,2] Blts[5,1] Bits [4,0] 
Description 

Reserved Cache Enable Write Enable Read Enable 

x x 0 0 DRAM Disabled, Accesses Directed to PCI 

x 0 0 1 Read Only, DRAM Write Protected, Non-
Cacheable 

x 1 0 1 Read Only, DRAM Write Protected, 
Cacheable for Code Accesses Only 

eX 0 1 0 Write Only 

x 0 1 1 Read/Write, Non-Cacheable 

x 1 1 1 Read/Write, Cacheable 

NOTE: 
To enable PCI master access to the DRAM address space from COOOOh to FFFFFh the MEMCS# configuration registers of 
the ISA or EISA bridge must be properly configured. These registers must correspond to the PAM Registers in the PCMC. 

As an example, consider a BIOS that is implemented on the expansion bus. During the initialization process 
the BIOS can be shadowed in main memory to increase the system performance. When a BIOS is shadowed 
in main memory, it should be copied to the same address location. To shadow the BIOS, the attributes for that 
address range should be set to write only. The 'BIOS is shadowed by first doing a read of that address. This 
read is forwarded to the expansion bus. The CPU then does a write of the same address, which is directed to 
main memory. After the BIOS is shadowed, the attributes for that memory area are set to read only so that all 
writes are forwarded to the expansion bus. 
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Table 4. PAM Registers and Associated Memory Segments 

PAM Reg Attribute Bits Memory Segment Comments Offset 

PAMO[3:0) R CE WE RE 080000h-09FFFFh S12K-640K S9h' 

PAMO[7:4) R CE WE RE OFOOOOh-OFFFFFh BIOS Area S9h 

PAM1 [3:0) R CE WE RE OCOOOOh-OC3FFFh IsA Add-on BIOS SAh 

PAM1 [7:4) R CE WE RE OC4000h-OC7FFFh IsA Add-on BIOS SAh 

PAM2[3:0) R CE WE RE OC8000h-OCBFFFh IsA Add-on BIOS SBh 

PAM2[7:4) R CE WE RE OCCOOOh-OCFFFFh IsA Add-on BIOS SBh 

PAM3[3:0) R CE WE RE ODOOOOh-OD3FFFh IsA Add-on BIOS SCh 

PAM3[7:4) R CE WE RE OD4000h-OD7FFFh IsA Add-on BIOS SCh 

PAM4[3:0) R CE WE RE OD8000h-ODBFFFh IsA Add-on BIOS SDh 

PAM4[7:4) R CE WE RE ODCOOOh-ODFFFFh IsA Add-on BIOS SDh 

PAMS[3:0) R CE WE RE OEOOOOh-OE3FFFh BIOS Extension SEh 

PAMS[7:4) R· CE WE RE OE4000h-OE7FFFh BIOS Extension SEh 

PAM6[3:0) R CE WE RE OE8000h-OEBFFFh BIOS Extension SFh 

PAM6[7:4) R CE WE RE OECOOOh-OEFFFFh BIOS Extension SFh 

DOS Application Area (OOOOOh·9FFFh) 

The 640-KByte DOS application area is split into two regions. The first region is 0-S12-KByte and the second 
region is 512-640 KByte. Read, write, and cacheability attributes are always enabled and are not programma­
ble for the 0-512 KByte region. 

Video Buffer Area (AOOOOh·BFFFFh) 

This 128-KByte area is not controlled by attribute bits, CPU-initiated cycles in this region are always forwarded 
to PCI for termination. This area is not cacheable. 

Expansion Area (COOOOh·DFFFFh) 

This 128-KByte area is divided into eight 16-KByte segments. Each segment can be assigned one of four 
Read/Write states: read-only, write-only, read/write, or disabled Memory that is disabled is not remapped. 
Cacheability status can also be specified for each segment. 

Extended System BIOS Area (EOOOOh·EFFFFh) 

This 64-KByte area is divided into four 16-KByte segments. Each segment can be assigned independent 
cacheability, read, and write attributes. Memory segments that are disabled are not remapped elsewhere. 
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System BIOS Area (FOOOOh-FFFFFh) 

This area is a single 64-KByte segment. This segment can be assigned cacheability, read, and write attributes. 
When disabled, this segment is not remapped. 

Extended Memory Area (100000h-FFFFFFFFh) 

The extended memory area can be split into several parts: 

• . Flash BIOS area from 4 GByte to 4 GByte-512-KByte (aliased on ISA at 16 MBytes-15.5 MBytes) 

• DRAM Memory from 1 MByte to a maximum of 192 MBytes 

• PCI Memory space from the. top of DRAM to 4 GByte --512-KByte 

• Memory Space Gap between the range of 1 MByte up to 15.5 MBytes 

• Frame Buffer Range mapped into PCI Memory Space or the Memory Space Gap. 

On power-up or reset the CPU vectors to the Flash BIOS area, mapped in the range of 4 GByte to 4 GByte -
512-KByte. This area is physically mapped on the expansion bus. Since these addresses are in the upper 
4 GByte range, the request is directed to PCI. 

The DRAM memory space can occupy extended memory from a minimum of 2 MBytes up to 192 MBytes. This 
memory is cacheable. 

The address space on PCI between the Flash BIOS (4 GByte to 4 GByte - 512 KByte) and the top of DRAM 
(including any remapped memory) may be occupied by PCI memory. This memory space is not cacheable. 

3.2.20 DRB-DRAM ROW BOUNDARY REGISTERS 

~ddr~J:~'4~~,~!:.';.~}rW~~{~=0~j~·P .• ;J'::::;~;h;:;;;t.:f~1·.?~::.':!?r::~;·~ .. ::t,:;:.;'i; 
Default Value: 02h 
Attribute: Read/Write 
Size: a bits 

Note the address offset for each ORB Register is DRBO=60h, DRB1 =61h, DRB2=62h, DRB3=63h, 
DRB4 = 64h, DRB5 = 65h, DRB6 = 66h, and DRB7 = 67h. 

3.2.20.1 82434LX Description 

The PCMC supports 6 rows of DRAM. Each row is 64 bits wide. The DRAM Row Boundary Registers define 
upper and lower addresses for each DRAM row. Contents of these a-bit registers represent the boundary 
addresses in MBytes. 

DRBO = Total amount of memory in row 0 (in MBytes) 
DRB1 = Total amount of memory in row 0 + row 1 (in MBytes) 
DRB2 = Total amount of memory in row 0 + row 1 + row 2 (in MBytes) 
DRB3 = Total amount of memory in row 0 + row 1 + row 2 + row 3 (in MBytes) 
DRB4 = Total amount of memory in row 0 + row 1 + row 2 + row 3 + row 4 (in MBytes) 
DRB5 = Total amount of memory in row 0 + row 1 + row 2 + row 3 + row 4 + row 5 (in MBytes) 

The DRAM array can be configured with 256K x 36, 1 M x 36 and 4M x 36 SIMMs. Each register defines an 
address range that will cause a particular RAS# line to be asserted (e.g. if the first DRAM row is 2 MBytes in 
size then accesses within the 0 MByte-2 MBytes range will cause RASO# to be asserted). The DRAM Row 
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Boundary (ORB) Registers are programmed with an 8-bit upper address limit value. This upper address limit is 
compared to A[27:20] of the Host address bus, for each row, to determine if DRAM is being targeted. Since 
this value is 8 bits and the resolution is 1 MByte, the total bits compared span a 256 MByte space. However, 
only 192 MBytes of main memory is supported. 

Bits Description 

7:0 ROW BOUNDARY ADDRESS IN MBYTES: This 8-bit value is compared against address lines 
A[27:~0] to determine the upper address limit of a particular row, Le. ORB - previous ORB = row 
size. 

Row Boundary Address in MBytes 

These 8-bit values represent the upper address limits of the six rows (Le., this row - previous row = row size). 
Unpopulated rows have a value equal to the previous row (row size = 0). The value programmed into DRB5 
reflects'the maximum amount of DRAM in the system. Memory remapped at the top of DRAM, as a result of 
setting the Memory Space Gap Register, is not reflected in the ORB Registers. The top of memory is always 
determined by the value written into DRB5 added to the memory space gap size (if enabled). 

As an example of a 'general purpose configuration where 3 physical rows are configured for either single-sided 
or double-sided SIMMs, the memory array would be configured like the one shown in Figure 8. In this configu­
ration, the PCMC drives two RAS# signals directly to the SIMM rows. If single-sided SIMMs are populated, the 
even RAS# signal is used and the odd RAS# is not connected. If double-sided SIMMs are used, both RAS# 
signals are used. 

RAS7# 

RAS6# 

RASS# 

RAS4# 

RAS3# 

RAS2# 

RAS1# 

RASO# 

.... , DRB71 } 82434NX 
SIMM-6 Back .•• DRB6 Only 

SIMM-6 Front 

•.•• , ORBS I 
SIMM-4 Back 

••• DRB4 
SIMM-4 Front 

···I DRB3
1 .•. DRB2 

··'1 DRB1 I 
•.• DRBO 

CAS7# CASS# CAS3# CAS1 # 

CAS6# CAS4# CAS2# CASO# 
290479-9 

Figure 8. SIMMs and Corresponding ORB Registers 

The following 2 examples describe how the ORB Registers are programmed for cases of single-sided and 
double-sided SIMMs on a motherboard having a total of 6 SIMM sockets. 
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Example #1 

The memory array is populated with six single-sided'256-KByte x 36 SIMMs. Two SIMMs are required for each 
populated row making each populated row 2 MBytes in size. Filling the array yields 6 MBytes total DRAM. The 
DRB Registers are programmed as follows: 

DRBO = 02h populated 
DRB1 = 02h empty row, not double-sided SIMMs 
DRB2 = 04h populated 
DRB3 = 04h empty row, not double-sided SIMMs 
DRB4 = 06h populated 
DRB5 = 06h empty row, not double-sided SIMMs, maximum memory = 6 MBytes. 

Example #2 

As an another example, if the first four SIMM sockets are populated with 2 MBytes x 36 double-sided SIMMs 
and the last two SIMM sockets are populated with 4 MBytes x 36 single-sided SIMMs then filling the array 
yields 64 MBytes total DRAM. The DRB Registers are programmed as follows: 

DRBO = 08h populated with 8 MBytes, % of the double-sided SIMMs 
DRB1 = 10h the other 8 MBytes of the double-sided SIMMs 
DRB2 = 18h populated with 8 MBytes, % of the double-sided SIMMs 
DRB3 = 20h the other 8 MBytes of the double-sided SIMMs 
DRB4 = 40h populated with 32 MBytes 
DRB5 = 40h emp~ row, not double-sided SIMMs, maximum memory = 64 MBytes. 
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3.2.22 ERRCMD-ERROR COMMAND REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

70h 
OOh 
Read/Write 
8 bits 

The Error Command Register controls the PCMC responses to various system errors. Bit 6 of the PCICMD 
Register is the master enable for bit 3 of this register. Bit 6 of the PCICMD Register must be set to 1 to enable 
the error reporting function defined by bit 3 of this register. Bits 6 and 8 of the PCICMD Register are the master 
enables for bits 7,6,5,4, and.1 of this register. Both bits 6 and.8 of the PCICMD Register must be set to 1 to 
enable the error reporting functions defined by bits 7, 6, 5, 4, and 1 of this register. 
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7 SERR 11 ON RECEIVED TARGET ABORT: When this bit is set to 1 (and bit 8 of the PCICMD 
Register is 1), the PCMC asserts SERR 11 upon receiving a target abort. When this bit is set to 0, the 
PCMC is disabled from asserting SERR1I upon abort. 

6 SERR1I ON TRANSMITTED PCI DATA PARITY ERROR: When this bit is set to 1 (and bits 6 and 8 
of the PCICMD Register are both 1), the PCMC asserts SERR 11 when it detects a data parity error as 
a result of a CPU-to-PCI write (PERR 11 detected asserted). When this bit is set to 0, the PCMC is 
disabled from asserting SERR 11 when data parity errors are detected via PERR 11. 

5 82434LX:RESERVED 

4 

3 

2 L2 CACHE PARITY ENABLE: This bit indicates that the second level cache implements parity. When 
this bit is set to 1, bits 0 and 1 of this register control the checking of parity errors during CPU reads 
from the second level cache. If this bit is 0, parity is not checked when the CPU reads from the 
second level cache (PCHK1I ignored) and neither bit 1 nor bit 0 

SERR1I ON DRAM/L2 CACHE DATA PARITY ERROR ENABLE: This bit enables/disables the 
SERR 11 signal for parity errors on reads from main memory or the second level cache. When this bit 
is set to 1 and bit 0 of this register is set to 1 (and bits 6 and 8 of the PCICMD Register are set to 1), 
SERR 11 is enabled upon a PCHK 11 assertion from the CPU when reading from main memory or the 
second level cache. The processor indicates that a parity error was received by asserting PCHK 11. 
The PCMC then latches status information in the Error Status Register and asserts SERR 11. When 
this bit is 0, SERR 11 is not asserted upon detecting a parity error. Bits[1 :01 = 10 is a reserved 
combination. 

0= Disable assertion of SERR1I upon detecting a DRAM/second level cache read parity error. 
1 = Enable assertion of SERR1I upon detecting a DRAM/second level cache read parity error. 

o MCHK ON DRAM/L2 CACHE DATA PARITY ERROR ENABLE: When this bit is set to 1, PEN1I is 
asserted for data returned from main memory or the second level cache. The processor indicates 
that a parity error was received by asserting the PCHK 11 signal. In addition, the processor invokes a 
machine check exception, if enabled via the MCE bit in CR4 in the Pentium processor. The PCMC 
then latches status information in the Error Status register. When this bit is 0, PEN1I is not asserted. 
Bits[1,:01 = 10 is a reserved combination. 
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3.2.23 ERRST8-ERROR STATUS REGISTER 

Address Offset: 71h 
OOh Default Value: 

Attribute: Read/Write Clear 
8 bits Size: 

The Error Status Register is an 8-bit register that 'reports the occurrence of PCI, second level cache, and 
DRAM parity errors. This also the of a CPU shutdown CyClE!. 

5 

3 

2 

o 
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MAIN MEMORY DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a parity error 
from the CPU PCHK # signal resulting from a CPU-to-main memory read. Software resets this bit to 0 
by writing a 1 to it. 

L2 CACHE DATA PARITY ERRQR: The PCMC sets this bit to a 1 when it detects a parity error from 
the CPU PCHK# signal resulting from a CPU read access that hit in the second level cache. Software 
resets this bit to 0 by writing a 1 to it. 

SHUTDOWN CYCLE DETECTED: The PCMC sets this bit to a 1 when it detects a shutdown special 
cycle on the Host Bus. Under this condition the PCMC drives a shutdown special cycle on PCI and . 
asserts INIT. Software resets this bit to 0 a 1 to it. 
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3.2.24 SMRS-SMRAM SPACE REGISTER 

Address Offset: 72h 
Default Value: OOh 

Read/Write 
8 bits 

Attribute: 
Size: 

The PCMC supports a 64-KByte SMRAM space that can be selected to reside at the top of main memory, 
segment AOOOO-AFFFFh or segment BOOOO-BFFFFh. The SMM space defined by this register is not cache­
able. This register defines a mechanism that allows the CPU to execute code out of the SMM space at either 
AOOOOh or BOOOOh while accessing the frame buffer on PCI. The SMRAM Enable bit in the DRAM Control 
Register must be 1 to enable the features defined by this register. Register bits[5:3] apply only when segment 
AOOOO-AFFFFh or BOOOO-BFFFFh are selected. 

Bits Description 

7:6 RESERVED 

5 OPEN SMRAM SPACE (OSS): When OSS = 1, the CPU can access SMM space without being in 
SMM mode. That is, accesses to SMM space are permitted even with SMIACT# negated. This bit is 
intended to be used during POST to allow the CPU to initialize SMRAM space before the first SMI # 
interrupt is issued. 

4 CLOSE SMRAM SPACE (CSS): When CSS = 1 and SMRAM is enabled, CPU code accesses to the 
SMM memory range are directed to SMM space in main memory and data accesses are forwarded to 
PCI. This bit allows the CPU to read and write the frame buffer on PCI while executing SMM code. 
When CSS = 0 and SMRAM is enabled, all accesses to the SMRAM memory range, both code and 
data, are directed to SMRAM (main memory). 

3 LOCK SMRAM SPACE (LSS): When LSS=·1, this bit prevents the SMM space from being manually 
opened, effectively disabling bit 5 of this register. Only a power-on reset can set this bit to o. 

2:0 SMM BASE SEGMENT (SBS): This field defines the 64 KByte base segment where SMM space is 
located. The memory that is defined by this field is non-cacheable. 

Bits [2:0] SMRAM Location Blts[2:0] SMRAM Location 
000 Top of main memory 100 Reserved 
001 Reserved 101 Reserved 
010 AOOOO-AFFFFh 110 Reserved 
011 BOOOO-BFFFFh 111 Reserved 

3.2.25 MSG-MEMORY SPACE GAP REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

78-79h 
OOh 
Read/Write 
16 bits 

The Memory Space Gap Register defines the starting address and size of a gap in main memory. This register 
accommodates ISA devices that have their memory mapped into the 1 MByte-15.5 MByte range (e.g., an ISA 
LAN card or an ISA frame buffer). The Memory Space Gap Register defines a hole in main memory that 
transfers the cycles in this address space to the PCI Bus instead of main memory. This area is not cacheable. 

The memory space gap starting address must be a multiple of the memory space gap size. For example, a 
2 MByte gap must start at 2,4,6,8, 10, 12, or 14 MBytes. 
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NOTE: 
Memory that is disabled by the gap created by this register is remapped to the top of memory. This 
remapped memory is accessible, except in the case where this would cause the top of main memory 
to exceed 192 MBytes (or 512 MBytes for the 82434NX). 

Bits Description 

15 MEMORY SPACE GAP ENABLE (MSGE): MSGE enables and disables the memory space gap. 
When MSGE is set to 1, the CPU accesses to the address range defined by this register are 
forwarded to PCI bus. The size of the gap created in main memory causes a corresponding amount 
of DRAM to be remapped at the top of main memory (top specified by ORB Registers). If the Frame 
Buffer Range is programmed below 16 MBytes and within main memory space, the MSG register 
must include the Frame Buffer Range. When MSGE is reset to 0, the memory space gap is disabled. 

14:12 MEMORY SPACE GAP SIZE (MSGS): This 3 bit field defines the size of the memory space gap. If 
the Frame Buffer Range is programmed below 16 MBytes and within main memory space, this 
register must include the frame buffer range. The amount of main memory specified by these bits is 
remapped to the top of main memory. . . 

Blt[14:12] Memory Gap Size 
000 1 MByte I 

001 2 MBytes 
011 4 MBytes 
111 8 MBytes 

NOTE: 
All other combinations are reserved. 

11:8 RESERVED 

7:4 MEMORY SPACE GAP STARTING ADDRESS (MSGSA): These 4 bits define the starting address 
of the memory space gap in the space from 1 MByte-16 MBytes. These bits are compared against 
A[23:20]. The memory space gap starting address must be a multiple of the memory space gap 
size. For example, a 2 MBytes gap must start at 2, 4, 6, 8, 10, 12, or 14 MBytes. 

3:0 RESERVED 

3.2.26 FBR-FRAME BUFFER RANGE REGISTER 

Address Offset 
Default Value: 
Attribute: 
Size: 

7C-7Fh 
OOOOh 
Read/Write 
32 bits 

This 32-bit register enables and disables a frame buffer area and provides attribute settings for the frame 
buffer area. The attributes defined in this register are intended to increase the performance of the frame buffer. 
The FBR Register can be used to accommodate PCI devices that have their memory mapped onto PCI from 
the top of main memory to 4 GByte-512-KByte range (e.g., a linear frame buffer). If the Frame Buffer Range is 
located within the 1 MByte-16 MBytes main memory region where DRAM is populated, the Memory Space 
Gap Register must be programmed to include the Frame Buffer Range. 
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Bits Description 

31:20 BUFFER OFFSET (BO): BO defines the starting address of the frame buffer address space in 
increments of 1 MByte. This 12-bit field is compared directly against A[31 :20]. The frame buffer 
range can either be located at the top of memory, including remapped memory or within the memory 
space gap (i.e., frame buffer range programmed below 16 MBytes and within main memory space. 
When bits [31 :20] = OOOOh and bit 12 = 0, all features defined by this register are disabled. 

19:14 RESERVED 

13 BYTE MERGING (BM): Byte merging permits CPU-to-PCI byte writes to the LBX posted write buffer 
to be combined into a single transfer on the PCI Bus, when appropriate. When BM is set to 1, byte 
merging on CPU-to-PCI posted write cycles is enabled. When BM is reset to 0, byte merging is 
disabled. 

12 128K VGA RANGE ATTRIBUTE ENA~LE (VRAE): When VRAE = 1, the attributes defined in this 
register (bits [13, 10:7]) also apply to the VGA memory range of AOOOOh-BFFFFh regardless of the 
value programmed in the Buffer Offset field. When VRAE = 0, the attributes do not apply to the VGA 
memory range. Note that this bit only affects the mentioned attributes of the VGA memory r~nge 
and does not enable or disable accesses to the VGA memory range. 

11:10 RESERVED 

9 NO LOCK REQUESTS (NLR): When NLR is set to 1, the PCMC never requests exclusive access to 
a PCI resource via the PCI LOCK # signal in the range defined by this register. When NLR is reset to 
0, exclusive access via the PCI LOCK # signal in the range defined by this register is enabled. 

8 RESERVED 

7 TRANSPARENT BUFFER WRITES (TBW): When set to a 1, this bit indicates that writes to the 
Frame Buffer Range need not be flushed for deadlock or coherence reasons on synchronization 
events (i.e., PCI master reads, and the FLSHBUF # IMEMREQ # protocol). 

When reset to 0, this bit indicates that upon synchronization events, flushing is required for Frame 
Buffer writes posted in the CPU-to-PCI Write Buffer in the LBX 

6:4 RESERVED 

3:0 BUFFER RANGE (BR): These bits define the size of the frame buffer address space, allowing up to 
16 MBytes of frame buffer. If the Frame Buffer Range is within the memory space gap, the buffer 
range is limited to 8 MBytes and must be included within the memory space gap. The bits listed 
below in the Reserved Buffer Offset (BO) Bits column are ignored by the PCMC for the 
corresponding buffer sizes. 

Blts[3:0] Buffer Size Reserved Buffer Offset (BO) Bits 
0000 1 MByte None 
0001 2 MBytes [20] 
0011 4 MBytes [21:20] 
0111 8 MBytes [22:20] 
1111 16 MBytes [23:20] 

NOTE: 
(all other combinations a~e reserved) 
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4:1.0 PCMC ADDRESS MAP 

The Pentium processor has two distinct physical ad­
dress spaces: Memory and 1/0. The memory ad­
dress space is 4 GBytes and the 1/0 address space' 
is 64 KBytes. The PCMC maps aCCesses to these 
address spaces as described in this section. 

4.1 CPU Memory Address Map 

Figure 9 shows the address map for the 4 GByte 
Host CPU memory address space. Depending on 
the address range and whether a memory gap is 
enabled via the MSG Register, the PCMC forwards 
CPU memory accesses to either main memory or 
PCI memory. Accesses forwarded to main memory 
invoke operations on the DRAM interface and ac­
cesses forwarded to PCI memory invoke operations 
on PCI. Mapping to the PCI Bus permits PCI or 
EISAIISA Bus-based memory. 

The main memory size ranges from 2 MBytes-
192 MBytes for the 82434LX and 2 MBytes-
512 MBytes for the 82434NX. Memory accesses 
above 192 MBytes (512 MBytes for the 82434NX) 
are always forwarded to PCI. In addition, a memory 
gap can be created in the 1 MByte-16 MBytes 

4 GB 

192 MB (82434LX) 
512 MBytes (82434NX) 

--

intel® 
region that provides a window to PCI-based memo­
ry. The location and size of the gap is programma­
ble. Accesses to addresses in the gap are ignored 
by the DRAM controller and forwarded to PCI. Note 
that CPU memory accesses that are forwarded to 
PCI (including the Memory Space Gap) are not 
cacheable. Only main memory controlled by the 
PCMC DRAM interface is cacheable. 

4.2 System Management RAM­
SMRAM 

The PCMC supports the use of main memory as 
System Management RAM (SMRAM) enabling the 
use of System Management Mode. This function is 
enabled and disabled via the DRAM Control Regis­
ter. When this function is disabled, the PCMC mem­
ory map is defined by the DRB and PAM Registers. 
When SMRAM is enabled, the PCMC reserves the 
top 64-KBytes of main memory for use as SMRAM. 

SMRAM can also be placed at AOOOO-AFFFFh or 
BOOOO-BFFFFh via the SMRAM Space Register. 
Enhanced SMRAM features can also be enabled via 
this register. PCI masters can not access SMRAM 
when it is programmed to the A or B segments. 

PCI Memory 

Main Memory --

Main Memory 
Upper Limit 

16 MByte 

Memory Space Gap End 
Memory Space Gap 

Memory Space Gap Base 
(8 Mbyte Max) 

Main Memory 

1024 KB 
Main Memory 

or PCI Memory 

512 KB 
(PC Compatibility Range) 

Main Memo~y 

o 
(PC Compatibility Range) 

290479-11 

Figure 9. CPU Memory Address Map-Full Range 
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However, PCI masters can access SMRAM when 
the top of memory is selected. 

butes in the PAM Registers. The attributes are Read 
Enable (RE), Write Enable (WE) and Cache Enable 
(CE). The attributes determine readability, writeabili­
ty and cacheability of the corresponding memory re­
gion. When the associated bit in the PAM Register is 
set to a 1, the attribute is enabled and when set to a 
o the attribute is disabled. The following rules apply 
for cacheability in the first level and second level 
caches: 

4.3 PC Compatibility Range 

1. If RE = 1, WE = 1, and CE = 1, the region is 
cacheable in the first level and second level 
caches. 

The PC Compatibility Range is the first MByte of the 
Memory Map. The 512 KByte-1 MByte range is sub­
divided into several regions as shown in Figure 10. 
Each region is provided with programmable attri-

2. If RE=1, WE=O, and CE=1, the region is 
cacheable only on code reads (Le., D/C# = 0). 
Data reads do not result in a line fill. Writes to the 
region are not serviced by the secondary cache, 
but are forwarded to PCI. 

1024 KB OFFFFFh 

OFOOOOh 
960 KB OEFFFFh 

OEOOOOh 
896 KB ODFFFFh 

OC8000h 
800,KB OC7FFFh 

OCOOOOh 
768 KB OBFFFFh 
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080000h 
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PCI/ISA Video Buffer Memory 
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HostIPCIIEISA Memory , 
(128 KBytes) 
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(512 KByles) 

Programmable 
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Attributes: RE, WE, CE 
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Attributes: RE, WE, CE 

Programmable 
Attributes: RE, WE, CE 

ReadlWrlte Accesses 
forwarded to PCI Bus 

Programmable 
Attributes: RE, WE, CE 

Fixed Attributes: 
RE, WE,CE 

Figure 10. CPU Memory Address Map-PC Compatibility Range 
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The RE and WE bits for each region are used to 
shadow BIOS ROM in main memory for improved 
system performance. To shadow a BIOS area, RE is 
reset to 0 and WE is set to 1. RE is set to 1 and WE 
is reset to O. Any writes to the BIOS area are for­
warded to PCI. 

4.4 1/0 Address Map 

1/0 devices (other than the PCMC) are not support­
ed on the Host Bus. The PCMC generates PCI Bus 
cycles for· all CPU 1/0 accesses, except to the 
PCMC internal registers. Figure 11 shows the map­
ping for the CPU 1/0 address. space. For the 
82434LX, three PCMC registers are located in the 
CPU I/O address space-the Configuration Space 
Enable (CSE) Register, the Turbo-Reset Control 
(TRC) Register, a'1d the Forward (FORW) Register. 
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Figure 11. CPU I/O Address Map 
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Except for the 1/0 locations of the above mentioned 
r~gisters, all other CPU 1/0 accesses are mapped to 
either PCI 1/0 space or PCI configuration space. If 
the access is to PCI I/O space, the PCI address is 
the same as the CPU address. If the access is to PCI 
configuration space, the CPU address is mapped to 
a configuration space address as described in Sec­
tion 3.0, Register Description. 

If configuration space is enabled via the CSE Regis­
ter (access mechanism # 2), the PCMC maps ac­
cesses in the address range of C100h to CFFFh to 
PCI configuration space. Accesses to the PCMC 
configuration register range (COOOh to COFFh) are 
intercepted by the PCMC and not forwarded to PCI. 
If the configuration space is disabled In the CSE 
Register, CPU accesses to the configuration ad­
dress range (COOOh to CFFFh) are forwarded to PCI 
1/0 space. 

5.0 SECOND LEVEL CACHE 
INTERFACE 

This section describes the second level cache inter­
face for the 82434LX Cache (Section 5.1) and the 
82434NX Cache . (Section 5.2). The differences are 
in the following areas: . 

1 .. The 82434LX supports both write-through and 
write-back cache policies. The 82434NX only 
supports the write-back policy. 

2. The 82434LX timings are for 60 and 66 MHz and 
the 82434NX timings are for 50, 60, and 66 MHz. 
Note that the cycle latencies for 60 and 66 MHz 
are the same for both devices. 

3. When burst SRAMs are used to implement the 
secondary cache, address latches are not need­
ed for the 82434NX type SRAM connectivity. 
However, a control bit has been added to the 
82434NX that permits address latches for 
82434LX type SRAM connectivity. 

4. A low-po~er second level cache standby mode 
has been added to the 82434NX. 

5. There are new or changed cache control bits as 
indicated by the shading in Section 3.0, Register 
Description. For example, the 82434NX supports 
zero wait-state cache at 50 MHz via the zero 
wait-state control bit. 

82434LX/82434NX 

NOTE: 
• Second level cache sizes and organization 

are the same for the 82434LX and 
82434NX. 

• The general operation of the second level 
cache write-back policy is the same for the 
82434LX and 82434NX. For example, the 
Valid and Modified bits operate the same 
for both devices. In addition, snoop opera­
tions are the same for both devices, as 
well as the handling of flush, flush ac­
knowledge, and write-back special cycles. 

5.1 82434LX Cache 

The 82434LX PCMC integrates a high performance 
write-back/write-through second level cache con­
troller providing integrated tags and a full first level 
and second level cache coherency mechanism. The 
second level cache controller can be configured to 
support either a 256-KByte cache or a 512 KByte 
cache using either synchronous burst SRAMs or 
standard asynchronous SRAMs. The cache is direct 
mapped and can be configured to support either a 
write-back or write-through write policy. Parity on the 
second level cache data SRAMs is optional. 

The 82434LX contains 4096 address tags. Each tag 
represents a sector in the second level cache. If the 
second level cache is 256-KByte, each tag repre­
sents two cache lines. If the second level cache is 
512-KByte, each tag represents four cache lines. 
Thus, in the 256-KByte configuration each sector 
contains two lines. In the 512-KByte configuration, 
each sector contains four lines. Valid and modified 
status bits are kept o~ a per line basis. Thus, in the 
case of a 256-KByte cache each tag has two valid 
bits and two modified bits associated with it. In the 
case of a 512-KByte cache each tag has four valid 
and four modified bits associated with it. Upon a 
CPU read cache miss, the PCMC inspects the valid 
and modified bits within the addressed sector and 
writes back to main memory only the lines marked 
both valid and modified. All of the lines in the sector 
are then invalidated. The line fill will then occur and 
the valid bit associated with the allocated line will be 
set. Only the requested line will be fetched from 
main memory and written into the cache. If no write­
back is required, all of the lines in the sector are 
marked invalid. The line fill then occurs and the valid 
bit associated with the allocated line will be set. 
Lines are not allocated on write misses. When a 
CPU. write hits a "line in the second level cache, the 
modified bit for the line is set. 
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lhe second level cache is optional to allow the 
82434LX PCMC to be used in a low cost configura­
tion. A 256-KByte cache is implemented with a sin­
gle bank of eight 32K x 9 SRAMs if parity is support­
ed or 32K x 8 SRAMs if parity is not supported on 
the cache. A 512-KByte cache is implemented with 
four 64K x 18 SRAMs if parity is supported or 64K x 
16 SRAMs if parity is not supported on the cache. 

A[17:6] --+ 
Index 

Tag 4K-1 

Tag 4K - 2 

Tag 0 

i 
A[27:18] 

Tag 

Two 74AS373 latches complete the cache. Only 
main memory controlled by the PCMC DRAM inter­
face is cached. Memory on PCI is not cached. 

Figure 12 and Figure 13 depict the organization of 
the internal tags in the PCMC configured for a 
256 KByte cache and a 512-KByte cache. 

r ti~e+ 
o 1 

t r t r Valid Valid 

Modified Modified 

--------- ---------L1neO Llne1 
290479-14 

Figure 12. PCMC Internal Tags with 256-KByte Cache 
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Ir----- A[8:5) 
• .. Line 1 l 

00 01 10 11 

A[18:7)---. 
Index 

Tag 4K-1 

Tag 4K - 2 

Tag 0 

t t i t 
Valid Valid i t i t i Valid Valid 

A[27:19) 
Tag Modified Modified Modified Modified 

'-----v--" '-----v--" '---v--' '-----v--" 
LineD Llne1 Llne2 Llne3 

290479-15 

Figure 13. PCMC Internal Tags with 512-KByte Cache 

In the 256-KByte cache configuration A[17:6j form 
the tag RAM index. The ten tag bits read from the 
tag RAM are compared against A[27:18j from the 
host address bus. Two valid bits and two modified. 
bits are kept per tag in this configuration. Host ad­
dress bit 5 is used to select between lines 0 and 1 
within a sector. In the 512-KByte cache configura­
tion A[18:7j form the tag RAM index. The nine bits 
read from the tag RAM are compared against 
A[27:19j from the host bus. Four valid bits and four 
modified bits are kept per tag. Host address bits 5 
and 6 are used to select between lines 0, 1, 2 and 3 
within a sector. 

The Secondary Cache Controller Register at offset 
52h in configuration space controls the secondary 
cache size, write and allocation policies, and SRAM' 
type. The cache can also be enabled and disabled 
via this register. 

Figure 14 through Figure 18 show the connections 
between the PCMC and the external cache data 
SRAMs and latches. 
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Figure 14. 82434LX Connections to 256-KByte Cache with Standard SRAM 
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Figure 15. 82434LX Connections to' 512-KByte Cache with Standard SRAM 

) 
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Figure 16. 82434LX Connections to 512-KByte Cache with Dual-Byte Select Standard SRAMs 
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Figure 17. 82434LX Connections to 256-KByte Cache with Burst SRAM 
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Figure 18. 82434LX Connections for 512·KByte Cache with Burst SRAM 
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When CALE is asserted, HA[18:7) flow through the 
address latch. When CALE is negated the address is 
captured in the latch allowing the processor to pipe­
line the next bus cycle onto the address bus. Two 
copies of CA[6:3), COE#, CADS# and CADV# are 
provided to reduce capacitive loading. Both copies 
should be used when the second level cache is im­
plemented with eight 32K x 8 or 32K x 9 SRAMs. 
Either both copies or only one copy can be used 
with 64K x 18 or 64K x 16 SRAMs as determined by 
the system board layout and timing analysis. The 
two copies are always driven to the same logic level. 
CAA[4:3) and CAB[4:3) are used to count through 
the Pentium processor burst order when standard 
SRAMs are used to implement the cache. 

With burst SRAMs, the address counting is provided 
inside the SRAMs. In this case, CAA[4:3) and 
CAB[4:3) are only used at the beginning of a cycle 
to load the initial low order address bits into the 
burst SRAMs. During CPU accesses, host address 
lines 6 and 5 are propagated to the CAA[6:5) and 
CAB[6:5) lines and are internally latched. When a 
CPU read cycle forces a line replacement in the sec­
ond level cache, all modified lines within the ad­
dressed sector are written back to main memory. 
The PCMC uses CAA[6:5) and CAB[6:5) to select 
among the lines within the sector. The Oache Output 
Enables (COE[1 :0) #) are asserted to enable the 
SRAMs to drive data onto the host data bus. The 
Cache Write Enables (CWE[7:0)#) allow byte con­
trol during CPU writes to the second level cache. 

An asynchronous SRAM 512-KByte cache can be 
implemented with two different types of SRAM byte 
control. Figure 15 depicts the PCMC connections to 
a 512 KByte cache using 64K x 18 SRAMs or 64K x 
16 SRAMs with two write enables per SRAM. Each 
SRAM has a high and low write enable. Figure 16 

82434LX/82434NX 

depicts the PCMC connections to a 512-KByte 
cache using 64K x 18 SRAMs or 64K x 16 SRAMs 
with two byte select lines per SRAM. Each SRAM 
has a high and low byte select. 

The type of cache byte control (write enable or byte 
select) is programmed in the Cache Byte Control bit 
in the Secondary Cache Control Register at configu­
ration space offset 52h. When this bit is set to 0, 
byte select control is used. In this mode, the 
CBS[7:0)# lines are multiplexed onto pins 90, 91, 
and 95-100 and CR/W[1:0)# pins are multiplexed 
onto pins 93 and 94. When this bit is set to 1, byte 
write enable control is used. In this mode, the 
CWE[7:0) # lines are multiplexed onto pins 90, 91, 
and 95-100. CADS[1:0)# and CADV[1:0)# are only 
used with burst SRAMs. The Cache Address 
Strobes (CADS[1 :0) #) are asserted to cause the 
burst SRAMs to latch the cache address at the be­
ginning of a second level cache access. 
CADS[1 :0) # can be connected to either ADSP# or 
ADSC# on the SRAMs. The Cache Advance signals 
(CADV[1:0)#) are asserted to cause the burst 
SRAMs tQ advance to the next address of the burst 
sequence. 

5.1.1 CLOCK LATENCIES (82434LX) 

Table 5 and Table 6 list the latencies for various 
CPU transfers to or from the second level cache for 
standard SRAMs and burst SRAMs. Standard 
SRAM access times of 12 ns and 15 ns are recom­
mended for 66 MHz and 60 MHz operation, respec­
tively. Burst SRAM clock access times of 8 ns and 
9 ns are recommended for 66 MHz and 60 MHz op­
eration, respectively. Precise SRAM timing require­
ments should be determined by system board elec­
trical simulation with SRAM I/O buffer models. 

Table 5. Second Level Cache Latencies with Standard SRAM (82434LX) 

Cycle Type HCLKCount 

Burst Read 3-2-2-2 

Burst Write 4-2-2-2 

Single Read 3 

Single Write 4 

Pipe Ii ned Back to Back Burst Reads 3-2-2-2/3-2-2-2 

Burst Read followed by Pipe lined Write 3-2-2-2/4 
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Table 6 Second Level Cache Latencies with Burst SRAM (82434LX) 

Cycle Type 

Burst Read 

Burst Write 

Single Read 

Single Write 

Pipelined Back to Back Burst Reads 

Read Followed by Pipelined Write 

5.1.2 STANDARD SRAM CACHE CYCLES 
(82434LX) 

The following sections describe the activity of the 
second level cache interface when standard asyn­
chronous SRAMs are used to implement the cache. 

5.1.2.1 Burst Read (82434LX) 

Figure 19 depicts a burst read from the second level 
cache with standard SRAMs. The CPU initiates the 
read cycle by driving address and status onto the 
bus and asserting ADS#. Initially, the CA[6:3] are a 
propagation delay from the host address lines 
A[6:3]. Upon sampling W/R# active and M/IO# in­
active, while ADS # is asserted, the PCMC asserts 
COE # to begin a read cycle from the SRAMs. CALE 
is negated, latching the address lines on the SRAM 
address inputs, allowing the CPU to pipeline a new 
addr~ss onto the bus. CA[4:3] cycle through the 
Pentium processor burst order, completing the cy­

. cle. PEN # is asserted with the first BRDY # and 
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HCLKCount 

, 3-1-1-1 

3-1-1-1 

3 . 
3 

3-1-1-1/1-1-1-1 

3-1-1-1/2 

negated with the last BRDY # if parity is implement­
ed on the second level cache data SRAMs and the 
MCHK DRAM/Second Level Cache Data Parity bit 
in the Error Command Register (offset 70h) is set. 

Figure 20 depicts a burst read from the second level 
cache with standard 16- or 18-bit wide dual-byte se­
lect SRAMs .. A single read cycle from the second 
level cache is very similar to the first transfer of a 
burst read cycle. CALE is not negated throughout 
the cycle. COE# is asserted as shown above, but is 
negated with BRDY#. 

When the Secondary Cache Allocation (SCA) bit in 
the Secondary Cache Control Register is set to 1, 
the PCMC performs a line fill in the secondary 
cache, even if the CACHE# signal from the CPU is 
inactive. In this case, AHOLD is asserted to prevent 
the CPU from beginning a new cycle while the sec­
ond level cache line fill is completing. 

Back-to-back pipelined burst reads from. the second 
level cache are ShOWA in the Figure 21. 
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Figure 19. CPU Burst Read from Second Level Cache with Standard SRAM (82434LX) 
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Figure 20. Burst Read from Second Level Cache with Dual-Byte Select SRAMs (82434LX) 
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Figure 21. Plpelined Back·to·Back Burst Reads from 
Second Level Cache with Standard SRAM (82434LX) 

Due to assertion of NA #, the CPU drives a new ad­
dress onto the bus before the first cycle is complete. 
In this case, the second cycle is a hit in the second 
level cache. Immediately upon completion of the first 
read cycle, the PCMC begins the second cY,cle. 
When the first cycle completes, the PCMC drives the 
new address to the SRAMs on CA[6:3] and asserts 
CALE. The second cycle is very similar to the first, 
completing at a rate of 3-2-2-2. The cache address 
lines must be held at the SRAM address inputs until 
the first cycle completes. Only after the last BRDY # 
is returned, can CALE be asserted and CA[6:3] be 
changed. Thus, the pipe lined cycle completes at the 
same rate as a non-pipelined cycle. 

5.1.2.2 Burst Write (82434LX) 

A burst write cycle is used to write back a cache line 
from the first level cache to either the second level 
cache or DRAM. Figure 22 depicts a burst write cy­
cle to the second level cache with standard SRAMs. 
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The CPU initiates the write cycle by driving address 
and status onto the bus and asserting ADS #. Initial­
ly, the CA[6:3] propagate from the host address 
lines A[6:3]. CALE is negated, latching the address 
lines on the SRAM address inputs, allowing the CPU 
to pipeline a new address onto the bus. Burst write 
cycles from the Pentium processor always begin 
with the low order Oword and advances to the high 
order Oword. CWE[7:0] # are generated from an in­
ternally delayed version of HCLK, providing address 
setup time to CWE[7:0] # falling and data setup time 
to CWE,[7:0]# rising edges. HIG[4:0] are driven to 
PCMWO (Post CPU to Memory Write Buffer Oword) 
only when the PCMC is programmed for a write­
through write policy. Wilen programmed for write- . 
back mode, the modified bit associated with the line 
is set within the PCMC. The Single write cycle is very 
similar to the first write of a burst write cycle. A burst 
read cycle followed by a pipelined write cycle with 
standard SRAMs is depicted in Figure 24. 
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Figure 22. Burst Write to Second Level Cache with Standard SRAM (82434LX) 
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Figure 23. Burst Write to Second Level Cache with Dual-Byte Select Standard SRAMs (82434LX) 
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Figure 24. Burst Read Followed by Pipelined Write with Standard SRAM (82434LX) 

5.1.2.3 Cache Line Fill (82434LX) 

If the CPU issues a memory read cycle to cacheable 
memory that is not in the second level cache, a first 
and second level cache line fill occurs. Figure 25 
depicts a CPU read cycle that results in a line fill into 
the first and second level caches. 
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Figure 27 depicts the host bus activity during a CPU 
read cycle that forces a write-back from the second 
level cache to the CPU-to· memory posted write buff­
er as the DRAM read cycle begins. 
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Figure 25. Cache Line Fill with Standard SRAM, DRAM Page Hit (82434LX) 
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Figure 26. Cache Line Fill with Dual-Byte Select Standard SRAM, DRAM Page Hit (82434LX) 
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Figure 27. CPU Cache Read Miss, Write-Back, Line Fill with Standard SRAM (82434LX) 

The CPU issues a memory read cycle that misses in 
the second level cache. In this instance, a modified 
line in the second level cache must be written back 
to main memory before the new line can be filled 
into the cache. The PCMC inspects the valid and 
modified bits for each of the lines within the ad­
dressed sector and writes back only the valid lines 
within the sector that are in the modified state. Dur­
ing the write-back cycle, CA[4:3] begin with the ini­
tial value driven by the Pentium processor and pro­
ceed in the Pentium processor burst order. CA[6:5] 
are used to count through the lines within the ad­
dressed sector. When two or more lines must be 
written back to main memory, CA[6:5] count in the 
direction from line 0 to line 3. CA[6:5] advance to 
the next line to be written back to main memory, 

skipping lines that are not modifiec!. Figure 23 de­
picts the case of just one of the lines in a sector 
being written back to main memory. In this case, the 
entire line can be posted in the CPU-to-Main memo­
ry posted write buffer by driving the HIG[4:0] lines to 
the PCMWQ command as each Qword is read from 
the cache. At the same time, the required DRAM 
read cycle is beginning. As soon as the de-allocated 
line is written into the posted write buffer, the 
HIG[4:0] lines are driven to CMR (CPU Memory 
Read) to allow data to propagate from the DRAM 
data lines to the CPU data lines. The CWE[7:0] # 
lines are not generated from a delayed version of 
HCLK (as they are in the case of CPU to second 
level cache burst write), but from ordinary HCLK ris­
ing edges. CMR is driven on the HIG[4:0] lines 
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throughout the DRAM read portion of the cycle. With 
the fourth as~ertion of BRDY# the HIG[4:0] lines 
change to NOPC. The LBXs however, do not tri­
state the host data lines until MOLE rises. 
CWE[7:0] # and MOLE track such that MOLE will 
not rise before CWE[7:0] #. Thus, the LBXs contin­
ue to drive the host data lines until CWE[7:0] #1 are 
negated. CA[6:3] remain at the valid values until the 
clock after the last BRDY #, providing address hold 
time to CWE[7:0] # rising. 

PEN# is asserted as shown if the MCHK DRAM/L2 
Cache Data Parity Error bit in the Error Command 
Register (offset 70h) is set. If the second level cache 
supports parity, PEN # is always asserted during 
CPU read cycles in the third clock in case the cycle 
hits in the cache. 

If more than one line must be written back to main 
memory, the PCMC fills the CPU-to-Main Memory 
Posted Write Buffer and loads another Qword into 
the buffer as each Qword write completes into main 
memory. The writes into DRAM proceed as page hit 
write cycles from one line to the next, completing at 
a rate of X-4-4-4-5-4-4-4-5-4-4-4 for a three line 

HCLK 

ADSI 

write-back. All modified lines except for the last one 
to be written back are posted and written to memory 
before the DRAM read cycle begins. The last line to 
be written back is posted as the DRAM read cycle 
begins. Thus, the read data is returned to the CPU 
before the last line is retired to memory. 

The line which was written into the second level 
cache is marked valid and unmodified by the PCMC. 
All the other lines in the sector are marked invalid. A 
subsequent CPU read cycle which hits in the same 
sector (but a different line) in the second level cache 
would then simply result in a line fill without any 
write-back. 

5.1.3 BURST SRAM CACHE CYCLES (82434LX) 

The following sections show the activity of the sec­
ond level cache interface when burst SRAMs are 
used for the second level cache. 

5.1.3.1 Burst Read (82434LX) 

Figure 28 depicts a burst read .from the second level ' 
cache with burst SRAMs. 
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Figure 28. CPU Burst Read from Second Level Cache with Burst SRAM (82434LX) 
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The cycle begins with the CPU driving address and 
status onto Host Bus and asserting ADS#. The 
PCMC asserts CADS# and COE# in the second 
clock. After the address is latched by the burst 
SRAMs and the PCMC determines that no write­
back cycles are required from the second level 
cache, CALE is negated. Back-to-back burst reads 
from the second level cache are shown in Figure 29. 

When the Secondary Cache Allocation (SCA) bit in 
the Secondary Cache Control Register is set to 1, 
the PCMC performs a line fill. in the secondary 
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cache, even if the CACHE# signal from.the CPU is 
negated. In this case, AHOLD is asserted to prevent 
the CPU from beginning a new cycle while the sec­
ond level cache line fill is completing. 

Back-to-back burst reads which hit in the second 
level cache complete at a rate of 3-1-1-1/1-1-1-1 
with burst SRAMs. As the last BRDY # is being re­
turned to the CPU, the PCMC asserts CADS# caus­
ing the SRAMs to latch the new address. This allows 
the data for the second cycle to be transferred to the 
CPU on the clock after the first cycle completes. 
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Figure 29. Pipelined Back-to-Back Burst Reads from Second Level Cache (82434LX) 
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5.1.3.2 Bur~t Write (82434LX) 

A burst write cycle is used to write back a line from 
the first level cache to either the second level cache 
or DRAM. A burst write cycle from the first level 
cache to the second level cache is shown in Fig­
ure 30. 

The Pentium. processor always writes back lines 
starting with the low order Qword advancing to the 
high order Qword. CADS# is asserted in the second 
clock. CWE[7:0] # and BRDY # are asserted in the 
third clock. CADV # assertion is delayed by one 

clock relative to the burst read cycle. HIG[4:0] are 
driven to PCMWQ (Post CPU-to-Memory Write Buff­
er Qword) only when the PCMC is programmed for a 
write-through write policy. When programmed for 
write-back mode, the modified bit associated witl:) 
the line is set within the PCMC. The single write is 
very similar to the first write in a burst write. CADS# 
is asserted in the second clock. BRDY # and 
CWE[7:0] # are asserted in the third clock. A burst 
read cycle followed by a pipelined single write cycle 
is depicted in Figure 31. . 
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Figure 30. Burst Write to Second Level Cache with Burst SRAM (82434LX) . 
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Figure 31. Burst Read Followed by Pipelined Single Write Cycle with Burst SRAM (82434LX) 
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5.1.3.3 Cache Line Fill (82434LX) 

If the CPU issues a memory read cycle to cacheable 
memory which does not hit in the second level 
cache, a cache line fill occurs. Figure 32 depicts a 
first and second level cache line fill with burst 
SRAMs. 
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Figure 33 depicts a CPU read cycle which forces a 
write· back in the second level cache. 
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Figure 32. Cache Line Fill with Burst SRAM, DRAM Page Hit, 7·4·4·4 Timing (82434LX) 
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Figure 33, CPU Cache Read Miss, Write-Back, Line Fill with Burst SRAM (82434LX) 

The CPU issues a memory read cycle which misses 
in the second level cache. In this instance, a modi­
fied line in the second level cache must be written 
back to main memory before the new line can be 
filled into the cache, The PCMC inspects the valid 
and modified bits for each of the lines within the 
addressed sector and writes back only the valid 

lines within the sector that are marked modified, 
CA[6:5j are used to count through the lines within 
the addressed sector, When two or more lines must 
be written back to main memory, CA[6:5j count in 
the direction from line 0 to line 3 after each line is 
written back, Figure 29 depicts the case of just one 
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of the lines in a sector being written back to main 
memory. In this case, the entire line can be posted in 
the CPU-to-Memory Posted, Write Buffer by driving 
the HIG[4:0] lines to PCMWQ as each Qword is 
read from the cache. Atthe same time, the required 
DRAM read cycle is beginning. After the de-allocat­
ed line is written into the posted write buffer, the 
HIG[4:0] lines are driven to I CMR (CPU Memory 
Read) to allow data to propagate from the DRAM 
data lines to the CPU data lines. Figure 29 assumes 

, that the read from DRAM is a page hit and thus the 
first Qword is already read from the DRAMs when 
the transfer from cache to the CPU to Memory post­
ing buffer is complete. The rest of the DRAM cycle 
completes at a -4-4-4 rate. CADV # is asserted with 
the last three BRDY # assertions. CMR is driven on 
the HIG[4:0] lines throughout the DRAM read por­
tion of the cycle. Upon the fourth assertion of 
BRDY# the HIG[4:0] lines change to NOPC. 

PEN # is asserted as shown if the MCHK DRAM/L2 
Cache Data Parity Error bit in the Error Command 
Register (offset 70h) is set. If the second level ca~he 
supports parity, PEN # is always asserted dUring 
CPU read cycles in clock 3 in case the cycle hits in 
the cache. 

If more than one line must be written back to main 
memory, the PCMC fills the CPU-to-Main Me~ory 
Posted Write Buffer and loads another Qword Into 
the buffer as each Qword write completes into main 
memory. The writes into DRAM proceed as page hit 
write cycles from one line to the next, completing at 
a rate of X-4-4-4-5-4-4-4-5-4-4-4 for a three line 
write-back when programmed for X-4-4-4 DRAM 
write timing or X-3-3-3-4-3-3-3-4-3-3-3 when pro­
grammed for X-3-3-3 DRAM write timing. All modi­
fied lines except for the last one to be written back 
to memory are posted and retired to memory before 
the DRAM read cycle begins. The last line to be writ­
ten back is posted as the DRAM read cycle begins. 
Thus, the read data is returned to the CPU before 
the last line is retired to memory. 
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The line which was written into the second level 
cache is marked valid and unmodified by the PCMC. 
All the other lines in the block are marked invalid. A 
subsequent CPU read cycle whlch hits the same 
sector (but a different line) in the second level cache 
results in a line fill without any write-back. 

5.1.4 SNOOP CYCLES 

Snoop cycles are the same for the 82434LX and 
82434NX. The inquire cycle is used to probe the first 
level and second level caches when a PCI master 
attempts to access main memory. This is done to 
maintain coherency between the first and second 
level caches and main memory. When a PCI master 
first attempts to access main memory a snoop re­
quest is generated inside the PCMC. The PCMC 
supports up to two outstanding cycles on the CPU 
address bus at a time. Outstanding cycles include 
both CPU initiated cycles and snoop cycles. Thus, if 
the Pentium processor pipelines a second cycle 
onto the host address bus, the PCMC will not issue a 
snoop cycle until the first CPU cycle terminates. If 
the PCMC were to initiate a snoop cycle before the 
first CPU cycle were complete then for a brief period 
of time, three cycles would be outstanding. Thus, a 
snoop request is serviced with a snoop cycle only 
when either no cycle is outstanding on the CPU bus 
or one cycle is outstanding. 

Snoop cycles are performed by driving the PCI mas­
ter address onto the CPU address bus and asserting 
EADS #. The Pentium processor then performs a 
tag lookup to determine if the addressed memory is 
in the first level cache. At the same time the PCMC 
performs an internal tag lookup to determine if the 
addressed memory is in the second level cache. Ta­
ble 7 describes how a PCI master read from main 
memory is serviced by the PCMC. 
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Table 7. Data Transfers for PCI Master Reads from Main Memory 

Snoop Result Action 

First Level Second Level 
Cache Cache 

Miss Miss Data is transferred from DRAM to PCI. 

Miss Hit Unmodified Line Data is transferred directly from second level cache to PCI. The 
line remains valid and unmodified in the second level cache. 

Miss Hit Modified Line Data is transferred directly from second level cache to PCI. Line 
remains valid and modified in the second level cache. The line 
is not written to DRAM. 

Hit Unmodified Line Miss Data is transferred from DRAM to PCI. 

Hit Unmodified Line Hit Unmodified Line Data is transferred directly from second level cache to PCI. The 
line remains valid and unmodified in the second level cache. 

Hit Unmodified Line Hit Modified Line Data is transferred directly from second level cache to PCI. Line 
remains valid and modified in the second level cache. The line 
is not writteh to DRAM. 

Hit Modified Line Miss A write-back from first level cache occurs. The data is sent to 
both PCI and the CPU-to-Memory Posted Write Buffer. The 
CPU-to-Memory Posted Write Buffer is then written to memory. 

Hit Modified Line Hit Unmodified Line A write-back from first level cache occurs. The data is posted to 
PCI and written into the second level cache. When the second 
level cache is in write-back mode, the line is marked modified 
and is not written to DRAM. When the second level cache is in 
write-through mode, the line is posted and then written to 
DRAM. 

Hit Modified Line Hit Modified Line A write-back from first level cache occurs. The data is posted to 
PCI and written into the second level cache. The line is not 
written to DRAM. This scenario can only occur when the 
second level cache is in write-back mode. 

PCI master write cycles never result in a write direct­
ly into the second level cache. A snoop hit to a modi­
fied line in either the first level or second level cache 
results in a write-back of the line to main memory. 
The line is invalidated and the PCI write to main 
memory occurs after the write-back completes. The 

other lines in the sector are not written back to main 
memory or invalidated. A PCI master write snoop hit 
to an unmodified line in either the first level or sec­
ond level cache results in the line being invalidated. 
Table 8 describes the actions taken by the PCMC 
when a PCI master writes to main memory. 
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Table 8. Data Transfers for PCI Master Writes to Main Memory 

Snoop Result Action 

First Level Second Level 
Cache Cache 

Miss Miss The PCI master write data is transferred from PCI to DRAM. 

Miss Hit Unmodified Line The PCI master write data is transferred from PCI to DRAM. 
The line is invalidated in the second level cache. 

Miss Hit Modified Line A write-back from second level cache to DRAM occurs. The 
PCI master write data is then written to DRAM. The line is 
invalidated in the second level cache. 

Hit Unmodified Line Miss The first level cache line is invalidated. The PCI master write 
data is written to DRAM. 

Hit Unmodified Line Hit Unmodified Line The line is invalidated in both 'the first level and second level 
caches. The PCI master write data is written to DRAM. 

Hit Unmodified Line !:"iit Modified Line The first level cache line is invalidated. The second level cache 
line is written back to main memory and invalidated. The PCI 
master write data is then written to DRAM. 

Hit Modified Line Miss The first level cache line is written back to DRAM and 
invalidated. The PCI master write data is then written to DRAM. 

Hit Modified Line Hit Unmodified Line The first level cache line is written back to DRAM and 
invalidated. The second level cache line is invalidated. The PCI 
master write data is then written to DRAM. 

Hit Modified Line Hit Modified Line The first level cacne line is written back to DRAM and 
invalidated. The second level cache line is invalidated. The PCI 
master write data is then written to DRAM. 

A snoop hit results in one of three transfers; a write­
back from the first level cache posted to the LBXs, a 
write-back from the second level cache posted to 
the LBXs or a write-back from the first level cache 

posted to the LBXs and written to the second level 
cache. A snoop cycle that does not result in a write­
back is depicted in Figure 34. 
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Figure 34. Snoop Hit to Unmodified Line In First Level Cache or Snoop Miss 

The PCMC begins to service the snoop request by 
asserting AHOLD, causing the Pentium processor to 
tri-state the address bus in the clock after assertion. 
In the case of a PCI master read cycle, the PCMC 
drives the DPRA (Drive PCI Read Address) com­
mand Onto the HIG[4:0] lines causing the LBXs to 
drive, the PCI address onto the host address bus. 
For a write cycle, the PCMC drives the DPWA (Drive 
PCI Write Address to CPU Address Bus) command 
'on the HIG[4:0] lines, also causing the LBXs to be­
gin driving the host address bus. The PCMC then 
asserts EADS#, initiating the snoop cycle to the 
CPU. The INV signal is asserted by the PCMC only 
during snoops due to PCI master writes. INV re­
mains negated during snoops due to PCI master 
reads. If the snoop results in a hit to a modified line 
in the first level cache, the Pentium processor as­
serts HITM #. The PCMC samples the HITM # signal 
two clocks after the CPU samples EADS# asserted 
to determine if the snoop hit in the first level cache. 
By this time the PCMC has completed an internal tag 
lookup to determine if the line is in the second level 
cache. Since this snoop does not result in a write­
back, the NOPC command is driven on the HIG[4:0] 
lines, causing the LBXs to tri-state the address bus. 
The sequence ends with AHOLD,negation. 

If the Pentium processor asserts ADS # in the same 
clock as the PCMC asserts AHOLD, the PCMC will 
assert BOFF # in two cases. First, if the snoop cycle 
hits a modified line in the first level cache, the PCMC 
will assert BOFF # for 1 HCLK to re-order the write­
back around the currently sending cycle. Second, if 
the snoop requires a write-back from the ,second lev­
el cache, the PCMC will assert BOFF # to enable 
the write-back from the secondary cache SRAMs. 

Figure 35 depicts a snoop hit to a modified line in the 
first level cache due to a PCI master memory read 
cycle. 

The snoop cycle begins when the PCMC asserts 
AHOLD causing the CPU to tri-state the address 
bus. The PCMC drives the DPRA (Drive PCI Read 
Address) command on to the HIG[4:0] lines causing 
the LBXs to drive the PCI address onto the host ad­
dress bus. The PCMC then asserts EADS#, initiat­
ing the snoop to the first level cache. INV is not 
asserted sil1ce this is a PCI master read cycle. INV is 
only asserted with EADS# when the snoop cycle is 
in response to a PCI master write cycle. As the CPU 
is sampling EADS# asserted, the PCMC latches t,he. 
address. Two clocks later, the PCMC completes the 
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Figure 35. Snoop Hit to Modified Line In First Level Cache, Post Memory and PCI . 

internal tag lookup to determine if the line is in the CPU, it also drives PCMWO on the HIG[4:0] lines, 
second level cache. In this instance, the snoop hits causing the write to be posted to main memory. 
a modified line in the first level cache and misses in 
the second level cache. Thus, the second level 
cache is not involved in the write-back cycle. The 
PCMC allows the LBXs to stop driving the address 
lines by driving NOPC command on the HIG[4:0] 
lines. The CPU then drives the write-back cycle onto 
the bus by asserting ADS# and driving the write­
back data on the data lines even though AHOLDis 
still asserted. The write-back into the LBX buffers 
occurs at a rate of 3-1-1-1. The PCMC drives 
PCMWFO on the HIG[4:0] lines for one clock caus­
ing the write data to be posted to both PCI and main 
memory. For the next three clocks, the HIG[4:0] 
lines are driven to PCMWNO, posting the final three 
Owords to both PCI and main memory. 

A similar transfer from first level cache to the LBXs 
occurs when a snoop due to a PCI master write hits 
a modified line in the first level cache. In this case, 
the write-back is transferred to the CPU-to-Memory 
Posted Write Buffer. If the line is in the second level 
cache, it is invalidated. The cycle is similar to the 
snoop cycle shown above with two exceptions. The 
PCMC drives the DPWA command on the HIG[4:0] 
lines instead of the DPRA command. During the four 
clocks where the PCMC drives BRDY # active to the 
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In both of the above cases where a write-back from 
the first level cache is required, AHOLD is asserted 
until the write-back is complete. If the CPU has be­
gun a read cycle directed to PCI and the snoop re­
sults in a hit to a modified line in the first level cache, 
BOFF # is asserted for one clock to abort the CPU 
read cycle and re-order the write-back cycle before 
the read cycle. 

When a PCI master read or write cycle hits a modi­
fied line in the second level cache and either misses 
in the first level cache or hits an unmodified line in 
the first level cache, a write-back from the second 
level cache to the LBXs occurs. When a PCI master 
write snoop hits an unmodified line in the second 
level cache and either misses in the first level cache 
or hits an unmodified line in the first level cache, no 
data transfer from the second level cache occurs. 
The line is simply invalidated. In the case of a PCI 
master write cycle, the line is invalidated in both the 
first level and second level caches. In the case of a 
PCI master memory read cycle, neither cache is in­
validated. A PCI master read from main memory 
which hits either a modified or unmodified line in the 
second level cache is shown in Figure 36. 
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Figure 36. Snoop Hit to Modified Line In Second Level Cache, Store in PCI Read Prefetch Buffer 

The snoop cycle begins with the PCMC asserting 
AHOLD, causing the CPU to tri-state the host ad­
dress bus. The PCMC drives the DPRA command 
enabling the LBXs to drive the snoop address onto 
the host address bus. The PCMC asserts EADS#. 
INV is not asserted in this case since the snoop cy­
cle is in response to a PCI master read cycle. If the 
snoop were in response to a PCI master write cycle 
then INV would be asserted with EADS#. Two 
clocks after the CPU samples EADS# active, the 
PCMC completes the internal tag lookup. In this 
case the snoop hit either an unmodified line or a 
modified line in the second level cache. Since 
HITM# is inactive, the snoop did not hit in the first 
level cache. The PCMC then schedules a read from 
the second level cache to be written to the LBXs. 
When the CPU burst cycle completes the PCMC ne­
gates the control signals to the second level cache 
and asserts CALE opening the cache address latch 
and allowing the snoop address to flow through to 
the SRAMs. The second level cache executes a 

read sequence which completes at 3-2-2-2 in the 
case of standard SRAMs and 3-1-1-1 in the case of 
burst SRAMs. During all snoop cycles where a write­
back from the second level cache is required, 
BOFF # is asserted throughout the write-back cycle. 
This prevents the deadlock that would occur if the 
CPU is in the middle of a non-postable write and the 
data bus is required for the second level cache 
write-back. 

When using burst SRAMs, the read from the SRAMs 
follows the Pentium processor burst order. However, 
the memory to PCI read prefetch buffer in the LBXs 
is organized as a FIFO and cannot accept data out 
of order. The SWBO, SWB1, SWB2 and SWB3 com­
mands are used to write data into the buffer in as­
cending order. In the above example, the PCI master 
requests a data item which hits aword 0 in the 
cache, thus CA[4:3j count through the following se­
quence: 0,1,2,3 (00, 01,10,11). If the PCI mas-
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ter requests a data item that hits aword 1, the SWBO' 
command is sent via the HIG[4:0] lines to store 
aword 1 in the first buffer location. The next read 
from the cache is not in ascending order, thus a 
NOPC is sent on the HIG[4:0] lines. This aword is 
not posted in the buffer. The next read from the 
cache is to aword 3. SWB2 is sent on the HIG[4:0] 
lines. The final read from the cache is aword 2. 
SWB1 is sent on the HIG[4:0] lines. Thus, aword 1 
is placed in entry 0 in the buffer, aword 2 is placed 
in entry 1 in the buffer and aword 3 is placed in entry 
2 in the buffer. The ordering between the awords 
read from the cache and the HIG[4:0] commands 
when using burst SRAMs is summarized in Table 9. 

Table 9. HIG[4:0] Command Sequence for 
Second Level Cache to PCI Master Read 

Prefetch Buffer Transfer 

Burst Order HIG[4:0] Command 
from Cache Sequence 

0,1,2,3 SWBO, SWB1, 
SWB2,SWB3 

1,0,3,2 SWBO,NOPC, 
SWB2,SWB1 

2,3,0,1 SWBO, SWB1, 
NOPC,NOPC 

3,2,1,0 SWBO, NOPC, 
NOPC,NOPC 
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When using standard asynchronous SRAMs, the 
read from the SRAMs occurs in a linear burst order. 
Thus, CAA[4:3] and CAB[4:3] count in a linear burst 
order and the Store Write Buffer commands are sent 
in linear order. The burst ends at the cache line 
boundary and does not wrap around and continue 
with the beginning of the cache line. 

A PCI master write cycle which hits a modified line in 
the second level cache and either hits an unmodified 
line in the first level cache or misses in the first level 
cache will also cause a transfer from the second 
level cache to the LBXs. In this case, the read from 
the SRAMs is posted to main memory and the line is 
invalidated in the second level ,cache. the cycle 
would differ only slightly from the above cycle. INV 
would be asserted with EADS#. Instead of the 
DPRA command, the PCMC would use the DPWA 
command to drive the snoop address onto the host 
address bus. The write would be posted to the 
DRAM, thus the PCMC would drive the PCMWa 
command on the HIG[4:0] lines to post the write to 
DRAM. 

A snoop cycle can result in a write-back from the 
first level cache to both the second level and LBXs 
in the case of a PCI master read cycle which hits a 
modified line in the first level cache and hits either a 
modified or unmodified line in the second level 
cache. The line is written to both the second level 
cache and the memory to PCI read prefetch buffer. 
The cycle is shown in Figure 37. 
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Figure 37. Snoop Hit to Modified Line In First Level Cache, Write-Back from First Level Cache to 
Second Level Cache and Send to PCI 

This cycle is shown for the case of a second level 
cache with burst SRAMs. In this case, as it com­
pletes the second level cache tag lookup, the PCMC 
samples HITM# active. The write-back is written to 
the second level cache and simultaneously stored in 
the memory to PCI prefetch buffer. In the case 
shown in Figure 33, the PCI master requests a data 
item which is contained in Qword 0 of the cache line. 
Note that a write-back from the first level cache al­
ways starts with aword 0 and finishes with aword 3. 
Thus the HIG[4:0] lines are sequenced through the 
following order: SWBO, SWB1, SWB2, SWB3. If the 
PCI master requests a data item which is contained 
in aword 1, the HIG [4:0] lines sequence through the 

following order: NOPC, SWBO, SWB1, SWB2. If the 
PCI master requests a data item which is contained 
in aword 2, the HIG[4:0] lines sequence through the 
following order: NOPC, NOPC, SWBO, SWB1. If the 
PCI master requests a data item which is contained 
in aword 3, the HIG[4:0] lines sequence through the 
following order: NOPC, NOPC, NOPC, SWBO. 
AHOLD is negated after the write-back cycle is com­
plete. 

If the CPU has begun a read cycle directed to PCI 
and the snoop results in a hit to a modified line in the 
first level cache, BOFF # is asserted for one clock to 
abort the CPU read cycle and re-order the write~ 
back cycle before the pending read cycle. 

• 
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5.1.5 FLUSH, FLUSH ACKNOWLEDGE AND 
WRITE·BACK SPECIAL CYCLES 

There are three special cycles that affect the second 
level cache, flush, flush acknowledge, and write­
back. If the processor executes an INVD instruction, 
it will invalidate all unmodified first level cache lines 
and issue a flush special cycle. If the processor exe­
cutes a WBINVD instruction, it will write back all 
modified first level cache lines, invalidate the first 
level cache, and issue a write-back special cycle fol­
lowed by a flush special cycle. If the Pentium proc­
essor FLUSH# pin, is asserted, the CPU will write­
back all modified first level cache lines, invalidate 
the first level cache, and issue a flush acknowledge 
special cycle. 

The second level cache behaves the same way in 
response to the flush special cycle and flush ac­
knowledge special cycle. Each tag is read and the 
valid and modified bits are examined. If the line is 
both valid and modified it is written back to main 
memory and the valid bit for that line is reset. All 
valid and unmodified lines are simply marked invalid. 
The PCMC advances to the next tag when all lines 
within the current sector have been examined. 
BRDY # is returned to the Pentium processor after 
all modified lines in the second level cache have 
besn written back to main memory and all of the 
valid bits for the second level cache are reset. The 
sequence of write-back cycles will only be interrupt­
ed to service a PCI master cycle. 

The write-back special cycle is ignored by the PCMC 
because all modified lines will be written back to 
main memory by the following flush special cycle. 
Upon decoding a write-back special cycle, the 
PCMC simply returns BRDY # to the Pentium proc­
essor. 
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6.0 DRAM INTERFACE 

This section describes the DRAM interface for the 
82434LX DRAM Interface (Section 6.1) and the 
82434NX DRAM Interface (Section 6.2). The differ­
ences are in the following areas: 

1. Increased maximum DRAM memory size to 
512 MBytes. An extra address line (MA 11) has 
been added to the 82434NX. 

2. Two additional RAS# lines for a total of eight 
(RAS[0:7]#. 

3. Addition of 50 MHz host-bus optimized DRAM 
timing sets. Thus, the 82434LX supports 60 and 
66 MHz frequencies and the 82434NX supports 
50, 60, and 66 MHz. 

6.1 82434LX DRAM Interface 

The 82434LX PCMC integrates a high performance 
DRAM controller supporting from 2-192 MBytes of 
main memory. The PCMC generates the RAS#, 
CAS #, WE # and multiplexed addresses for the 
DRAM array, while the data path to DRAM is provid­
ed by two 82433LX LBXs. The DRAM controller in­
terface is fully configurable through a set of control 
registers. Complete descriptions of these registers 
are given in Section 3.0, Register Description. A brief 
overview of the registers which configure the DRAM 
interface is provided in this section. 

The 82434LX controls a 64-bit memory array (72-bit 
including parity) ranging in size from 2 MBytes up to 
192 MBytes using industry standard 36-bit wide 
memory modules with fast page-mode DRAMs. Both 

. single- and double-sided SIMMs are supported. The 
eleven multiplexed address lines, MA[10:0] allow 
the PCMC to support 256K x 36, 1 M x 36, and 
4M x 36 SIMMs. The PCMC has six RAS# lines en­
abling the support of up to six rows of DRAM. Eight 
CAS# lines allow byte control over the array during 
read and write operations. The PCMC supports 70 
and 60 ns DRAMs. The PCMC DRAM interface is 
synchronous to the CPU clock and supports page 
mode accesses to efficiently transfer data in bursts 
of four Qwords. 

The DRAM interface of the PCMC is configured by 
the DRAM Control Mode Register (offset 57 h) and 
the six DRAM Row Boundary (DR B) Registers (off-
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sets 60h-65h). The DRAM Control Mode Register 
contains bits to configure the DRAM interface for 
RAS# modes and refresh options. In addition, 
DRAM Parity Error Reporting and System Manage­
ment RAM space can be enabled and disabled. 
When System Management RAM is enabled, if 
SMIACT # from the Pentium processor is not assert­
ed, all CPU read and write accesses to SMM memo­
ry are directed to PCI. The SMRAM Space Register 
at configuration space offset 72h provides additional 
control over the SMRAM space. The six DRB Regis­
ters define the size of each row in the memory array, 
enabling the PCMC to assert the proper RAS# line 
for accesses to the array. 

CPU-to-Memory write posting and read-around-write 
operations are enabled and disabled via the Host 
Read/Write Buffer Control Register (offset 53h). 
PCI-to-Memory write posting is enabled and dis­
abled via the PCI Read/Write Buffer Control Regis­
ter (offset 54h). PCI master reads from main memory 
always result in the PCMC and LBXs reading the 
requested data and prefetching the next seven 
Dwords. 

Seven Programmable Attribute Map (PAM) Regis­
ters (offsets 59h-5Fh) are· used to specify the 
cacheability and read/write status of the memory 
space between 512 KBytes and 1 MByte. Each PAM 
Register defines a specific address area enabling 
the system to selectively mark specific memory 
ranges as cacheable, read-only, write-only, read/ 
write or disabled. When a memory range is disabled, 
all CPU accesses to that range are directed to PCI. 

Two other registers also affect the DRAM interface, 
the Memory Space Gap Register (offsets 78h-79h) 
and the Frame Buffer Range Register (offsets 7Ch-
7Fh). The Memory Space Gap Register is used to 
place a logical hole in the memory space between 
1 MByte to 16 MBytes to accommodate memory 
mapped ISA boards. The Frame Buffer Range Reg­
ister, is used to map a linear frame buffer into the 
Memory Space Gap or above main memory. When 
enabled, accesses to these ranges are never direct-

, ed to the DRAM interface, but are always directed to 
PCI. 



6.1.1 DRAM CONFIGURATIONS' 

Figure 42 illustrates a 12-SIMM configuration which 
supports single-sided SIMMs. A row in the DRAM 
array is made up of two SIMMs which share a com­
mon RAS*" line. SIMMO and SIMM1 are connected 
to RASO*" and therefore, comprise row O. SIMM10 
and SIMM11 form row 5. Within any given row, the 
two SIMMs must be the same size. Among the six 
rows, SIMM densities can be mixed in any order. 
That is, there are no restrictions on the ordering of 
SIMM densities among the six rows. 

The low order LBX (LBXL) is connected to byte 
lanes 5, 4, 1, and 0 of the host and memory data 
buses, and the lower two bytes of the PCI AD bus. 
The high order LBX (LBXH) is connected to byte 
lanes 7, 6, 3, and 2 of the host and memory data 
buses, and the upper two bytes of the PCI AD bus. 
Thus, SIMMs connected to LBXL are connected to 
CAS[5:4,1 :0] *" and SIMMs connected to LBXH are 
connected to CAS[7:6, 3:2] *". 

The MA[10:0] and WE*" lines are externally buff­
ered to drive the large capacitance of the memory 
array. Three buffered copies of the MA[10:0] and 
WE *" signals are required to drive the six row array. 

82434LX/82434NX 

Figure 43 illustrates a 6-SIMM configuration that 
supports either single- or double-sided SIMMs. In 
this configuration, single- and double-sided SIMMs 
can be mixed. For example, if single-sided SIMMs 
are installed into the sockets marked SIMMO and 
SIMM1, then RA50*" is connected to the SIMMs 
and RAS1 *" is not connected. Row 0 is then popu­
lated and row 1 is empty. Two double-sided SIMMs 
could then be installed in the sockets marked 
SIMM2 and SIMM3, populating rows 2 and 3. 

6.1.2 DRAM ADDRESS TRANSLATION 

The 82434LX multiplexed row/column address to 
the DRAM memory array is provided by the 
MA[10:0] signals. The MA[10:0] bits are derived 
from the host address bus as defined by Table 12. 

MA[10:0] are translated from the host address 
A[24:3] for all memory accesses, except those tar­
geted to memory that has been remapped as a re-
sult of the creation of a memory space gap in the 
lower extended memory area. In the case of a cycle 
targeting remapped memory, the least significant 
bits come ditectly from the host address, while the 
more significant bits depend on the memory space 
gap start address, gap size, and the size of main 
memory. 

Table 12. DRAM Address Translation 

Memory Address, 10 9 8 7 6 5 4 3 2 1 0 
MA[10:0] 

Row Address A24 A22 A20 A19 A18 A17 A16 A15 A14 A13 A12 

Column Address A23 A21 A11 A10 A9 A8 A7 AS AS A4 A3 

/ 
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NOTE: 

PCMC I ... CAS[7:6,3:2]# 
CAS[7:0]# 

RASOI 
RAsa 
RAS2. 
RASat 
RAS.4# 
RAS5. 

WE. r+r: TI BWE# 

MA[I 0:0] ~'-- ~ BMA[I O:~ 

PCI Address/Data 
AD[31:0] 

r+ 
r+ 

r+ 
~ -. 

-. 
:: 

..... 
-. 

:: 

.... 
---. 

CAS[3:0]# 
RASO#,RAS2t 

A[10:0] 
D[31:18] 

WEI DP[3:2] .. + 
CAS[3:0]# 

RASO#,RAS2' 

A[10:0) D[31:18] 
WE. DP[3:2) .. + 

CAS[3:0]' 

RASO#,RAS2' 
A[10:0] D[31:16] 
WE. DP[3:2] .. + 

CAS[3:0]' 
RASO#,RAS2' 

A[10:0] D[31:16] 
WE. DP[3:2] 

+ + 
CAS[3:0]' 

RASO#,RAS2' 

A[10:0] D[31 :16] 
WEI DP[3:2] • + 

CAS[3:0]# 

RASOt,RAS2' 
A[10:0] D[31:16] 
WE. DP[3:2] 

MD[31 :16] MD[15:0] 
LBXH MP[3:2] MP[I:0) 

SIMMO 

D[15:0] 
DP[I:0) 

+ 
SIMM2 

D[15:0] 
DP[I:0] 

+ 
SIMM4 

D[15:0] 
DP[I:0] 

+ 
SIMM6 

D[15:0] 
DP[I:0] 

+ 
SIMM8 

D[15:0] 
DP[I:0] 

+ 
SIMM10 

D[15:0] 
DP[I:0] 

1 AD[31:1\. ) AD[15:0] 

Host Data 
D[63:0] 
DP[7:0] 

AD[15:0) 
D[31:16) D[15:0) 
HP[3:2] HP[I:0] 

D[63:48] ! D[31:16] ! 
DP[7:6) DP[3:2) 

intel~ 

.. CAS[5:4, 1 :O]~ 

CAS[3:0]' -. RASO#,RAS2# 
SIMM1 

f+ A[10:0] D[31 :16] D[15:0] 

f+ WEI DP[3:2] DP[I:0] .. + + 
CAS[3:0]# 

f+ RASOt,RAS2# SIMM3 

f+ A[10:0] D[31 :16] D[15:0] 

f+ WE. DP[3:2] DP[I:0] 

+ + + 
CAS[3:0]' 

SIMMS 
f+ RASO#,RAS2t 

~ 
A[10:0] D[31:18] D[15:0] 
WE. DP[3:2] DP[I:0] .. + + 

CAS[3:0]' 
SIMM7 .... RASO#,RAS2# .... A[10:0] D[31:16] D[15:0] .... WE. DP[3:2] DP[I:0] .. + + 

CAS[3:0]# 
SIMM9 f+ RASOt,RAS2t 

f+ A[10:0] D[31:16] D[15:0] 

r+ WEI DP[3:2] DP[I:0] .. + + 
CAS[3:0]# 

r+ RASO#,RAS2' SIMM11 

r+ A[10:0] D[31:16] D[15:0] 

r+ WE. DP[3:2] DP[I:0] 

! ! 
MD[31:16] MD[15:0] 

LBXL MP[3:2) MP[I:0) 

AD[15:0] 
D[31:16] D[15:0) 
HP[3:2] HP[I:0] 

D[47:32] ! D[15:0) i 
DP[5:4) DP[1 :0) 

290479-51 

The figure shows the connections for the 82434LX. For the 82434NX, there are two additional RAS lines (RAS[7:6) #) 
and one additional address line (MAIl). 

Figure 42. 82434LX DRAM Configuration Supporting Single-Sided SIMMs 
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intel~ 82434LX/82434NX 

PCMC 

CAS[7:0)# 1---------..----------, 

RASO# 1--------, 
RAS1# t-------, 
RAS2# t------, 
RAS3# t--------, 
RAS4# 1-----, 
RAS5# 1-----, 

WEI 

MA[10:0) 

CAS[7:6,3:2)# 

'----++ ..... RAS1#,RAS3#. 

PCI Address/Data 
AO[31:0] 

) 

LBXH 

A[10:0) 0[31 :16] 0[15:0) 

WEI OP[3:2) OP[1 :0) 

.----_t t 
~ ~ 

MO[31:16) MO[15:0) 
MP[3:2] MP[1:0] 

AO[15:0] 

CAS[5:4,1:0)# 

RASO#,RAS2# 
RAS1#,RAS3# 

A[10:0) 0[31 :16) 

WEI OP[3:2] 

! 
LBXL 

MO[31:16) 
MP[3:2) 

SIMM1 

0[15:0) 
OP[1:0) 

! 
MO[15:0) 
MP[1:0) t-"". AO[15:0) 

0[31:16) 0[15:0) 
AO[15:0) 

0[31 :16) 0[15:0) 

Host Data 
0[63:0) 
OP[7:0) 

HP[3:2] HP[1:0] 

0[63:48) 0[31 :16) 
OP[7:6) OP[3:2) 

HP[3:2) HP[1:0) 

0[47:32) 0[15:0) 
OP[5:4] OP[1:0) 

290479-52 

NOTE: 
The figure shows the connections for the 82434LX. For the 82434NX, there are tv.(o additional RAS lines (RAS[7:6]#) 
and one additional address line (MA 11). 

Figure 43. 82434LX DRAM Configuration Supporting Single- or Double-Sided SIMMs 
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6.1.3 CYCLE TIMING SUMMARY 

The 82434LX PCMC DRAM performance is summa­
rized in Table 13 for aU CPU read and write cycles. 

Table 13. CPU to DRAM Performance Summary 

/~ 
Burst, Single, 

Cycle Type x-4-4-4 x-4-4-4 
Timing Timing 

Read Page Hit 7-4-4-4 7 

Read Row Miss 11-4-4-4 11 

Read Page Miss 14-4-4-4 14 

Posted Write, WT L2 3-1-1-1 3 

Posted Write, WB L2 4-1-1-1 4 

Write Page Hit 12-4-4-4 12 

Write Row Miss 13-4-4-4 13 

Write Page Miss 16-4-4-4 16 

O-Active RAS# 10-4-4-4 10 
Mode Read 

O-Active RAS # 12-4-4-4 12 
Mode Write 

CPU writes to the CPU-to-Memory Posted Write 
Buffer are completed at 3-1-1-1 when the second 
level cache is configured for write-through mode and 
4-1-1-1 when the cache is configured for write-back 
mode. Table 14 shows the refresh performance in 
CPU clocks. 

2-320 

Table 14. Refresh Cycle Performance 

Refresh Hidden RAS# only CAS# before 
Type Refresh Refresh RAS# 

Single 12 13 14 

Burst of Four 48 52 56 

6.1.4 CPU TO DRAM BUS CYCLES 

This section describes the CPU-to-DRAM cycles for 
the 82434LX. 

6.1.4.1 Read Page Hit 

Figure 44 depicts a CPU burst read page hit from 
DRAM. The 82434LX PCMC decodes the CPU ad­
dress as a. page hit and drives the column address 
onto the MA[1 O:Ojlines. CAS [7:0j # are then assert­
ed to cause the DRAMs to latch the column address 
and begin the read cycle. CMR (CPU Memory Read) 
is driven on the HIG[4:0jlines to enable the memory 
data to host data path through the LBXs. The PCMC 
advances the MA[1 :OJ lines through the Pentium 
processor burst order, negating and asserting 
CAS[7:0j # to read each aword. The host data is 
latched on the falling edge of MOLE, when 
CAS [7:0j # are negated. The latch is opened again 
when MOLE is sampled asserted by the LBXs. The 
LBXs tri-state the host data bus when HIG[4:0j 
change to NOPC and MOLE rises. A single read 
page hit from DRAM is similar to the first read of this 
sequence. The HIG[4:0j lines are driven to NOPC 
when BRDY # is asserted. 



82434LX/82434NX 

·x COL 1 IX 

.I IOOL X· 

i' i 
i i 

\i 

BRDn 
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Figure 44. Burst DRAM Read Cycle-Page Hit 
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6.1.4.2 Read Page Miss 

Figure 45 depicts a CPU burst read page miss from 
DRAM. The 82434LX decodes the CPU address as 
a page miss ~nd switches from initially driving the 
column address to driving the row address on the 
MA[10:0] lines. RAS# is then negated to precharge 
the DRAMs and then asserted to cause the DRAMs 
to latch the new row address. The PCMC then 
switches the MA[10:0] lines to drive the column ad· 
dress and asserts CAS[7:0] #. CMR (CPU Memory 
Read) is driven on the HIG[4:0] lines to enable the 
memory data to host data path through the LBXs. 

CAS' ! 

intei·® 
The PCMC advances the MA[1 :0] lines through the 
Pentium processor burst order, negating and assert­
ing CAS[7:0] # to read each Qword. The host data is 
latched on the falling edge of MOLE, when 
CAS [7:0] # are negated. The latch is opened again 
when MOLE is sampled asserted by the LBXs. The 
LBXs tri-state the host data bus when HIG[4:0] 
change to NOPC and MOLE rises. A single read 
page miss from DRAM is similar to the first read of 
this sequence. The HIG[4:0] lines are driven to 
NOPC when BRDY # is asserted. 

MD[63:0] i-! -t-+-+-H--+-t--+-+-+-+-{QW 

MDLEi .! ! 
i ! 

i i' 
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HIG[4:0] I NOPC! X4!-+-+-+-t-i-+_:!-! -+-.;.....,;=;::.:...t--+-+-f-+-+-+-+!-+---' 

HD[63:0] 'L~ t-t++-+~clct:j:jl,c, tt.:. it, ~Ic_~~ 
BRDYI ;- ! ! ! ! ! !'! ! ! ! ! ! ,.!!,""~"!'\. 

i 
! 

Figure 45. DRAM Read Cycle-Page Miss 
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6.1.4.3 Read Row Miss 

Figure 46 depicts a CPU burst read row miss from 
DRAM. The 82434LX decodes the CPU address as 
a row miss and switches from initially driving the col­
umn address to driving the row address on the 
MA[10:0jlines. The RAS# signal that was asserted 
is negated and the RAS # for the currently accessed 
row is asserted. The PCMC then switches the 
MA[10:0jlines to drive the column address and as- . 
serts CAS[7:0j#. CMR (CPU Memory Read) is driv­
en on the HIG[4:0jlines to enable the memory data 

, 

82434LX/82434NX 

to host data path through the LBXs. The PCMC ad­
vances the MA[1 :Ojlines through the Pentium proc­
essor burst order, negating and asserting 
CAS[7:0j # to read each Qword. The host data is 
latched on the falling edge of MOLE, when 
CAS[7:0j # are negated. The latch is opened again 
when MOLE is sampled asserted by the LBXs. The 
LBXs tri-state the host data bus when HIG[4:0j 
change to NOPC and MOLE rises. A single read row 
miss from DRAM is similar to the first read of this 
sequence. The HIG[4:0j lines are driven to NOPC 
when BROY # is asserted. 

HCLK: . . 
ADS. i\U~!~~~+-+-+-~~~~~~~!~~~~!-+-+-+-+i-+-+~ 

A[:41:3) ~ I ! ! ! ! ! ! ! I I ! ! I I!!! I ! Ie 
MA[10:0) i::±:k:lx I R~W i x I CO~ 1 jx I ~OL ~ Ix I qOL:3 Ix i ¢OL:4 I x I I: 

MAB[10:0J! : :0 ~o~ xl C~L i xl Ico~ 21 ~ ~o~ 3 I xl I C~L 41 t:t:: 
! ! ! ! !, i ~ ! i i ~ iii ! I ! ! I ! Iii I 

, , • I :.' .i .i .! • I' • .i .i .i RAS. i . ! ! . ! t, .. 
i 

CAS'i 
! 

MO[63:0) i-: ....... --1_+-...... +--+--+-+--1 
i 

MOLE!, i '/ 
,! !! 

';-' -::::::::---iI 
HIG[4:0)' NOPC Ixc!:~:~::~:t:t:!:~:~~~~:~:t:t:~:~:~::~:~:r~ 

i i 

HO[63:0) 1-; -+-t~!Hr-tc:t=+=::t:::t:~~~q~~U1X:~p~tPc+=+:P 
BROYI i ,i 
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Figure 46. Burst DRAM Read Cycle-Row Miss 
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6.1.4.4 Write Page Hit 

Figure 47 depicts a CPU burst write page hit from 
DRAM. The 82434LX decodes the CPU write cycle 
as a DRAM page hit. The HIG[4:0] lines are driven 
to PCMWO to post the write to the LBXs. In the fig­
ure, the write cycle is posted to the CPU-to-Memory 
Posted Write Buffer at 4-1-1-1. The write is posted at 
4-1-1-1 when the second level cache is configured 
for a write-back policy. The write is posted to DRAM 
at 3-1-1-1 when the second level cache is config-

i 
HCLK i 

i , 

ADSI ~ : 
A[31 :3] blr-+-+--+--;.! -i--';'I x 

MA(10:0] I i x I COL:1 j x i 
MAB[10:~1 I i 'x,-+-+i ..... c"'!OQoL ..... ,+1 ~if-'~ 

I 1- !,'! ! I 

RASt 1 !! ! ! , ! 

ured for a write-through policy. When the cycle is 
decoded as a page hit, the PCMC asserts WE # and 
drives the RCMWO command on MIG[2:0] to enable 
the LBXs to drive the first Oword·of the write onto 
the memory data lines. MEMDRV is then driven to 
cause the LBXs to continue to drive the first Oword 
for three more clocks. CAS[7:0] # are then negated 
and asserted to perform the writes to the DRAMs as 
the MA[1 :0] lines advance through the Pentium 
processor burst order. A single write is similar to the 
first write of the burst sequence. MIG [2:0] are driven 
to NOPM in the clock after CAS [7:0] # are asserted. 

I I • i 
IcoL2t ~ 
! I I ! 

! ! ! i 

COL) I x i 
i I I i 

I COL' j xl 
! It! 

! ! ! ! 
i cOL' i c 
iii I 

Figure 47. Burst DRAM Write Cycle-Page Hit 
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6.1.4.5 Write Page Miss 

Figure 48 depicts a CPU burst write page miss to 
DRAM. The 82434LX decodes the CPU write cycle 
as a DRAM page miss. The HIG[4:0jlines are driven 
to PCMWO to post the write to the LBXs. In the fig­
ure, the write cycle is posted to the CPU-to-Memory 
Posted Write Buffer at 4-1-1-1. The write is posted at 
4-1-1-1 when the second level cache is configured 
for a write-back policy. The write is posted to DRAM 
at 3-1-1-1 when the second level cache is config­
ured for a write-through policy. When the cycle is 
decoded as a page miss, the PCMC switches the 
MA[10:0j lines from the column address to the row 
address and asserts WE #. The PCMC drives the 

HCLK 

82434LX/82434NX 

RCMWOcommand on MIG[2:0j to enable the LBXs 
to drive the first Oword of the write onto the memory 
data lines. MEMDRV is then driven to cause the 
LBXs to continue to drive the first Oword. The RAS# 
signal for the currently decoded row is negated to 
precharge the DRAMs. RAS# -is then asserted to 
cause the DRAMs to latch the row address. The 
PCMC then switches the MA[10:0jlines to the col­
umn address and asserts CAS [7:0j # to initiate the 
first write. CAS[7:0j # are then negated and assert­
ed to perform the writes to the DRAMs as the 
MA[1:0jlines advance through the Pentium proces­
sor burst order. A single write is similar to the first 
write of the burst sequence. MIG[2:0j are driven to 
NOPM in the clock after CAS [7:0j # are asserted. 

HIG(4:0) 1-' -T;.;.,:.....;r'+~;..;;-;:'-+""+-+--+--+--;--;--;--;-T--T--t--t--t--t--;--;-;-;-;--;--;-+--1 
HD(63:0) i 

t 
BRDY' ! 

290479-57 

Figure 48. Burst DRAM Write Cycle-Page Miss 
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6.1.4.6 Write Row Miss 

Figure 49 depicts a CPU burst write row miss to 
DRAM. The 82434LX decodes the CPU write cycle 
as a DRAM row miss. The HIG[4:0] lines are driven 
to PCMWQ to post the write to the LBXs. In the fig· 
ure, the write cycle is posted to the CPU·to·Memory 
Posted Write Buffer at 4-1·1-1. The write is posted at 
4-1-1-1 when tHe second level· cache is configured 
for a write·back policy. The write is posted to DRAM 
at 3-1-1-1 when the second level cache is config­
ured for a write-through policy. When the cycle is 
decoded as a row miss, the PCMC negates the al­
ready active RAS# signal, switches the MA[10:0] 
lines from the column address to the row address 

HCLK 

ADS. ~ 
I I A[31:3) b 

MA[10:0) I I I I 
MAB[10:0) I I I I , ; ; ; ! . 

RASt 

! ! 
; I 
! i 
I 

\ 
~ 

WE. , , , 
i I 

WEB. I ! I 
; I i ! i 

CASt- i 

I I I 
i 
I 

MD[63:0) I i 
i ; ; 

and asserts the RA$# signal for the currently de" 
coded row. The PCMC asserts WE # and drives the 
RCMWQ command on MIG[2.:0] to enable the LBXs 
to drive the first Qword of the write onto the memory 
data lines. MEMDRV is then driven to cause the 
LBXs to continue to drive the first Qword. The PCMC 
then switches the MA[10:0] lines to the column ad­
dress and asserts CAS[7:0] # to initiate -the first 
write. CAS [7:0] # are then negated and asserted to 
perform the writes to the DRAMs_ as the MA[1 :0] 
lines advance through the Pentium processor burst 
order. A single write is similar to the first write of the 
burst sequence. MIG[2:0] are driven to NOPM in the 
clock after CAS [7:0] # are asserted. 

MIG[2:0) NOPM . MEMDRY i ! NOPM 

HIG[4:0) 

HD[63:0) 

BRDYI 

2·326 

~MWQ !Xr+I~--+-~-+~~N~O~P~C--~~~-+~r-+-~-+--~ 
; i 

~~-+~~!--~~-r~--+--r~--r-;--+~~+--r~--~-r~ 
! I l/r+I--~~-r~--+-~~--r-~-+~~+-~~--~~-4 

Ix NOPC 

f-+<i 
i 

Q~1 
! i ! I 
I I ! , 

! i\ 
290479-58 

Figure 49. Burst DRAM Write Cycle-Row Miss 



6.1.4.7 Read Cycle, O-Actlve RAS# Mode 

When in O-active RAS# mode, every CPU cycle to 
DRAM results in a RAS# and CAS# sequence. 
RAS# is always negated after a cycle completes. 
Figure 50 depicts a CPU burst read cycle from 
DRAM where the 82434LX is configured for O·active 
RAS# mode. When in O·active RAS# mode, the 

. PCMC defaults to driving the row address on the 
MA[10:0) lines. The PCMC asserts the RAS# signal 
for the currently decoded row causing the DRAMs to 
latch the row address. The PCMC then switches the 
MA[10:0) lines to drive the column address and as· 
serts CAS [7:0) #. CMR (CPU Memory Read) is driv· 

HCLK 

ADSt 

A[31:3] 

MA[10:0] 

MAB[10:0] 

RASt 

CASt 

~"--"'"'X I Rqw ! X I COL 1 

1--.t......,.:I-. ...... * ~owl X I COL 1 
; iii i i i 

i--+-+' -+. "'1'1 I : ; , 
i i \1 I I ~I--I-t-' 
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en on the HIG[4:0) lines to enable the memory data 
to host data path through the LBXs. The PCMC ad· 
vances the MA[1 :0) lines through the Pentium proc· 
essor burst order, negating and asserting 
CAS [7:0) # to read each aword. The host data is 
latched on the falling edge of MOLE, when 
CAS[7:0) # are negated. The latch is opened again 
when MOLE is sampled asserted by the LBXs. The 
LBXs tri·state the host data bus when HIG[4:0) 
change to NOPC and MOLE rises. A single read row 
miss from DRAM is similar to the first read of this 
sequence. The HIG[4:0) lines are driven to NOPC 
when BRDY# is asserted. RAS# is negated with 
CAS[7:0)#. 

, , 
I ; 
I !d 

COL 2 I x""+I-C~O""'L.,o..3 -;"'-+--C~O""'L 4":--!""'X I I i 
! ! iii ii, 
iCO~2 i Xl ICO~4 ~ 
,:::",i.,i,:,: if !~ 
; !; i'i i 

)+--+-( 

,+-+--j-I! rH 
>+--+--{ O~ 4! ! 

r+-........ -+.\JI1 
MO[63:0] 

MOLE 

HIG[4:0] 

HD[63:0] 

BROYI 

~==~~-+-+~~~~~~~4-4-~~+-+-+-+I~ ~4 ~ I i i I i I :0+ : 
r-+--!---!-.i\jri 

! i j 
, i ; , 

OWt , OW2 i OW3 
I kJJ 

, 
10 i lJ; 1 1 I , 
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Figure 50. Burst DRAM Read Cycle, O-Actlve RAS# Mode 
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6.1.4.8 Write Cycle, O-Actlve RAS# Mode 

When in O-active RAS# mode, every CPU cycle to 
DRAM results in a RAS# and CAS# sequence. 
RAS# is always negated after a cycle completes. 
Figure 51 depicts a CPU Burst Write Cycle to DRAM 
where the 82434LX is configured for O-active RAS# 
mode. The HIG[4:0] lines are driven to PCMWa to 
post the write to the LBXs. In the figure, the write 
cycle is posted to the CPU-to-Memory Posted Write 
Buffer at 4-1-1-1. The write is posted at 4-1-1-1 
when the second level cache is configured for a 
write-back policy. The write is posted to DRAM at 
3-1-1-1 when the second level cache is configured 
for a write-through policy. When in O-active RAS# 
mode, the PCMC defaults to driving the row address 

HCLK 

on the MA[10:0] lines. The PCMC asserts the RAS# 
signal for the currently decoded row causing the 
DRAMs to latch the row address. The PCMC asserts 
WE # and drives the RCMWa command on 
MIG[2:0] to enable the LBXs to drive the first Qword 
of the write onto the memory data lines. MEMDRV is 
then driven to cause the LBXs to continue to drive 
the first Qword. The PCMC then switches the 
MA[10:0] lines to the column address and asserts 
CAS[7:0] # to initiate the first write. CAS [7:0] # are 
then negated and asserted to perform the writes to 
the DRAMs as the MA[1 :0] lines advance through 
the Pentium processor burst order. A single write is 
similar to the first write of the burst sequence. 
MIG [2:0] are driven to NOPM in the clock after 
CAS[7:0] are asserted. 

ADSII 

~ II 
I III 

I ! 

I I I X~ i ,1 t 'I ii, j g I I I:t 1 i f i I 'I A[31:3) 

MA[10:0) 

it! ! 
Ix IRO~ Ix ICO~1 Ix I I i Ix I ~OL~ Ix I fOL~ I~ 
! 1 ! t ! ! !! i!!;!! !!! 

MAB[10:0) ! ' 

RASII 

WEll 

WEBII 

CASII 

MD[63:0) 
! i i i i ! i i i i i i i i i ! i i i ! i I ; 

! iQW1 I X, QW2 i Xl QW3 i Xi QW4 i 

i I i f i !RCMw~ RCMWQj i !RCMW~ , i!'~MWQl .1 ! I I 1 
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MIO[2:0) I ; NOPM ! IX 1 X:MEMDRII'X I X MEMDR~ i~MEMDRV IX il MEMDR~ .1NORM j , ! . ! ! 1 ! I , ! I 1" .1 . 1 . .1 ! i I 
HIO[4:0) ,NOPC iX i PCMWQ !X i i i , , i ,NOPC , , ; i i i i 
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Figure 51. Burst DRAM Write Cycle, O-Actlve RAS# Mode 

2-328 



6.1.5 REFRESH 

The refresh of the DRAM array can be performed by 
either using RAS#-only or CAS#·before-RAS# re­
fresh cycles. When programmed for CAS#-before­
RAS# refresh, hidden refresh cycles are initiated 
when possible. RAS # only refresh can be used with 
any type of second level cache configuration (Le., no 
second level cache is present, or either a burst 
SRAM or standard SRAM second level cache is im­
plemented). CAS#-before-RAS# refresh can be en­
abled when either no second level cache is present 
or a burst SRAM second level cache is implement­
ed. CAS#-before-RAS# refresh should not be used 
when a standard SRAM second level ,cache is imple­
mented. The timing of internally generated refresh 
cycles is derived from HCLK and is independent of 
any expansion bus refresh cycles. 

The DRAM controller contains an internal refresh 
timer which periodically requests the refresh control 
logic to perform either a single refresh or a burst of 
four refreshes. The single refresh interval is 15.6 fJ-s. 
The interval for burst of four refreshes is four times 
the single refresh interval, or 62.4 fJ-s. The PCMC is 
configured for either single or burst of four refresh 
and either RAS#-only or CAS#-before-RAS# re­
fresh via the DRAM Control Register (offset 57h). 

To minimize performance impact, refresh cycles are 
partially deferred until the DRAM interface is idle. 
The deferment of refresh cycles is limited by the 
DRAM maximum RAS # low time of 100 fJ-s. Refresh 
cycles are initiated such that the RAS# maximum 
low time is never violated. 

82434LX/82434NX 

Hidden refresh cycles are run whenever all eight 
CAS# lines are active when the refresh cycle is in­
ternally requested. Normal CAS#-before-RAS# re­
fresh cycles are run whenever the DRAM interface is 
idle when the refresh is requested, or when any sub­
set of the CAS# lines is inactive as the refresh is 
internally requested. 

To minimize the power surge associated with re­
freshing a large DRAM array the DRAM interface 
staggers the assertion of the RAS# signals during 
both CAS#-before-RAS# and RAS#-only refresh 
cycles. The order of RAS # edges is dependent on 
which RbS # was most recently asserted prior to the 
refresh sequence. The RAS # that was active will be 
the last to be activated during the refresh sequence. 
All RAS[5:0] # lines are negated at the end of re­
fresh cycles, thus, the first DRAM cycle after a re­
fresh sequence is a row miss. 

6.1.5.1 RAS # -Only Refresh-Single 

. Figure 52 depicts a RAS#-only refresh cycle when 
the 82434LX is programmed for single refresh cy­
cles. The diagram shows a CPU read cycle complet­
ing as the refresh timing inside the PCMC generates 
a refresh request. The refresh address is driven on 
the MA[10:0] lines. Since the CPU oycle was to row 
0, RASO # is. negated. RAS1 # is the first to be as­
serted. RAS2 # through RAS5 # are then asserted 
sequentially while RASO # is driven high, precharg­
ing the DRAMs in row O. RASO# is then asserted 
after RAS5#. Each RAS# line is asserted for six 
host clocks. 
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Figure 52. RAS# Only Refresh-Single 



6.1.5.2 CAS #-before-RAS # Refresh-Single 

Figure 53 depicts a CAS#-before-RAS# refresh cy­
cle when the 82434LX is programmed for single re­
fresh cycles. The diagram shows a CPU read cycle 
completing as the refresh timing inside the PCMC 
generates a refresh request. The CPU read cycle is 

HCLK 

82434LX/82434NX 

less than a Qword, therefore a hidden refresh is not 
initiated. After the CPU read cycle completes, all of 
the RAS # and CAS # lines are negated. The PCMC 
then asserts CAS [7:0] # and then sequentially as­
serts the RAS# lines, starting with RAS1 # since 
RASO# was the last RAS# line asserted. Each 
RAS# line is asserted for six clocks. 
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Figure 53. CAS#-before-RAS# Refresh-Single 
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6.1.5.3 Hidden Refresh-Single 

Figure 54 depicts a hidden refresh cycle which takes 
place after a DRAM read page hit cycle. The dia­
gram shows a CPU read cycle completing as the 
refresh timing inside the 82434LX generates a re­
fresh request. The CPU read cycle is an entire 
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Qword, therefore a hidden refresh is initiated. After 
the CPU read cycle completes, RAS # is negated, 
but all eight CAS # lines remain asserted. The 
PCMC then sequentially asserts the RAS # lines, 
starting with RAS1 # since RASO# was the last ac· 
tive RAS# line. Each RAS# line is asserted for six 
clocks. 
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Figure 54. Hidden Refresh-Single 
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Table 15. DRAM Address Translation 

Memory Address 11 10 9 8 7 6 5 4 3 2 1 0 
MA[11:0] 

Column Address A25 . A23 A21 A11. A10 A9 A8 A7 A6 A5 A4 A3 

Row Address A26 A24 A22 A20 A19 A18 AU A16 A15 A14 A13 A12 
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7.0 PCI INTERFACE 

The description in this section applies to both the 
82434LX and 82434NX. 

7.1 PCllnterface Overview 

The PCMC and LBXs form a high performance 
bridge from the Pentium processor to PCI and from 
PCI to main memory. During PCI-to-main memory ~ 
cycles, the PCMC and LBXs act as a target 0[1 the 
PCI Bus, allowing PCI masters to read from and 
write to main memory. During CPU cycles, the 
PCMC acts as a PCI master. The CPU can then read 
and write I/O, memory and configuration spaces on 
PCI. When the CPU accesses I/O !)lapped and con­
figuration space mapped PCMC registers, the PCMC 
intercepts the cycles and does not forward them to 
PCI. Although these CPU cycles do not result in a 
PCI bus cycle, they are described in this section 
since most of the PCMC internal registers are 
mapped into PCI configuration space. 

7.2 CPU-to-PCI Cycles 

7.2.1 CPU WRITE TO PCI 

Figure 64 depicts a series of CPU memory writes 
which are posted to PCI. The CPU initiates the 
cycles by asserting ADS# and driving the memory 
address onto the host address lines. The PCMC 
asserts NA# in the clock after ADS# allowing the 
Pentium processor to drive another cycle onto the 
host bus two clocks later. The PCMC decodes the 
memory address and drives PCPWL on the HIG[4:0] 
lines, posting the host address bus and the low 
Dword of the data bus to the LBXs. The PCMC as­
serts BRDY #, terminating the CPU cycle with one 
wait state. Since NA # is asserted in the second 
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clock of the first cycle, the Pentium processor does 
not insert an idle cycle after this cycle completes, 
but immediately drives the next cycle onto the bus. 
Thus, the Pentium processor maximum Dword write 
bandwidth of 89 MBytes/second is achieved during 
back-to·back Dword writes cycles. Each of the fol· 
lowing write cycles is posted to the LBXs in three 
clocks. 

In this example, the PCMC is parked on PCI and 
therefore, does not need to arbitrate for the bus. 
When parked, the PCMC drives the SCPA command 
on the PIG[3:0] lines and asserts DRVPCI, causing 
the host address lines to be driven on the PCI 
AD[31 :oJ lines. After the write is posted, the PCMC 
drives the DCPWA command on the PIG[3:0] lines 
to drive the previously posted address onto the 
AD[31 :0] lines. The PCMC then drives DCPWD onto 
the PIG[3:0] lines, to drive the previously posted 
write data onto the AD[31 :0] lines. As this is occur· 
ring on PCI, the second write cycle is being posted 
on the host bus. In this case, the second write is to a 
sequential and incrementing address. Thus, the 
PCMC leaves FRAME# asserted, converting the 
write cycle into a PCI burst cycle. The PCMC contino 
ues to drive the DCPWD command on the PIG[3:0] 
lines. The LBXs advance the posted write buffer 
pOinter to point to the next posted Dword when 
DCPWD is sampled on PIG[3:0] and TRDY# is 

, sampled asserted. Therefore, if the target inserts a 
wait·state by negating TRDY #, the LBXs continue 
to drive the data for the current transfer. The remain­
ing writes are posted on the host bus, while the 
PCMC and LBXs complete the writes on PCI. 

CPU I/O write cycles to PCI differ from the memory 
write cycle described here in that I/O writes are nev­
er posted. BRDY # is asserted to terminate the cycle 
only after TRDY # is sampled asserted, completing 
the cycle on PCI. 
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Figure 64. CPU Memory Writes to PCI 

7.3 Register Access Cycles 

The PCMC contains two registers which are mapped 
into 1/0 space, the Configuration Space Enable 
Register (1/0 port CF8h) and the Turbo-Reset Con­
trol Register (1/0 port CF9h). All other internal 
PCMC configuration registers are mapped into PCI 
configuration space. Configuration space must be 
enabled by writing a non-zero value to the Key field 
in the CSE Register before accesses to these regis­
ters can occur. These registers are mapped to loca­
tions COOOh through COFFh in PCI configuration 

space. If the Key field is programmed with Oh, CPU 
1/0 cycles to locations COOOh through CFFFh are 
forwarded to PCI as ordinary 1/0 cycles. Externally, 
accesses to the 1/0 mapped registers and the con­
figuration space mapped registers use the same bus 
transfer protocol. Only the PCMC internal decode of 
the cycle differs. NA# is never asserted during 
PCMC configuration register or PCI configuration 
register access cycles. See Section 3.2, PCI Config­
uration Space Mapped Registers for details on the 
PCMC configuration space mapping mechanism. 
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7.3.1 CPU WRITE CYCLE TO PCMC INTERNAL 
REGISTER 

A write to an internal PCMG register (either CSE 
Register, TRC Register or a configuration space­
mapped register) is shown in Figure 65. The cycle 
begins with the, address, byte enables and status 
signals (W/R#, O/C# and M/IO#) being driven to 
a valid state Indicating an 1/0 write to either CF8h,to 
access the CSE register, CF9h to access the TRC 
Register or COXXh when configuration space is en­
abled to access a PCMC internal configuration regis· 
ter. The PCMC decodes the cycle and asserts 
AHOLO to tri-state the CPU address lines. The 
PCMC signals the LBXs to copy either the upper 
Dword or the lower Oword of the data bus onto the 

address lines. The PCMC makes the decision on 
which Dword to copy based on the BE[7:0] # lines. 
The HIG[4:0] lines are driven to OACPYH or 
OACPYL depending on whether the lower Dword of ' 
the data bus or the upper Dword of the data bus 
needs to be copied onto the address bus. The LBXs 
sample the HIG[4:0] command, and drive the data 
onto the address lines. The PCMC samples the 
A[31 :0] lines on the second rising edge of HCLK 
after the LBXs begin driving the data. Finally, the 
PCMC negates AHOLO and asserts BROY #, termi­
nating the cycle. 

If the write is to the CSE Register and the Key field is 
programmed to OOOOb then configuration space is 
disabled. If the Key field is programmed to a non­
zero value then configuration space is enabled. 

290479-75 

Figure 65. CPU Write to a PCMC Configuration Register 
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7.3.2 CPU READ FROM PCMC INTERNAL 
REGISTER 

A read from an internal PCMC register (either CSE 
Register, TRC Register or a configuration space­
mapped register) is shown in Figure 66. The 1/0 
read cycle is from either CF8h to access the CSE 
register, CF9h to access the TRC Register or COXXh 
when configuration space is enabled to access a 
configuration space-mapped register. The PCMC 
decodes the cycle and asserts AHOLD to tri-state 

HCLK 

A[31 :24] i!-"""",.-I~"';:"'+":"+-__ +o' 

82434LX/82434NX 

the CPU address lines. The PCMC then drives the 
contents of the addressed register onto the A[31:0] 
lines. One byte is enabled on each rising HCLK edge 
for four consecutive clocks. The PCMC signals the 
LBXs that the current cYcle is a read from an internal 
PCMC register by issuing the ADCPY command to 
the LBXs over the HIG[4:0] lines. The LBXs sample 
the HIG[4:0] command and copy the address lines 
onto the data lines. Finally, the PCMC negates 
AHOLD, and asserts BRDY'" terminating the cycle. 
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Figure 66. CPU Read from PCMC Configuration Register 
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, 
7.3.3 CPU WRITE TO PCI DEVICE 

CONFIGURATION REGISTER 

In order to write to or read from a PCI device config· 
uration register the Key field in the CSE register 
must be programmed to a non·zero value, enabling 
configuration space. When configuration space is 
enabled, PCI device configuration registers are ac· 
cessed by CPU I/O accesses within the range of 
CnXXh where each PCI device has a unique non· 
zero value of n. This allows a separate configuration 
space for each of 15 devices on PCI. Recall that 
when configuration space is enabled, the PCMC 
configuration registers are mapped into I/O ports 
COOOh through COFFh. 

A write to a PCI device configuration register is 
shown in Figure 67. The PCMC internally latches the 
host address lines and byte enables. The PCMC as· 
serts AHOLD to tri·state the CPU address bus and 
drives the address lines with the translated address 
for the PCI configuration cycle. The translation is de· 
scribed in Section 3.2, PCI Configuration Space 
Mapped Registers. On the HIG[4:0) lines, the PCMC 
signals the LBXs to latch either the upper Dword. of 
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the host data bus or the lower Dword of the host 
data bus to be driven onto PCI during the data phase 
of the PCI cycle. On the PIG [3:0) lines, the PCMC 
signals the LBXs to drive the latched host address 
lines on the PCI AD[31 :0) lines. The upper two bytes 
of the address lines are used during configuration as 
IDSEL signals for the PCI devices. The IDSEL pin on 
each PCI device is connected to one of the 
AD[31:17) lines. 

The PCMC drives the command for a configuration 
write (1011) onto the C/BE[3:0) #< lines and asserts 
FRAME#< for one PCI clock. The PCMC drives the 
PIG[3:0) lines signaling the LBXs to drive the con· 
tents of the PCI write buffer onto the PCI AD[31 :0) 
lines. This command is driven for only one PCI clock 
before returning to the SCPA command on the 
PIG [3:0) lines. The LBXs continue to drive the 
AD[31:0) lines with the valid write data as long as 
DRVPCI is asserted. The PCMC then asserts 
IRDY#< and waits until sampling the TRDY#< signal 
active. When TRDY #< is sampled asserted, the 
PCMC negates DRVPCI tri·stating the LBX AD[31:0) 
lines. BRDY #< is asserted for one clock to terminate 
the CPU cycle. 
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7.3.4 CPU READ FROM PCI DEVICE 
CONFIGURATION REGISTER 

In order to write to or read from a PCI device config­
uration register the Key field in the CSE register 
must be programmed to a non-zero value, enabling 
configuration space. When configuration space is 
enabled, PCI device configuration ,registers ,are ac­
cessed by CPU 1/0 accesses within the range of 
CnXXh where each PCI device has a unique non­
zero value of n. This allows a separate configuration 
space for each of 15 devices on PCI. Recall that 
when configuration space is enabled, the PCMC 
configuration registers occupy 1/0 addresses 
COXXH. 

A CPU read from a PCI device configuration register 
is shown in Figure 68. The PCMC internally latches 
the host address lines and byte enables. The PCMC 
asserts AHOLO to tri-state the CPU address bus. 
The PCMC drives the address lines with the translat-
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ed address for the PCI configuration cycle. The 
, translation is desc;:ribed in Section 3.2, PCI Configu­
ration Space Mapped Registers. On the PIG[3:0] 
lines, the PCMC signals the LBXs to drive the 
latched host address lines on the PCI AO[31 :0] 
lines. The upper two bytes of the address lines are 
used during configuration as IOSEL signals for the 
PCI devices. The IOSEL pin on each PCI device is 
connected to one of the AO[31:17] lines. 

The PCMC drives the command for a configuration 
read (1010) onto the C/BE[3:0]# lines and asserts 
FRAME # for one PCI clock. The PCMC drives the 
PIG[3:0] lines signaling the LBXs to latch the data 
on the PCI AO[31 :0] lines into the CPU-te-PCI first 
read prefetch buffer. The PCMC then drives the 
HIG[4:0] lines signaling the LBXs to drive the data 
from the buffer onto the host data lines. The PCMC 
asserts IROY# and waits until sampling TROY# ac­
tive. After TROY # is sampled active, BROY # is as­
serted for one clock to terminate the CPU cycle. 
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Figure 68. CPU Read from PCI Device Configuration Register 
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During system initialization, the CPU typically at­
tempts to read from the configuration space of all 15 
possible PCI devices to detect the presence of the 
devices. If no device is present, DEVSEL# is not be 
asserted and the' cycle is terminated, returning 
FF ... FFh to the CPU. Figure 69 depicts an 

attempted read from a configuration register of a 
non-existent device. If no device responds then the 
PCMC aborts the cycle and sends the DRVFF com­
mand over the HIG[4:0] lines causing the LBXs to 
drive FF ... FFh onto the host data lines. 
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Figure 69. CPU Attempted Configuration Read from Non-Existent PCI Device 



7.4 PCI-to-Maln Memory Cycles 

7.4.1 PCI MASTER WRITE TO MAIN MEMORY 

Figure 70 depicts a PCI master burst write to main 
memory. The PCI master begins by driving the ad­
dress on the AD[31 :0] lines and asserting FRAME#. 
Upon sampling FRAME# active, the PCMC drives 
the LCPA command on the PIG[3:0] lines causing 
the LBXs to retain the address that was latched on 
the previous PCLK rising edge. The PCMC then 
samples MEMCS# active, indicating that the cycle 
is directed to main memory. The PCMC drives the 
PPMWA command on the PIG[3:0] lines to move 
the latched PCI address into the write buffer address 
register. The PCMC then drives the DPWA com­
mand on the HIG[4:0] lines enabling the LBXs to 
drive the PCI master write address onto the host 
address bus. The PCMC asserts EADS# to initiate a 
first level cache snoop cycle and simultaneously be­
gins an internal second level cache snoop cycle. 

82434LXi82434NX 

Since the snoop is a result of a PCI master write, 
INV is asserted with EADS#. HITM# remains nega­
ted and the snoop either hits an unmodified line or 
misses in the second level cache, thus no write-back 
cycles are required. If the snoop hit an unmodif!ed 
line in either the first or second level cache, the line 
is invalidated. The cycle is immediately forwarded to 
the DRAM interface. The four posted Dwords are 
written to main memory as two awords with two 
CAS[7:0] # cycles. In this example, the DRAM inter­
face is configured for X-3-3-3 write timing, thus each 
CAS[7:0] # low pulse is two HCLKs in length. 

The PCMC disconnects the cycle by asserting 
STOP# when one of the two four-Dword-deep PCI­
to-Memory Posted Write Buffers is full. If the master 
terminates the cycle before sampling STOP# as­
serted, then IRDY#, STOP# and DEVSEL# are 
negated when FRAME# is sampled negated. If the 
master intended to continue bursting, then the mas­
ter negates FRAME# when it samples STOP# as­
serted. IRDY#, STOP# and DEVSEL# are then 
negated one clock later. 
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Figure 70. PCI Master Write to Main Memory-Page Hit 
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7.4.2 PCI MASTER READ FROM MAIN MEMORY 

Figure 71 depicts a PCI master read from main 
memory. The PCI master initiates the cycle by driv­
ing the read address on the AD[31 :Ojlines and as­
serting FRAME #. The PCMC drives the LPMA com­
mand on the PIG[3:0jlines causing the LBXs'to re­
tain the address latched on the previous PCLK rising 
edge. The PCMC drives the DPRA command on the 
HIG[4:0j lines enabling the LBXs to drive the read 
address onto the host address lines. The snoop cy­
cle misses in the second level cache and either hits 
an unmodified line or misses in the first level cache. 

A[31:3] 

AHOLD 

INV 

EADSI 

HITMt 

HIG[4:0) 

MA{10:0) 

82434LX/82434NX 

The cycle is then forwarded to the DRAM interface. 
A read of four Qwords is performed. Each Qword is 
posted in the PCI-Memory Read Prefetch Buffer. 
The data is then driven onto PCI in an eight Dword 
burst cycle. If the master terminates the cycle before 
sampling STOP#, then IRDY#, STOP# and­
DEVSEL # are all negated after FRAME # is sam­
pled inactive. If the master intended to continue 
bursting, then the master negates FRAME # when it 
samples STOP# asserted and IRDY#, STOP# and 
. DEVSEL # are negated one clock later. 
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Figure 71. PCI Master Read from Main Memory-Page Hit 
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8.0 SYSTEM CLOCKING AND RESET 

8.1 Clock Domains 

The 82434LX and 82434NX PCMCs and 82433LX 
and 82433NX LBXs operate based on two clocks, 
HCLK and PCLK. The CPU, second level cache, and 
the DRAM interfaces operate based on HCLK. The 
PCI interface timing is based on PCLK. 

8.2 Clock Generation and Distribution 

Figure 72 shows an example of the -82434LX and 
82434NX PCMC host clock distribution in the CPU, 
cache and memory subsystem. HCLK is distributed 
to the CPU, PCMC, LBXs and the second level 
cache SRAMs (in the case of a burst SRAM second 
level cache). 

The host clock originates from an oscillator which is 
connected to the HCLKOSC input on the PCMC. 
The PCMC generates six low skew copies of HCLK, 
HCLKA-HCLKF. Figure 72 shows an example of a 
host clock distribution scheme for a uni-processor 
system. In this figure, clock loading is balanced with 

PCMC 

HClKOSC ... 

HClKIN 

HClKA 

HClKB 

HClKC 

HClKD 

each HCLK output driving two loads in the system. 
Each clock output should drive a trace of length k 
with stubs at the end of the trace of length I connect­
ing to the two loads. The I and k parameters should 
be matched for each of the six clock outputs to mini­
mize overall system clock skew. One of the HCLK 
outputs is used to clock the PCMC and the Pentium 
processor. Because the clock driven to the PCMC 
HCLKIN input and the Pentium processor CLK input 
originates with the same HCLK output, clock skew 
between the PCMC and the CPU can be kept lower 
than between the PCMC and other system compo­
nents. Another copy of HCLK is used to clock the 
LBXs. A 256 KByte burst SRAM second level cache 
can be implemented with eight 32 KByte x 9 syn­
chronous SRAMs. The four remaining copies of 
HCLK are used to clock the SRAMs. Each HCLK 
output drives two SRAMs. A 512~KByte second level 
cache is implemented with four 64 KByte x 18 syn­
chronous SRAMs. Two of the four extra copies are 
used to clock the SRAMs while the other two are 
unused. Anyone of the HCLK outputs can be used 
to clock the PCMC and Pentium processor, the two 
LBXs or any pair of SRAMs. All six copies are identi­
cal in drive strength. 

Figure 73 depicts the PCI clock distribution. 

I Oscillator I 
ClK 

CPU 

HClKE n ~bJl.HCLK HClKF 

LBXl lBXH 
To Burst SRAMs 
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Figure 72. HCLK Distribution Example 
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Figure 73. PCI Clock Distribution 

The PCMC generates PCLKOUT with an internal pins, PLLAVDD, PLLAVSS and PLLAGND. These 
Phase Locked Loop (PLL). The PCLKOUT signal is power pins require a low noise supply. PLLAVDD, 
buffered using a single component to produce sev· PLLAVSS and PLlAGND must be connected to the 
erallow skew copies of PCLK to drive the LBXs and RC network shown in Figure 74. 
other devices on PCI. One of the outputs of the 
clock driver is directed back to the PCLKIN input on 
the PCMC. The PLL locks the rising edges of 
'PCLKIN in phase with the rising edges of HCLKIN. 
The PLL effectively compensates for the delay of 
the external clock driver. The resulting PCI clock is 
one half the frequency of HCLK. Timing for all of the 
PCI interface Signals is based on PCLKIN. All PCI 
interface inputs are sampled on PCLKIN rising edg· 
es and all outputs transition as valid delays from 
PCLKIN rising edges. Clock skew between the 
PCLKIN pin on the PCMC and the PCLK pins on the 
LBXs must be kept within 1.25 ns to guarantee prop· 
er operation of the LBXs. 

8.3 Phase Locked Loop Circuitry 

The 82434LX and 82434NX PCMCs each contain 
two internal Phase Locked Loops (PLLs). Loop fil· 
ters and power supply decoupling circuitry must be 
provided externally. Figure 74 shows the PCMC con· 
nections to the external PLL circuitry. 

One of the PCMC internal Phase Locked Loops 
(PLL) locks onto the HCLKIN input. The PLL is used 
by the PCMC in generating and sampling timing crit· 

I ical signals. An external loop filter is required. The 
PLLARC1 and PLLARC2 pins connect to the exter· 
nal HCLKloop filter. Two resistors and a capacitor 
form the loop filter. The loop filter circuitry should be 
placed as close as possible to the PCMC loop filter 
pins. The PLL also has dedicated power and ground 

The second PCMC internal Phase Locked Loop 
(PLL) locks the PCLKIN input in phase with the 
HCLKIN input. The PLL is used by the PCMC to 
keep the PCI clock in phase with the host clock. An 
external loop filter is required. The PLLBRC1 and 
PLLBRC2 pins connect to the external pCLK loop 
filter. Two resistors and a capacitor form the loop 
filter. The loop filter Circuitry should be placed as 
close as possible to the PCMC loop filter pins. The 
PLL also has dedicated power and ground pins, 
PLLBVDD, PLLBVSS and PLLBGND. These power 
pins require a low noise supply. PLLBVDD, 
PLLBVSS and PLLBGND must be connected to the 
RC network shown in Figure 74. 

The resistance and capacitance values for the exter· 
nal PLL circuitry are listed below. 
R1 = 10 KO ± 5% 

R2 = 1500 ± 5% 

R3 = 330 ± 5% 

C1 = 0.01 p.F ± 10% 
C2 = 0.47 p.F ± 10% 

An additional 0.01 p.F capacitor in parallel with C2 
will help to improve noise immunity. 
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Figure 74. PCMC PLL Circuitry Connections 
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8.4 System Reset 

Figure 75 shows the 82434LX and 82434NX PCMC 
system reset connections. The 82434Lx and 
82434NX PCMC reset logic monitors PWROK and 
generates CPURST, PCIRST # and INIT. 

When asserted, PWROK is an indicator to the PCMC 
that VDD and HCLK have stabilized long enough for 
proper system operation. CPURST is asserted to ini­
tiate hard reset. INIT is asserted to initiate soft reset. 
PCIRST # is asserted to reset devices on PCI. 

PCMC 

PWROK 

CPURST 

INIT 

PCIRSTI ToPCI 

"" 

82434LX/82434NX 

Hard reset is initiated by the PCMC in response to 
one of two conditions. First, hard reset is initiated 
when power is first applied to the system. PWROK 
must be driven inactive and must not be asserted 
until 1 ms after VDD and HCLK have stabilized at 
their AC and DC specifications. While PWROK is 
negated, the 82434LX asserts CPURST and 
PCIRST#. PWROK can be asserted asynchronous­
ly. When PWROK is asserted, the 82434LX first en­
sures that it has been completely initialized before 
negating CPURST and PCIRST#. CPURST is nega­
ted synchronously to the rising edge of HCLK. 
PCIRST# is negated asynchronously. 

Power Stable 
& 

Front Panel Reaet 

RESET L RESET 

LBXL LBXH 

.. 
CPU 

RESET 

D- INIT 

-c.... - .a.JIST' 
- ALT_RSn 
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Figure 75. PCMC System Reset Logic 
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WhenPWROK is negated, the PCMC asserts 
AHOLD causing the CPU to tri-state the host ad­
dress lines. Address lines A[31:29] are sampled by 
the PCMC 1 ms after the rising edge of PWROK. 
The values sampled on A[31 :30] are inverted inside 
the PCMC and then stored in Configuration Register 
52h bits 7 and 6. The A[31 :30] strapping options are 
depicted in Table 18. 

Table 18. A[31:30] Strapping Options 

Configuration 
Secondary 

A[31:30] Register 52h, 
Cache Size 

Bits [7:6] 

11 00 Not Populated 

10 01 Reserved 

01 10 256 KByte Cache 

00 11 512 KByte Cache 

The value sampled on A29 is inverted inside the 
PCMC and stored in the SRAM Type Bit (bit 5) in the 
SCC Register. A28 is required to be pulled high for 
compatibility with future versions of the PCMC. 

The PCMC also initiates hard reset when the System 
Hard Reset Enable bit in the Turbo-Reset Control 
Register (I/O address CF9h) is set to 1 and the Re­
set CPU bit toggles from 0 to 1. The PCMC drives 
CPURST and PCIRST# active for a minimum of 
1 ms. 

Table 19 shows the state of all 82434LX PCMC 
output and bi-directional signals during hard reset. 
During hard reset both CPURST and PCIRST# are 
asserted. When the hard reset is due to PWROK 
negation, AHOLD is asserted. The PCMC samples 
the strapping options on the A[31:29] lines 1 ms af­
ter the rising edge of PWROK. When hard reset is 
initiated via a write to the Turbo-Reset Control Reg­
ister (1/0 port CF9h) AHOLD remains negated 
throughout the hard reset. Table 19 also applies to 
the 82434N-X, with tile exception of the signals listed 
in Section 8.5, 82434NX Reset Sequencing. 

2-360 

Table 19. 82434LX Output and 1/0 Signal States 
During Hard Reset 

Signal State Signal State 

A[31:0] Input IRDY# Input 

AHOLD High/Low KEN# Undefined 

BOFF# High MA[10:0] Undefined 

BRDY# High MOLE High 

CAA[6:3] Undefined MEMACK# High-Z 

CAB [6:3] Undefined MIG [2:0] Low 

CADS[1:0]# High NA# High 

CADV[1:0]# High PAR Input 

CALE High PEN# High 

CAS[7:0]# High PERR# Input 

COE[1:0]# High PLOCK# Input 

CWE[7:0] # High PIG3 Low 

C/BE[3:0]# Input PIG [2:0] High 

DEVSEL# Input RAS[5:0] # High 

DRVPC.I Low REQ# High-Z 

EADS# High SERR# Input 

FRAME# Input STOP # Input 

HIG[4:0] Low TROY # Input 

INIT Low WE# High 

INV Low 

Soft reset is initiated by the PCMC in response to 
one of two conditions. First, when the System Hard 
Reset Enable bit in the TRC Register is reset to 0, 
and the Reset CPU bit toggles from 0 to 1, the 
PCMC initiates soft reset by asserting INIT for a min­
imum of 2 HCLKs. Second, the PCMC initiates a soft 
reset upon detecting a shutdown cycle from the 
CPU. In this case, the PCMC first broadcasts a shut­
down special cycle on PCI and then asserts INIT for 
a minimum of 2 HCLKs. 
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9.0 ELECTRICAL CHAAACTERISTICS 

9.1 Absolute Maximum Ratings 

Case Temperature under Bias ....... O·C to + 85·C 

Storage Temperature .......... - 55·C to + 150·C 

Voltage on Any Pin 
with Respect to Ground ..... -0.3 to Vee + 0.3V 

Supply Voltage 
with Respect to V ss ............ - 0.3 to + 6.5V 

Maximum Total Power Dissipation ........... 2.0W 

.F~+1fJ~ 
'I1"'::":>j in ........ dtlWmWh~ .~:"P ; . ....'ii:·"'.fl' . _~..I .'.. .:::, .,;' . ''''''fi 'f)';' 
~,j)q",,",Wflnot .. ~ ?J,)W, >.,,;;'1:, .. , '<';:.·'>;4; 

NOTICE: This data sheet contains information on 
products in the sampling and initial production phases 
of development. The specifications are subject to 
change without notice. Verify with your, local Intel 
Sales office that you have the latest data sheet be· 
fore finalizing a design.' 

• WARNING: Stressing the device beyond the ','Absolute 
Maximum Ratings" may cause permanent. damage. 
These are stress ratings only. Operation beyond the 
"Operating Conditions" is not recommended and ex· 
.tended exposure beyond the "Operating Conditions" 
may affect device reliability. 

9.2 Thermal Characteristics 

The 82434LX and 82434NX PCMCs are designed 
for operation at case temperatures between O·C and 
85·C. The thermal resistances of the package are 
given in Table 20. 

Table 20, PCMC Package Thermal Resistance 

Parameter Air Flow Meters/Second 
(Linear Feet per Minute) 

0 0.5 1.0 2.0 5.0 
(0) (98.4) (196.9) (393.7) (984.3) 

8JA eC/Watt) 31 27 24.5 23 19 

8Je eC/Watt) 8.6 

9.3 82434LX DC Characteristics 
Functional Operating Range (Vee = 5V ±5%; TeASE = O·C to +85·C) 

Symbol Parameter' Min Max Unit Test 
Conditions 

VIL1 Input Low Voltage -0.3 0.8 V Note 1, Vee = 4.75V 

VIH1 Input High Voltage 2.2 Vee + 0.3 V Note 1, Vee = 5.25V 

VIL2 Input Low Voltage -0.3 1.35 V Note 2, Vee = 4.75V 

VIH2 Input High Voltage 3.85 Vee + 0.3 V Note 2, Vee = 5.25V 

VT1 Schmitt Trigger Threshold Voltage, 0.7 1.35 V Note 3, Vee = 5.0V 
Famng Edge 

VTH Schmitt Trigger Threshold Voltage, 1.4 2.2 V Note 3, Vee = 5.0V 
Falling Edge 

VH1 Hysteresis Voltage 0.3 1,2 V Note 3,Vee = 5.0V 

VT2- Schmitt Trigger Threshold Voltage, 1.25 2.3 V Note 3, Vee = 5.0V 
Falling Edge 

VT2+ Schmitt Trigger Threshold Voltage, 2.3 3.7 V Note 3, Vee = 5.0V 
Rising Edge 

VH2 Hysterersis Voltage 0.3 1.2 V Note 3, Vee = 5.0V 
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Functional Operating Range (V CC = SV ± 5%; T CASE = O·C to + 8S·C) (Continued) 

Symbol Parameter Min Max Unit 
Test 

Conditions 

VOL1 Output Low Voltage 0.5 V Note 4 

VOH1 Output High Voltage VCC - 0.5 V Note 4 

VOL2 Output Low Voltage 0.4 V NoteS 

VOH2 Output High Voltage 2.4 V NoteS 

IOL1 Output Low Current 1 mA Note 6 

IOH1 Output High Current -1 mA Note 6 

IOL2 Output Low Current 3 mA N9te7 

IOH2 Output High Current -2 mA Note 7 

IOL3 Output Low Current 6 mA Note 8 

IOH3 Output High Current -2 mA Note 8 

IOL4 Output Low Current 3 mA Note 9 

IOH4 Output High Current -1 mA Note 9 

IIH Input Leakage Current +10 uA 

IlL Input Leakage Current -10 uA 

CIN Input Capacitance 12 pF Fc = 1 MHz 

COUT Output Capacitance 12 pF Fc = 1 MHz 

CliO 1/0 Capacitance 12 pF Fc = 1 MHz 

NOTES: 
1. VIL1 and VIH1 apply to the following signals: A[31:0), BE[7:0)#, O/C#, W/R#, M/IO#, HLOCK#, AOS#, PCHK#, 

HITM#, CACHE#, SMIACT#, PCLKIN, HCLKIN, HCLKOSC, FLSHBUF#, MEMCS#, SERR#, PERR#, MEMREQ#, 
GNT#, PLOCK#, STOP#, IROV#, TROY#, FRAME#, C/BE[3:0)#. 

2. VIL2 and VIH2 apply to the following signals: PPOUT[1:0), EOL. 
3. VT1-, Vn + and VH1 apply to PWROK. VT2-, VT2+ and VH2 apply to TESTEN. 
4. VOL1 and VOH1 apply to the following signals: HIG[4:Q), MIG[2:0), PIG[3:0), ORVPCI, MOLE, PCIRST#. 
5. VOL2 and VOH2 apply to the following signals: REQ#, MEMACK#, FRAME#, C/BE[3:0)#, TROY#, IROY#, STOP#, 

PLOCK # , OEVSEL#, PAR, PERR#, SERR#, BOFF#, AHOLO, BROY#, NA#, EAOS#, KEN#, INV, A[31:0), 
PCLKOUT, HCLKA-HCLKF, CALE, COE[1:0)#, CWE[7:0)#, CAOV[1:0)#, CAOS[1:0)#, CAA[6:3), CAB[6:3), 
RAS[5:0]#, CAS[7:0]#, MA[10:0], WE#. 

6. IOL1 and IOH1 apply to the following signals: HIG[4:0), MIG [2:0] , PIG[3:0], ORVPCI, MOLE, PCIRST#. 
7. IOL2 and IOH2 apply to the following signals: C/BE[3:0)#, REQ#, MEMACK#, MA[10:0], WE#. 
8. IOL3 and IOH3 apply to the following signals: FRAME#, TROY#, IROY#, STOP#, PLOCK#, OEVSEL#, PAR, PERR#, 

SERR#. 
9. IOL4 and IOH4 apply to the following signals: BOFF#, AHOLO, BROY#, NA#, EAOS#, KEN#, INV, CPURST, INIT, 

A[31:0), PCLKOUT, CALE, COE[1:0]#, CAOS[1:0)#, CAOV[1:0)#, CWE[7:0]#, CAA[6:3), CAB [6:3] , RAS[5:0)#, 
CAS[7:0]#. 
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9.5 82434LX AC Characteristics 

The AC characteristics given in this section consist of propagation delays, valid delays, input set\.lprequire· 
ments, input hold requirements, output float delays, output enable delays, output·to·output delays, pulse 
widths, clock high and low times and clock period specifications. Figure 77 through Figure 85 define these 
specifications. Section 9.5 lists the 82434LX AC Characteristics. Output test loads are listed in the right 
column. 

In Figure 77 through Figure 85, VT =; 1.5V for the following signals: 

A[31:0], BE[7:0]#, PEN#, D/C#, W/R#, M/IO#, HLOCK#, ADS#, PCHK#, HITM#, EADS#, BRDY#, 
BOFF#, AHOLD, NA#, KEN#, INV, CACHE#, SMIACT#,INIT, CPURST, CALE, CADV[1:0]#, COE[1:0]#, 
CWE[7:0]#, CADS[1:0]#, CAA[6:3], CAB[6:31. WE#, RAS[5:0]#, CAS[7:0]#, MA[10:01. C/BE[3:0]#, 
FRAME#, TRDY#, IRDY#, STOP#, PLOCK#, GNT#, DEVSEL#, MEMREQ#, PAR, PERR#, SERR#, 
REQ#, MEMCS#, FLSHBUF#,MEMACK#, PWROK, HCLKIN, HCLKA-HCLKF, PCLKIN, PCLKOUT. 

VT = 2.5V for the following signals: 

PPOUT[1:0], EOL, HIG[4:01. PIG[3:01. MIG[2:01. DRVPCI, MDLE, PCIRSH. 

9.5.1 HOST CLOCK TIMING, 66 MHz (82434LX) 

Functional Operating Range (V cc = 4.9V to 5.25V; T CASE = O"C to + 70·C) 

Symbol Parameter Min Ptil8X Figure Notes 

t1a HCLKOSC High Time 6.0 82 

t1b HCLKOSC Low Time 5.0 82 

t2a HCLKIN Period 15 20 82 

t2b HCLKIN Period Stability ±100 ps(1) 

t2c HCLKIN High Time 4 82 

t2d HCLKIN Low Time 4 82 

t2e HCLKIN Rise Time 1.5 83 

t2f HCLKIN Fall Time 1.5 83 

t3a HCLKA-HCLKF Output·to·Output Skew 0.5 85 OpF 

t3b HCLKA-HCLKF High Time 5.0 85 OpF 

t3c HCLKA-HCLKF Low Time 5.0 85 OpF 

NOTE: 
1. Measured on rising edge of adjacent clocks at 1.5V. 
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9.5.2 CPU INTERFACE TIMING, 66 MHz (82434LX) 

Functional Operating Range (V CC = 4.9V to 5.25V; T CASE = O·C to + 70·C) 

Symbol Parameter Min Max Fig Notes 

t10a ADS#, HITM#, W/R#, M/IO#, D/C#, 4.6 79 
HLOCK#, CACHE#, BE[7:0]#, 
SMIACT # Setup Time to HCLKIN 
Rising 

t10b ADS#, HITM#, W/R#, M/IO#, D/C#, 0.8 79 
HLOCK#, CACHE#, BE[7:0]#, 
SMIACT # Hold Time from HCLKIN 

. Rising 

t11a PCHK# Setup Time to HCLKIN Rising 4.3 79 

t11b PCHK# Hold Time from HCLKIN Rising 1.1 79 

t12a A[18:3] Rising Edge Setup Time to 4.5 79 Setup to HCLKIN rising when 
HCLKIN Rising ADS# iii! sampled active by PCMC. 

t12aa A[18:3] Falling Edge Setup Time to 3.2 79 Setup to HCLKIN Rising when 
HCLKIN Rising ADS# is Sampled Active by 

PCMC. 

t12ab A[18:3] Rising Edge Setup Time to 4.7 Setup to. HCLKIN Rising when 
HCLKIN Rising ADS# is Sampled Active by 

PCMC. 

t12ac A[18:3] Falling Edge Setup Time to 4.1 Setup to HCLKIN Rising when 
HCLKIN Rising ADS# is Sampled Active by 

PCMC. 

t12b A[31 :0] Hold Time from HCLKIN Rising 0.5 79 Hold from HCLKIN rising two 
clocks after ADS# is sampled 
active by PCMC. 

t12c A[31 :0] Setup Time to HCLKIN Rising 6.5 79 Setup to HCLKIN rising when 
EADS # is sampled active by the 
CPU. 

t12d A[31 :0] Hold Time from HCLKIN Rising 1.5 79 Hold from HCLKIN rising when 
EADS # is sampled active by the 
CPU. 

2-367 



82434LX/82434NX 

Functional Operating Range (V CC = 4.9V to 5.25V; T CASE = O"C to + 70·C) (Continued) 

Symbol Parameter Min Max Fig Notes 

t12e A[31 :0] Output Enable from HCLKIN 0 13 81 
Rising 

t12f A[31:0] Valid Delay from HCLKIN 1.3 13 78 OpF 
Rising 

t129 A[31:0] Float Delay from HCLKIN 0 13 80 
Rising 

t12h A[2:0] Propagation Delay from 1 16 77 OpF 
BE[7:0] # 

t13a BRDY # Rising Edge Valid Delay 1.7 7.8 78 OpF 
from HCLKIN Rising 

t13b BRDY # Falling Edge Valid Delay 1.7 7.6 78 OpF 
from HCLKIN Rising 

t14 NA# Valid Delay from HCLKIN 1.3 7.8 78 OpF 
Rising 

t15a AHOLD Valid Delay from HCLKIN 1.3 7.1 78 OpF 
Rising 

t15b BOFF# Valid Delay from HCLKIN 1.8 7.1 78 
Rising 

t16a EADS#,INV, PEN# Valid Delay from 1.3 7.4 78 OpF 
HCLKIN Rising 

t16b CPURST Rising Edge Valid Delay 0.9 7.5 78 
from HCLKIN Rising 

t16c CPURST Falling Edge Valid Delay 0.9 7.0 78 
from HCLKIN Rising 

t16d KEN # Valid delay from HCLKIN 1.3 7.6 78 
Rising 

t17 INIT High Pulse Width 2 HCLKs 84 Soft reset via TRC register or 
CPU shutdown special cycle 

t18 CPURST High Pulse Width 1 ms 84 Hard reset via TRC register, 0 pF 
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9.5.3 SECOND LEVEL CACHE STANDARD SRAM TIMING, 66 MHz (82434LX) 

Functional Operating Range (Vee = 4.9V to 5.25Vj TeASE = O·C to + 70·C) 

Symbol Parameter Min Max Fig Notes 

t20a CAA[6:3]/CAB[6:3] Propagation 0 8.5 77 OpF 
Delay from A[6:3] 

t20b CAA[6:3]/CAB[6:3] Valid Delay from 0 7.2 78 OpF 
HCLKIN Rising 

t21a COE[1:0] # Falling Edge Valid Delay 0 9 78 OpF 
from HCLKIN Rising 

t21b COE[1:0] # Rising Edge Valid Delay 0 5.5 78 OpF 
from HCLKIN Rising 

t22a CWE[7:0] #/CB5[7:0] # Falling Edge 2 14 78 CPU burst or single write to 
Valid Delay from HCLKIN Rising second level cache, 0 pF 

t22b CWE[7:0] #/CB5[7:0] # Rising Edge 3 14 78 CPU burst or single write to 
Valid Delay from HCLKIN Rising second level cache, 0 pF 

t22c CWE[7:0] # ICB5[7:0] # Valid Delay 1.4 7.7 78 Cache line Fill, 0 pF 
from HCLKIN Rising 

t22d CWE[7:0] # ICB5[7:0] # Low Pulse 1 HCLK 84 OpF 
Width 

t22e CWE[7:0] # ICB5[7:0] # Driven High -1 85 Last write to second level cache 
before CALE Driven High during cache line fill, 0 pF 

t22f CAA[4:3]/CAB[4:3] Valid before 1.5 85 CPU burst write to second level 
CWE[7:0] # Falling cache, 0 pF 

t23 CALE Valid Delay from HCLKIN 0 7.5 78 OpF 
Rising 

t24 CR/W[1:0] # Valid Delay from 1.5 7.6 78 OpF 
HCLKIN Rising 

t25 CB5[1 :0] # Valid Delay from HCLKIN 1.0 12.0 78 OpF 
Rising; Reads from Cache 5RAMs 
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9.5.4 SECOND LEVEL CACHE BURST SRAM TIMING, 66 MHz (82434LX) 

Functional Operating Range (V CC = 4.9V to 5.25Vj T CASE = O°C to + 70°C) 

Symbol Parameter Min Max Fig Notes 

t30a CAA[6:3]/CAB[6:3] Propagation Delay from A[6:3] 0 8.5 77 o pF 

t30b CAA[6:3]!CAB[6:3] Valid Delay from HCLKIN Rising 0 7.0 78 o pF 

t31 CADS [1 :0] # Valid Delay from HCLKIN Rising 1.5 ··7.7 78 OpF 

t32 CADV[1 :0] # Valid Delay from HCLKIN Rising 1.5 7.1 78 o pF 

t33 CWE[7:0] # Valid Delay from HCLKIN Rising 1.0 9.0 78 o pF 

t34a COE[1 :0] # Falling Edge Valid Delay from HCLKIN Rising 0 9.0 78 OpF 

t34b COE[1 :0] # Rising Edge Valid Delay from HCLKIN Rising 0 5.5 78 OpF 

t35 CALE Valid Delay from HCLKIN Rising 0 7.5 78 OpF 

9.5.5 DRAM INTERFACE TIMING, 66 MHz (82434LX) 

Functional Operating Range (Vcc = 4.9V to s.25Vj TCASE = O°C to + 70°C) 

Symbol Parameter Min ' Max Fig Notes 

t40a RAS[5:0] # Valid Delay from 0 7.5 78 50 pF 
, HCLKIN Rising 

t40b RAS[5:0] # Pulse Width High 4 HCLKs - 5 84 RAS# precharge at 
beginning of page miss cycle, 
50 pF 

t41a CAS [7:0] # Valid Delay from 0 7.5 78 50pF 
HCLKIN Rising 

t41b CAS[7:0] t Pulse Width High 1 HCLKIN - 5 84 CAS# precharge during burst 
cycles, 50 pF 

t42 WE# Valid Delayfr'om HCLKIN 0 21 78 50 pF 
Rising 

t43a MA[10:0] Propagation Delay from 0 23 77 50pF 
A[23:3] 

t43b MA[10:0] Valid Delay from 0 10.1 78 50pF 
HCLKIN Rising 

9.5.6 PCI CLOCK TIMING, 66 MHz (82434LX) 

Functional Operating Range (V CC = 4.9V to s.25Vj T CASE = O"C to + 70"C) 

Symbol Parameter Min Max Fig Notes 

t50a PCLKOUT High Time 13 82 20pF 

t50b PCLK0UT Low Time 13 82 20 pF 

t51a PCLKIN High Time 12 82 

t51b PCLKIN Low Time 12 82 

t51c PCLKIN Rise Time 3 83 

t51d PCLKIN Fall Time 3 83 
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9.5.7 PCI INTERFACE TIMING, 66 MHz (82434LX) 

Functional Operating Range (V CC = 4.9Vto 5.25V; T CASE = erc to + 70·C) 

Symbol Parameter Min Max Fig Notes 

t60a C/BE[3:0] #, FRAME#, TROY #, IRDY #, STOP # , 2 11 78 Min: OpF 
PLOCK#, PAR, PERR#, SERR#, DEVSEL# Valid Max: 50pF 

. Delay from PCLKIN Rising 

t60b C/BE[3:0]#, FRAME#, TRDY#, IRDY#, STOP # , 2 81 
PLOCK#, PAR, PERR#, SERR#, DEVSEL# Output 
Enable Delay from PCLKIN Rising 

t60c C/BE[3:0]#, FRAME#, TRDY#, IRDY#, STOP#, 2 28 80 
PLOCK#, PAR, PERR#, SERR#, DEVSEL# Float 
Delay from PCLKIN Rising 

t60d C/BE[3:0]#, FRAME#, PLOCK#, PAR, PERR#, 7 79 
SERR #, Setup Time to PCLKIN Rising 

t60da TROY #, IRDY # Setup Time to PCLKIN Rising 8.1 77 

t60db STOP#, DEVSEL#. Setup Time to PCLKIN Rising. 8.5 77 

t60e C/BE[3:0]#, FRAME#, PLOCK#, PAR, PERR#, 0 77 
SERR # Hold Time from PCLKIN Rising 

t61a REO#, MEMACK# Valid Delay from PCLKIN Rising 2 12 78 Min: 0 pF 
Max: 50 pF 

t61b REO#, MEMACK# Output Enable Delay from 2 81 
PCLKIN Rising 

t61c REO#, MEMACK# Float Oelayfrom PCLKIN Rising· 2 28 80 

t62a FLSHREO#, MEMREO# Setup Time to PCLKIN 12 79 
Rising 

t62b FLSHREO#, MEMREO# Hold Time from PCLKIN 0 79 
Rising 

t63a GNT # Setup Time to PCLKIN Rising 10 79 

t63b GNT # Hold Time from PCLKIN Rising 0 79 

t64a MEMCS# Setup Time to PCLKIN Rising 7 79 

t64b MEMCS# Hold Time from PCLKIN Rising 0 79 

t65 PCIRST # Low Pulse Width 1 ms 84 Hard Reset via TRC 
Register, 0 pF 
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9.5.8 LBX INTERFACE'TIMING, 66 MHz (82434LX) 

Functional Operating Range (Vcc = 4.9V to 5.25V; TCASE = erc to + 70·C) 

Symbol Parameter Min Max Fig Notes 

t70 HIG[4:0] Valid Delay from HCLKIN Rising 0.8 6.5 78 OpF 

t71 MIG[2:0] Valid Delay from HCLKIN Rising 0.9 6.5 78 OpF 

t72 PIG[3:0] Valid Delay from PCLKIN Rising 0.7 10.9 78 OpF 

t73 PCIDRV Valid Delay from PCLKIN Rising 1 13.5 78 OpF 

t74a MOLE Falling Edge Valid Delay from HCLKIN Rising 0.6 5.6 78 OpF 

t74b MOLE Rising Edge Valid Delay from HCLKIN Rising 0.6 6.8 85 OpF 

t75a EOL, PPOUT[1 :0] Setup Time to PCLKIN Rising 7.7 79 

t75b EOL, PPOUT[1:0] Hold Time from PCLKIN Rising 1.0 79 

9.5.9 HOST CLOCK TIMING, 60 MHz (82434LX) 

Functional Operating Range (V CC = 4.75V to 5.25V; T CASE = O·C to + 85·C) 

Symbol Parameter Min Max Fig Notes 

t1a HCLKOSC High Time 6.0 82 

t1b HCLKOSC Low Time 5.0 82 

t2a HCLKIN Period 16.66 20 82 

t2b HCLKIN Period Stability ±100 ps(1) 

t2c HCLKIN High Time 4 82 

t2d HCL.:KIN Low Time 4 82 

t2e HCLKIN Rise'Time 1.5 83 

t2f HCLKIN Fall Time 1.5 83 

t3a HCLKA-HCLKF Output-to-Output Skew 0.5 85 OpF 

t3b HCLKA-HCLKF High Time 5.0 82 OpF 

t3c HCLKA-HCLKF Low Time 5.0 82 OpF 

NOTE: 
1. Measured on rising edge of adjacent clocks at 1.5V. 
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9.5.10 CPU INTERFACE TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vee = 4.7SV to S.2SV; TeASE = erc to + 8S·C) 

Symbol Parameter Min Max Fig Notes 

t10a ADS#, HITM#, W/R#, M/IO#, D/C#, 4.6 79 
HLOCK#, CACHE#, BE[7:0]#, 
SMIACT # Setup Time to HCLKIN 
Rising 

t10b ADS#, HITM#, W/R#, M/IO#, D/C#, 1.1 79 
HLOCK#, CACHE # , BE[7:0]#, 
SMIACT# Hold Time from HCLKIN 
Rising 

t11a PCHK# Setup Time to HCLKIN Rising 4.3 79 

t11b PCHK# Hold Time from HCLKIN Rising 1.1 79 

t12a A[18:3] Rising Edge Setup Time to 4.5 79 Setup to HCLKIN rising when 
HCLKIN Rising ADS# is sampled active by PCMC. 

t12aa A[18:3] Falling Edge Setup Time to 3.2 79 Setup to HCLKIN Rising when 
HCLKIN Rising ADS# is Sampled Active by 

PCMC. 

t12ab A[18:3] Rising Edge Setup Time to 4.7 79 Setup to HCLKIN Rising when 
HCLKIN Rising ADS # is Sampled Active by 

PCMC. 

t12ac A[18:3] Falling Edge Setup Time to 4.1 79 Setup to HCLKIN Rising when 
HCLKIN Rising ADS# is Sampled Active by 

PCMC. 

t12b A[31 :0] Hold Time from HCLKIN Rising 0.5 79 Hold from HCLKIN rising two 
clocks after ADS # is sampled 
active by PCMC. 

t12c A[31 :0] Setup Time to HCLKIN Rising 6.5 79 Setup to HCLKIN rising when 
EADS# is sampled active by the 
CPU. 

t12d A[31:0] Hold Time from HCLKIN Rising 1.5 79 Hold from HCLKIN rising when 
EADS# is sampled active by the 
CPU. 

t12e A[31 :0] Output Enable from HCLKIN 0 13 81 
Rising 

t12f A[31 :0] Valid Delay from HCLKIN Rising 1.3 13 78 OpF 

t12g A[31 :0] Float Delay from HCLKIN 0 13 80 
Rising 



82434LX/82434NX 

Functional Operating Range (V CC = 4.7SV to S.2SV; T CASE = erc to + 8S·C) (Continued) 

Symbol Parameter Min Max Fig Notes 
, 

t12h A[2:0j Propagation Delay from 1 16 77 OpF 
BE[7:0j# 

t13a BRDY # Rising Edge Valid Delay 2.1 7.9 78 OpF 
from HCLKIN Rising 

t13b BRDY # Falling Edge Valid Delay 2.1 7.9 78 OpF 
from HCLKIN Rising 

t14 NA# Valid Delay from HCLKIN 1.4 8.4 78 OpF 
Rising 

t15a AHOLD Valid Delay from HCLKIN 2.0 7.6 78 OpF 
Rising 

t15b BOFF# Valid Delay from HCLKIN 2.0 7.6 78 
Rising 

t16a EADS#,INV, PEN# Valid Delay from 2.0 8.0 78 OpF 
HCLKIN Rising 

t16b CPURST Rising Edge Valid Delay 1.2 7.5 78 
from HCLKIN Rising 

t16c CPURST Falling Edge Valid Delay 1.2 7.5 78 
from HCLKIN Rising 

t16d KEN # Valid delay from HCLKIN 1.7 8.2 78 
Rising 

t17 INIT High Pulse Width 2 HCLKs 84 Soft reset via TRC register or 
CPU shutdown special cycle 

t18 CPURST High Pulse Width 1 ms 84 Hard reset via TRC register, 0 pF 
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9.5.11 SECOND LEVEL CACHE STANDARD SRAM TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vee = 4.75V to 5.25V; TeASE = O"C to +85"C) 

Symbol Parameter Min Max FIg Note. 

t20a CAA[6:3] ICAB [6:3] 0 8.5 77 O~F 
Propagation Delay from A[6:3] 

t20b CAA[6:3]/CAB[6:3] Valid 0 7.2 78 OpF 
Delay from HCLKIN Rising 

t21a COE[1:0];II Falling Edge Valid 0 9 78 OpF 
Delay from HCLKIN Rising 

t21b COE[1 :0];11 Rising Edge Valid 0 5.5 78 OpF 
Delay from HCLKIN Rising 

t22a CWE[7:0];II ICBS[7:0];II 2 14 78 CPU burst or single write to second 
Falling Edge Valid Delay from level cache, 0 pF 
HCLKIN Rising 

t22b CWE[7:0];II ICBS[7:0];II Rising 3 15 78 CPU burst or single write to second 
Edge Valid Delay from HCLKIN level cache, 0 pF 
Rising 

t22c CWE[7:0];II ICBS[7:0];II Valid 1.4 7.7 78 Cache line Fill, 0 pF 
Delay from HCLKIN Rising 

t22d CWE[7:0];II/CBS[7:0];11 Low 1 HCLK 84 OpF 
Pulse Width 

t22e CWE[7:0];II/CBS[7:0];11 Driven -1 85 Last write to second level cache during 
High before CALE Driven High cache line fill, 0 pF 

CAA[4:3]/CAB[4:3].Valid 
, 

CPU burst write to second level cache, t22f 1.5 85 
before CWE[7:0];II Falling OpF 

t23 CALE Valid Delay from HCLKIN 0 8 78 OpF 
Rising 

t24 CR/W[1 :0];11 Valid Delay from 1:5 8.2 78 OpF 
HCLKIN Rising 

t25 CBS[1:0];II Valid Delay from 1.0 12.0 78 OpF 
HCLKIN Rising; Reads from 
CacheSRAMs 
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9.5.12 SECOND LEVEL CACHE BURST SRAM TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vee = 4.75V to 5.25V; TeASE = erc to +85°C) 

Symbol Parameter Min Max Fig Notes 

taOa CAA[6:3]/CAB[6:3] Propa~ation Delay from A[6:3] 0 8.5 77 OpF 

t30b CAA[6:3]/CAB[6:3] Valid Delay from HCLKIN Rising 0 ~.2 78 OpF 

t31 CADS[1:0]" Valid Delay from HCLKIN Rising 1.5 8.2 78 OpF 

t32 CADV[1:0]" Valid Delay from HCLKIN t=lising 1.5 8.2 78 OpF 

t33 eWE [7:0] " Valid Delay from HCLKIN Rising 1.0 10.5 78 OpF 

t34a COE[1 :0]" Falling Edge Valid Delay from HCLKIN Rising 0 9.5 78 OpF 

t34b COE[1 :0]" Rising Edge Valid Delay from HCLKIN Rising 0 8.0 78 OpF 

ta5 CALE Valid Delay from HCLKIN Rising 0 8.5 78 OpF 

9.5.13 DRAM INTERFACE TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vee = 4.75V to 5.25V; TeASE = erc to +85"C) 

Symbol Parameter Min Max Fig Notes 

t40a RAS[5:0]" Valid Delay from 0 8.0 1 78 50pF 
HCLKIN Rising 

t40b RAS[5:0]" Pulse Width High 4 HCLKs-5 , 84 RAS" precharge at beginning 
of page miss cycle, 50 pF 

t41a CAS[7:0]" Valid Delay from 0 8.0 78 50pF 
HCLKIN Rising 

t41b CAS[7:0]" Pulse Width High 1 HCLK-5 84 CAS" precharge during burst 
cycles, 50 pF 

t42 WE" Valid Delay from HCLKIN 0 21 78 50pF 
Rising . 

t43a MA[10:0] Propagation Delay from 0 23 77 50pF 
A[23:3] 

t43b MA[10:0] Valid Delay from HCLKIN 0 10.7 78' 50pF' 
Rising 

/ 
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9.5.14 PCI CLOCK TIMING, 60 MHz (82434LX) 

Functional Operating Range (V cc = 4.7SV to S.2SVj T CASE = erc to + 8S·C) 

Symbol Parameter Min Max Fig Notes 

t50a PCLKOUT High Time 13 82 20pF 

t50b PCLKOUT Low Time 13 82 20pF 

t51a PCLKIN High Time 12 82 

t51b PCLKIN Low Time 12 82 

t51c PCLKIN Rise Time 3 83 

t51d PCLKIN Fall Time 3 83 

9.S.1S PCIINTERFACE TIMING, 60 MHz (82434LX) 

Functional Operating Range (V CC = 4.7SV to S.2SVj T CASE = erc to + 8S·C) 

Symbol Parameter Min Max Fig Notes 

t60a C/BE[3:0]#, FRAME#, TRDY#, IRDY#, STOP#, PLOCK#, 2 11 78 Min: 0 pF 
PAR, PERR#, SERR#, DEVSEL# Valid Delay from PCLKIN Max: 50pF 
Rising 

t60b C/BE[3:0]#, FRAME#, TRDY#, IRDY#, STOP # , PLOCK#, 2 81 
PAR, PERR #, SERR #, DEVSEL # Output Enable Delay from 
PCLKIN Rising 

t60c C/BE[3:0]#, FRAME#, TRDY#, IRDY#, STOP#, PLOCK#, 2 28 80 
PAR, PERR #, SERR #, DEVSEL# Float Delay from PCLKIN 
Rising 

t60d C/BE[3:0]#, FRAME#, TRDY#, IRDY#, STOP#, PLOCK#, 9 79 
PAR, PERR#, SERR#, DEVSEL# Setup Time to PCLKIN 
Rising 

t60e C/BE[3:0]#, FRAME#, TRDY#, IRDY#, STOP#, PLOCK#, 0 79 
PAR, PERR#, SERR#, DEVSEL# Hold Tiroe from PCLKIN 
Rising 

t61a REQ#, MEMACK# Valid Delay from PCLKIN Rising 2 12 78 Min: 0 pF 
Max: 50 pF 

t61b REQ#, MEMACK# Output Enable Delay from PCLKIN Rising 2 81 

,t61c REQ #, MEMACK # Float Delay from PCLKIN Rising 2 28 80 

t62a FLSHREQ#, MEMREQ# Setup Time to PCLKIN Rising 12 79 
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Functional Operating Range (Vee = 4.75V to 5.25V; TeASE = O"C to +85°C)(Continued) 

Symbol Parameter Min Max Fig Notes 

t62b FLSHREQ#, MEMREQ# Hold Time 0 79 
from PCLKIN Rising 

t63a GNT # Setup Time to PCLKIN Rising 10 79 

t63b GNT # Hold Time from PCLKIN Rising 0 79 

t64a MEMCS# Setup Time to PCLKIN Rising 7 79 

t64b MEMCS# Hold Time from PCLKIN Rising 0 79 

t65 PCIRST # Low P\.Ilse Width 1 ms 84 Hard Reset via TRC Register, 
OpF 

9.5.16 LBX INTERFACE TIMING, 60 MHz (82434LX) 

Functional Operating Range (Vee = 4.75V to 5.25V; TeAsE = O"C to +85°C) 

Symbol Parameter Min Max Fig Notes 

t70 HIG[4:0] Valid Delay from HCLKIN Rising 0.8 6.7 78 OpF 

t71 MIG[2:0] Valid Delay from HCLKIN Rising 0.9 6.5 78 OpF 

t72 PIG[3:0] Valid Delay from PCLKIN Rising 1.5 12 78 OpF 

t73 PCIDRV Valid Delay from PCLKIN Rising 1 13 78 OpF 

t74a MDLE Falling Edge Valid Delay from HCLKIN Rising 0.6 6.8 78 OpF 

t74b MDLE Rising Edge Valid Delay from HCLKIN Rising 0.6 6.8 85 OpF 

t75a EOL, PPOUT[1 :0] Setup Time to PCLKIN Rising 7.7 79 

t75b EOL, PPOUT[1 :0] Hold Time from PCLKIN Rising 1.0 79 
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intel® 82434LX/82434NX 

HC\..KA-HCLKF High Time 

'. HCLKA:"HCLKF Low Time 

NOTES: 
1. Measured on rising edge Of adjacent plOOks at 1.5V. . . 
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9.6.17 TIMING DIAGRAMS 

Input ____ VT_~ 

~ I,....: Propagation Dela~~ 
Output 

290479-87 

Figure 77. Propagation Delay 

Clock 

Output 

V" ...... * ____ _ 
290479-88 

Figure 78. Valid Delay from Rising Clock Edge 

Clock 
/ /t1.5V 

-----_---/ 

~
etup Time Hold Tlmek 
~ .... . ~~ 

VT VT Input 
290479-89 

Figure 79. Setup and Hold 'Times 
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Figure 80. Float Delay 
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---// 1_ Output Enable Delay 
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Figure 81. Output Enable Delay 
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Figure 82. Clock High and Low Times and Period 
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Figure 83. Clock Rise and Fall Times 
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VT VT 

+--PUIS8 Width --...... 
290479-94 

Figure 84. Pulse Width 

"~ k= Output.to-Output o;ay 

Output1 

Output2 

290479-95 

Figure 85. Output-to·Output Delay 
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10.0 PINOUT AND PACKAGE INFORMATION 

10.1 . Pin Assignment 

Except for the pins listed in Figure 86 notes, the pin assignment for the 82434LX and 82434NX are the same. 

VSS 
A28 
A24 
A22 
A26 
A'9 
A2D 
A2S 

A4 
AS 
A8 
A3 
A8 
A7 

A'D 
A9 

A'2 
A11 
A,3 
VOO 
AU 
A'S 

~gR 
CPURST 

INIT 
PEN. 

INV 
KEN. 

BOFF. 
NA' 

BROYI 
AHOLO 
EAD$. 

VOO 
VSS 

HCLKF 
HeLKE 
HCLKD 
HCLKC 
HCLKB 
HCLKA 

VDD 
VSS 

PLLAGND 
PLLARC1 
PLLAVSS 
PLLARC2 
PLLAVDD 

HCLKIN 
VSS 

HCLKOSC 

NOTES: 

PCLKIN 
PLLBVDD 
PLLBAC2 
PLLBVSS 
PLLBAC' 
PLLBGNO 
VSS 
VDD 

XSfRsn 
CIIlEO. 
ClBE1t 
CJBE2' 
CIIlE3' 

'IllbV. 
VSS 
VDO 
CAS5. 
CAS,. 
CAS4. 
CASOf 
CAse. 
CAS2. 
CAS71t 
CAS3. 
VOD 
VSS 
RAS4. 
RASOf 

~~: 
RAS3f 
RASS. 
MAO 
MA, 
VOD 

~ 
MA4 
MAS 
VSS 
MA6 
MA7 
MA8 
MA9 
MA'O 
(i,~~no .. ) 
VSS 

~gf::J 

290479-96 

1. For the 82434NX, pin 105=RAS6#, 106=RAS7#, and 109=MA11. These pins are no connects for the 82434LX 
and are signal connections for the 82434NX. 

2. For the 82434NX, pins 23,35,43,74,86, and 102 are 3.3V VDD pins (i.e., VDD3). These pins are VDD pins for the 
82434LX. 

Figure 86. PCMC Pin Assignment 
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Table 21. 82434LX Alphabetical Pin Assignment 

PlnName Pin ;II Type PlnName Pin ;II Type PlnName Pin ;II Type 

AO 204 tis AHOlD 33 out CAS5;11 138 out 

A1 205 tis BEO;ll 56 in CAS6;11 134 out 

A2 206 tis BE1;11 53 in CAS7;11 132 out 

A3 12 tis BE2# 57 in CBEO;ll 146 tIs 

A4 9 tis BE3;11 59 in CBE1;11 145 tis 

A5 10 tis BE4# 55 in CBE2;11 144 tis 

A6 11 tis BE5# 54 in CBE3;11 143 tIs 

A7 14 tIs BE6;11 58 in COEO;ll 87 out 

A8 13 tis BE7# 60 in COE1# 85 out 

A9 16 tis BOFF;II 30 out CPURST 25 out 

A10 15 tIs BRDY;II 32 out CWEO#/CBSO# 100 out 

A11 18 tIs CAA3 82 out CWE1 # ICBS1 ;II 99 out 

A12 17 tIs CAA4 80 out CWE2#/CBS2;11 98 out 

A13 19 tis CAA5 78 out CWE3# ICBS3;11 97 out 

A14 21 tis CAA6 76 out CWE4# ICBS4;11 96 Ol,lt 

A15 22 tis CAB3 84 out CWE5;11/CBS5# 95 out 

A16 201 tis CAB4 81 out CWE6# ICBS6;11 91 out 

A17 202 tis CAB5 79 out CWE7 # ICBS7 # 90 out 

A18 203 tis CAB6 77 out D/C# 68 in 

A19 6 tis CACHE;II 64 in DEVSEl;ll 170 sltls 

A20 7 tis CADSO# ,CR/WO;ll 93 out DRVPCI 186 out 

A21 200 tis CADS1 #',CR/W1 ;II 94 out EADS;II 34 out 

A22 4 tIs 

A23 196 tis 

A24 3 tIs 

A25 8 tis 

A26 5 tis 

~#.~ 

't ~~::~ 
'j~~. 

~.¥~. ~;~.> 'i<, 
, '~ '~ ,., '. ~, " ,'~ " 1 J~ .... ,,~, >f:~' 

, ' .,- ,,', ", '':;'>:, ,,~,:t-

EOl 161 in 

FlSHREQ# 162 in 

FRAME;II 173 sltls 

GNT# 163 in 

HClKA 42 out 

A27 197 tis CAlE 101 out HClKB 41 out 

A28 2 tis CASO;ll 135 out HClKC 40 out 

A29 198 tIs CAS1;11 137 out HClKD 39 out 

A30 207 tis CAS2;11 133 out HClKE 38 out 

A31 199 tIs CAS3;11 131 out HClKF 37 out 

ADS;II 66 in CAS4;11 136 out HClKIN 50 in 
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Table 21. 82434LX AlphabetIcal PIn AssIgnment (Continued) 

PIn Nan:te Pin # Type Pin Name Pin # Type PIn Name Pin # Type 

HCLKOSC 52 in 

HIGO ~84 out 

MA1i> ":,' '::' ,.'1~'.:' \~;\ "'tq::~~ "',,' PLLAGND 45 V 

PLLARC1 46 in 

HIG1 183 out MDLE 185 out PLLARC2 48 in 

HIG2 182 out MEMACK# 195 out PLLAVDD 49 V 

HIG3 181 out MEMCS# 164 in PLLAVSS 47 V 

HIG4 180 out MEMREQ# 165 in PLLBGND 151 V 

HITM# 65 in MIGO 179 out PLLBRC1 152 in 

HLOCK# 71 in MIG1 178 out PLLBRC2 154 in 

INIT 26 out MIG2 175 out PLLBVDD 155 V 

INV 28 out NA# 31 out PLLBVSS 153 V 

IRDY# 142 sltls NC 70 NC PLOCK # 168 sltls 

KEN# 29 out NC (82434LX only) 105 NC PPOUTO 159 in 

MilO # 61 in NC (82434LX only) 106 NC PPOUT1 160 in 

MAO 122 out NC (82434LX only) 109 NC PWROK 62 in 

MA1 121 out PAR 171 tIs RASO# 127 out 

MA2 119 out 
PCHK# 72 in RAS1# 125 out 

MA3 1'18 out PCIRSH 147 out RAS2# 126 out 

MA4 117 out PCLKIN 156 in RASS# 124 out 

MA5 116 out PCLKOUT 174 out RAS4# 128 out 

MA6 114 out PEN# 27 out RAS5# 123 out 

MA7 113 out 

MA8 112 out 

PERR# 169 slold 

PIGO 193 out 

~~iJ""';"'" ~:' 
, 
, OUt', 

,:~'~:' , - . '" , ' , 

MA9 111 out 

MA10 110 out 

PIG1 192 out 

PIG2 191 out 
:~:":;:':<' "'q' :'~,," :-'; , , 

" ,~" . ",~ : 
\ ,~ 

PIG3 187 out 
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Table 21. 82434LX Alphabetical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type 

Voo 103 V Vss 92 V 

Voo 120 V Vss 104 V 

Voo 130 V Vss 107 V 

Voo 139 V Vss 115 V 

Voo 149 V Vss 129 V 

Voo 158 V Vss 140 V 

Voo 176 V Vss 148 V 

Voo 188 V Vss 150 V 

Voo 208 V 

Vss 1 V 

Vss 24 V 

Vss 157 V 

Vss 166 V 

Vss 177 V • Vss 36 V Vss 189 V 

Vss 44 V Vss 190 V 

Vss 51 V W/R# 67 in 

Vss 75 V WE# 108 out 

Vss 83 V 
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Table 22. Numerical Pin Assignment 

Pln# Pin Name Type Pln# Pin Name Type Pln# Pin Name Type 

1 Vss V 32 BRDY# out 62 PWROK in 

2 A28 tis 33 AHOlD out 63 TESTEN in 

3 A24 tis 34 EADS# out 64 CACHE # in 

4 A22 tis 

5 A26 tis 
IY~~~, . V ""824iW.' ,. :'~'? ~ . . til) , .' ....,.""':v· 65 HITM# in 

66 ADS# in 

6 A19 tis 36 Vss V 67 W/R# in 

7 A20 tis 37 HClKF out 68 D/C# in 

8 A25 tis 38 HClKE out 69 SMIACH in 

9 A4 tis 39 HClKD out 70 NC NC 

10 A5 tis 40 HClKC out 71 HlOCK# in 

11 A6 tis 41 HClKB out 72 PCHK# in 

12 A3 tis 

13 A8 tis 

14 A7 tis 

15 AtO tis 

16 A9 tis 

17 A12 tis 

18 A11 tis 

19 A13 tis 

20 Voo V 

21 A14 tis 

22 A15 tis 

]S~" 'VOo{s2~~:" . 
.. y 

::-\Y 
V' . , 

42 HClKA out 

)43.'. '.~~~ •. 'V"· 

44 Vss V 

45 PlLAGND V 

46 PlLARC1 in 

47 PlLAVSS V 

48 PlLARC2 in 

49 PlLAVDD V 

50 HClKIN in 

51 VSS V 

52 HClKOSC in 

53 BE1 # in 

73 Voo V 

1~~4 ·.VDo(a24S4LXf" :',0, v;'f 
'VotXt (U434N}9 'i,\'>~ b:: :' 

75 VSS V 

76 CAA6 out 

77 CAB6 out 

78 CAA5 out 

79 CAB5 out 

80 CAA4 out 

81 CAB4 out 

82 eM3 out 

83 Vss V 

84 CAB3 out 

24 Vss V 54 BE5# in 85 COE1# out 

25 CPURST out 

26 INIT out 

55 BE4# in 

56 BEO# in 
~~ ....•• ·iD~Y.~.,::~:~ 

~~'l~;~ .VDOk 'r~ '-}> , • VOtia~~·· ,. . . 

27 PEN# out 57 BE2# in 87 COEO# out 

28 INV out 

29 KEN# out 

30 BOFF# out 

31 NA# out 

58 BE6# in 

59 BE3# in 

60 BE7# in 

61 M/IO# in 

.~~*~~ ~,~ 
l~L lCAPW* IOOSO* ' •. ,... .... ;.1t. .:~~'-~~:';~, (82434NX) , .' . i<'-

d't~. 

=':1=~ 
QUt~ 

w~~. (824;34N8i~4(:'~'7;j: ~;~~:::~~ 
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Table 22. Numerical Pin Assignment (Continued) 

Pln# Pin Name Type Pln# Pin Name Type Pln# Pin Name Type 

90 CWE7 # ICBS7 # out 119 MA2 out 151 PLLBGND V 

91 CWE6#/CBS6# out 120 Voo V 152 PLLBRC1 in 

92 Vss V 121 MA1 out 153 PLLBVSS V 

93 CADSO # ,CR/WO # out 122 MAO out 154 PLLBRC2 in 

94 CADS1 # ,CR/W1 # out 123 RAS5# out 155 PLLBVDD V 

95 CWE5#/CBS5# out 124 RAS3# out 156 PCLKIN in 

96 CWE4 # ICBS4 # out 125 RAS1# out 157 VSS V 

97 CWE3# ICBS3 # out 126 RAS2# out 158 Voo V 

98 CWE2#/CBSU out 127 RASO# out 159 PPOUTO in 

99 CWE1 # ICBS1 # out 128 RAS4# out 160 PPOUT1 in 

100 CWEO#/CBSO# out 129 Vss V 161 EOL in 

101 CALE out 130 Voo V 162 FLSHREQ# in 

131 CAS3# out 163 GNT# in 

132 CAS7# out 164 MEMCS# in 

133 CASU out 165 MEMREQ# in 

134 CAS6# out 166 Vss V 

135 CASO# out 167 STOP # sltls 

136 CAS4# out 168 PLOCK # sltls 

137 CAS1# out 169 PERR# s/o/d 

138 CAS5# out 170 DEVSEL# sltls 

139 Voo V 171 PAR tis 

140 Vss V 172 SERR# s/o/d 

141 TRDY# sltls 173 FRAME# sltls 
110 MA10 out 142 IRDY# sltls 174 PCLKOUT out 

111 MA9 out 143 CBE3# tis 175 MIG2 out 

112 MA8 out 144 CBEU tis 176 Voo V 

113 MA7 out 145 CBE1# tis 177 Vss V 

114 MA6 out 146 CBEO# tis 178 MIG1 out 

115 Vss V 147 PCIRST# out 179 MIGO out 

116 MA5 out 148 Vss V 180 HIG4 out 

117 MM out 149 Voo V 181 HIG3 out 

118 MA3 out 150 Vss V 182 HIG2 out 
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Table 22. Numerical Pin Assignment (Continued) 

Pln# Pin Name Type Pln# Pin Name Type Pln# Pin Name Type 

183 HIGl out 192 PIGl out 201 A16 tis 

184 HIGO out 193 PIGO out 202 A17 tis 

185 MOLE out 194 REO# out 203 A18 tis 

186 ORVPCI out 195 MEMACK# out 204 AO tis 

187 PIG3 out 196 A23 tis 205 Al tis 

188 Voo V 197 A27 tis 206 A2 tis 

189 Vss V 198 A29 tis 207 A30 tis 

190 Vss V 199 A31 tis 208 Voo V 

191 PIG2 out 200 A21 tis 
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10.2 Package Characteristics 

o 

j ( 1UI0uuullll\llulUOOWuuuuijulUupOulOOOUlijulUOOOulJUlJUuOUluijuOc) l 
290479-97 

Table 23. 82434LX Package Dimensions 

Symbol Description Value (mm) 

A Seating Height 3.5 (max) 

A1 Stand-Off Height 0.20-0.50 

A2 Package Height 3.0 (nominal) 

B Lead Width 0.18 +0.1/-0.05 

0 Package Length and 30.6 ± 0.3 
Width, Including Pins 

01 Package Length and 28 ± 0.1 
Width, Excluding Pins 

e Linear Lead Pitch 0.5 ± 0.1 

G Lead Coplanarity 0.1 (max) 

L Lead Length 0.5 ± 0.2 

8 Lead Angle 0°_10° 
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11.0 TESTABILITY 

A NAND tree is provided in the 82434LX and 
82434NX PCMCs for Automated Test Equipment 
(ATE) board level testing. The NAND tree allows the 
tester to test the connectivity of a subset of the 
PCMC signal pins. 

. For the 82434LX, the output of the NAND tree is 
driven on pin 109. The NAND tree is enabled when 
A24= 1, A25=O, A26= 1, and TESTEN= 1 at the 
rising edge of PWROK. PLL Bypass mode is en­
abled when A24 = 1, and TESTEN = 1 at the rising 
edge of PWROK. In PLL Bypass mode, the 82434LX 
and 82434NX PCMC AC specifications are affected 
as follows: 

1. Output valid delays increase by 20 ns. 

2. All hold times are 20 ns. 

3. Setup times and propagation delays are 
unaffected. 

4. Input clock high and low times are 100 ns. 

In both the NAND tree test mode and PLL Bypass 
mode, TESTEN must remain asserted throughout 
the testing. A[28:24j should be set up at least 
1 HCLK before the rising edge of PWROK and held 
at least 3 HCLKs after PWROK. Table 11 shows the 
order of the NAND tree inside the PCMC. 

When not in NAND Tree test mode, the 82434LX 
drives the output of the host clock PLL onto pin 109. 
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Table 25. NAND Tree Order 

Order Pin # Signal Order Pin # Signal Order Pin. # Signal 

1 141 TRDY# 25 199 A31 49 17 A12 

2 142 IRDY# 26 200 A21 50 18 A11 

3 143 CBE3# 27 201 A16 51 19 A13 

4 144 CBE2# 28 202 A17 52 21 A14 

5 145 CBE1# 29 203 A18 53 22 A15 

6 146 CBEO# 30 204 AO 54 53 BE1# 

7 159 PPOUTO .. 31 205 A1 55 54 BE5# 

8 160 PPOUT1 32 206 A2 56 55 BE4# 

9 161 EOl 33 207 A30 57 56 BEO# 

10 162 FlSHBUF# 34 2 A28 58 57 BE2# 

11 163 GNT# 35 3 A24 59 58 BE6# 

12 164 MEMCS# 36 4 A22 60 59 BE3# 

13 165 MEMREQ# 37 5 A26 61 60 BE7# 

14 167 STOP # 38 6 A19 62 61 M/IO# 

15 168 PlOCK# 39 7 A20 63 64 CACHE # 

16 169 PERR# 40 8 A25 64 65 HITM# 

17 170 DEVSEl# 41 9 A4 65 66 ADS# 

18 171 PAR 42 10 A5 66 67 W/R# 

19 172 SERR# 43 11 A6 67 68 D/C# 

20 173 FRAME# 44 12 A3 68 69 SMIACT# 

21 194 REQ# 45 13 A8 69 71 HlOCK# 

22 196 A23 46 14 A7 70 72 PCHK# 

23 197 A27 47 15 A10 71 63 TESTEN 

24 198 A29 48 16 A9 

ADDITIONAL TESTING NOTES: 
1. HCLKOUT[6:1) can be toggled via HCLKIN. 
2. CAx[6:3) are flow through outputs via A[6:3) after PWROK transitions high. 
3. MA[1,O:O) are flow through outputs via A[13:3) after PWROK transitions high. 
4. CAS[7:0) # outputs can be tested by performing a DRAM read cycle. 
5. PCLKOUT can be tested in PLL bypass mode, frequency is HCLK/2. 
6. PCIRST is the NAND Tree output of Tree Ce1l6. 
7. INIT is the NAND Tree output of Tree Cell 53. 
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, 82420/82430 
PClset.BRIDGE COMPONENT 

) 

82378ZB (SIO), 82379AB (SIO.A) FOR 82374EB/SB (ESC), 82375EB/SB 
ISA BUSES (PCEB) FOR EISA BUSES 

• Provides the Bridge between the PCI • Provides the Bridge between the PCI 
Bus and ISA Bus Bus and EISA Bus 

• 100% PCI and ISA Compatible • 100% PCI and EISA Compatible 

• Enhanced DMA Functions (82378ZB • Data Buffers Improve Performance 
Only) • Data Buffer Management Ensures Data 

• Integrated Data Buffers to Improve Coherency 
Performance • Burst Transfers on both the PCI and 

• Integrated 16·blt BIOS Timer EISA Buses 

• Arbitration for PCI Devices • 32·Blt Data Paths 

• Arbitration for ISA Devices • PCI and EISA Adciress Decoding and 

• Integrates the Functionality of One Mapping 
82C54 Timer • Programmable Main Memory Address 

• Integrates the Functionality of Two Decoding 
82C59 Interrupt Controllers • Integrated EISA Compatible Bus 

• Non-Maskable Interrupts (NMI) Controller 

• Four Dedicated PCI Interrupts • Supports Eight EISA Slots 

•• Complete Support for SL Enhanced • Provides Enhanced DMA Controller 
Intel486TM CPU's • Provides High Performance Arbitration 

•• Integrated Power Management Support • Integrates Support Logic for X·Bus 
- System Management Interrupts Peripheral anc;! mor~ 
- Fast Off Timer • Integrates the Functionality of Two 
- STPCLK # Signal to Throttle CPU 82C59 Interrupt Controllers and Two 

Clock I 

-APM Port 
82C54 Timers 

Provides 1/0 APIC for Dual·Processor • Generates Non-Maskable Interrupts • (DP) Support • Provide. BIOS Interface 

The 82420/82430 PClset Bridge components provide a bridge between the PCI to either EISA or ISA buses. 
The 82378 provides the bridge between PCI bus and the ISA bus while the 82374 and 83275 together provide 
the bridge between the PCI bus and the EISA bus. . 

The 510 integrates many of the common I/O functions found in todays ISA based PC systems. The 510 
incorporates the logic for a PCI interface (master and slave), ISA interface (master and slave), Elnhanced 
seven channel DMA controller and support for other decode logic. The 82379AB adds an APIC for dual-pro­
cessing Pentium TM Processor systems. 
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82420/82430 PCI.et 

The 82374 EISA System Component~ESC) and 83275 PCI-EISA Bridge (PCEB) together provide the EISA 
system compatible master/slave functions'on both the PCI Local Bus and the EISA Bus and the common I/O 
functions found in today's EISA systems. The ESC Incorporates the logic for an EISA (master and slave) 
interface, EISA bus controller, enhanced seven channel DMA controller with Scatter-Gather support, EISA 
arbitration, 14 channel interrupt controller, five programmable timer/counters and non-maskable control logic. 
The ESC also integrates support logic to decode peripheral devices such as the Flash BIOS, Real Time Clock, 
Keyboard/Mouse Controller, Floppy Controller, two Serial Ports, one Parallel Port. and IDE Hard Disk Drive. 
The PCEB provides the address and data paths, bus controls, and bus protocol translation for PCI-to-EISA and 
EISA-to-PCI transfers. Extensive data buffering in both directions increases system performance by maximiz­
Ing PCI and EISA Bus efficiency and allowing concurrency on the two buses. The PCEB integrates central bus 
control functions, PCI parity generation, system error reporting, and programmable PCI and EISA memory and 
I/O address space mapping and decoding. 
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8237 4EB/8237 4SB EISA ' 
SYSTEM COMPONENT (ESC) 

• Integrates EI~A Compatible Bus 
Controller 
~ Translate. Cycles between EISA and 

ISABus. 
- Supports EISA Burst and Standard 

Cycles 
- Supports ISA ZerQ Walt-State Cycles 
- Supports Byte Assembly/ 

Disassembly for 8-, 16- and 32-li5lt 
Transfers 

- Supports EISA Bus Frequency of Up 
to 8.33 MHz 

• Supports Eight EISA Slots 
- Directly Drives Address, Data and 

Control Signals for Eight Slots 
- Decodes Address for Eight Slot 

Specific AENs 

• Provides Enhanced DMA Controller 
- Provides Scatter-Gather Function 
- Supports Type A, Type ,B, Type C 

(Burst), and Compatible DMA 
Transfer 

- Provides Seven Independently 
Programmable Channels 

-Integrates Two 82C37 A Compatible 
DMA Controllers 

• Integrates the Functionality of Two 
82C59 Interrupt ContrQllers and Two 
82C54 Timers 
- Provides 14 Programmable Channels 

for Edge or Level Interrupts 
- Provides 4 PCI Inferrupts Routable 

to any of 11 Interrupt Channels 
- Supports Timer Function for Refresh 

Request,_ System Timer, Speaker 
Tone, Fall Safe Timer, and CPU 
S,peed Control 

• Advanced Programmable Interrupt 
Controller (APIC) 
- Multiprocessor Interrupt 

Management , 
- Separate Bus fQr Interrupt Messages 

• 5V CMOS Technology 

2·406 

• Provides High Performance Arbitration 
- Supports Elgh~ EISA Masters and 

PCEB . 
- Supports ISA Masters, DMA 

Channels, and Refresh 
- Provides Progrsmmable Arbitration 

Scheme for Fixed, Rotating, or 
Combination Priority 

• Integrates Support Logic for X-Bus 
Peripherals 
- Generates Chip Selects/Encoded 

,Chip Selects for Floppy and 
Keyboard Controller, IDE, Parallel! 
Serial Ports, and General Purpose 
Peripherals 

- Provides Interface for Real Time 
Clock 

- Generates Control Signals for X-Bus 
Data Transceiver 

-Integrates Port 92, Mouse Interrupt, 
, and Coprocellsor Error Reporting 

• Generates Non-Maskable Interrupts 
(NMI) 
- PCI System Errors 
- PCI Parity Errors 
- EISA Bus Parity Errors 
- Fail Safe Timer 
- Bus Timeout 
- Via Software C~ntrol 

• Provides BIOS Interface 
- Supports 512 KBytes of Flash or 

EPROM BIOS on the X-Bus 
- Allows BIOS on PCI 
- Supports Integrated VGA, BIOS 

• 208-Pln QFP Package 

November 1994 
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intel~ 82374EB/SB 

IMPORTANT-READ THIS SECTION BEFORE READING THE REST OF THE DATA SHEET. 

This data sheet describes the 82374EB and 82374SB components. All normal text describes the function­
ality for both components. All features that exist on the 82374SB are shaded as shown below. 

The 82374EB/SB EISA System Component (ESC) provides all the EISA system compatible functions. The 
ESC with the PCEB provide all the functions to implement an EISA-to-PCI bridge and EISA I/O subsystem. 
The ESC integrates the common I/O, functions found in today's EISA-based PC systems. The ESC incorp­
orates the logic for an EISA (master and slave) interface, EISA bus controller, enhanced seven channel DMA 
controller with scatter-gather support, EISA arbitration,14 channel interrupt controller, Advanced Programma­
ble Interrupt Controller (APIC), five programmable timer/counters, and non-maskable-interrupt (NMI) control 
logic. The ESC also integrates support logic to decode peripheral devices such as the Flash BIOS, real time 

CIOC~', keYbO~dl~o~se c~ntroller, flOPPY, :~::1:2,:0,:~~1 ports, one parallel port, and IDE hard disk dr~"e":"".,, • 

1l\e_r,_.'~~tct __ ,:",,,,,,,,,, 
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2-408 

PCICLK 
PERR# 
SERR# 

RESET# 

EISAHOLD 
EISAHLDA 

PEREQ#flNTA# 
NMFLUSH# 

SDCPVEN[13,3:1]# 
SDCPYUP 

SDOE[2:0]# 
SDL&[3:0]# 

AFLUSH# 

SPKR 
SLOWH# 

IRQ[15:9,7:3,1] 
IRQ8# 

INT 
NMI 

APICCLK 
APICDO 

APICD1 

SALE#] 
LASAOE# 
SALAOE# 

FERR# 
IGNNE# 

LBIOSCS# 
KYBDCS# 
ALTRST# 

ALTA20 
ABFULL 
RTCALE 
RTCRD# 
RTCWR# 
FDCCS# 

DSKCHG 
DUGHT# 

CRAMRD# 
CRAMWR# 
XBUSTR# 
XBUSOE# 

GPCS[2:0]#IECS[2:0] 

AEN[4:1]1EAEN[4:1] 

PCI 
Bus 

Interface 

Integrated 
Support 

Logic 

EISA 

Simplified ESC Block Diagram 

intel® 
BCLKOUT 
BCLK 
LA[31:27]#lCPG[4:0] 
LA[28:24]# 
LA[23:2] 

+-+ LA[23:2] 
B&[3:0]# 
MnO# 
WIR# 
EX32# 
EX18# 
START# 
CMD# 
EXRDY 
SLBURST# 
MSBURST# 
MASTER18# 
SD[7:0] 

BALE 
SA[1:0] 
SBHE# 
M18# 
1018# 
MRDC# 
MWTC# 
SMRDC# 
SMWTC# 
10RC# 
10WC# 
CHRDY 
IOCHK# 
NOWS# 
osc 
REFRESH# 
RSTDRV 
AEN# 

DREQ[7:5,3:0] 
DACK[7:5,3:0] 

EOP 

MREQ[7:4]#lPIRQ[O:3]# 
MREQ[3:0]# 

MACK[3:0]IIIEMACK[3:0] 

INITITEST 

STPCLK# 
SMI# 
EXTSMIII 
STPGNT# 
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82375EB/82375SB PCI-EISA BRIDGE (PCEB) 

• Provides the Bridge Between the PCI • Integrated EISA Data Swap Buffers 
Local Bus and EISA Bus • Arbitration for PCI Devices 

• 100% PCI and EISA Compatible - Supports Six PCI Masters 
- PCI and EISA Master/Slave Interface - Fixed, Rotating,. or a Combination of 
- Directly Drives 10 PCI Loads and 8 the Two 

EISA Slots - Supports External PCI Arbiter and 
- Supports PCI from 25 to 33 MHz Arbiter Cascading 

• Data Buffers Improve Performance • PCI and EISA Address Decoding and 
- Four 32-Bit PCI-to-EISA Posted Write Mapping 

Buffers - Positive Decode of Main Memory 
- Four 16-Byte EISA-to-PCI Read/Write Areas (MEMCS# Generation) 

Line .Buffers - Four Programmable PCI Memory 
- EISA-to-PCI Read Prefetch Space Regions 
- EISA-to-PCI and PCI-to-EISA Write - Four Programmable PCI I/O Space 

Posting Regions 

• Data Buffer Management Ensures Data • Programmable Main Memory Address 
Coherency Decoding 
- Flush Posted Write Buffers - Main Memory Sizes Up to 
- Flush or Invalidate Line Buffers 512 MBytes 
- System-Wide Data Buffer Coherency - Access Attributes for 15 Memory 

Control Segments In First 1 MByte of Main 

• Burst Transfers on Both the PCI and Memory 

EISA Buses - Programmable Main Memory Hole 

• 32-Bit Data Paths • Integrated 16-Blt BIOS Timer 

The 82375EB/SB PCI-EISA Bridge (PCEB) provides the master/slave functions on both the PCI Local Bus 
and the EISA Bus. Functioning as a bridge between the PCI and EISA buses, the PCEB provides the address 
and data paths, bus controls, and bus protocol translation for PCI-to-EISA and EISA-to-PCI transfers. Exten­
sive data buffering in both directions increases system performance by maximizing PCI and EISA Bus efficien­
cy and allowing concurrency on the two buses. The PCEB's buffer management mechanism ensures data 
coherency. The PCEB integrates central bus control functions including a programmable bus arbiter for the 
PCI Bus and EISA data swap buffers for the EISA Bus. Integrated system functions include PCI parity genera­
tion, system error reporting, and programmable PCI and EISA memory and I/O address space mapping and 
decoding. The PCEB also contains a BIOS Timer that can be used to implement timing loops. The PCEB is 
intended to be used with the EISA System Component (ESC) to provide an EISA I/O subsystem interface. 

November 1994 
Order Number: 290477-004 2-409 
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PCICLK 
PCIRST# 
AO[31:0] 

ClBE[3:0]# 
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82378 SYSTEM 1/0 (SIO) 

• Provides the Bridge Between the PCI • Four Dedicated PCI Interrupts 
Bus and ISA Bus - Level Sensitive 

• 100% PCI and ISA Compatible - Can be Mapped to Any Unused 

- PCI and ISA Master/Slave Interface Interrupt 

- Directly Drives 10 PCI Loads and 6 • Arbitration for PCI Devices 
ISA Slots - Six PCI Masters Supported 

- Supports PCI at 25 MHz and 33 MHz - Fixed, Rotating, or a Combination of 
- Supports ISA from 6 MHz to 8.33 the Two 

MHz • Utility Bus (X-Bus) Peripheral Support 

• Enhanced DMA Functions - Provides Chip Select Decode 
- Scatter/Gather - Controls Lower X-Bus Data Byte 
- Fast DMA Type A, Band F Transceiver 
- Compatible DMA Transfers • Integrates the Functionality of One 
- 32-bit Addressability 82C54 Timer 
- Seven Independently Programmable' - System Timer 

Channels - Refresh Request 
- Functionality of Two 82C37 A DMA - Speaker Tone Output 

Controllers 

Integrated Data Buffers to Improve • Integrates the Functionality of Two • 82C59 Interrupt Controllers 
Performance -14 Interrupts Supported 
- 8-Byte DMAIISA Master Line Buffer - Edge/Level Selectable Interrupts: 
- 32-bit Posted Memory Write Buffer Each Interrupt Individually 

tolSA Programmable 

• Integrated 16-bit BIOS Timer • Complete Support for SL Enhanced 

• Non-Maskable. Interrupts (NMI) Intel486 CPU's 
- PCI System Errors - SMI # Generation Based on System 
- ISA Parity Errors Hardware Events 

• Arbitration for ISA Devices - STPCLK # Generation to Power 

-ISA Masters Down the CPU 

- DMA and Refresh 

The 82378 System I/O (SIO) component provides the bridge between the PCI bus and the ISA expansion bus. 
The SIO also integrates many of the common I/O functions found in today's ISA based PC systems. The SIO 
incorporates the logic for a PCI interface (master and slave), ISA interface (master and slave), enhanced 
seven channel DMA controller that supports fast DMA transfers and Scatter/Gather, data buffers to isolate the 
PCI bus from the ISA,bus and to enhance performance, PCI and ISA arbitration, 14 level interrupt controller, a 
16-bit BIOS timer, three programmable timer/counters, and Non-Maskable Interrupt (NMI) Control LogiC. The 
SIO also provides decode for peripheral devices such as the Flash BIOS, Real Time Clock, Keyboard/Mouse 
Controller, Floppy Controller, two Serial Ports, one Parallel Port, and IDE Hard Disk Drive. 

The 82378 also supports several Advanced Power Management features such as SMI #, APM Register, Fast 
On and Fast Off Event Timers, Clock Throttling, and support for an external SMI# Interrupt. The 82378 also 
supports a total of 6 PCI Masters, and can support up to 4 PCI Interrupts. 
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82378 $VSTEM I/O (SIO) 

1.0 ARCHITECTURAL OVERVIEW 

The major functions of the SIO component are bro­
ken up into blocks as shown in the SIO Component 
Block Diagram. A description of each block is provid­
ed below. 

PCI Bus Interface 

The PCI Bus Interface provides the interface be­
tween the SIO and the PCI bus. The SIO provides 
both a master and slave interface to the PCI bus. As 
a PCI master, the SIO runs cycles on behalf of DMA, 
ISA masters, and the internal data buffer manage­
ment logic when buffer flushing is required. The SIO 
will burst a maximum of .two Dwords when reading 
from PCI memory, and one Dword when writing to 
PCI memory~ The SIO does not generate PCI 1/0 
cycles as a master. As a PCI slave, the SIO accepts 
cycles initiated by PCI masters targeted for the SIO's 
internal register set or the ISA bus. The SIO wi" ac­
cept a maximum of one data transaction before ter­
minating the transaction. This supports the Incre­
mental Lat~ncy Mechanism as defined in the Periph­
eral Component Interconnect (PCI) Specification. 

As a master, the SIO generates address and com­
mand signal (C/BE#) parity for read and write cy­
cles, and data parity for write cycles. As a slave, the 
SIO generates data parity for read cycles. Parity 
checking is not supported. The SIO also provides 
support for system error reporting by generating a 
Non-Maskable-Interrupt (NMI) when SERR# is driv­
en active. 

The SIO, as a resource, can be locked by any PCI 
master. In the context of locked cycles, the entire 
SIO subsystem (including the ISA bus) is considered 
a single resource. 

2-420 

The SIO directly supports the PCI Interface running 
at either 25 MHz or 33 MHz. If a frequency of less 
than 33 MHz is required (not including 25 MHz), a 
SYSCLK divisor value (as indicated in the ISA Clock 
Divisor Register) must be selected that guarantees 
that the ISA bus frequency does not violate the 
6 MHz to 8.33 MHz SYSCLK range. 

PCI Arbiter 

The PCI arbiter provides support for six PCI masters; 
the Host Bridge, SIO, and four PCI masters. The ar­
biter can be programmed for a purely rotating 
scheme, fixed, or a combination of the two. The Ar­
biter can also be' programmed to support bus park­
ing. This gives the Host Bridge default access to the 
PCI bus when no other device is requesting service. 
The arbiter can be disabled if an external arbiter is 
used. 

PCI Decode/lSA Decode 

The SIO contains two address decoders; one to de­
code PCI initiated cycles and one to decode ISA 
master and DMA initiated cycles. Two decoders are 
used to allow the PCI and ISA buses to run concur­
rently. 

The SIO is also programmable to provide address 
decode on behalf of the Host Bridge. When pro­
grammed, the SIO monitors the PCI and ISA ad­
dress buses, and generates a memory chip select 
signal (MEMCS#) indicating that the current cycle is 
targeted for system memory residing behind the 
Host Bridge. This feature can be disabled through 
software. 



Data Buffers 

To isolate the slower ISA bus from the PCI bus, the 
SIO provides two types of data buffers. One Dword 
deep posted write buffer is provided for the posting 
of PCI initiated memory write cycles to the ISA bus. 
The second buffer is a bi-directional, 8-byte line buff­
er used for ISA master and DMA accesses to the 
PCI bus. All DMA and ISA master read and write 
cycles go through the 8-byte line buffer. . 

The data buffers also provide the data assembly or 
disassembly when needed for transactions between 
the PCI and ISA buses. 

Suffering is programmable and can be enabled or 
disabled through software. 

ISA Bus Interface 

The SIO incorporates a fully ISA-bus compatible 
master and slave interface. The SIO directly drives 
six ISA slots without external data or address buffer­
ing. The ISA interface also provides byte swap logiC, 
I/O recovery support, wait-state generation, and 
SYSCLK generation. The SIO supports ISA bus fre-
quencies from 6 MHz to 8.33 MHz. ' 

As an ISA master, the SIO generates cycles on be­
half of DMA, Refresh, and PCI master initiated 
cycles. The SIO supports compressed cycles when 
accessing ISA slaves (i.e. ZEROWS# asserted). As 
an ISA slave, the SIO accepts ISA master accesses 
targeted for the SIO's internal register set or ISA 
master memory cycles targeted for the PCI bus. The 
SIO does not support ISA master initiated I/O cycles 
targeted for the PCI bus. 

The SIO also monitors ISA master to ISA slave cy­
cles to generate SMEMR # or SMEMW #, and to 
support data byte swapping, if necessary. 
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DMA 

The DMA controller incorporates the functionality of 
tWo 82C37 DMA controllers with seven indepen­
dently programmable channels. Each channel can 
be programmed for 8- or 16-bit DMA device size, 
and ISA-compatible or fast DMA type "A", type "S", 
or type "F" timings. Full 32-bit addressing is sup­
ported as an extension of the ISA-compatible speci­
fication. The DMA controller is also responsible for 

. generating ISA refresh cycles. 

The DMA controller supports an enhanced feature 
called Scatter/Gather. This feature provides the ca­
pability of transferring multiple buffers between 
memory and I/O without CPU intervention. In Scat­
ter/Gather mode, the DMA can read the memory 
address and word count from an array of buffer de­
scriptors, located in system memory, called the 
Scatter/Gather Descriptor (SGD) Table. This allows 
the DMA controller to sustain DMA transfers until all 
of the buffers in the SGD table are read. 

Timer Block 

The timer block contains three counters that are 
equivalent in function to those found in one 82C54 
programmable interval timer. These three counters 
are combined to provide the System Timer function, 
Refresh Request, and speaker tone. The three 
counters use the 14.31818 MHz OSC input for a 
clock source. 

In addition to the three counters, the SIO provides a 
programmable 16-bit SIOS timer. This timer can be 
used by SIOS software to implement timing loops. 
The timer uses the ISA system clock (SYSCLK) di­
vided by 8 as a clock source. An 8: 1 ratio between 
the SYSCLK and the SIOS timer clock is alw~ys 
maintained. The accuracy of the SIOS timer 
is ±1 ms. 
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Utility Bus (X-Bus) Logic 

l"he SIO provides four encoded chip selects that are 
decoded externally to provide chip selects for Flash 
BIOS, Real Time Clock, KeyboardlMouse Control­
ler, Floppy Controller, two Serial Ports, one Parallel 
Port, and an IDE Hard Disk Drive. The SIO provides 
the control for the buffer that, isolates the lower eight 
bits of the Utility aus from the lower 8 bits of the ISA 
bus. 

In addition to providing the encoded chip selects 
and Utility Bus buffer control, the 510 also provic;les 
Port 92 functions (Alternate Reset and Alternate 
A20), Coprocessor error reporting, the Floppy 
DSKCHG function, a~d a mouse interrupt input. 

2.0 PIN ASSIGNMENT 

Interrupt Controller Block 

The 510 provides an ISA compatible interrupt con­
troller that incorporates the functionalitY of two 
82C59 interrupt controllers. The ,two interrupt cQn­
trollers are cascaded SO that 14 external and 2 inter­
nal interrupts are possible. 

Test 
The test block provides the interface to the test cir­
cuitry within the 510. The test input can be used to 
tri-state all of the 510 outputs. 

The 510 package is a 208-pin Quad Flatpack (QFP). The package signals are listed in Table 1. The following 
notations are used to describe pin types. 

Signal Description Type 

I Input is a standard input-only signal. 

0 Totem Pole Output is a standard active driver. 

00 Open Drain InputlOutput 

10 Input/Output is a bidirectional, tri-stat~ pin. 

sltls Sustained Tri-State is an active low tri-state signal owned and driven by one anc;l only one agent 
at a time. The agent that drives a sltls pin low r;nust drive it high for at least one clock before letting 
it float. A new agent can not start driving a sltls Signal any sooner,than one clock after the 
previous owner tri-states it. A pull-up sustains the inactive state until another agent drives it and is 
provided by the central resource. 

tlslo Trl-State Output 
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Table 1. Alphabetical Pin Assignment 

Pin Name Pin # Type Pin Name Pin # Type 

ADO 159 1/0 BALE ,23 0 
AD1 155 1/0 C/BEO# 147 1/0 

AD2 154 1/0 C/BE1# 137 1/0 

AD3 153 1/0 C/BE2# 124 1/0 

AD4 152 1/0 C/BE3# 113 1/0 

AD5 151 1/0 CPUGNT# 95 tls/o 

AD6 150 1/0 CPUREQ# 96 I 
AD7 149 1/0 DACKO# 45 0 

AD8 1!48 1/0 DACK1# 48 0 

AD9 146 1/0 DACK2# 18 0 
AD10 143 1/0 DACK3# 49 0 
AD11 142 1/0 DACK5# 50 0 

AD12 141 1/0 DACK6# 59 0 

AD13 140 1/0 DACK7# 63 0 
AD14 139 1/0 DEVSEL# 128 1/0 (sItts) 

AD15 138 1/0 DREQO 47 I 
AD16 123 1/0 DREQ1 56 I 
AD17 122 1/0 DREQ2 57 I 
AD18 121 1/0 DREQ3 58 I 

AD19 120 1/0 DREQ5 51 I 
AD20 119 1/0 DREQ6 61 I 
AD21 118 1/0 DREQ7 65 I 
AD22 115 1/0 DSKCHG 161 I 
AD23 114 1/0 ECSADDRO 175 0 

AD24 112 1/0 ECSADDR1 174 0 

AD25 111 1/0 ECSADDR2 173 0 
AD26 109 1/0 ECSEN# 170 0 
AD27 109 1/0 EOP 20 1/0 

AD28 108 1/0 EXTSMI# 
, 

171 I 
AD29 107 1/0 FERR # IIRQ13 71 I 
AD30 106 1/0 FLSHREQ# 89 tts/o 

AD31 102 1/0 FRAMEII' 125 1/0 (sItts) 

AEN 193 0 GNTO# ISIOREQ# 92 tts/o 

ALT--A20 85 0 GNT1 #/RESUME# 94 tls/o 

ALT_RST# 76 0 GNT2# 91 tts/o 
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Table 1. Alphabetical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type 

GNT3# 99 tts/o MEMCS16# 31 I/O (old) 

IDSEL 101 I MEMR# 203 I/O 

IGNNE# 72 0 MEMREO# 87 tls/o 

INIT 136 I MEMW# 204 I/O 

INT 75 0 NMI 74 0 

10CHK# 176 I OSC 80 I 

10CHRDY 191 I/O PAR 135 0 

IOCS16# 33 I PCICLK 90 I 

10R# 200 I/O PCIRST# 163 I 

10W# 198 I/O PIROO# 81 I 

IRDY# 126 I/O (sitts) PIR01 # 82 I 

IR01 168 I PIROU 83 I 

IR03 16 I PIR03# 84 I 

IR04 14 I REFRESH# 4 I/O 

IR05 11 I REOO#/SIOGNH 93 I 

IR06 9 I RE01# 98 I 

IR07 7 I RE02# 97 I 

IR08# 172 I RE03# 100 I 

IR09 184 I RSTDRV 177 0 

IR010 35 I SAO 30 I/O 

IR011 37 I SA1 29 I/O 

IRQ12/M 39 I SA2 28 I/O 

IR014 43 I SA3 24 I/O 

IROt5 41 I SA4 22 I/O 

LA17 46 I/O SA5 19 I/O 

LA18 44 I/O SA6 17 I/O 

LA19 42 I/O SA7 15 I/O 

LA20 40 I/O SA8 13 I/O 

LA21 38 I/O SA9 10 I/O 

LA22 36 I/O SA10 8 I/O 

LA23 34 I/O SA11 6 I/O 

LOCK# 133 I (sitts) SA12 5 I/O 

MASTER # 206 I SA13 3 I/O 

MEMACK# 88 I SA14 207 I/O 

MEMCS# 86 0 SA15 205 I/O 
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Table 1. Alphabetical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type 

SA16 202 liD ZEROWS# 188 I 
SA17 201 liD Voo 1 V 
SA18 199 I/O Voo 79 V 
SA19 197 liD Voo 104 V 
SBHE# 32 liD Voo 105 V 
SOO 190 liD Voo 116 V 
S01 189 liD Voo 131 V 
S02 187 liD Voo 144 V 
S03 186 liD Voo 156 V 
S04 185 liD Voo 157 V 
S05 180 liD Voo 181 V 
S06 179 liD Voo 25 V 
S07 178 liD Voo 52 V 
S08 55 I/O Voo 53 V 
S09 60 liD Voo 195 V 
S010 62 liD Voo 208 V 
S011 64 liD Vss 2 V 
S012 67 liD Vss 12 V 
S013 68 liD Vss 26 V 
S014 69 liD Vss 27 V 
S015 70 liD Vss 54 V 
SERR# 134 I Vss 66 V 
SMEMR# 196 0 Vss 77 V 
SMEMW# 192 0 Vss 78 V 
SMI# 160 0 Vss 103 V 
SPKR 73 0 Vss 117 V 
STOP# 132 liD (sltls) Vss 129 V 
STPCLK# 167 0 Vss 130 V 
SYSCLK 166 0 Vss 145 V 
TEST 169 I Vss 158 V 
TESTO 21 0 Vss 162 V 
TROY# 127 liD (sltls) Vss 182 V 
UBUSOE# 164 0 Vss 183 V 
UBUSTR 165 0 Vss 194 V 
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Table 2. Numerical Pin Assignment 

Pin Name Pin # Type Pin Name' Pin # Type 

Voo 1 V LA22 36 I/O 

Vss 2 V IR011 37 I 
SA13 3 I/O LA21 38 I/O 
REFRESH# 4 I/O IR012/M 39 I 
SA12 5 I/O LA20 40 I/O 
SA11 6 I/O IR015 41 I 
IR07 7 I LA19 42 I/O 
SA10 8 I/O IR014 43 I 
IR06 9 I LA18 44 I/O 
SA9 10 I/O OACKO# 45 0 
IR05 11 i LA17 46 I/O 

VSS 12 V OREOO 47 I 
SA8 13 I/O OACK1# 48 0 
IR04 14 I OACK3# 49 0 
SA7 15 I/O OACK5# 50 0 
IR03 16 I ORE05 51 I 
SA6 17 I/O Voo 52 V 
OACKU 18 0 Voo 53 V 
SA5 19 I/O Vss 54 V 
EOP 20 I/O S08 55 I/O 
TESTO 21 0 ORE01 56 I 
SA4 22 I/O ORE02 57 I 
BALE 23 0 ORE03 58 I 
SA3 24 I/O OACK6# 59 0 

Voo 25 V S09 60 I/O 

Vss 26 V ORE06 61 I 

Vss 27 V S010 62 I/O 
SA2 28 I/O DACK7# 63 0 
SA1 29 I/O S011 64 I/O 
SAO 30 I/O ORE07 65 I 
MEMCS16# 31 I/O (o/d) Vss 66 V 
SBHE# 32 I/O S012 67 I/O 
IOCS16# 33 I S013 68 I/O 
LA23 34 I/O S014 69 I/O 
IR010 35 I S015 70 I/O 
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.Table 2. Numerical Pin Assignment (Continued) 

·Pin Name Pin #" Type Pin Name Pin # Type 
FERR#/IRQ13 71 I AD30 106 I/O 
IGNNE# 72 0 AD29 107 I/O 
SPKR 73 0 AD28 108 I/O 
NMI 74 0 

AD27 109 I/O 
INT 75 0 

AD26 110 I/O 
ALT_RST# 76 0 

Vss 77 V 
AD25 111 I/O 

Vss 78 V 
AD24 112 I/O 

Voo 79 V C/BE3# 113 I/O 

OSC 80 I AD23 114 I/O 

PIRQO# 81 I AD22 115 I/O 

PIRQ1 # 82 I Voo 116 V 

PIRQU 83 I Vss 117 V 

PIRQ3# 84 I AD21 118 I/O 

ALTJ20 85 0 AD20 119 liD 
MEMCS# 86 0 AD19 120 I/O 
MEMREQ# 87 tls/o AD18 121 I/O 
MEMACK# 88 I 

AD17 122 I/O 
FLSHREQ# 89 tls/o 

AD16 123 1/0 
PCICLK 90 I 

GNTU 91 tls/o 
C/BEU 124 I/O 

GNTO#./SIOREQ# 92 tls/o 
FRAME# 125 I/O (sltls) 

REQO# /SIOGNT # 93 I IRDY# 126 I/O (s/tls) -
GNT1 #/RESUME# 94 tls/o TRDY# 127 I/O (sltls) 

CPUGNT# 95 tls/o DEVSEL# 128 I/O (s/tls) 

CPUREQ# 96 I Vss 129 V 

REQU 97 I Vss 130 V 

REQ1# 98 I Voo 131 V 

GNT3# 99 I STOP# . 132 I/O (s/tls) 
REQ3# 100 I LOCK # 133 I (sltls) 
IDSEL 101 I SERR# 134 I 
AD31 102 I/O 

PAR 135 0 
Vss· 103 V 

INIT 136 I 
Voo 104 V 

Voo 105 V 
C/BE1 # 137 I/O 

AD15 138 1/0 

AD14 139 I/O 

AD13 140 I/O 
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Table 2. Numerical Pin Assignment (Continued) 

Pin Name Pin # Type Pin Name Pin # Type 

AD12 141 1/0 ECSADDRO 175 0 

AD11 142 1/0 10CHK# 176 I 

AD10 143 1/0 RSTDRV 177 0 

Voo 144 V SD7 178 1/0 

Vss 145 V SD6 179 1/0 

AD9 146 1/0 SD5 180 1/0 

C/BEO# 147 1/0 Voo 181 V 

AD8 148 1/0 Vss 182 V 

AD7 149 1/0 Vss 183 V 

AD6 150 1/0 tR09 184 I 

AD5 151 1/0 SD4 185 1/0 

AD4 152 1/0 SDS 186 1/0 

AD3 153 1/0 SD2 187 1/0 

AD2 154 1/0 ZEROWS# 188 I 

AD1 155 110 SD1 189 1/0 

Voo 156 V SDO 190 1/0 

Voo 157 V 10CHRDY 191 1/0 

Vss 158 V SMEMW# 192 0 

ADO 159 1/0 AEN 193 0 

SMI# 160 0 Vss ' 194 V 

DSKCHG 161 ·1 Voo 195 V 

Vss 162 V SMEMR# 196 0 

PCIRST# 163 I SA19 197 1/0 

UBUSOE# 164 0 10W# 198 1/0 

UBUSTR 165 0 SA18, 199 1/0 

SYSCLK 166 0 10R# 200 1/0 

STPCLK# 167 0 SA17 201 1/0 

IR01 168 I SA16 202 1/0 

TEST 169 I MEMR# 203 1/0 

ECSEN# 170 0 MEMW# 204 1/0 

EXTSMI# 171 I SA15 205 1/0 

IR08# 172 I MASTER # 206 I 

ECSADDR2 173 0 SA14 207 1/0 

ECSADDR1 174 0 Voo 208 V 
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3.0 SIGNAL DESCRIPTION The terms assertion and negation are used exten­
sively. This is done to avoid confusion when working 
with a mixture of "active-low" and "active-high" sig­
nals. The term assert, or assertion indicates that a 
signal is active, independent of whether that level is 
represented by a high or low voltage. The term ne­
gate, or negation indicates that a signal is inactive. 

This section contains a detailed description of each 
signal. The signals are arranged in functional groups 
according to the interface. 

Note that the "#" symbol at the end of a signal 
name indicates that the active, or asserted state oc­
curs when the signal is at a low voltage level. When 
"#" is not present after the signal name, the signal 
is asserted when at the high voltage level. 

3.1 PCI Bus Interface Signals 
Signal Name Type Description 

PCICLK I PCI CLOCK: PCICLK provides timing for all transactions on the PCI Bus. All other 
PCI signals are sampled on the rising edge of PCICLK, and all timing parameters are 
defined with respect to this edge. Frequencies supported by the SIO include 25 MHz 
and 33 MHz. 

PCIRST# I PCI RESET: PCIRST#forces the SIO to a known state. AD[31 :0], C/BE[3:0] #, and 
PAR are always driven low by the SIO synchronously from the leading edge of 
PCIRST #. The SIO always tri-states these Signals from the trailing edge of 
PCIRST #. If the internal arbiter is enabled (CPUREQ# sampled high on the trailing 
edge of PCIRST#), the SIO will drive these signals low again (synchronously 2-5 
PCICLKs later) until the bus is given to another master. If the internal arbiter is 
disabled (CPUREQ# sampled low on the trailing edge of PCIRST#), these signals 
remain tri-stated until the SIO is required to drive them valid as a master or slave. 

FRAME#,IRDY#, TRDY#, STOP#, DEVSEL#, MEMREQ#, FLSHREQ#, 
CPUGNT #, GNTO # ISIOREQ #, and GNT1 # IRESUME # are tri-stated from the 
leading edge of PCIRST#. FRAME#,IRDY#, TRDY#, STOP#, and DEVSEL# 
'remain tri-stated until driven by the SIO as either a master or a slave. MEMREQ#, 
FLSHREQ#, CPUGNT #, GNTO #/SIOREQ#, and GNT1 # IRESUME # are tri-
stated until driven by the SIO. After PCIRST#, MEMREQ# and FLSHREQ# are 
driven inactive asynchronously from PCIRST # inactive. CPUGNT #, GNTO# I 
SIOREQ#, and GNT1 #/RESUME# are driven based on the arbitration scheme 
and the asserted REQx#'s. 

All registers are set to their default values. PCI RST # may be asynchronous to 
PCICLK when asserted or negated. Although asynchronous, negation must be a 
clean, bounce-free edge. Note that PCIRST# must be asserted for more than 1 /Ls. 
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3.1 PCI Bus Interface Signals (Continued) 

Signal Name Type Description 

AD[31:0] 1/0 PCI ADDRESS/DATA. AD[31 :0] is a multiplexed address and data bus. During the 
first clock of a transaction, AD[31 :0] contain a physical byte address (32 bits). 
During subsequent clocks, AD[31 :0] contain data. 

A SIO Bus transaction consists of an address phase followed by one or more data 
phases. Little-endian byte ordering is used. AD[7:0] define the least significant byte 
(LSB) and AD[31 :24] the most significant byte (MSB). 

When the SIO is a target, AD[31 :0] are inputs during the address phase of a 
transaction. During the following dataphase(s), the SIO may be asked to supply 
data on AD[31 :0] for a PCI read, or accept data for a PCI write. 

As a master, the SIO drives a valid address on AD[31 :2] during the address phase, 
and drives write or latches read data on AD[31 :0] during the data phase. The SIO 
always dri!les AD[ 1 :0] low as a master. 

AD[31 :0] are always driven low by the SIO synchronously from the leading edge of 
PCIRST#. The SIO always tri-states AD[31:0] from the trailing edge of PCIRST#. If 
the internal arbiter is enabled (CPUREQ# sampled high on the trailing edge of 
PCIRST #), the SIO drives AD[31 :0] low again (synchronously 2-5 PCICLKs later) 
until the bus is given to another master. If the internal arbiter is disabled (CPUREQ# 
sampled low on the trailing edge of PCIRST#), AD[31:0] remain tri-stated until the 
510 is required to drive them valid as a master or slave. 

When the internal arbiter is enabled, the SIO acts as the central resource 
responsible for driving the AD[31 :0] signals when no one is granted the PCI Bus and 
the bus is idle. When the internal arbiter is disabled, the SIO does not drive AD[31 :0] 
as the central resource. The SIO is always responsible for driving AD[31 :0] when it 
is granted the bus (SlOG NT # and idle bus) and as appropriate when it is the master 
of a transaction. 

C/BE[3:0]# I/O BUS COMMAND AND BYTE ENABLES: The command and byte enable signals are 
multiplexed on the same PCI pins. During the address phase of a transaction, 
C/BE[3:0] # define the bus command. During the data phase C/BE[3:0] # are used 
as Byte Enables. The Byte Enables determine which byte lanes carry meaningful 
data. C/BE# [0] applies to byte 0, C/BE[1] to byte 1, C/BE[2] to byte 2, and 
C/BE# [3] to byte 3. 

The SIO drives C/BE[3:0] # as an initiator of a PCI Bus cycle apd monitors 
C/BE[3:0] # as a Target. 

C/BE[3:0] # are always driven low by the SIO synchronously from the leading edge 
of PCIRST #. The SIO always tri-states C/BE [3:0] # from the trailing edge of 
PCIRST #. If the internal arbiter is enabled (CPUREQ # sampled high on the trailing 
edge of PCIRST#), the SIO drives C/BE[3:0] # low again (synchronously 2-5 
PCICLKs later) until the bus is given to another master. If the internal arbiter is 
disabled (CPUREQ# sampled low on the trailing edge of PCIRST#), C/BE[3:0] # 
remain tri-stated until the SIO is required to drive them valid as a master or slave. 

When the internal arbiter is enabled, the SIO acts as the central resource 
responsible for driving the C/BE[3:0] # signals when no one is granted the PCI Bus 
and the bus is idle. When the internal arbiter is disabled, the SIO does not drive 
C(BE[3:0] # as the central resource. The SIO is always responsible for driving 
C/BE[3:0] # when it is granted the bus (SlOG NT # and idle bus) and as appropriate 
when it is the master of a transaction. 
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3.1 PCI Bus Interface Signals (Continued) 

Signal Name Type Description 

FRAME# 1/0 CYCLE FRAME: FRAME # is driven by the current 'master to indicate the 
(sltlS) beginning and duration of an access. FRAME# is asserted to indicate a bus 

transaction is beginning. While FRAME# is asserted data transfers continue. 
When FRAME# is negated the transaction is in the final data phase. FRAME# is 
an input to the SIO when the SIO is the target. FRAME# is an output when the SIO 
is the initiator. FRAME # is tri-stated from the leading edge of PCIRST #. FRAME # 
remains tri-stated until driven by the SIO as either a master or a slave. 

TRDY# 1/0 TARGET READY: TRDY# indicates the SIO's ability to complete the current data 
(sltls) phase of the transaction. TRDY # is used in conjunction with IRDY #. A data phase 

is completed when both TRDY # and IRDY # are sampled asserted. During a read, 
TRDY# indicates that the SIO, as a target, has placed valid data on·AD[31 :0]. 
Doring a write, it indicates the SIO, as a target is prepared to latch data. TRDY is an 
input to the SIO when the SIO is the initiator and an output when the SIO is a 
target. TRDY # is tri-stated from the leading edge of PCIRST #. TRDY # remains 
tri-stated until driven by the SIO as either a master or a slave. 

IRDY# 1/0 INITIATOR READY: IRDY # indicates the SIO's ability, as an initiator, to complete 
(sltls) the current data phase of the transaction. It is used in conjunction with TRDY #. A 

data phase is completed on any clock that both IRDY # and TRDY # are sampled 
.asserted. During a write, I RDY # indicates the SIO has valid data present on 
AD[31 :0]. During a read, it indicates the SIO is prepared to latch data. IRDY is an 
input to the SIO when the SIO is the target and an output when the SIO is an 
initiator. IRDY # is tri-stated from the leading edge of PCIRST #. IRDY # remains 
tri-stated until driven by the SIO as either a master or a slave. 

STOP# 110 STOP: STOP # indicates that the SIO, as a target, is requesting a master to stop 
(sltls) the current transaction. As a master, STOP # causes the SIO to stop the current 

transaction. STOP# is an output when the SIO is a target and an input when the 
SIO is an initiator. STOP# is tri-stated from the leading edge of PCIR$T#. STOP# 
remains tri-stated until, driven by the SIO as either a master or a slave. 

LOCK# I LOCK: LOCK # indicates an atomic operation that may require multiple 
transactions to complete. LOCK # is always an input to the SIO. When the SIO is 
the target of a transaction and samples LOCK # negated during the address phase 
of a transaction, the SIO considers itself a locked resource until it samples LOCK # 
and FRAME# negated. When other masters attempt accesses while the SIO is 
locked, the SIO responds with a retry termination. LOCK # is tri-stated during reset. 

IDSEL I INITIALIZATION DEVICE SELECT: IDSEL is used as a chip select during 
configuration read and write transactions. The SIO samples IDSEL during the 
address phase of a transaction. If IDSEL is sampled active, and the bus command 
is a configuration read or write, the SIO responds by asserting DEVSEL # on the 
next cycle. 

DEVSEL# 1/0 DEVICE SELECT: The SIO asserts DEVSEL# to claim a PCI transaction through 
(sltls) positive or subtractive decoding. As an output, theSIO asserts DEVSEL# when it 

samples IDSEL active in configuration cycles to SIO configuration registers. The 
SIO also asserts DEVSEL # when an internal SIO address is decoded or when the 
SIO subtractively decodes a cycle. As an input, DEVSEL# indicates the response 
to a SIO master-initiated transaction. The SIO also samples this signal for all PCI 
transactions to decide to subtractively decode the cycle. DEVSEL # is tri-stated 
from the leading edge of PCIRST#. DEVSEL# remains tri-stated until driven by 
the SIO as either a master or a slave. 
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3.1 PCI Bus Interface Signals (Continued) 

Signal Name Type Description 

PIRQ[3:0]# I PCIINTERRUPT REQUEST: PIRQ#s are used to generate asynchronous 
interrupts to the CPU via the Programmable Interrupt Controllers (82C59s) 
integrated in the 510. These signals are defined as level sensitive and are asserted 
low. 

The PIRQx# interrupts can be steered into any unused IRQ interrupt. The PIRQx# 
Route Control Register determines which IRQ interrupt each PCI interrupt is steered 
into. 

These pins include a weak internal pull-up resistor. 

PAR 0 CALCULATED PARITY SIGNAL: PAR is "even" parity and is calculated on 
36 bits-AD [31 :0] plus C/BE[3:0] #. "Even" parity means that the number of "1 "s 
within the 36 bits plus PAR are counted and the sum is always even. PAR is always 
calculated on 36 bits regardless of the valid byte enables. PAR is generated for 
address and data phases and is only guaranteed to be valid one PCI clock after the 
corresponding address or data phase. PAR is driven and tri-stated identically to the 
AD[31:0] lines except that PAR is delayed by exactly one PCI clock. PAR is an 
output during the address phase (delayed one clock) for all 510 master transactions. 
It is also an output during the data phase (delayed one clock) when the 510 is the 
master of a PCI write transaction, and when it is the target of a read transaction. 

PAR is always driven low by the 510 synchronously from the leading edge of 
PCIRST #. The 510 always tri~states PAR from the trailing edge of t:'CIRST #. If the 
internal arbiter is enabled (CPUREQ# sampled high on the trailing edge of 
PCIRST #), the 510 drives PAR low again (synchronously 2-5 PCICLKs later) until 
the bus is given to another master. If the internal arbiter is disabled (CPUREQ# 
sampled low on the trailing edge of PCIRST#), PAR remains tri-stated until the 510 
is required to drive them valid as a master or slave. 

When the internal arbiter is enabled, the 510 acts as the central resource 
responsible for driving PAR .when no device is granted the PCI Bus and the bus is 
idle. When the internal arbiter is disabled, the 510 does not drive PAR as the central 
resource. The 510 is always responsible for driving PAR when it is granted the bus 
(SlOG NT # alld idle bus) and as appropriate when it is the master of a transaction. 

SERR# I SYSTEM ERROR: SERR # can be pulsed active by any PCI device that detects a 
system error condition. Upon sampling SERR # active, the 510 generates a non-
maskable interrupt (NMI) to the CPU. 
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3.2 PCI Arbiter Signals 

Signal Name Type Description 

CPUREQ# I CPU REQUEST: This signal provides the following functions: 

1. If CPUREQ# is sampled high on the trailing edge of PCIRST#, the internal arbiter 
is enabled. If CPUREQ# is sampled low on the trailing edge of PCIRST #, the 
internal arbiter is disabled. This requires that the host bridge drive CPUREQ# high 
during PCIRST#. 

2. If the SIO's internal arbiter is enabled, this pin is configured as CPUREQ#. An 
active low assertion indicate.s that the CPU initiator desires the use of the PCI Bus. If 
the internal arbiter is disabled, this pin is meaningless after reset. This pin has a 
weak internal pull-up resistor. 

REQO#I I REQUEST OISIO GRANT: If the SIO's internal arbiter is enabled, this pin is 
SIOGNH . configured as REQO#. An active low assertion indicates that InitiatorO desires the 

use of the PCI Bus. If the internal arbiter is disabled, this pin is configured as 
SIOGNT #. When asserted, SIOGNT # indicates that the external PCI arbiter has 
granted use of the bus to the SIO. This pin has a weak internal pull-up resistor. 

REQ1# I REQUEST 1: If the SIO's internal arbiter is enabled through the Arbiter Configuration 
Register, then this signal is configured as REQ1 #. An active low assertion indicates 
that Initiator1 desires the use of the PCI Bus. If the internal arbiter is disabled, the 
SIO ignores REQ1 # after reset. This pin has a weak internal pull-up resistor. 

CPUGNT# tI-s/o CPU GRANT: If the SIO's internal arbiter is enabled, this pin is configured as 
CPUGNT #. The SIO's internal arbiter asserts CPUGNT # to indicate that the CPU 
initiator has been granted the PCI Bus. If the internal arbiter is disabled, this signalis 
meaningless. CPUGNT# is tri-stated from the leading edge of PCIRST#. 
CPUGNT # is tri-stated until driven by the SIO. CPUGNT # is driven based on the 
arbitration scheme and the asserted REQx # 'So 

GNTO#I tls/o GRANT O/SIO REQUEST: If the SIO's internal arbiter is enabled, this pin is 
SIOREQ# configured as GNTO#. The SIO's internal arbiter asserts GNTO# to indicate that 

'InitiatorO has been granted the PCI Bus. If the internal arbiter is disabled, this pin is 
configured as SIOREQ#. The SIO asserts SIOREQ# to request the PCI Bus. 
GNTO# ISIOREQ# is tri-stated from the leading edge of PCIRST #. 
GNTO# ISIOREQ # is tri-stated until driven by the SIO. GNTO # ISIOREQ# is driven 
based on the arbitration scheme and the asserted REQx#'s. 

GNT1#1 tls/o GRANT 1/RESUME: If the SIO's internal arbiter is enabled, this pin is configured as 
RESUME# , GNT1 #. The SIO's internal arbiter asserts GNT1 # to indicate that Initiator1 has 

been granted the PCI Bus. If the internal arbiter is disabled, this pin is configured as 
RESUME #. The SIO asserts RESUME # to indicate that the conditions causing the 
SIO to retry the cycle has passed. GNT1 # IRESUME# is tri-stated from the leading 
edge of PCIRST #. GNT1 # IRESUME # is tri-stated until driven by the SIO. 
GNT1 # IRESUME # is driven based on the arbitration scheme and the asserted 
REQx#'s. 

REQ2# I REQUEST 2: This pin is an active low signal that indicates that Initiator2 desires the 
use of the PCI Bus. This signal has a weak internal pull-up resistor. 
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3.2 PCI Arbiter Signals (Continued) 

Signal Name Type Description 

REQ3# I REQUEST 3: This pin is an active low signal that indicates that Initiator3 desires the 
use of the PCI Bus. This signal has a weak internal pull-up resistor. 

GNTU tlslo GRANT 2: This pin is configured as GNT2 #. The SIO's internal arbiter asserts 
GNT2# to indicate that Initiator2 has been granted the PCI Bus. GNT2# is high 
upon reset. 

GNT3# tlslo GRANT 3: This pin is configured as GNT3#. The SIO's internal arbiter asserts 
GNT3# to indicate that Initiator3 has been granted the PCI Bus. GNT3# is high 
upon reset. 

MEMREQ# tlslo MEMORY REQUEST: If the SIO is configured in Guaranteed Access Time (GAT) 
Mode, MEMREQ# will be asserted when an ISA master or DMA is requesting the 
ISA Bus (along with FLSHREQ#) to indicate that the SIO requires ownership of the 
main memory. MEMREQ # is tri-stated from the leading edge of PCIRST #. 
MEMREQ# remains tri-stated until driven by the SIO. After PCIRST, MEMREQ# is 
driven inactive asynchronously from PCI RST # inactive. The SIO asserts 
FLSHREQ# concurrently with asserting MEMREQ#. 

FLSHREQ# MEMREQ# Meaning 
1 1 Idle 
0 1 

I 
Flush buffers pointing towards PCI to avoid ISA 
deadlock 

1 0 Reserved 
0 0 GAT mode. Guarantee PCI Bus immediate access to 

main memory (this mayor may not require the PCI-to-
main memory buffers to be flushed first depending on 
the number of buffers). 

FLSHREQ# tlslo FLUSH REQUEST: FLSHREQ # is generated by the SIO to command all of the 
system's posted write buffers pointing towards the PCI Bus to be flushed. This is 
required before granting the ISA Bus to an ISA master or the DMA. FLSHREQ # is 
tri-stated from the leading edge of PCIRST #. FLSHREQ# remains tri-stated until 
driven by the SIO. After PCIRST, FLSHREQ# is driven inactive asynchronously 
from PCIRST # inactive. 

MEMACK# I MEMORY ACKNOWLEDGE: MEMACK# is the response handshake that indicates 
to the.SIO that the function requested over the MEMREQ# andlor FLSHREQ# 
signals has been completed. In GAT mode (MEMREQ# and FLSHREQ# asserted), 
the main memory bus is dedicated to the PCI Bus and the system's posted write 
buffers pointing towards the PCI Bus have been flushed and are disabled. In non-
GAT mode (FLSHREQ # asserted alone), this means the system's posted write 
buffers have been flushed and are disabled. In either case, the SIO can now grant 
the ISA Bus to the requester. , 
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3.3 Address Decoder Signal 

Signal Name Type Description 

MEMCS# 0 MEMORY CHIP SELECT: MEMCS# is a programmable address decode signal 
provided to a Host CPU bridge. A CPU bridge can use MEMCS# to forward a PCI 
cycle to main memory behind the bridge. MEMCS# is driven one PCI clock after 
FRAME # is sampled active (address phase) and is valid for one clock cycle before 
going inactive. MEMCS# is high upon reset. 

3~4 Power Management Signals 

Signal Name Type Description 

SMI# 0 SYSTEM MANAGEMENT INTERRUPT: SMI# is an active low output that is 
asserted by the SIO in response to one of many enableable hardware or software 
events. SMI # connects directly to the CPU. The SMI # signal is an asychronous 
input to the CPU. The CPU recognizes the falling edge of SMI # as the highest 
priority interrupt in the system. The CPU responds by entering SMM (System 
Management Mode). SMI # is deasserted during and following reset. 

STPCLK# 0 STOP CLOCK: STPCLK # is an active low output that is asserted by the SIO in 
response to one of many enableable hardware or software events. STPCLK # 
connects directly to the CPU. The STPCLK# signal is an asynchronous input to the 
CPU. When the CPU samples STPCLK# asserted it responds by stopping its 
internal clock. STPCLK # is deasserted during and following reset. I 

EXTSMI# I EXTERNAL SYSTEM MANA~EMENT INTERRUPT: EXTSMI # is a falling edge 
triggered input to the SIO indicating that an external device is requesting the system 
to enter SMM mQde. When enabled, a falling edge on EXTSMI# will result in the 
assertion of the SMI # signal to the CPU. EXTSMI # is an asychronous input to the 
SIO. However, when the setup and hold times are met, it is only required to be 
asserted for, one PCICLK. Once deasserted, it must remain deasserted for at least 
four PCICLKs in order to allow the edge detect logic to reset. 

This pin includes a weak internal pull-up resistor. 

INIT' I INIT: INIT is an input to the SIO indicating that the CPU is actually being soft reset. It 
is connected to the INIT pin of the CPU. 

This pin includes a weak internal pull-up resistor. 

3.5 ISA Interface Signals 

Signal Name Type Description 

AEN 0 ADDRESS ENABLE: AEN is asserted during DMA cycles to prevent (/0 slaves from 
misinterpreting DMA cycles as valid I/O cycles. When negated, AEN indicates that 
an I/O slave may respond to address and I/O commands. When asserted, AEN 
informs I/O resources on the ISA Bus that a D~A transfer is occ~rring. This signal is 
also driven high during refresh cycles. A!=N is driven low upon reset. 
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3.5 ISA Interface Signals (Continued) 

Signal Name Type Description 

BALE 0 BUS ADDRESS LATCH ENABLE: BALE is an active high signal asserted by the 
SIO to indicate that the address (SA[19:0], LA[23:17]), AEN and SBHE# signal 
lines are valid. The LA[23:17] address lines are latched on the trailing edge of 
BALE. BALE remains asserted throughout DMA and ISA master cycles. BALE is 
driven low upon reset. 

SYSCLK 0 SYSTEM CLOCK: SYSCLK is an output of the SIO component. The frequencies 
supported are 6 MHz to 8.33 MHz. 

10CHRDY I/O I/O CHANNEL READY: Resources on the ISA Bus assert 10CHRDY to indicate that 
additional time (wait-states) is required to complete the cycle. This signal is normally 
high on the ISA Bus. 10CHRDY is an input when the SIO owns the ISA Bus and a 
PCI agent is accessing an ISA slave or during compatible DMA transfers 
(compatible cycles only). 10CHRDY is output when an externallSA Bus Master 
owns the ISA Bus and is accessing a PCI slave or an SIO register. As an SIO output, 
10CHRDY is driven inactive (low) from the falling edge of the ISA commands. After 
data is available for an ISA master read or the SIO latches the data for a write cycle, 
10CHRDY is asserted for 70 ns. After 70 ns, the SIO floats 10CHRDY. The 70 ns 
includes both the drive time and the time it takes the SIO to float 10CHRDY. The 
510 does not drive this signal when an ISA Bus master is accessing an ISA Bus 
slave. 10CHRDY is tri-stated upon reset. 

IOCS16# I 16·BIT 1/0 CHIP SELECT: This signal is driven by I/O devices on the ISA Bus to 
indicate that they support 16-bit I/O bus cycles. 

10CHK# I 1/0 CHANNEL CHECK: 10CHK # can be driven by any resource on the ISA Bus. 
When asserted, it indicates that a parity or an un-correctable error has occurred for 
a device or memory on the ISA Bus. A NMI will be generated to the CPU if the NMI 
generation is enabled. 

10R# I/O 1/0 READ: lOR # is the cOmmand to an ISA I/O slave device that the slave may 
drive data on to the ISA data bus (SD[15:0]). The I/O slave device must hold the 
data valid until after lOR # is negated. lOR # is an output when the 510 owns the 
ISA Bus. lOR # is an input when an externallSA master owns the ISA Bus. lOR # is 
driven high upon reset. 

10W# I/O 1/0 WRITE: lOW # is the command to an ISA I/O slave device that the slave may 
latch data from the ISA data bus (SD[15:0]). 10W# is an output when the SIO owns 
the ISA Bus. lOW # is an input when an external ISA master owns the ISA Bus. 
lOW # is driven high upon reset. 

LA[23:17] I/O UNLATCHED ADDRESS: The LA[23:17j address lines are bi-directional. These 
address lines allow accesses to physical memory on the ISA Bus up to 16 MBytes. 
LA[23:17] are outputs when the SIO owns the ISA Bus. The LA[23:17] lines 
become inputs whenever an ISA master owns the ISA Bus. These signals are 
undefined during DMA type "A", "B", and "F" cycles. The LA[23:17] signals are at 
an unknown state upon reset. 

SA[19:0] I/O SYSTEM ADDRESS BUS: These bi-directional address lines define the selection 
with the granularity of one byte within the one Megabyte section of memory defined 
by the LA[23:17] address lines. The address lines SA[19:17j that are coincident 
with LA [19: 17] are defined to have the same values as LA [19: 17] for all memory 
cycles. For I/O accesses, only SA[15:0~ are used. SA[19:01 are outputs when the 
SIO owns the ISA Bus. SA[19:0] are inputs when an externallSA Master owns the 
ISA Bus. SA[19:0] are undefined during DMA type "A", 'B", or "F" cycles. SA[19:0] 
are at an unknown state upon reset. 
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3.5 ISA Interface Si'gnals (Continued) 

Signal Name Type Description 

SBHE# 110 SYSTEM BYTE HIGH ENABLE: SBHE# indicates, when asserted, that a byte is 
being transferred on the upper byte (SO[15:8]) of the data bus. SBHE# is negated 
during refresh cycles. SBHE# is an output when the SID owns the ISA Bus. SBHE# 
is an input when an externallSA master owns the ISA Bus. SBHE# is at an 
unknown state upon reset. 

MEMCS16# 00 MEMORY CHIP SELECT 16: MEMCS16# is a decode of LA[23:17j without any 
qualification of the command signal lines. ISA slaves that are 16-bit memory devices 
drive this signal low. The SID ignores MEMCS16# during 110 access cycles and 
refresh cycles. During OMA cycles, this signal is only used by the byte swap logic. 
MEMCS16# is an input when the SID owns the ISA Bus. MEMCS16# is an output 
when an ISA Bus master owns the ISA Bus. The SID drives this signal low during 
ISA master to PCI memory cycles. MEMCS16# is at an unknown state upon reset. 

MASTER # I MASTER: An ISA Bus master asserts MASTER # to indicate that it has control of 
the ISA Bus. Before the ISA master can assert MASTER # , it must first sample 
OACK # active. Once MASTER # is asserted, the ISA master has control of the ISA 
Bus until it negates MASTER # . 

MEMR# 110 MEMORY READ: MEMR.# is the command to a memory slave that it may drive data 
onto the ISA data bus. MEMR # is an output when the SID is a master on the ISA 
Bus. MEMR # is an input when an ISA master, other than the SID, owns the ISA 
Bus. This signal is also driven by the SID during refresh cycles. 

" For compatible timing mode OMA cycles, the SID, as a master, asserts MEMR # if 
the address is less, than 16 MBytes. This signal is not generated for accesses to 
addresses greater than 16 MByte. 

MEMR# is not driven active during OMA type "A", "B", or "F" cycles. 

MEMW# 110 MEMORY WRITE: MEMW # is the command,to a memory slave that it may latch 
data from the ISA data bus. MEMW# is an output when the SID owns the ISA Bus. 
MEMW # is an input when an ISA master, other than the SIO, owns the ISA Bus. 

For compatible timing mode OMA cycles, the SID, as a master, asserts MEMW # if 
the address is less than 16 MBytes. This signal is not generated for accesses to 
addresses greater than 16 MByte. 

MEMW# is not driven active during OMA type "A", "B", or "F" cycles. 

SMEMW# 0 SYSTEM MEMORY WRITE: The SID asserts SMEMW # to request a memory slave 
to accept data from the data lines. If the access is below the 1 MByte range 
(OOOOOOOOh-OOOFFFFFh) during OMA compatible, SID master, or ISA master 
cycles, the SID asserts SMEMW #. SMEMW # is a delayed version of MEMW #. 
SMEMW # is driven high upon reset. 

SMEMR# 0 SYSTEM MEMORY READ: The SID asserts SMEMR # to request a memory slave 
to accept dat,a from the data lines. If the access is below the 1 MByte range 

I 
(OOOOOOOOh-OOOFFFFFh) during OMA compatible, SID master, or ISA master 
cycles, the SID asserts SMEMR #. SMEMR # is a delay version of MEMR #. Upon 
PCIRST # this signal is low. SMEMR # is driven high upon reset. 
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3.5 ISA Interface Signals (Continued) 

Signal Name Type Description 

ZEROWS# I ZERO W~IT·STATES:,A;n ISA slave asserts ZEROWS# after its address and 
command signals have been decoded to indicate that the current cycle can be 
shortened. A 16-bit ISA memory cycle can be reduced to two SYSCLKs. An 8-bit 
memory or I/O cycle can be reduced to three SYSCLKs. ZEROWS # has no effect 
during 16-bit 1/9 cycles. 

If 10CHRDY and ZEROWS# are both asserted during the same clock, then 
ZEROWS # is ignored and wait states are added as a function of IOCHRDY (Le., 
10CHRDY has precedence over ZEROWS #). 

OSC I OSCILLATOR: OSC is the 14.31818 MHz ISA clock signal. It is used by the internal 
8254 Timer, counters 0, 1, and 2. 

RSTDRV 0 RESET DRIVE: The SIO asserts RSTDRV to reset devices that reside on the ISA 
Bus. The SIO asserts this signal when PCIRST # (PC I Reset) is asserted. In 
addition, the SIO can be programmed to assert RSTDRV by writing to the ISA Clock 
Divisor Register. Software should assert the RSTDRV during configuration to reset 
the ISA Bus when changing the clock divisor. Note that when RSTDRV is generated 
via the ISA Clock Divisor Register, software must ensure that RSTDRV is driven 
active for a minimum of 1 I£s. 

SD[15:0] I/O System DATA: SD[15:0] provide the 16-bit data path for devices residing on the 
ISA'Bus. SD[15:8] correspond to the high order byte and SD[7:0] correspond to the 
low order byte. SD[15:0] are undefined during refresh. The SIO tri-states SD[15:0] 
during reset. . 

3.6 DMA Signals 

Signal Name Type Description 

DREO [3:0,7:5] I DMA REQUEST: The DREO lines are used to request DMA service from the 
SIO's DMA controller or for a 16-bit master tO,gain control of the ISA expansion 
bus. The active level (high or low) is programmed via the DMA Command 
Register (bit 6). When the bit 6 = 0, DREO[3:0,7:5] are active high and when 
bit 6 = 1, the signals are active low. All inactive to active edges of DREO are 
assumed to be asynchronous. The request must remain active until the 
appropriate DACK signal is asserted. 

DACK# [3:0,7:5] 0 DMA ACKNOWLEDGE: The DACK output lines indicate that a request for DMA 
service has been granted by theSIO or that a 16-bit master has been granted 
the bus. The active level (high or low) is programmed via the DMA Command 
Register (bit 7). When bit 7 = 0, DACK # [3:0,7:5] are active low and when bit 
7 = 1, the signals are active high. These lines should be used to decode the 
DMA slave device with the lOR # or lOW # line to indicate selection. If used to 
signal acceptance of a bus master request, this signal indicates when it is legal 
to assert MASTER #. If the DMA controller has been programmed for a timing 
mode other than compatible mode, and another device has requested the bus, 
and a 4 I£s time has elapsed, this line will be negated and the transfer stopped 
b~fore the transfer is complete. In this case, the transfer is re-started at the next 
arbitration period that the channel wins the bus. Upon P.CIRST #, these lines are 
set inactive (high). 
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3.6 DMA Signals (Continued) 

Signal Name Type Description 

EOP 110 END OF PROCESS: EOp·is bi·directional, acting in one of two modes, and is directly 
connected to the TC line of the ISA Bus. DMA slaves assert EOP to the SIO to 
terminate DMA cycles. The SIO asserts EOP to DMA slaves as a terminal count 
indicator. 

EOP-IN MODE: For all transfer types during OMA, the SIO samples EOP. If it is 
sampled asserted, the transfer is terminated. 

TC·OUT MODE: The SIO asserts EOP after a new address has been output, if the 
byte count expires with that transfer. The EOP (TC) remains asserted until AEN is 
negated, unless AEN is negated during an autoinitialization. EOP (TC) is negated 
before AEN is negated during an autoinitialization. 

When all the DMA channels are not in use, the EOP signal is in output mode and 
negated (low). After PCIRST #, EOP is in output mode and inactive. 

REFRESH# 1/0 REFRESH: As an output, REFRESH # is used by the SIO to indicate when a refresh 
cycle is in progress. It should be used to enable the SA[15:0] address to the row 
address inputs of all banks of dynamic memory on the ISA Bus. Thus, when 
MEMR # is asserted, the entire expansion bus dynamic memory is refreshed. 
Memory slaves must not drive any data onto the bus during refresh. As an output, 
this signal is driven directly onto the ISA Bus. This signal is an output only when the 
SIO DMA refresh is Ii master on the bus responding to an internally generated 
request for refresh. 

As an input, REFRESH # is driven by 16-bit ISA Bus masters to initiate refresh 
cycles. Upon PCI RST # , this signal is tri·stated. 

3.7 Timer Signal 

Signal Name Type Description 

SPKR 0 SPEAKER DRIVE: The SPKR signal is the output of counter 2 and is "AN Oed" with 
Port 061 h bit 1 to provide Speaker Data Enable. This signal drives an external 
speaker driver device, which in turn drives the ISA system speaker. SPKR has a 
24 mA drive capability. Upon reset, its output state is O. 
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3.8 Interrupt Controller Signals 

Signal Name Type Description 

IRO[15,14, I INTERRUPT REQUEST: The IRO signals provide both system board components 
11:9,7:3,1] and ISA Bus I/O devices with a mechanism for asynchronously interrupting the 

CPU. The assertion mode of these inputs depends on the programming of L TIM, 
bit 3 of ICW1 on both Controller-1 and Controller-2. When LTIM is programmed to a 
0, a low-to-high transition on any of that controller's IRO lines is recognized as an 
interrupt request. This is "edge-triggered" mode. Edge-triggered mode is the SIO ' 
default. When L TIM Is programmed to a 1, a high level on any of that controller's 
IRO lines is recognized as an interrupt request. This mode is "level-triggered" mode. 
Upon PCIRST#, the IRO lines are placed in edge-triggered mode. 

An active IRO input must remain asserted until after the interrupt is acknowledged. If 
the input goes inactive before this time, a DEFAULT IR07 occurs when the CPU 

, acknowledges the interrupt. 
NOTE: 

Refer to the Utility Bus Signal descriptions for IR012 and IR013 signal descriptions. 

IROS# I INTERRUPT REQUEST EIGHT SIGNAL: IROS# is an active low interrupt input. 
The assertion mode of this input depends on the programming of the L TIM bit of 
ICW1 on both Controller-1 and Controller-2. When the LTIM = 0, a high-to-Iow 
transition on IRQ8# is recognized as an interrupt request. This is "edge-triggered" 
mode. Edge triggered mode is the SIO default. When the L TIM = 1 , a low level on 
IROS# is recognized as an interrupt request. This mode is "level-triggered" mode. 
Upon PCIRST #, IROS # will be placed in edge-triggered mode. 

IROS# must remain asserted until after the interrupt is acknowledged. If the input 
goes inactive before this time, a DEFAULT IR07 will occur when the CPU 
acknowledges the interrupt. 

INT 0 CPU INTERRUPT: INT is driven by the SIO to Signal the CPU that an interrupt 
request is pending and needs to be serviced. It is asynchronous with respect to 
SYSCLK or PCICLK and is always an output. The interrupt controller must be 
programmed following a reset to ensure that INT is at a known state. Upon 
PCIRST #, INT is driven low., 

NMI 0 NON-MASKABLE INTERRUPT: NMI is used to force a non-maskable interrupt to 
the CPU. The SIO generates an NMI when either SERR# or 10CHK# is asserted, 
depending on how the NMI Status and Control Register is programmed. The CPU 
detects an NMI when it detects a rising edge on NMI. After the NMI interrupt routine 
processes the interrupt, the NMI status bits in the NMI Status and Control Register 
are cleared by software. The NMI interrupt routine must read this register to 
determine the source of the interrupt. The NMI is reset by setting the corresponding 
NMI source enable/disable bit in the NMI Status and Control Register. To enable 
NMI interrupts, the two NMI enable/disable bits in-the register must be set to 0, and 
the NMI mask bit in the NMI Enable/Disable and Real-Time Clock Address Register 
must be set to 0. Upon PCIRST #, this Signal is driven low. 
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3.9 Utility Bus Signals 

Signal Name Type Description 

UBUSTR 0 UTILITY DATA BUS TRANSMIT/RECEIVE: UBUSTR is tied directly to the 
direction control of a 74F245 that buffers the utility data bus, UD[7:0). UBUSTR is 
asserted for all I/O read cycles (regardless if a Utility Bus device has been 
decoded). UBUSTR is asserted for memory cycles only if BIOS space has been 
decoded. For PCI and ISA master-initiated read cycles, UBUSTR is asserted from 
the falling edge of either 10R# or MEMR #, depending on the cycle type (driven 
from MEMR # only if BIOS space has been decoded). When the ri;;;ing edge of 
lOR # or MEMR # occurs, the SIO negates UBUSTR. For DMA read cycles from the 
Utility Bus, UBUSTR is asserted when DACKx# is asserted and negated when 
DACKx # is negated. At all other times, UBUSTR is negated. Upon PCIRST #, this 
signal is driven low. 

UBUSOE# 0 UTILITY DATA BUS OUTPUT ENABLE: UBUSOE# is tied directly to the output 
enable of a 74F245 that buffers the utility data bus, UD[7:0], from the system data 
bus, SD[7:0). UBUSOE# is asserted anytime a SIO supported Utility Bus device is 
decoded; and the devices decode is enabled in the Utility Bus Chip Select Enable 
Registers. UBUSOE# is asserted from the falling edge of the ISA commands 
(lOR #; lOW #, MEMR #, or MEMW #) for PCI and ISA master-initiated cycles. 
UBUSOE# is negatec;t from the rising edge of the ISA command signals for SIO-
initiated cycles and the SA[16:0] and LA[23:17) address for ISA master-initiated 
cycles. For DMA cycles, UBUSOE# is asserted when DACK2# is asserted and 
negated when DACK2 # negated. UBUSOE # is not driven active under the 
following conditions: 

NOTES: 
1. During an I/O access to the floppy controller, if DSKCHG is sampled low at reset. 
2. If the Digital Output Register is programmed to ignore DACK2. # . 
3. During an I/O read access to floppy location 3F7h (primary) 6r 377h (secondary), 

if the IDE decode space is disabled (i.e. IDE is not resident on the Utility Bus). 
4. During any access to a utility bus peripheral in which its decode space has been 

disabled. 
Upon a PCIRST#, this signal is driven inactive (high). 

ECSADDR 0 ENCODED CHIP SELECTS: ECSADDR[2:0) are the encoded chip selects and/or 
[2:0] control signals for the Utility Bus peripherals supported by the SIO. The binary code 

formed by the three signals indicates which Utility Bus device is selected. These 
signals tie to the address inputs of two external 74F138 decoder chips and are 
driven valid/invalid from the SA[16:0] and LA[23:17] address lines. Upon 
PCIRST #, these signals are driven high. 

ECSEN# 0 ENCODED CHIP SELECT ENABLE: ECSEN # is used to determine which of the 
two external 74F138 decoders is to be selected. ECSEN# is driven low to select 
decoder 1. and driven high to select decoder 2. This signal is driven valid/invalid 
from the SA[16:0) and LA[23:17) address lines (except for the generation of 
RTCALE #, in which case, ECSEN # is driven active based on lOW # falling, and 
remains active for two SYSCLKs). During a non-valid address or during an access 
not targeted for the Utility Bus, this signal is driven high. Upon PCIRST #, this signal 
is driven high. 
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3.9 Utility Bus Signals (Continued) 

Signal Name Type 

ALT-A20 0 

DSKCHG I 

Description 

AI,. TERNATE RESET: AL T _RST '* is used to reset the CPU under program control. 
This signal is AND'ed together externally with the reset signal (KBDRST '*) from the 
keyboard controller to provide a software means of resetting the CPU. This provides 
a faster means of reset than is provided by the keyboard controller. Writing a 1 to bit 
o in the Port 92 Register causes this signal to pulse low for approximately 
4 SYSCLKs. Before another AL T _RST'* pulse can be generated, bit 0 must be set 
to O. Upon PCIRST,*, this signal is driven inactive high (bit 0 in the Port 92 Register 
is set to 0). 

ALTERNATE A20: AL T -A20 is used to force A20M '* to the CPU low for support of 
real mode compatible software. This signal is externally OR'ed with the A20GATE 
signal from the keyboard controller and CPURST to control the A20M'* input of the 
CPU. Writing a 0 to bit 1 of the Port 92 Register forces AL T -A20 low. AL T -A20 
low drives A20M '* to the CPU low, if A20GATE from the keyboard controller is also 
low. Writing a 1 to bit 1 of the Port 92 Register force AL T -A20 high. AL T -A20 high 
drives A20M '* to the CPU high, regardless of the state of A20GATE from the 
keyboard controller. Upon reset, this signal is driven low. 

DISK CHANGE: DSKCHG is tied directly to the DSKCHG signal of the floppy 
controller. This signal is inverted and driven on SD? during I/O read cycles to floppy 
address locations 3F?h (primary) or 377h (secondary) as shown in the table below. 
Note that the primary and secondary locations are programmed in the Utility Bus 
Address Decode Enable/Disable Register "A". 

FLOPPYCS,* IDECSX# State of SD7 (output) State of UBUSOE'* 
Decode 
Enabled 
Enabled 
Disabled 
Disabled 

Decode 
Enabled 
Disabled 
Enabled 
Disabled 

Tri-stated 
Driven via DSKCHG 
Tri-stated 
Tri-stated 

NOTE: 

Enabled 
Disabled 
Enabled (note) 
Disabled 

For this mode to be supported, extra logic is required to disable the U-bus 
transceiver for accesses to 3F7 /377. This is necessary because of potential 
contention between the Utility Bus buffer and a floppy on the ISA Bus driving the 
system bus at the same time during shared I/O accesses. 

This signal is also used to determine if the floppy controller is present on the Utility 
Bus. It is sampled on the trailing edge of PCIRST,*, and if high, the Floppy is 
present. For systems that do not support a Floppy via the SIO, this pin should be 
strapped low. If sampled low, the SD? function, UBUSOE '*, and ECSADDR [2:0] 
signals will not be enabled for DMA or programmed I/O accesses to the floppy disk 
controller. This condition overrides the floppy decode enable bits in the Utility Bus 
Chip Select A. 
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3.9 Utility Bus Signals (Continued) 

Signal Name Type Description , 

FERR#! I NUMERIC COPROCESSOR ERROR/IRQ13: This signal has two separate 
IRQ13 functions, depending on bit 5 in the ISA Clock Divisor Register. This pin functions as 

a FERR # signal supporting coprocessor errors, if this function is enabled 
(bit 5 = 1), or as an externallRQ13, if the coprocessor error function is disabled 
(bit 5 = 0). 

If programmed to support coprocessor error reporting, this signal is tied to the 
coprocessor error signal on the CPU. If FERR # is asserted by the coprocessor 
inside the CPU, the SIO generates an internallRQ13 to its interrupt controller unit. 
The SIO then asserts the INT output to the CPU. Also, in this mode, FERR # gates 
the IGNNE# signal to ensure that IGNNE# is not asser;ted to the CPU unless 
FERR# is active. When FERR# is asserted, the SIO asserts INT-to the CPU as an 
IRQ13. IRQ13 continues to be asserted until a write to FOh has been detected. 

If the Coprocessor error reporting is disabled, FERR # can be used by the system as 
IRQ13. Upon PCIRST #, this signal provides the standard IRQ13 function. 

This signal should be pulled high with an external 8.2 Kn. pull-up resistor if the 
IRQ13 mode is used or the pin is left floating. 

IGNNE# 0 IGNORE ERROR: This signal is connected to the ignore error pin of the CPU. 
IGNNE # is only used if the SI.o coprocessor error reporting function is enabled in 
the ISA Clock Divisor Register (bit 5 = 1). If FERR#is active, indicating a 
coprocessor error, a write to the Coprocessor Error Register (FOh) causes the 
IGNNE# to be asserted. IGNNE# remains asserted until FERR# is negated. If 
FERR # is not asserted when the Coprocessor Error Register is written, the 
IGNNE # is not asserted. IGNNE # is driven high upon a reset. 

IRQ12/M I INTERRUPT REQUEST/MOUSE INTERRUPT: In addition to providing the standard 
interrupt function as described in the pin description for IRQ[15,14, 11 :9, 7:3, 1], this 
pin also provides a mouse interrupt function. Bit 4 in the ISA Clock Divisor Register 
determines the functionality of IRQ12/M. When bit 4 = 0, the standard interrupt 
function is provided and this pin can be tied to the ISA connector. When bit 4 = 1, 
the mouse interrupt function is provided and this pin can be tied to the DIRQ12 
output of the keyboard controller. 

When the mouse interrupt function is selected, a low to high transition on this signal 
is latched by the SIO and an INT is generated to the CPU as IRQ12. An interrupt will 
continue to be generated until a PCIRST # or an 1/0 read access to address 60h 
(falling edge of lOR #) is detected. After a PCIRST #, this pin provides the standard 
IRQ12 function. 

3.10 Test Signals 

Signal Name Type Description 

TEST I TEST: The TEST signal is used to tri-state all of the SIO outputs. During normal 
operation, this input should be tied to ground. 

TESTO 0 TEST OUTPUT: This is the output pin used during NAND tree testing. 
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4.0 REGISTER DESCRIPTION 

The SIO contains both PCI configuration registers 
and non·configuration registers. The configuration 
registers (Table 3) are located in PCI configuration 
space and are only accessible from the PCI Bus. 
Addresses for configuration registers are offset val· 
ues that appear on AD[7:2] and C/BE'III[3:0]. The 
configuration registers (Section 4.1) can be ac· 
cessed as Byte, Word (16·bit), or Dword (32·bit) 
quantities. All multi·byte numeric fields use "little-en· 
dian" ordering (i.e., lower addresses contain the 
least significant parts of the fields). 

The non·configuration registers (Table 4) include 
DMA Registers (Section 4.2), Timer Registers (Sec· 
tion 4.3), Interrupt Controller Registers (Section 4.4), 
and Control Registers (Section 4.5). All of these reg· 
isters are accessible from the PCI Bus. In addition, 
some of the registers are accessible from the ISA 
Bus. Table 4 indicates the bus access for each reg· 
ister. Except for the DMA scatter/gather registers 
and the BIOS timer registers, the non·configuration 
registers can only be accessed as byte quantities. If 
a PCI master attempts a multi·byte access (i.e., 
more than one Byte Enable signal asserted), the SIO 
responds with a target·abort. The scatter/gather 
registers and BIOS timer registers can be accessed 
as Byte, Word, or Dword quantities. 

82378 SYSTEM I/O (SIO) 

Some of the SIO configuration and non-configura· 
tion registers contain reserved bits. These bits are 
labeled "Reserved". Software must take care to 
deal correctly with bit·encoded fields that are reo 
served. On reads, software must use appropriate 
masks to extract the defined bits and not rely on 
reserved bits being any particular value. On writes, 
software must ensure that the values of reserved bit 
positions are preserved. That is, the values of reo 
served bit positions must first be read, merged with 
the new values for other bit pOSitions, and the data 
then written back. 

In addition to reserved bits within a register, the SIO 
contains address locations in the PCI configuration 
space that are marked "Reserved" (Table 3). The 
SIO responds to accesses to these address loca· 
tions by completing the PCI cycle. However, reads of 
reserved address locations yield all zeroes and 
writes have no affect on the SIO. 

The SIO, upon receiving a hard reset (PCIRST'III sig· 
nal), sets its internal registers to pre·determined de­
fault states. The default values are indicated in the 
individual register descriptions. 
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Table 3. Configuration Registers 

Configuration Register Register 
Bus Access Offset Access 

OOh-01h Vendor Identification RO PCIOnly 

·02h-03h Device Identification . RO PCIOhly 

04h-05h Command R/W PCIOnly 

06h-07h Device Status R/W PCIOnly 

08h Revision Identification RO PCIOnly 

09h-3Fh Reserved - PCIOnly 

40h PCI Control R/W PCIOnly 

41h PCI Arbiter Control R/W PCIOnly 

42h PCI Arbiter Priority Control R/W PCIOnly 

43h PCI Arbiter Priority Control ExtenSion Register R/W PCIOnly 

44h MEMCS# Control R/W PCIOnly 

45h MEMCS# Bottom of Hole R/W PCIOnly 

46h MEMCS# Top of Hole R/W PCIOnly 

47h MEMCS# Top of Memory R/W PCIOnly 

48h ISA Address Decoder Control R/W PCIOnly 

49h ISA Address Decod~r ROM Block Enable R/W PCIOnly 

4Ah ISA Address Decoder Bottom of Hole R/W PCIOnly 

4Bh ISA Address Decoder Top of Hole R/W PCIOnly 

4Ch ISA Controller Recovery Timer R/W PCIOnly 

4Dh ISA Clock Divisor R/W PCIOnly 

4Eh Utility Bus Chip Select Enable A R/W PCIOnly 

4Fh Utility Bus Chip Select Enable B R/W PCIOnly 

50h-53h Reserved - PCIOnly 

54h MEMCS# Attribute Register #1 R/W PCIOnly 

55h MEMCS# Attribute Register #2 R/W PCIOnly 

56h MEMCS# Attribute Register #3 R/W PCIOnly 

57h Scatter/Gather Relocation Base Address ·R/W PCIOnly 

58h-5Fh Reserved - PCIOnly 

2-446 



82378 SYSTEM I/O (SIO) 

Table 3. Configuration Registers (Continued) 

Configuration Register Register 
Bus Access Offset Access 

60h PIRQO# Route Control R/W PCIOnly 

61h PIRQ1 # Route Control R/W PCIOnly 

62h PIRQ2# Route Control R/W PCIOnly 

63h PIRQ3# Route Control R/W PCIOnly 

64h-7Fh Reserved - PCIOnly 

SOh-S1h BIOS Timer Base Address R/W PCIOnly 

S2h-9Fh Reserved - PCIOnly 

AOh SMI Control (SMICNTL) R/W PCIOnly 

A1h Reserved - PCIOnly 

A2h-A3h SMI Enable (SMIEN) R/W PCIOnly 

A4h-A7h System Event Enable (SEE) R/W PCIOnly 

ASh Fast Off Timer (FTMR) R/W PCIOnly 

A9h Reserved - PCIOnly 

AAh-ABh SMI Request (SMIREQ) R/W PCIOnly 

ACh Clock Throttle STPCLK # Low Timer (CTL TMRL) R/W PCIOnly 

ADh Reserved - PCIOnly 

AEh Clock Throttle STPCLK # High Timer (CTI:. TMRH) R/W PCIOnly 

AFh-FFh Reserved - PCIOnly 
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Table 4. Non-Conflguratlon Reglste,. 

Addre .. Function Register Register Bus 
Unit Aceess Acca .. 

OOOOh DMA DMA 1 CHO Base and Current Address R/W PCIOnly 

0001h DMA DMA 1 CHO Base and Current Count R/W PCIOnly 

0002h DMA DMA 1 CH1 Base and Current Address R/W PCIOnly 

0OO3h DMA DMA 1 CH 1· Base and Current Count R/W PCIOnly 

0OO4h DMA D~A 1 CH2 Base and Current Address R/W PCIOnly 

0OO5h DMA DMA 1 CH2 Base and Current Count R/W PCIOnly 

0OO6h DMA DMA 1 CH3 Base and Current Address R/W PCIOnly 

0OO7h DMA DMA 1 CH3 Bas~ and Current Count R/W PCIOnly 

0OO8h DMA DMA 1 Status(R) Command(W) R/W PCIOnly 

0OO9h DMA DMA 1 Write Request WO .PCIOnly 

OOOAh DMA DMA 1 Write Single Mask Bit WO PCIOnly 

OOOBh DMA DMA 1 Write Mode WO PCIOnly 

OOOCh DMA DMA 1 Clear Byte Pointer WO PCIOnly 

OOODh DMA DMA 1 Master Clear WO PCIOnly 

·OOOEh DMA DMA 1 Clear Mask WO PCIOnly 

OOOFh DMA· DMA 1 Read/Write All Mask Register Bits R/W PCIOnly 

0020h Interrupt INT 1 Control R/W PCI/IS" 

0021h Interrupt INT 1 Mask R/W PCIIISA 

0040h 'Timer Timer Counter 1-Counter 0 Count R/W PCI/ISA 

0041h Timer Timer Counter 1 -Counter 1 Count R/W PCIIISA 

0042h Timer Timer Counter 1 ~Counter 2 Count R/W PCI/ISA 

0043h Timer Timer Counter 1 Command Mode WO PCI/ISA 

0060h(2). Control Reset UBus IRQ12 RO PCI/ISA 

0061h Control NMI Status and Control R/W PCI/ISA 

0070h(2) Control CMOS RAM Address arid· NMI Mask WO PCIIISA 

0078h- Timer BIOS Timer R/W Pel Only 
007Bh(3.4.5) 

0080h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0081h DMA DMA Channel 2 Page Register R/W PCI/ISA 

0082h DMA DMA Channel 3 Page Register R/W PCI/ISA 

0083h DMA DMA Channel 1 Page Register R/W PCI/ISA 
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Table 4. Non-Configuration Registers (Continued) 

Address Function 
Register Register Bus 

Unit Access Access 
0084h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0085h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0086h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0087h DMA DMA Channel 0 Page Register R/W PCIIISA 

0088h(1) DMA DMA Page Register Reserved R/W PCI/ISA 

0089h DMA DMA Channel 6 Page Register R/W PCI/ISA 

008Ah DMA DMA Channel 7 Page Register R/W PCI/ISA 

008Bh DMA DMA Channel 5 Page Register R/W PCI/ISA 

008Ch(1) DMA DMA Page Register Reserved R/W PCIIISA 

008Dh(1) DMA DMA Page Register Reserved R/W PCI/ISA 

008Eh(1) DMA DMA Page Register Reserved R/W PCI/ISA 

008Fh DMA DMA Low Page Register Refresh R/W PCIIISA 

0090h(6) DMA DMA Page Register Reserved R/W PCIIISA 

0092h(2) Control Port 92 Register R/W PCIIISA 

0094h(6) DMA DMA Page Register Reserved R/W PCI/ISA 

0095h(6) DMA DMA Page Register Reserved R/W PCI/ISA 

0096h(6) DMA DMA Page Register Reserved R/W PCI/ISA 

0098h(6) DMA DMA Page Register Reserved R/W PCI/ISA 

009Ch(6) DMA DMA Page Register Reserved R/W PCI/ISA 

009Dh(6) DMA DMA Page Register Reserved R/W PCI/ISA 

009Eh(6) DMA DMA Page Register Reserved R/W PCIIISA 

009Fh DMA DMA Low Page Register Refresh R/W PCIIISA 

OOAOh Interrupt INT 2 Control Register R/W PCI/ISA 

OOA1h Interrupt INT 2 Mask Register R/W PCI/ISA 

OOB2h P.M. Advanced Power Management Control Port R/W PCIOnly 

OOB3h P.M. Advanced Power Management Status Port R/W PCIOnly 

OOCOh DMA DMA2 CHO Base and Current Address R/W PCIOnly 

OOC2h DMA DMA2 CHO Base and Current Count R/W PCIOnly 

OOC4h DMA DMA2 CH1 Base and Current Address R/W PCIOnly 

OOC6h DMA DMA2 CH1 Base and Current Count R/W PCIOnly 

OOC8h DMA DMA2 CH2 Base and Current Address R/W PCIOnly 
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Table 4. Non-Configuration Registers (Continued) 

Address Function Register Register Bus 
"Unit Access Access 

OOCAh DMA DMA2 CH2 Base and Current Count , R/W PCIOnly 

OOCCh DMA DMA2 CH3 Base and Current Address R/W PCIOnly 

OOCEh DMA DMA2 CH3 Base and Current Count R/W PCIOnly 

OODOh DMA DMA2 Status(r) Command(w) Register R/W PCIOnly 

00D2h DMA DMA2 Write Request Register WO PCIOnly 

00D4h DMA DMA2 Write Single Mask Bit Register WO PCIOnly 

00D6h DMA DMA2 Write Mode Register WO PCIOnly 

00D8h DMA DMA2 Clear Byte Pointer Register WO PCIOnly 

OODAh DMA DMA2 Master Clear Register WO PCIOnly 

OODCh DMA DMA2 Clear Mask Register WO PCIOnly 

OODEh DMA DMA2 Read/Write All Mask Register Bits R/W, PCIOnly 

00FOh(2) Control Coprocessor Error Register WO PCI/ISA 

0372h(2) Control Secondary Floppy Disk Digital Output Register WO PCI/ISA 

03F2h(2) Control Primary Floppy Disk Digital Output Register WO PCI/ISA 

040Ah(3) DMA Scatter/Gather Interrupt Status Register RO PCIOnly 

040Bh DMA DMA 1 Extended Mode Register WO PCI/ISA 

0410h(3,4) DMA CHO Scatter/Gather Command WO PCIOnly 

0411h(3,4) DMA CH1 Scatter/Gather Command WO PCIOnly 

0412h(3,4) DMA CH2 Scatter/Gather Command WO PCIOnly 

0413h(3,4) DMA CH3 Scatter/Gather Command WO PCIOnly 

0415h(3,4) DMA CH5 Scatter/Gather Command WO PCIOnly 

0416h(3,4) DMA CH6 Scatter./Gather Command WO PCIOnly 

0417h(3,4) DMA CH7 Scatter/Gather Command WO PCIOnly 

0418h(3,4) DMA CHO Scatter/Gather Status RO PCIOnly 

0419h(3,4) DMA CH1 Scatter/Gather Status RO PCIOnly 

041Ah(3,4) DMA CH2 Scatter/Gather Status RO PCIOnly 

041 Bh(3,4) DMA CH3 Scatter/Gather Status RO PCIOnly 

041Dh(3,4) DMA CH5 Scatter/Gather Status RO PCIOnly 

041 Eh(3,4) DMA CH6 Scatter/Gather Status RO PCIOnly 

041 Fh(3,4) DMA CH7 Scatter/Gather Status RO PCIOnly 

0420h- DMA CHO Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
0423h(3,4) 
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Table 4. Non-Configuration Registers (Continued) 

Address Function Register Register Bus 
Unit Access Access 

0424h- DMA CH1 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
0427h(3,4) 

0428h- DMA CH2 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
042Bh(3,4) 

042Ch- DMA CH3 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
042Fh(3,4) 

0434h- DMA CH5 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
0437h(3,4) 

0438h- DMA CH6 Scatter IGather Descriptor Table Pointer R/W PCIOnly 
043Bh(3,4) 

043Ch- DMA CH7 Scatter/Gather Descriptor Table Pointer R/W PCIOnly 
043Fh(3,4) 

0481h DMA DMA CH2 High Page Register R/W PCIIISA 

0482h DMA DMA CH3 High Page Register R/W PCIIISA 

0483h DMA DMA CH1 High Page Register R/W PCI/ISA _ 

0487h DMA DMA CHO High Page Register R/W PCI/ISA 

0489h DMA DMA CH6 High Page Register R/W PCI/ISA 

048Ah DMA DMA CH7 High Page Register R/W PCI/ISA 

048Bh DMA DMA CH5 High Page Register R/W PCI/ISA 

04DOh Interrupt Edge/level Control Register-I~T CNTRl 1 R/W PCIOnly 

04D1h Interrupt Edge/level Control Register-INT CNTRl 2 R/W PCIOnly 

04D6h DMA DMA2 Extended Mode Register WO PCI/ISA 

NOTES: 
1. PCI write cycles to these address locations flow through to the ISA Bus. PCI read cycles to these address locations do 

not flow through to the ISA Bus. 
2. PCI read and write cycles to these address. locations flow through to the ISA Bus. 
3. The I/O address of this (egister is relocatable. The value shown in this table is the default address location. 
4. This register can be accessed as a Byte, Word, or Dword quantity. 
5. If this register location is enabled, PCI accesses to the BIOS Timer Register do not flow through to the ISA Bus. If 

disabled, accesses to this address location flow through to the ISA Bus. 
6. When the DMAAC bit in the PCI Control Register is '0', the 82378 will alias I/O accesses in the 80h-8Fh range to the 

90h-9Fh range. Write accesses to these address locations flow through to the ISA Bus. Read cycles to these address 
locations do not flow through to the ISA Bus. When DMAAC = 1, the SIO will only respond to the 80h-8Fh range and 
read and write accesses to these addresses in the 90h-9Fh range will be forwarded from the PCI bus to the ISA Bus 
(I/O port 92h is always a distinct register in the 90h-9Fh range and is always fully decoded, regardless of the setting of 
the DMAAC bit). 
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4.1 SIO Configuration Register 
Description 

This section describes the 510 configuration regis­
ters. These registers include the Mandatory. Header 
Registers (located in the first 64 bytes of configura­
tion space) and the 510 specific registers (located 
from configuration offset 40h-56h). 

4.1.1 VID-VENDOR IDENTIFICATION 
REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

00h,01h 
8086h 
Read Only 
16 bits 

The VID Register contains the vendor identification 
number. This 16-bit register combined with the De­
vice 'Identification Register uniquely identifies any 
PCI deviqe. Writes to this register have no effect. 

Blt8[15:0]: Vendor Identification Number 
This is a 16-bit value assigned to Intel. 

4.1.2 DID-DEVICE IDENTIFICATION REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

02h, 03h 
0484h 
Read Only 
16 bits 

The DID Register contains the device identification 
number. This register, along with the Vendor ID, 
uniquely identifies the 510. Writes to this register 
have no effect. 

Blt8[15:0]: Device Identification Number 
This is a 16-bit value assigned to the 510. 
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4.1.3 COM-COMMAND REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

04h-05h 
0007h 
Read/Write 
16 bits 

Bits[15:5]: Reserved 
Read o. 

Bit 4: PMWE (Postable Memory Write Enable) 
Enable Postable memory write, memory write and 
invalidate, and memory re.ad Pre-fetch commands. 
The 510 does not support these commands as a 
master or slave so this bit is not implemented. This 
bit will always be read as a O. 

Bit 3: SCE (Special Cycle Enable) 
When this bit is set to a "1", the 510 will recognize 
PCI Special Cycles. When set to "0", the 510 will 
ignore all PCI Special Cycles. This bit Ml:JST be en­
abled in the 82378ZB if the STPCLK feature is being 
used. 

Bit 2: BME (Bus Master Enable) 
Since the 510 always requests the PCI Bus on be­
half of ISA masters, DMA, or line buffer PCI re­
quests, this bit is hardwired to a 1 and will always be 
read as a 1. 

Bit 1: MSE (Memory Space Enable) 
Enables SIO to accept a PCI-originated memory cy­
cle. Since the SIO alvvays responds to PCI-originat­
ed memory cycles (and ISA-bound cycles) by assert­
ing DEVSEL #, this bit is hardwired to a 1 and will 
always be read as a 1. 

Bit 0: lOSE (I/O Space Enable) 
Enable 510 to accept a PCI-originated I/O cycle. 
Since the SIO always responds to a master I/O cy­
cle, this bit is hardwired to a 1 and will always be 
read as a 1. 



4.1.4 OS-DEVICE STATUS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

06h, 07h 
0200h 
Read/Write 
16 bits 

DSR is a 16-bit status register that reports the occur­
rence of a PCI master-abort by the SID or a PCI 
target-abort when the SID is a master. The register 
also indicates the SID DEVSEL# signal ~ming that 
is hardwired in the SID. 

Bit 15: Reserved 
Read as O. 

Bit 14: SERRS (SERR# Status) 
This bit is set by the PCI devices that assert the 
SERR # signal. Since SERR # is only an input to the 
SID, this bit is not implemented and will always be 
read as O. 

Bit 13: MA (Master-Abort Status) 
When the SID, as a master, generates a master­
abort, MA is set to a 1. Software sets MA to 0 by 
writing a 1 to this bit location. 

Bit 12: RTA (Received Target-Abort Status) 
When the SID is a master on the PCI Bus and re­
ceives a target-abort, this bit is set to a 1. Software 
sets RT A to 0 by writing a 1. to this bit location. 

Bit 11: STA (Signaled Target-Abort Status) 
This bit is set to a 1 by the SID when it generates a 
target-abort. 

Blts[10:9]: DEVT (SIO DEVSEL# Timing Status) 
This 2-bit field defines the timing for DEVSEL# as­
sertion. These read only bits indicate the SID's 
DEVSEL# timing when performing a positive de­
code. Since the SID always generates DEVSEL # 
with medium timing, DEVT = 01. This DEVSEL# 
timing does not include Configuration cycles. 

Blts[8:0]: Reserved 
Read as O's. 
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4.1.5 RID-REVISION IDENTIFICATION 
REGISTER 

Address Offset: 08h 
Default Value: 
Attribute: 

xxh (dependent on Part Revision) 
Read Only 

Size: 4 bits (upper nibble reserved) 

This 4-bit register contains the revision number for 
the SID. This number indicates the stepping number 
of the component. Additionally, the upper nibble of 
the value is reserved. BIOS should mask the upper 
nibble when reading this register. These bits are 
read only. Writes to this register have no effect. 

Bits[7:4]: Reserved 
These 4 bits are reserved. 

Bits[3:0]: Revision Identification Number 
This is an 4-bit value that indicates the revision iden­
tification number for the SID. Numbers used so far 
include: 
Oh: 823781B AO-Stepping 
1 h: 823781B BO-Stepping 

WAS NOT IMPLEMENTED. BO steppings 
read Oh also. Read the BIOS Timer Base Ad­
dress Configuration Register to identify be­
tween AO and BO steppings. 
AO = OOOOh 
BO = 0078h 

3h: 82378ZB AO-Stepping 

4.1.6 PCICON-PCI CONTROL REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

40h 
20h 
Read/Write 
8 bits 

This 8-bit register controls the Line Buffer operation, 
the SID's PCI Posted Write Buffer enabling, and the 
DEVSEL# signal sampling point. The PCICON Reg· 
ister also controls how the SID responds to INTA 
cycles on the PCI Bus and if the reserved DMA page 
registers are aliased from 80h-8Fh to 90h-9Fh. 
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Bit 7: Reserved 
Read as O. 

Bit 6: DMAAC (DMA Reserved Page Register 
Aliasing Control) 

These register bits control whether the 510 will alias 
1/0 accesses in the 80h-8Fh to the 90h-9Fh 
'range. When DMAAC = 0, the 510 will alias 1/0 
accesses in the 80h-8Fh to the 90h-9Fh range 
(AD4 is not used for decoding the DMA reserved 
page registers). When DMAAC = 1, the 510 will 
only respond to the 80h-8Fh range (AD4 is used for 
decoding the DMA reserved page registers). Read 
and write accesses to the 90h-9Fh range will be 
forwarded from the PCI bus to the ISA bus. 

NOTE: 
1/0 port 92h is always a distinct register in 
the 90h-9Fh range and is always fully de­
coded, regardless of the setting of this bit~ 

Bit 5: IAE (Interrupt Acknowledge Enable) 
When IAE = 0, the 510 ignores INTA cycles gener­
ated on the PCI Bus. However, when disabled, the 
510 still responds to accesses to the 8259's register 
set and allows poll mode functions. When IAE = 1, 
the SIO responds to INTA cycles in the normal fash­
ion. This bit defaults to a 1 (respond to INTA cycles). 

Bits[4:3]: SDSP (Subtractive Decoding Sample 
Point) 

The SDSP field determines the DEVSEL# sample 
point, after which an inactive DEVSEL# results in 
the SIO forwarding the unclaimed PCI cycle to the 
ISA Bus (subtractive decoding). This setting should 
match the slowest device in the system. 

Bit 4 3 Operation 
0 0 Slow sample point 
0 1 Typical sample point 

0 Fast sample point 
Reserved 

Bit 2: ~PBE (PCI Posted Write Buffer Enable) 
When PPBE = 0, the PCI posted write buffer is dis­
abled. When PPBE = 1, the PCI posted write buffer 
is enabled. This bit defaults to disabled mode 
(PPBE = 0). 
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Bit 1: ILBC (ISA Master Line Buffer 
Configuration) 

When ILBC = 0, the Line Buffer is in single transac­
tion mode. When ILBC = 1, the Line Buffer is in 
8-byte mode. This bit applies only to ISA Master 
transfers. This bit defaults to single transaction 
mode (ILBC = 0). 

Bi~ 0: DLBC (DMA Line Buffer Configuration) 
When DLBC = 0, the Line Buffer is in single trans­
action mode. When DLBC = 1, the Line Buffer is in 
8-byte mode. This bit applies only to DMA transfers. 
This bit defaults to single transaction mode (DLBC 
= 0). 

4.1.7 PAC-PC I ARBITER CONTROL REGISTER 

Address Offset: 41h 
Default Value: OOh 

ReadlWrite 
8 bits 

Attribute: 
Size: 

This 8-bit register controls the operation of the PCI 
arbiter. The PAC register enablesldisables the guar­
anteed access time mode, controls bus lock cycles, 
enablesldisables CPU bus parking, and controls the 
master retry timer. 

Bits[7:5]: Reserved 
Read asO's. 

Blts[4:3]: MRT (Master Retry Timer) 
This 2-bit field determines the number of PCICLKs 
after the first retry that a PCI initiator's Bus request 
will be unmasked. ' 

Bit 4 3 Operation 
o 0 Timer disabled, retries never masked. 
o 1 Retries unmasked after 16 PCICLK's. 

o Retries unmasked after 32 PCICLK's. 
Retries unmasked after 64 PCICLK's. 

Bit 2: BP (Bus Park) 
Set to a 1 the SIO will park CPUREQ# on the PCI 
bus when it detects the PCI bus idle. If Bus Park is 
disabled, the SIO takes responsibility for driving AD, 
C/BE# and PAR upon detection of bus idle state if 
the internal arbiter is enabled. 



Bit 1: BL (Bus Lock) 
This bit selects between bus lock and resource lock. 
When BL = 1, Bus Lock is selected. The arbiter 
considers the entire PCI bus locked upon initiation Of 
any locked transaction. When BL = 0, resource lock 
is enabled. A locked agent is considered a locked 
resource and other agents may continue normal PCI 
transactions. 

Bit 0: GAT (Guaranteed Access Time) 
This bit enables/disables the guaranteed access 
time mode. When GAT = 1, the SIO is configured 
for Guaranteed Access Time mode. This mode is 
available in order to guarantee the 2.5 p.s CHRDY 
time-out specification for the ISA Bus. When the SIO 
is an Initiator on behalf of an ISA master, the PCI 
and memory busses are arbitrated for in serial and 
must be owned before the ISA master is given own­
ership of the ISA Bus. When GAT = 0, the guaran­
teed access time mode is disabled. When guaran­
teed access time mode is disabled, the ISA master 
is first granted the ISA Bus and then the SIO arbi· 
trates for the PCI Bus. 

4.1.8 PAPC-PCI ARBITER PRIORITY CONTROL 
REGISTER 

Address Offset: 42h 
Default Value: 04h 
Attribute: Read/Write 
Size: 8 bits 
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This register controls the PCI arbiter priority scheme. 
The arbiter supports six masters arranged through 
four switching banks. This permits the six masters to 
be arranged in a purely rotating priority scheme, one 
of twenty-four fixed priority schemes, or a hybrid 
combination of the fixed and rotating priority 
schemes. Bits[4:7] enable/disable rotate priority for 
the four banks. For each bit, a 1 enables the mode 
and a 0 disables the mode. If both fixed' and rotate 
modes are enabled for the same bank, the bank will 
be in rotate mode. For example, if both bits 0 and 4 
are set to a 1, bank 0 will be in rotate mode. 

Bit 7: Bank 3 Rotate Control 

Bit 6: Bank 2 Rotate Control 

Bit 5: Bank 1 Rotate Control 

Bit 4: Bank 0 Rotate Control 

Bit 3: Bank 2 Fixed Priority Mode Select B 

Bit 2: Bank 2 Fixed Priority Mode Select A 

Bit 1: Bank 1 Fixed Priority Mode Select 

Bit 0: Bank 0 Fixed Priority Mode Select 
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Fixed Priority Mode 
The fixed bank control bits select which requester is the highest priority device within that particular bank. 

Table 5. Fixed Mode Bank Control Bits 

Mode Bank Priority 

3 2b 2a 1 0 Highest Lowest 

00 0 0 0 0 0 SIOREO# REQO# REO2#- RE03# CPUREO# RE01# 

01 0 0 0 0 1 REOO# SIOREO# REO2#- RE03# CPUREO# RE01# 

02 0 0 0 1 0 SIOREO# REOO# RE02# RE03# RE01# CPUREO# 

03 0 0 0 1 1 REOO# SIOREO# REO2#- RE03# RE01# CPUREO# 

04 0 0 1 0 0 CPUREO# RE01# SIOREO# REOO# REO2#- RE03# 

05 0 0 1 0 1 CPUREO# RE01# REOO# SIOREO# RE02# RE03# 

06 0 0 1 1 0 RE01# CPUREO# SIOREO# REQO# REO2#- RE03# 

07 0 0 1 1 1 RE01# CPUREO# REOO# SIOREO# REO2#- RE03# 

08 0 1 0 0 0 REO2#- RE03# CPUREO# RE01# SIOREO# REOO# 

09 0 1 0 0 1 RE02# RE03# CPUREO# RE01# REOO# SIOREO# 

OA 0 1 0 1 0 REO2#- RE03# RE01# CPUREO# SIOREO# REOO# 

OB 0 1 0 1 1 RE02# RE03# RE01# CPUREO# REOO# SIOREO# 

OC-OF 0 1 1 x x Reserved 

10 1 0 0 0 0 SIOREO# REOO# RE03# REO2#- CPUREO# RE01# 

11 1 0 0 0 1 REOO# SIOREO# RE03# REO2#- CPUREO# RE01# 

12 1 0 0 1 0 SIOREO# REOO# RE03# REO2#- RE01# CPUREO# 

13 1 0 0 1 1 REOO# SIOREO# RE03# REO2#- RE01# CPUREO# 

14 1 0 1 0 0 CPUREO# RE01# SIOREO# REOO# RE03# REO2#-

15 1 0 1 0 1 CPUREO# RE01# REOO# SIOREO# RE03# RE02# 

16 1 0 1 1 0 RE01# CPUREO# SIOREO# REOO# RE03# REO2#-

17 1 0 1 1 1 RE01# CPUREO# REOO# SIOREO# RE03# RE02# 

18 1 1 0 0 0 REO3#- RE02# CPUREO# RE01# SIOREO# REOO# 

19 1 1 0 0 1 RE03# REO2#- CPUREO# RE01# REOO# SIOREO# 

1A 1 1 0 1 0 RE03# REO2#- RE01# CPUREO# SIOREO# REOO# 

1B 1 0 1 1 RE03# REO2#- RE01# CPUREO# REOO# SIOREO# 

1C-1F 1 1 1 x x Reserved 
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Rotating Priority Mode 
When any Bank Rotate Control bit is set to a one, 
that particular bank rotates between the two re­
questing inputs. Any or all banks can be set in rotate 
mode. If, within a rotating bank, the highest priority 
input does not have an active request, then the low­
er priority input will be granted the bus. However, 
this does not change the rotation scheme. When the 
bank toggles, the previously lowest priority input will 
become the highest priority input. Because of this, 
the maximum latency a device may encounter would 
be two complete rotations. 

4.1.9 ARBPRIX~PCI ARBITER PRIORITY 
CONTROL EXTENSION REGISTER 

Address Offset: 43h 
Default Value: OOh 
Attribute: Read/Write 
Size: 8 bits 

This register provides the Fixed Priority Mode select 
for Bank 3 of the arbiter. The ARBPRIX Register 
fields are shown. 

Blts[7:1]: Reserved 
Read as O. 

Bit 0: Bank 3 Fixed Priority Mode Select 

o = REQ2# higher priority 
1 = REQ3 # higher priority 

4.1.10 MEMCSCON-MEMCS# CONTROL 
REGISTER 

Address Offset: 44h 
Default value: OOh 
Attribute: Read/Write 
Size: 8 bits 

Bits 0-2 of this register enable MEMCS# blocks. PCI 
addresses within the enabled blocks result in the 
generation of MEMCS#. Note that the 0-512 KByte 
segment does not have RE and WE bits. The 
0-512 KByte segment can only be turned off with 
the MEMCS# Master Enable bit (bit 4). Note also, 
that when the RE and WE bits are both 0 for a partic- . 
ular segment, the PCI master can not access the 
segment. 

Blts[7:5]: Reserved 
Read as O's. 
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Bit 4: MEMCS# Master Enable 
When the MEMCS# master enable bit is set to a 1, 
the 510 asserts MEMCS# for all accesses to the 
defined MEMCS# region (that have been pro­
grammed in this register and the MAR1, MAR2, and 
MAR3 Registers). Also, when this bit is a 1, the posi­
tive decoding functions enabled by having the ISA 
Clock Divisor Register bit 6 = 1 and the Utility Bus 
Chip Select Register "A" bit 6 = 1 are ignored. Sub­
tractive decoding is provided for these memory ar­
eas, instead. When the MEMCS# master enable bit 
is set to a 0, the entire MEMCS# function is dis­
abled. When this bit is 0, MEMCS# will never be 
asserted. 

Bit 3: Write Enable For OFOOOOh-OFFFFFh 
(Upper 64 KByte BIOS) 
When this bit is set to a 1, the 510 generates 
MEMCS# for PCI master memory write accesses to 
the address range OFOOOOh-OFFFFFh. When this 
bit is set to a 0, the 510 does not generate 
MEMCS# for PCI master memory write accesses to 
the address range OFOOOOh-OFFFFFh. 

~ Bit 2: Read Enable For OFOOOOh-OFFFFFh 
(Upper 64 KByte BIOS) 
When this bit is set to a 1, the 510 generates 
MEMCS# for PCI master memory read accesses to 
the address range OFOOOOh-OFFFFFh. When this 
bit is set to a 0, the SIO does not generate 
MEMCS# for PCI master memory read accesses to 
the address range OFOOOOh-OFFFFFh. 

Bit 1: Write Enable For 080000h-09FFFFh 
(512 KByte-640 KByte) 
When this bit is set to a 1, the 510 generates 
MEMCS# for PCI master memory write accesses to 
the address range 080000h-09FFFFh. When this 
bit is set to a 0, the SIO does not generate 
MEMCS# for PCI master memory write accesses to 
the address range 080000h-09FFFFh. 

Bit 0: Read Enable For 080000h-09FFFFh 
(512 KByte-640 KByte) 
When this bit is set to a 1, the SIO generates 
MEMCS# for PCI master memory read accesses to 
the address range 080000h-09FFFFh. When this 
bit is set to a 0, the SIO does not generate 
MEMCS# for PCI master memory read accesses to 
the address range 080000h-09FFFFh. 

2-457 

• 



82378 SYSTEM 1/0 (SIO) 

4.1.11 MEMCSBOH-MEMCS# BOTTOM OF 
HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

, 
45h 
10h 
Read/Write 
8 bits 

This register defines the bottom of the MEMCS# 
hole. MEMCS# is not generated for accesses to ad­
dresses within the hole defined by this register and 
the. MCSTOH Register. The hole is defined by the 
following equation: TOH 2 address 2 BOH. TOH is 
the top of the MEMCS# hole defined by the 
MCSTOH Register and BOH is the bottom of the 
MEMCS# hole defined by this register. 

For example, to program the BOH at 1 MByte, the 
value of 10h should be written to this register. To 
program the BOH at 2 MByte + 64 KByte this regis­
ter should be programmed to 21h. To progr~m the 
BOH at 8 MByte this register should be programmed 
to 80h. 

When the TOH < BOH the hole is effectively dis­
abled. It is the responsibility of the programmer to 
guarantee that the BOH is at or above 1 MB. 
AD[31:24] must be O's for the hole, meaning the 
hole is restricted to be under the 16 MByte bounda­
ry. The default value for the BOH and TOH effective­
ly disables the hole. 

Bit 7: AD23 

Bit 6: AD22 

Bit 5: AD21 

Bit 4: AD20 

Bit 3: AD19 

Bit 2: AD18 

Bit 1: AD17 

Bit 0: AD16 
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4.1,12 MEMCSTOH-MEMCS# TOP 
OF HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

46h 
OFh 
Read/Write 
8 bits 

This register defines the top of the MEMCS# hole. 
MEMCS# is not generated for accesses to address· 
es within the hole defined by this register and the 
MCSBOH Register. The hole is defined by the fol­
lowing equation: TOH 2 address 2 BOH. TOH is 
the top of the MEMCS# hole defined by this register 
and BOH is the bottom of the MEMCS# hole de­
fined by the MCSBOH Register. 

For example, to program the TOH at 1 MByte + 
64 KByte, this register should be programmed to 
10h. To program the TOH at 2 MByte + 128 KByte 
this register should be programmed to 21 h. To pro· 
gram the TOH at 12 MByte this register should be 
programmed to BFh. 

When the TOH < BOH the hole is effectively dis­
abled. It is the responsibility of the programmer to 
guarantee that the TOH is above 1 MByte. 
AD[31 :24] must be O's for the hole, meaning the 
hole is restricted to be under the 16 MByte bounda­
ry. The default value for the BOH and TOH effective­
ly disables the hole. 

Bit 7: AD23 

Bit 6: AD22 

Bit 5: AD21 

Bit 4: AD20 

,Bit 3: AD19 

Bit 2: AD18 

Bit 1: AD17 

Bit 0: AD16 



4.1.13 MEMCSTOM-MEMCS# TOP OF 
MEMORY REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

47h 
OOh 
Read/Write 
8 bits 

This register determines MEMCS# top of memory 
boundary. The top of memory boundary ranges up to 
512 MBytes, in 2 MByte increments. This register is 
typically set to the top of main memory. Accesses 
~ 2 MByte and ~ top of memory boundary results in 
the assertion of the MEMCS# signal (unless the ad­
dress resides in the hole programmed by the 
MCSBOH and MCSTOH Registers). A value of OOh 
disables this 2 MByte-to-top of memory region. A 
value of OOh assigns the top of memory to include 
2 MByte - 1. A value of FFh assigns the top of 
memory to include 512 MByte - 1. 

Bit 7: AD28 

Bit 6: AD27 

Bit 5: AD26 

Bit 4: AD25 

Bit 3: AD24 

Bit 2: AD23 

Bit 1: AD22 

Bit 0: AD21 

4.1.14 IADCON-ISA ADDRESS DECODER 
CONTROL REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

48h 
01h 

. Read/Write 
8 bits 

This register enables the forwarding of ISA or DMA 
memory cycles to the PCI Bus. In addition, this regis­
ter sets the top of the "1 MByte to top of main mem­
ory" region. 
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Blts[7:4]: 
The top can be assigned in 1 MByte increments 
from 1 MByte up to 16 MByte. ISA master or DMA 
accesses within this region are forwarded to PCI un-
less they are within the hole. 

Bits 7 6 5 4 Top of Memory 
0 0 0 0 1 MByte 
0 0 0 1 2 MByte 
0 0 1 0 3 MByte 
0 0 1 1 4 MByte 
0 1 0 0 5 MByte 
0 0 1 6 MByte 
0 1 0 7 MByte 
0 1 1 1 8 MByte 
1 0 0 0 9 MByte 

0 0 1 10 MByte 
0 1 0 11 MByte 
0 1 1 12 MByte 

1 0 0 13 MByte 
0 1 14 MByte 

0 15 MByte 
1 16 MByte 

Blts[3:0]: 
ISA and DMA Memory Cycle To PCI Bus Enables. 
The memory block is enabled by writing a 1 to the 
corresponding bit position. Setting the bit to 0 dis­
ables the corresponding block. ISA or DMA memory 
cycles to the enabled blocks result in the ISA cycle 
being forwarded to the PCI Bus. The BIOSCS# en­
able bit (bit 6 in the UBCSA Register) for the 
896K-960K region overrides the function of bit 3 of 
this register. If the BIOSCS# bit is set to a 1, the ISA 
or DMA memory cycle is always contained to ISA, 
regardless of the setting of bit 3 in this register. If the 
BIOSCS# bit is disabled, the cycle is forwarded to 
the PCI bus if bit 3 in this register is enabled. Refer 
to Section 5.5.1.2 for a complete description of BIOS 
decoding. 

Bit Memory Block 
o 0-512 KByte Memory 
1 512-640 KByte Memory 
2 640-768 KByte VGA Memory 
3 896-960 KByte Low BIOS 
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4.1.15 IADRBE-ISA ADDRESS DECODER ROM 
BLOCK ENABLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

49h 
OOh 
Read/Write 
8 bits 

ISA addresses within the enabled ranges result in 
the ISA memory cycle being forwarded to the PCI 
Bus. For each bit position, the memory block is en· 
abled if the bit is set to 1 and is disabled if the bit is 
set to O. If the memory block is disabled, the ISA 
cycle is not forwarded to the PCI Bus. 

Bit 7: 880-896K Memory Enable 

Bit 6: 864-880K Memory Enable 

Bit 5: 848-864K Memory Enable 

Bit 4: 832-848K Memory Enable 

Bit 3: 816-832K Memory Enable 

Bit 2: 800-816K Memory Enable 

Bit 1: 784-800K Memory Enable 

Bit 0: 768-784K Memory Enable 

4.1.16 IADBOH-ISA ADDRESS DECODER 
BOTTOM OF HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 
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4Ah 
10h 
Read/Write 
8 bits 

This register defines the bottom of the .ISA Address 
Decoder hole. The hole is defined by the following 
equation: TOH ~ address ~ BOH,· where BOH is 
the bottom of the hole address programmed into this 
register and TOH is the top of the hole address pro· 
grammed into the IADTOH Register. ISA master or 
DMA addresses falling within the hole will not be 
forwarded to the PCI Bus. The hole can be sized in 
64 KByte increments and placed anywhere between 
1 MByte and 16 MByte on any 64 KByte boundary. It 
is the responsibility of the programmer to guarantee 
that the BOH is at or above 1 MByte. A[31 :24] must 
be O's for the hole, meaning the hole is restricted to 
pe under the 16 MByte boundary. When 
TOH < BOH, the hole is effectively disabled. The 
default value for the BOH and TOH disables the 
hole. 

For example, to program the BOH at 1 MByte, this 
register should be set to 10h. To program the BOH 
at 2 MBytes, this register should be set to 20h. To 
program the BOH at 8 MBytes, this register should 
be set to 80h. These settings are shown in 
Figure 2. 

Bit 7: A23 

Bit 6: A22 

Bit 5: A21 

Bit 4: A20 

Bit 3: A19 

Bit 2: A18 

Bit 1: A17 

Bit 0: A16 



4.1.17 IADTOH-ISA ADDRESS DECODER TOP 
OF HOLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

4Bh 
OFh 
Read/Write 
8 bits 

This register defines the top of the ISA Address De­
coder hole. The hole is defined by the following 
equation: TOH ~ address ~ BOH, where BOH is 
the bottom of the hole address programmed into the 
LADBOH Register and TOH is the top of the hole 
address programmed into this Register. ISA master 
or DMA addresses falling within the hole will not be 
forwarded to the PCI Bus. The hole can be sized in 
64 KByte increments and placed anywhere between 
1 MByte and 16 MByte on any 64 KByte boundary. It 
is the responsibility of the programmer to guarantee 
that the TOH is at or above 1 MByte. A[31:24] must 
be O's for the hole, meaning the hole is restricted to 
be under the 16 MByte boundary. When 
TOH < BOH, the hole is disabled. The default value 
for the BOH and TOH disables the hole. 
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For example, to program the TOH at 1 MByte + 
64 KByte, this register should be set to 10h. To pro­
gram the TOH at 2 MByte + 128KByte, this register 
should be set to 21h. To program the TOH at 
12 MByte, this register should be set to BFh. These 
settings are shown in Figure 2. 

Bit 7: A23 

Bit 6: A22 

Bit 5: A21 

Bit 4: A20 

Bit 3: A19 

Bit 2: A18 

Bit 1: A17 

Bit 0: A16 

...----...., 16 MByte ...----...., 16 MByIe ...----...., 16 MByIe 

TOH=BFh 12 MByIe 
Hole 

1 MByte 
I-::T""O""'H:-=1""O"'"h-l+ 64 KByIe 

Hole 
BOH=10h 1 MByte 

2 MByte 
r.T=O::-:H""'=2:::::1~h-l + 128 Kayle 

Hole 
BOH=20h 2 MByIe 

'--__ ..... 1 MByte 

BOH=80h 8 MByIe 

'--__ ..... 1 MByte 

Figure 2. ISA Address Decoder Hole Examples 

290473-3 

2-461 



82378 SYSTEM I/O (SIO) 

Table 6. Examples of ISA Decoding 

Test ,Case Description 
TOM TOH BaH 

>Address (hex) Address Result 
(48h) (4Bh) (4Ah) 

8MB TOM, no hole @ 1 M . 7xh OFh 10h 01000000h 16MB ToPCI 
OOFFFFFFh 16MB·1 ISA 
00800000h 8MB ISA 
007FFFFFh 8MB·1 ToPCI 

'. 00100000h 1MB ToPCI 
OOOFFFFFh 1MB-1 ISA 

(BIOS) 

4MB TOM, no hole @ 2M 3xh 1Fh 20h 01000000h 16MB ToPCI 
OOFFFFFFh 16MB-1 ISA 
00400000h 4MB ISA 
003FFFFFh 4MB-1 ToPCI 
00200000h 2MB ToPCI 
001FFFFFh 2MB-1 ToPCI 
00100000h 1MB ToPCI 

1MB TOM, no hole @ 1M Oxh OFh 10h 01000000h 16MB ToPCI 
OOFFFFFFh 16MB-1 ISA 
00100000h 1MB ISA 
OOOFFFFFh 1MB-1 ISA 

(BIOS) 

16MB TOM, 64KB hole @ 15MB Fxh FOh FOh 01000000h 16MB ToPCI 
OOFFFFFFh 16MB-1 ToPCI 
OOF10000h 15MB+64KB ToPCI 

'. OOFOFFFFh 15MB + 64KB-1 ISA 
OOFOOOOOh 15MB ISA 
OOEFFFFFh 15MB-1 ToPCI 
OOE10000h 14MB+64KB ToPCI 
OOEOFFFFh 14MB + 64KB-1 ToPCI 
OOEOOOOOh 14MB ToPCI 
OODFFFFFh 14MB-1 ToPCI 

12MB TOM, 2MB + 128KB Bxh 21h 20h 01000000h 16MB ToPCI 
hole@2MB OOFFFFFFh 16MB-1 ISA 

OOCOOOOOh 12MB ISA 
OOBFFFFFh 12MB-1 ToPCI 
00220000h 2MB + 128KB ToPCI 
0021FFFFh 2MB + 128KB-1 ISA 
00210000h 2MB + 64KB ISA 
0020FFFFh 2MB + 64KB-1 ISA 
00200000h 2MB ISA 
001FFFFFh 2MB-1 ToPCI 
00100000h 1MB ToPCI 
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Table 6. Examples of ISA Decoding (Continued) 

Test Case Description 
TOM TOH 
(48h) (4Bh) 

5MB TOM, 3MB hole @ 4xh 47h 

, 

4.1.18 ICRT-ISA CONTROLLER RECOVERY 
TIMER REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

4Ch 
S6h 
Read/Write 
8 bits 

The I/O recovery mechanism in the SIO is used to 
add additional recovery delay between PCI originat­
ed 8-bit and 16-bit I/O cycles to the ISA bus. The 
SIO automatically forces a minimum delay of five 
SYSCLKs between back-to-back 8- and 16-bit I/O 
cycles to the ISA bus. The delay is measured from 
the rising edge of the I/O command (lOR # or 
10W#) to the falling edge of the next BALE. If a 
delay of greater than five SYSCLKs is required, the 
ISA I/O Recovery Time Register can be pro­
grammed to increase the delay in increments of 
SYSCLKs. Note that no additional delay is inserted 
for back-to-back I/O "sub cycles" generated as a 

Bit 5 4 3 
0 0 1 
O· 1 0 
0 1 1 
1 0 0 

0 1 
1 0 

1 1 1 
0 0 0 

BOH 
Address (hex) Address Result 

(4Ah) 

18h 01000000h 16MB ToPCI 
OOFFFFFFh 16MB·1 ISA 
OOSOOOOOh 5MB ISA 
004FFFFFh 5MB·1 ToPCI 
00480000h 4.SMB ToPCI 
0047FFFFh 4.SMB-1 ISA 
00180000h 1.SMB ISA 
0017FFFFh 1.SMB-1 ToPCI 
00100000h 1MB ToPCI 

result of byte assembly or disassembly. This register 
defaults to 8- and 16-bit recovery enabled with two 
clocks added to the standard I/O recovery. 

Bit 7: Reserved 
Read as o. 

Bit 6: 8-Blt 1/0 Recovery Enable 
This bit enables the recovery times programmed into 
bits 0 and 1 of this register. When this bit is setto 1, 
the recovery times shown fot bits[S:3] are enabled. 
When this bit is set to 0, recovery times are disabled. 

Blts[5:3]: 8-Blt 1/0 Recovery Times 
This 3-bit field defines the recovery times for 8-bit 
I/O. Programmable delays between back-to-back 
8-bit PCI cycles to ISA I/O slaves is shown in terms 
of ISA clock cyCles (SYSCLK) added to the five mini­
mum. The selected delay programmed into this field 
is enabled/disabled via bit 6 of this register. 

SYSCLK Added Total SYSCLKs 
+1 6 
+2 7 
+3 8 
+4 9 
+S 10 
+6 11 
+7 12 
+8 13 
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Bit 2: 16·Blt I/O Recovery Enable 
This bit enables the recovery times programmed into 
bits 0 and 10f this register. When this bit is set to 1, 
the recovery times shown for bits 0 and 1 are en­
abled. When this bit is set to 0, recovery times are 
disabled. 

Blts[1:0]: 16·Bit I/O Recovery Times 
This 2-bit field defines the recovery time for 16-bit 
I/O. Programmable delays between back-to-back 
16-bit PCI cycles to ISA I/O slaves is shown in terms 
of ISA clock cycles (SYSClK) added to the five mini­
mum. The selected delay programmed into this field 
is enabled/disabled via bit 2 of this register. 

Bit 1 0 SYSCLK Added Total SYSCLKs 
o 1 +1 6 
1 0 +2 7 
1 1 +3 8 
o 0 +4 9 

4.1.19 ICD-ISA CLOCK DIVISOR REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

4Dh 
40h 
Read/Write 
8 bits 

This register selects the "integer value used to divide 
the PCI clock (PCIClK) to generate the ISA clock 
(SYSClK). In addition, this register provides an ISA 
Reset bit to software control RSTDRV, a bit to en­
able/disable the MOUSE function, a bit to enable/ 
disable the coprocessor error support, and a bit to 
disable the positive decode for the upper 64 KBytes 
of BIOS at the top of 1 MByte (FOOOOh-FFFFFh) 
and aliased regions. 

Bit 7: Reserved 

Bit 6: Positive Decode of Upper 64 KByte BIOS 
Enable 
This bit enables (bit 6 = 1) and disables (bit 6 = 0) 
the positive decode of the upper 64 KBytes of BIOS 
area at the top of 1 MByte (FOOOOh-FFFFFh) and 
the aliased regions at the top of 4 GBytes 
(FFFFOOOOh-FFFFFFFFh) and 4 GByte-1 MByte 
(FFEFOOOO-FFEFFFFFh). When bit 6 = 1, these 
address regions are positively decoded, unless bit 4 
in tt.le MEMCS # Control Register is set to a 1 in 
which case these regions are subtractively decoded. 
When bit 6 = 0, these address regions are subtrac­
tively decoded. The encoded chip selects for 
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BIOSCS#and the UBUSOE# signal will always be 
generated when these locations are accessed, re­
gardless of the state of this bit. A reset sets this bit 
to a 1 (positive decode enabled). 

. Bit 5: Coprocessor Error Enable 
This bit is used to enable and disable the Coproces­
sor error support. When enabled (bit 5 = 1), the 
FERR # input, when driven active, triggers an IRQ13 
to the SIO's interrupt controller. FERR# is also used 
to gate the IGNNE# output. When disabled (bit 5 = 
0), the FERR# signal can be used as IRQ13 and the 
coprocessor support is.disabled. A reset sets this bit 
to 0 (coprocessor support disabled). 

Bit 4: IRQ12/M Mouse Function Enable 
When this bit is set to 1, IRQ12/M provides the 
mouse function. When this bit is set to 0, IRQ12/M 
provides the standard IRQ12 interrupt function. A 
hard reset sets this bit to O. 

Bit 3: RSTDRV Enable 
This bit is used to enable RSTDRV on the ISA Bus. 
When this bit is set to 1, RSTDRV is asserted and 
remains asserted until this bit is set to a O. When set 
to 0, normal operation of RSTDRV is provided. This 
bit should be used during configuration to reset the 
ISA Bus when changing the clock divisor. For a re­
set, this bit defaults to O. Note that the software 
must ensure that RSTDRV is asserted for a mini­
mum of 1. /-ts. 

Blt[2:0]: PCICLK·to·ISA SYSCLK Divisor 
These bits are used to select the integer that is used 
to divide the PCIClK down to generate the ISA 
SYSClK. Upon reset, these bits are set to 000 (divi­
sor of 4 selected). For PCI frequencies less than 
33 MHz (not including 25 MHz), a clock divisor value 
must be selected that ensures that the ISA Bus fre­
quency does not violate the 6 MHz to 8.33 MHz 
SYSClK specification. 

Bit 2 1 0 Divisor SYSCLK 
0 0 0 4 (33 MHz) 8.33 MHz 
0 0 1 3 (25 MHz) 8.33 MHz 
0 1 0 Reserved 
0 1 1 Reserved 
1 0 0 Reserved 

0 1 Reserved 
0 Reserved 
1 Reserved 



4.1.20 UBCSA-UTILITY BUS CHIP SELECT A 
REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

4Eh 
07h 
Read/Write 
B bits 

This register enables/disables accesses to the RTC, 
keyboard controller, Floppy Disk controller, IDE, and 
BIOS locations EOOOOh-EFFFFh and FFFBOOOOh­
FFFDFFFFh. Disabling any of these bits prevents 
the encoded chip select bits (ECsADDR[2:0)) and 
utility bus transceiver control signal (UBUsOE#) for 
that device from being generated. 

This register is also used to select which address 
range (primary or secondary) will be decoded for the 
resident floppy controller and IDE. This ensures that 
there is no contention with the Utility bus transceiver 
driving the system data bus during read accesses to 
these devices. 

Bit 7: Extended BIOS Enable 
When bit 7 = 1 (enabled), PCI accesses to loca­
tions FFFBOOOOh-FFFDFFFFh result in the genera­
tion of the encoded signals (ECsADDR[2:01) for 
BIOS. When enabled, PCI master accesses to this 
area are positively decoded and UBUsOE# is gen­
erated. When this bit is disabled (bit 7 = 0), the 510 
does not generate the encoded (ECsADDR[2:0)) 
signals or UBUsOE#. 

Bit 6: Lower BIOS Enable 
When bit 6 = 1 (enabled), PCI or IsA accesses to 
the lower 64 KByte BIOS block (EOOOOh-EFFFFh) 
at the top of 1 MByte, or the aliases at the top of 

Address BitS Bit 3 Bit 2 

X X X X 

3FOh,3F1h 0 1 X 

3F2h-3F7h 0 X 1 

370h,371h 1 1 X 

372h-.37Fh 1 X 1 

NOTE: 
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4 GByte and 4 GByte-1 MByte results in the gener­
ation of the encoded (ECsADDR[2:0)) signals for 
BIOS. When enabled, PCI master accesses to this 
area are positively decoded to the IsA Bus, unless 
bit 4 in the MEMCs# Control Register is set to a 1 in 
which case these regions are subtractively decoded. 
Also, when enabled, IsA master or DMA master ac­
cesses to this region are not forwarded to the' PCI 
Bus. When this bit is disabled (bit 6 = 0), the 510 
does not generate the encoded (ECsADDR[2:0)) 
signals. Also, when this bit is disabled, IsA master or 
DMA accesses to this region are forwarded to PCI, if 
bit 3 in the IADCC>N Register is set to 1. 

Bit 4: IDE Decode Enable 
Bit 4 enables/disables IDE locations 1FOh-1F7h 
(primary) or 170h-177h (secondary) and 3F6h, 
3F7h (primary) or 376h, 377h (secondary). When bit 
4 = 1, the IDE encoded chip select signals and the 
Utility Bus transceiver signal (UBUsOE# ) are gen­
erated for these addresses. When bit 4 = 0, the IDE 
encoded chip select signals and the Utility Bus 
transceiver signal (UBUsOE#) are not generated 
for these addresses. 

Bit [5, 3:2]: Floppy Disk Address locations En­
able 
Bits 2 and 3 are used to enable or disable the floppy 
locations as indicated below. A PCIRsT # sets bit 2 
to 1 and bit 3 to O. Bit 5 is used to select between 
the primary and secondary address range used by 
the Floppy Controller and the IDE. Only primary or 
only secondary can be programmed at anyone time. 
A PCIRsT # sets this bit to 0 (primary). 

The following table shows how these bits are used 
to select the floppy controller: 

DSKCHG ECSADDR[2:0] FLOPPYCS# 

0 1 1 1 1 

1 100 0 

1 100 o (note) 

1 100 0 

1 100 o (note) 

If IDE decode is enabled (bit 4 = 1), all accesses to locations 03F6h and 03F7h (primary) or 0376h and 0377h (secondary) 
.result in the ECSADDR[2:0] signals generating a decode for IDECSU (FLOPPYCS# is not generated). An external AND 
gate can be used to tie IDECS1 # and FLOPPYCS# together to insure that the floppy is enabled for these accesses. If IDE 
decode is disabled (bit 4 = 0), and the decode for the floppy is enabled, then the encoded chip selects for the floppy 
locations are generated. 
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Bit 1: Keyboard Controller Address Location 
Enable 
Enables (1) or disables (0) the Keyboard controller 
address locations 60h, 62h,64h, and 66h. When this 
bit is set to 0, the Keyboard Controller encoded chip 
select signals (ECSADDR[2:0j) and the Utility Bus 
transceiver signal (UBUSOE#) are not generated 
for these locations. . 

Bit 0: RTC Address Location Enable 
Enables (1) or disables (0) the RTC address loca­
tions 70h-77h. When this bit is set to 0, the RTC 
encoded chip select Signals (ECSADDR[2:0j), 
RTCALE#, RTCCS#, and UBUSOE# signals are 
I)ot generated for these addresses. 

4.1.21 UBCSB-UTILITV BUS CHIP 
SELECT B REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

4Fh 
4Fh 
Read/Write 
B bits 

This register is used to enable/disable accesses to 
the serial ports and parallel port locations supported 
by the SIO. When disabled, the ECSADDR(2:0) en-, 
coded chip select bits and Utility Bus Transceiver 
control Signal (UBUSOE #), for that device, are not 
generated. This register is also used to disable ac­
cesses to port 92 and enable or disable configura­
tion RAM decode. 
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Bit 7: ConfJguration RAM Decode Enable 
This bit is used to enable (bit 7 = 1) or disable (bit 
7 = 0) I/O write accesses to location OCOOh and 
I/O read/write accesses to locations 0800h-OBFFh. 
When enabled, the encoded chip select signals for 
generating an external configuration page chip se- -
lect (CPAGECS#) are generated for accesses to 
OCOOh. The encoded chip select Signals for generat­
ing an external configuration memory chip select 
(CFIGMEMCS#) are generated .lor accesses to 
OBOOh-OBFFh. When bit 7 = 0, configuration RAM 
decode is disabled and the CPAGECS# and 
CFIGMEMCS# are not generated for the corre­
sponding accesses. 

Bit 6: Port 92 Enable 
This bit is used to enable/disable access to Port 92. 
When bit 6 = 1, Port 92 is enabled. When bit 6 = 0, 
Port 92 is disabled. When a PCIRST # occurs, this 
bit is set to 1 (enable). 

Blts[5:4]: Parallel Port Enable 
These bits are used to select the parallel port ad­
dress range: (LPT1, LPT2, LPT3, or disable). When Ii 
PCIRST# occurs, this field is set to 00 (LPT1). 

Bit 5 4 
o 0 
o 1 

o 

Function 
3BCh-3BFh (LPT1) 
37Bh-37Fh (LP2) 
27Bh-27Fh (LPT3) 
Disabled 

&.IQlWM©1ll OOOIi'@OOIMJ&.'ii'O@OO I 
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Blts[3:2]: Serial Port B Enable 
These bits are used to assign serial port B address 
range: (COM1, COM2, or disable). If either COM1 or 
COM2 address ranges are selected, the encoded 
chip select signals [ECSADDR(2:0)] for Port B will 
be generated. A PCIRST# sets bits[3:2] to 11 (Port 
B disabled). 

Bit 3 2 
o 0 
o 1 

o 
1 

1 
1 

Function 
3F8h-3FFh (COM1) 
2F8h-2FFh (COM2) 
Reserved 
Port B Disabled 

NOTE: 
If Serial port A and B are programmed for 
the same I/O address, the encoded chip se­
lect signals, ECSADDR(2:0), for port Bare 
disabled. 

Blts[1:0]: Serial Port A Enable 
These bits are used to assign serial port A address 
range: (COM1, COM2, or disable). If either COM1 or 
COM2 address ranges are selected, the encoded 
chip select signals (ECSADDR[2:0l) for Port A will 
be generated. A PCIRST# sets bits[1:0] to 11 (port 
A disabled). 

Bit 1 0 
o 0 
o 1 
1 0 

Function 
3F8h-3FFh (COM1) 
2F8h-2FFh (COM2) 
Reserved 
Port A disabled 

NOTE: 
If Serial port A and B are programmed for 
the same 110 address, the encoded chip se­
lect signals, ECSADDR[2:0], for port Bare 
disabled. 

4.1.22 MAR1-MEMCS# ATTRIBUTE 
REGISTER #1 

Address Offset: 
Default Value: 
Attribute: 
Size: 

54h 
OOh 
Read/Write 
8 bits 
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RE-Read Enable, When the RE bit (bit 6, 4, 2, 0) is 
set to a 1, the SIO generates MEMCS # for PCI mas­
ter, DMA, or ISA master memory read accesses to 
the corresponding segment. When the RE bit is set 
to a 0, the SIO does not generate MEMCS# for PCI 
master memory read accesses to the corresponding 
segment. When the RE and WE bits are both 0 (or 
bit 4 in the MEMCS# Control Register is set to a 
O-disabled), the PCI master, DMA, or ISA master 
can not access the corresponding segment. 

WE-Write Enable. When the WE bit (bit 7,5,3,1) 
is set to a 1, the SIO generates MEMCS# for PCI 
master, DMA, or ISA master memory write accesses 
to the corresponding segment. When this bit is set to 
a 0, the SIO does not generate MEMCS# for PCI 
master memory write accesses to the corresponding 
segment. When the RE and WE bits are both 0 (or 
bit 4 in the MEMCS# Control. Register is set to a 
O-disabled), the PCI master, DMA, or ISA master 
can not access the corresponding segment. 

Bit 7: OCCOOOh-OCFFFFh Exp. ROM: WE 

Bit 6: OCCOOOh-OCFFFFh Exp. ROM: RE 

Bit 5: OC8000h-OCBFFFh Exp. ROM: WE 

Bit 4: OC8000h-OCBFFFh Exp. ROM: RE 

Bit 3: OC4000h-OC7FFFh Exp. ROM: WE 

Bit 2: OC4000h-OC7FFFh Exp. ROM: RE 

Bit 1: OCOOOOh-OC3FFFh Exp. ROM: WE 

Bit 0: OCOOOOh-OC3FFFh Exp. ROM: RE 
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4.1.23 MAR2-MEMCS# ATTRIBUTE 
REGISTER #2 

Address Offset: 
Default Value: 
Attribute: 
Size: 

55h 
OOh 

-Read/Write 
8 bits 

RE-Read Enable. When the RE bit (bit 6, 4, 2, 0) is 
set to a 1, the SIO generates MEMCS # for PCI mas­
ter, DMA, or ISA master memory read accesses to 
the corresponding segment. When this bit is set to a 
0, the SIO does not generate MEMCS# for PCI 
master memory read accesses to the corresponding 
segment. When the RE and WE bits are both 0 (or 
bit 4 in the MEMCS# Control Register is set to a 
O-disabled), the PCI master, DMA, or ISA master 
can not access the corresponding segment. 

. WE-Write Enable. When the WE bit (bit 7,5,3,1) 
is set to a 1, the SIO generates MEMCS# for PCI 
master, DMA, or ISA master memory write accesses 
to the corresponding segment. When this bit is set to 
a 0, the SIO doeS not generate MEMCS# for PCI 
master memory write accesses to the corresponding 
segment. When the RE and WE bits are both 0 (or 
bit 4 in the MEMCS# Control Register is set to a 
O-disabled), the PCI master, DMA, or ISA master 
can not access the corresponding segment. 

Bit 7: ODCOOOh-ODFFFFh Exp. ROM: WE 

Bit 6: ODCOOOh-ODFFFFh Exp. ROM: RE 

Bit 5: OD8000h-ODBFFFh Exp. ROM: WE 

Bit 4: OD8000h-ODBFFFh Exp. ROM: RE 

Bit 3: OD4000h-OD7FFFh Exp. ROM: WE 

Bit 2: OD4000h-OD7FFFh Exp. ROM: RE 

Bit 1: ODOOOOh-OD3FFFh EXp. ROM: WE 

Bit 0: ODOOOOh-OD3FFFh Exp. ROM: RE 
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4.1.24 MAR3-MEMCS# ATTRIBUTE 

REGISTER #3 

Address Offset: 
Default Value: 
Attribute: 
Size: 

56h 
OOh 
Read/Write 
8 bits 

RE-Read Enable. When the RE bit (bit 6, 4, 2, 0) is 
set to a 1, the SIO generates MEMCS# for PCI mas­
ter, DMA, ISA master memory read accesses to the 
corresponding segment. When this bit is set to a 0, 
the SIO does not generate MEMCS# for PCI master 
memory read accesses to the corresponding seg­
ment. When the RE and WE bits are both 0 (or bit 4 
in the MEMCS # Control Register is set to a 
O-disabled), the PCI master can not access the cor­
responding segment. 

WE-Write Enable. When the WE bit (bit 7,5,3, 1) 
is set to a 1, the 510 generates MEMCS# for PCI 
master, DMA, ISA master memory write accesses to 
the corresponding segment. When this bit is set to a 
0, the 510 does not generate MEMCS# for PCI 
master memory write accesses to the corresponding 
segment. When the RE and WE bits are both 0 (or 
bit 4 in the MEMCS# Control Register is set to a 
O~disabled), the PCI master can not access the cor­
responding segment. 

Bit 7: OECOOOh-OEFFFFh Lower 64 KByte 
BIOS: WE 

Bit 6: OECOOOh-OEFFFFh Lower 64 KByte 
BIOS: RE 

Bit 5: OE8000h-OEBFFFh Lower 64 KByte 
BIOS WE 

Bit 4: OE8000h-OEBFFFh Lower 64 KByte 
BIOS: RE 

Bit 3: OE4000h-OE7FFFh Lower 64 KByte 
BIOS: WE 

Bit 2: OE4000h-OE7FFFh Lower 64 KByte 
BIOS: RE 

Bit 1: OEOOOOh-OE3FFFh Lower 64 KByte 
BIOS: WE 

Bit 0: OEOOOOh-OE3FFFh Lower 64 KByte 
BIOS: RE . 



4.1.25 DMA SCATTER/GATHER RELOCATION 
BASE ADDRESS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

57h 
04h 
Read/Write 
8 bits 

The value programmed into this register determines 
the high order I/O address of the Scatter/Gather 
Command Registers, Scatter/Gather Status Regis­
ters, and the Scatter/Gather Descriptor Table Reg­
isters. The default value is 04h so the first S/G regis­
ter default address is at 0410h. 

Bit 7: A15 

Bit 6: A14 

Bit 5: A13 

Bit 4: A12 

Bit 3: A11 

Bit 2: A10 

7 6 

11 1 0 

5 

0 

4 3 2 

0 0 0 0 

0 

Bit 1: A9 

Bit 0: A8 
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4.1.26 PIRQ[3:0] #-PIRQ ROUTE 
CONTROL REGISTERS 

Register Name: PIRQO#, PIRQ1#, PIRQ2#, 
PIRQ3# Route Control 

Address Offset: 
Default Value: 
Attribute: 
Size: 

60h,61h,62h,63h 
80h 
Read/Write 
8 bits 

These registers control the routing of PCI Interrupts 
(PIRQ[0:3] #) to the PC compatible Interrupts. Each 
PCI interrupt can be independently routed to 1 of 11 
compatible interrupts. Note that two or more PCI in­
terrupts (PIRQ [3:0] #) can be steered into the same 
IRQ signal (the interrupts are level sensitive and can 
be shared). 

Each IRQ to which a PCI Interrupt is steered into 
must have its interrupt set to level sensitive in the 
Edge/Level Control Register. 

Bits IRQx# 

Bit 0000000 Reserved 

o 1 Default 
0000001 Reserved 
0000010 Reaerved 

L L IRQx# Routing Blta 

0000011 IRQ3 
0000100 IRQ4 

Routing of Interrupt (R/W) 
0000101 IRQ5 

IRQ6 0000110 
1=Dlsabled 0000111 IRQ7 
O=Enabled 0001000 Reserved 

0001001 IRQ9 
0001010 IRQ10 
0001011 IRQ11 
0001100 IRQ12 
0001101 Reserved, 
0001110 IRQ14 
0001111 IRQ15 

0010000 
to Reserved 

1111111 
290473-17 

Figure 3. PIRQ Route Control Registers 
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Bit 7: Routing of Interrupts 
When enabled, this bit routes the PCI Interrupt signal 
to the PC compatible interrupt signal specified in 
bits[3:0]. At reset, this bit is disabled (set to 1). 

Blts[6:4]: Reserved 
Read as O's. 

Blt8[3:0]: IRQx# Routing Bits 
These bit~ specify which IRQ signal to generate. 

4.1.27 BIOS TIMER BASE ADDRESS REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

SOh-S1h 
007Sh 
Read/Write 
16 bits 

This register determines the base address for the 
BIOS Timer Register located in the I/O space. The 
base a.ddress can be set at Dword boundary any­
where In the 64 KByte I/O space. Tnis register also 
provides the BIOS Timer access enable/disable 
control bit. 

Blt8[15:2]: BIOS Timer Base Address 
Bits[15:2] correspond to PCI address Iines.A[15:2]. 

Bit 1: Reserved 

Bit 0: BIOS Timer Access Enable 
When bit 0 = 1, access to the BIOS Timer is en­
abled. When bit 0 = 0, access to the BIOS Timer is 
disabled. The default value is 0 (disabled). 

4.1.28 SMICNTL-SMI CONTROL REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 
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AOh 
OSh 
Read/Write 
S bits 

Bit 7: Reserved 
Reserved for future Intel use. 

Bit 6: Reserved 
Reserved for future Intel use. 

Blts[5:4]: Reserved 
Reserved for future Intel use. 

Bit 3: CTMRFRZ 
Used to freeze the timers when in SMM. When this 
bit is set, the Fast Off timer will stop counting. This 
prevents time-outs from occurring while executing 
SMM code .. 

Bit 2: CSTPCLKTH 
When set, the STPCLK # throttle is enabled. 

Bit 1: CSTPCLKEN 
When set, a read from the APMC register will cause 
STPCLK # to be asserted. CSTPCLKEN will be 
cleared by writing it to 0 or by any write to the APMC 
register. Enables SW to put the CPU into a low pow­
er state. 

Bit 0: CSMIGATE 
When this bit is written to "0" SMI # will be deassert­
ed. When this bit is written to a "1", SMI# will be 
asserted if any SMls are pending. 

4.1.29 SMIEN-SMI ENABLE REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

A2h-A3h 
OOOOh 
Read/Write 
16 t;>its 

The following bits control the enabling of associated 
hardware events that will generate an SMI. When 
set to a "1 ", SMI# will be asserted when the associ­
ated event occurs. When bit 7 is set, writes to the 
APM Control port (APMC) will generate an SMI. 
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8118[15:8]: Reserved 
Will be read as O. Writes have no effect. 

81t 7: SAPMCEN 
Write to APM Control Port. 

81t 6: SEXTSMIEN 
EXTSMI# input asserted. 

81t 5: SFOFFTMREN 
Fast Off (Idle) Timer Enable, 

81t 4: SIRQ12EN 
PS/2 Mouse Interrupt. 

81t 3: SIRQ8EN 
RTC Alarm Interrupt. 

81t 2: SIRQ4EN . 
COM2/COM4. Interrupt (Mouse). 

81t 1: SIRQ3EN 
COM1/COM3 Interrupt (Mouse). 

81t 0: SIRQ1EN 
Keyboard Interrupt: 

4.1.30 SEE-SYSTEM EVENT ENA8LE 
REGISTER 

Address Offset: 
Default value: 
Attribute: 
Size: 

A4h, A5h, A6h, A7h 
OOOOOOOOh 
Read/Write 
32 bits 

These bits are used to enable the corresponding 
hardware events as system events. When set to a 
"1", anytime the associated hardware event occurs, 
the Fast Off Tinier is reloaded with its initial count. 
Also, when enabled the associated hardware sys­
tem event is recognized as a Break Event causing 
STPCLK # to be deasserted. 

81t 31: FSMIEN 
Prevents the system from entering Fast Off and 
causes STPCLK # to be deasserted when an SMI 
occurs. 

81t 30: Reserved 
Will be read as O. Writes have no effect. 
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81t 29: FNMIEN 
Prevents the system from entering Fast Off and 
causes STPCLK# to be deasserted when an NMI 
occurs (parity error for example). 

8118[28:16]: Reserved 
Will' be read as O. Writes have no effect. 

8118[15:3]: FIRQ[15:3]EN 
This prevents the system from entering Fast Off and 
causes STPCLK # to be deasserted when selected 
hardware interrupts occur. 

81t 2: Reserved 
Will' be read as O. Writes have no effect. 

8118[1:0]: FIRQ[1:0]EN . 
Prevents the system from entering Fast Off and 
causes STPCLK # to be deasserted when selected 
hardware interrupts occur. 

4.1.31 FTMR-FAST OFF TIMER 

Address Offset: 
Default value: 
Attribute: 
Size: 

A8h 
OFh 
Read/Write 
8 bits 

The Fast Off Timer is used to indicate (through an 
SMI) that the system has been idle for a pre-pro­
grammed period of time. The Fast Off Timer con­
sists of a count down timer that is decremented ev­
ery minute. The value programmed into this register 
gets loaded into the Fast Off Timer when an enabled 
system event occurs. Each count represents one. 
minute. When the timer expires, an SMI Special Cy­
cle is generated. Writes to the FTMRLD register 
cause the Fast Off Timer to be loaded. When this 
register is read, the value last written to this register 
is returned. 

PROGRAMMER'S NOTE: 
Before writing to the FTMRLD register the 
Fast Off Timer must be stopped by writing a 
"1" to the CTMRFRZ bit. The Fast Off Timer 
will begin decrementing when the CTMRFRZ 
bit is subsequently set to "0". 
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Blta[7:0): FTMRLD[7:O) 
A write to the FTMRLD register when the Fast Off 
Timer is stopped (CTMRFRZ = 1) will load the Fast 
Off Timer with the value being written to FTMRLD 
register. When the Fast Off Timer is enabled 
(CTMRFRZ = 0) it counts down from the value 
loaded into it. When the Fast Off Timer reaches OOh 
it will trigger an SMI. If an enabled system event 
occurs before the Fast Off Timer reaches OOh the 
Fast Off Timer is reloaded with the value stored in 
the FTMRLD register. A read froni the FTMRLD reg­
ister will return the value last written to this register. 

4.1.~2 SMIREo-SMI REQUEST REGISTI:R 

Address Offset: 
Default value: 
Attribute: 
Size: 

AAh, ABh 
OOh 
Read/Write 
16 bits 

These bits are status bits indicating the cause of the 
SMI. When an enabled event causes an SMI, the 
hardware automatically sets the corresponding 
event's request bit. The request bits are cleared by 
writing a "0" to them. Only the hardware can set 
request bits to a "1". In the event that the hardware 
is trying to set the bit to a "1" at the same time that it 
is being cleared, the hardware set to "1" will domi­
nate. 

Blta[15:8): Reserved 
Reserved for future Intel use. 

Bit 7: RAPMC 
When set to a "1" indicates that a write to the APM 
Control Port caused an SMI # . 

Bit 6: REXT 
When set to a "1", indicates that EXTSMI# was 
sampled asserted, causing an SMI # . 

Bit 5: RFOFFTMR 
Fast Off Timer expired causing an SMI # . 

Bit 4: RIRQ12 
IRQ12 was asserted causing an SMI#. 

Bit 3: RIRQ8 
IRQe was asserted causing an SMI#. 
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Bit 2: RIRQ4 
IRQ4 was asserted causing an SMI #. 

Bit 1: RIRQ3 
, IRQ3 was asserted causing an SMI#. 

Bit 0: RIRQ1 
IRQ1 was asserted causing an SMI#. 

4.1.33 CTLTMRL-CLOCK THROTTLE 
STPCLK# LOW TIMER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

ACh 
OOh 
Read/Write 
8 bits 

The value in this register defines the duration of the 
STPCLK # asserted period when the CSTPCLKTH 
bit is set. The value in this register is loaded into the 
STPCLK# Timer when STPCLK# is asserted. The 
STPCLK # timer runs off a 32 p.s clock. Note that 
the timer does not begin to count until the Stop 
Grant Special Cycle is received. 

Blts[7:0): KSTPLOLD[7:0) 
The value in this register defines the .duration of the 
STPCLK # asserted period when th~ CSTPCLKTH 
bit is set. 

4.1.34 CTL TMRH-CLOCK THROTTLE 
STPCLK # HIGHTIMER 

Address Offset: 
Default value: 
Attribute: 
Size: 

AEh 
OOh 
Read/Write 
8 bits 

The value- in this register define!l the duration 
of the STPCLK # deasserted period when the 
CSTPClKTH bit Is set. The value in this register is 
loaded into the STPCLK# Timer when STPCLK # is 
dea:sserted. The STPCLK # timer runs off a 32 ,.,.s 
clock. 

Blta[7:0): KSTPHILD[7:0) 
The value in this register defines the duration 
of the STPCLK # deasserted period when the 
CSTPCLKTH bit is set. 



4.2 DMA Register Description 

The SIO contains DMA circuitry that incorporates 
the functionality of two 82C37 DMA controllers 
(DMA 1 and DMA2). The DMA registers control the 
operation .of the DMA controllers and are all accessi­
ble from the PCI Bus via PCI 1/0 space. In addition, 
some of the registers are accessed from the ISA 
Bus via ISA 1/0 space. Table 4, at the beginning of 
Section 4.0 lists the bus access for each register. 

This section describes the DMA registers. Unless 
otherwise stated, a PCIRST # sets each register to 
its default value. The operation of the DMA is further 
described in Section 5.4, DMA Controller. 

4.2.1 DCOM-DMA COMMAND REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channels 0-3-08h 
Channels 4-7 -ODOh 
OOh 
Write Only 
8 bits 

This 8-bit register controls the configuration of the 
DMA. It is programmed by the microprocessor in the 
Program Condition and is cleared by PCIRST# or a 
Master Clear instruction. Note that disabling chan­
nels 4-7 also disables channels 0-3, since chan­
nels 0-3 are cascaded onto channel 4. The DREQ 
and DACK # channel assertion sensitivity is as­
signed by channel group, not per individual channel. 
For priority resolution, the DMA consists of two logi­
cal channel groups-channels 0-3 (Controller 
1-DMA 1) and channels 4-7 (Controller 2-DMA2). 
Each group can be assigned fixed or rotating priority. 
Both groups can be assigned fixed priority, one 
group can be assigned fixed priority and the second 
rotating priority, or both groups can be assigned ro­
tating priority. Following a PCIRST # or OllilA Master 
Clear, both DMA 1 and DMA2 are enabled in fixed 
priority, the DREQ sense level is active high, and the 
DACK # assertion level is active low. 

Bit 7: DACK# Assert Level (DACK#[3:0]. [7:5]) 
Bit 7 controls the DMA channel request acknowl­
edge (DACK#) assertion level. Following PCIRST#, 
the DACK # assertion level is active low. The low 
level indicates recognition and acknowledgment of 
the DMA request to the DMA slave requesting serv­
ice. Writing a 0 to bit 7 assigns active low as the 
assertion level. When a 1 is written to this bit, a high 
level on the DACK# line indicates acknowledgment 
of the request for DMA service to the DMA slave. 
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Bit 8: DREQ Sen.e A •• ert Level 
(DREQ[3:0]. [7:5]) 
Bit 6 controls the DMA channel request (DREQ) as­
sertion detect level. Following PCIRST #, the DREQ 
sense assert level is active high. In this condition, an 
active high level sampled on DREQ is decoded' as 
an active DMA channel request. Writing a 0 to bit 6 
assigns active high as the sense assert level. When 
a 1 is written to this bit, a low level on the DREQ line 
is decoded as an active DMA channel request. 

Bit 5: Reserved 
Must be O. 

Bit 4: DMA Group Arbitration Priority 
Each channel group is individually assigned either 
fixed or rotating arbitration priority. At PCIRST #, 
each group is initialized in fixed priority. Writing a 0 to 
bit 4 assigns fixed priority to the channel group, 
while writing a 1 assigns rotating priority to the 
group. 

Bit 3: Reserved 
Must be O. 

Bit ,2: DMA Channel Group Enable 
Writing a 1 to this bit disables the DMA channel 
group, while writing a 0 to this bit enables the DMA 
channel group. Both channel groups are enabled fol­
lowing PCIRST #. Disabling channel group 4-7 also 
disables channel group 0-3, which is cascaded 
through channel 4. 

Blts[1:0]: Reserved 
Must be O. 

4.2.2 DCM-DMA CHANNEL MODE REGISTER 

Register Name: DMA Channel Mode 
Address Offset: Channels 0-3-0Bh 

Channels 4·7-0D6h 
Default Value: Bits[7:2] = 0, 

Bits[1 :01 = undefined 
Attribute: Write Only 
Size: 6 bits 

Each channel has a 6-bit DMA Channel Mode Regis· 
ter. The Channel Mode Registers provide control 
over DMA Transfer type, transfer mode, address in­
crement/decrement, and autoinitialization. Bits[1:0] 
select the appropriate Channel Mode Register and 
are not stored. Only bits[7:2] are stored in the regis­
ter. This register is set to its default value upon 

2-473 



82378 SYSTEM 1/0 (SIO) 

PCIRST# or Master Clear. Its default value i,s Verify 
transfer, Autoinitialize disable, Address increment, 
and Demand mode. Channel 4 defaults to cascade 
mode and cannot be programmed for any mode oth­
er than cascade mode. 

Blts[7:6): DMA Transfer Mode 
Each DMA channel can be programmed in one of 
four different modes: single transfer, block transfer, 
demand transfer and cascade. 

Bits 7 6 Transfer Mode 
0 0 Demand mode 
0 1 Single mode 

0 Block mode 
Cascade mode 

Bit 5: Address Increment/Decrement Select 
Bit 5 controls address increment/decrement during 
multi-byte DMA transfers. When bit 5 = 0, address 
increment is selected. When bit 5 = 1, address dec­
rement is selected. Address increment is the default 
after a PCIRST # cycle or Master Clear command. 

Bit 4: Autoinitialize Enable 
When bit 4 = 1, the DMA restores the Base Page, 
Address, and Word count information to their re­
spective current registers following a terminal count 
(TC). When bit 4 = 0, the autoinitialize feature is 
disabled and the DMA does not restore the above 
mentioned registers. A PCIRST# or Master Clear 
disables autoinitialization (sets bit 4 to 0). 

Blts[3:2): DMA Transfer Type 
Verify, write and read transfer types are available. 
Verify transfer is the default transfer type upon 
PCIRST # or Master Clear. Write transfers move 
data from an 1/0 device to memory. Read transfers 
move data from memory to an 1/0 device. Verify 
transfers are pseudo transfers; addresses are gen~ 
erated as in a normal read or write transfer and the 
device responds to EOP etc. However, with Verify 
transfers, the ISA memory and 1/0 cycle lines are 
not driven. Bit combination 11 is illegal. When the 
channel is programmed for cascade ([7:6] ;= 11) 
the transfer type bits are irrelevant. 

Bits 3 2 Transfer Mode 
0 0 Verify transfer 
0 1 Write transfer 
1 0 Read Transfer 

Illegal 
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intel® 
Blts[1:0): DMA Channel Select 
Bits[1:0] select the DMA Channel Mode Register 
that will be written by bits[7:2]. 

Bits 1 
o 
o 
1 

o 
o 
1 
o 
1 

Channel 
Channel 0 (4) 
Channel 1 (5) 
Channel 2 (6) 
Channel 3 (7) 

4.2.3 DCEM-DMA CHANNEL EXTENDED MODE 
REGISTER 

Address Offset: Channels 0-3-040Bh 
Channels 4-7-04D6h 

Default Value: Bits[1:0) = undefined, 
Bits[3:2] = 00 for DMA 1, 
Bits[3:2) = 01 for DMA2, 
Bits [7:4] = 0 

Attribute: Write Only 
Size: 6 bits 

Each channel has a 6-bit Extended Mode Register. 
The register is used to prowam the DMA de~ice 
data size, timing mode, EOP Input/ output selection, 
and Stop Register selection. Bits[1:0] select the ap­
propriate Channel Extend Mode Re~ister an~ are 
not stored. Only bits[7:2) are stored In the register. 
Four timing modes are available: ISA-compatible, 
"A", "B", and "F". Timings "A", "B", and "F" are 
extended timing modes and can only be run to main 
memory. DMA cycles to ISA expansion bus m.emory 
defaults to compatible timing if the channel IS pro­
grammed in an extended timing mode. 

The default bit values for each DMA group are se­
lected upon PCIRST#. A Master Clear or any oth.er 
programming sequence will not set the default regis­
ter settings. The default programmed values for 
DMA 1 channels 0-3 are a-bit 1/0 count by bytes, 
compatible timing, and EOP output. The default val­
ues for DMA2 channels 4-7 are 16-bit 1/0 count by 
words with shifted address, compatible timing, and 
EOP output. 

Bit 7: Reserved 
Must be O. 



Bit 6: EOP Input/Output Selection 
Bit 6 selects whether the EOP signal is to be used as 
an output during DMA transfers on this channel or 
an input. EOP is typically used as an output, as was 
available on the PC/AT. The input function was add­
ed to support data communication and other devices 
that would like to trigger an autoinitialize when a col­
lision or some other event occurs. The direction of 
EOP is switched when DACK is changed (when a 
different channel is granted the bus). There may be 
some overlap of the SIO driving the EOP signal 
along with the DMA slave. However, during this 
overlap, both devices drive the signal to a low level 
(inactive). For example, assume channel 2 is about 
to go inactive (DACK negating) and channel 1 is 
about to go active. In addition, assume that channel 
2 is programmed for "EOP OUT" and channel 1 is 
programmed for "EOP IN". When channel 2's DACK 
is negated and channel 1 's DACK is asserted, the 
SIO may be driving EOP to a low value on behalf of 
channel 2. At the same time the device connected to 
channel 1 is driving EOP in to the SIO, also at an 
inactive level. This overlap only lasts until the SIO 
EOP output buffer is tri-stated, and does not effect 
the DMA operation. Upon PCIRST #, bit 6 is set to 
O-EOP output selected. 

Bits[5:4]: DMA Cycle Timing Mode 
The SIO supports four DMA transfer timings: ISA­
compatible, type "A", "B", and "F". Each timing and 
its corresponding code are described below. Upon 
PCIRST #, compatible timing is selected and the val­
ue of these bits is "00". The cycle timings noted 
below are for a SYSCLK (8.33 MHz, maximum 
SYSCLK frequency). DMA cycles to ISA expansion 
bus memory defaults to compatible timing if the 
channel is programmed in one of the performance 
timing modes (type "A", "B", or "F"). 

Bits[5:4] = 00: Compatible Timing 
Compatible timing is provided for DMA slave devic­
es, that, due to some design limitation, cannot sup­
port one of the faster timings. Compatible timing 
runs at 9 SYSCLKs (1080 nsec/single cycle) and 8 
SYSCLKs (960 nsec/cycle) during the repeated 
portion of a BLOCK or DEMAND mode transfer. 
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Blts[5:4] = 01: Type "A" Timing 
Type "A" timing is provided to allow shortpr cycles 
to main memory (via the PCI Bus). Type "/A" timing 
runs at 6 SYSCLKs (720 nsec/cycle) during the 
repeated portion of a BLOcK or DEMAND mode 
transfer. Type "A" timing varies from compatible 
timing primarily in shortening the memory opera­
tion to the minimum allowed main memory. The II 
o portion of the cycle (data setup on write, 110 
read access time) is the same as with compatible 
cycles. The actual active command time is shorter. 
However, it is expected that the DMA devices that 
provide the data access time Of ,write data setup 
time should not require excess lOR # or lOW # 
command active time. Because of this, most ISA 
DMA devices should be able to use type "A" tim­
ing. 

Bits[5:4] = 10: Type "B" Timing 
Type "B" timing is provided for 8/16-bit ISA DMA 
devices that can accept faster 110 timing. Type 
"B" only works with fast main memory. Type "B" 
timing runs at 5 SYSCLKs (600 nsec/cycle) during 
the repeated portion of a BLOCK or DEMAND 
mode transfer. Type "B" timing requires faster 
DMA slave devices than compatible timing. In 
Type "B" timing the cycles are shortened so that 
the data setup time on 110 write cycles is short­
ened and the 110 read access time is required to 
be faster. 

Bits[5:4] = 11: Type "F" Timing 
Type "F" timing provides high performance DMA 
transfer capability. Type "F" timing runs at 3 
SYSCLKs (360 nsec/single cycle) during the re­
peated portion of a BLOCK or DEMAND mode 
transfer, resulting in a maximum data transfer rate 
of 8.33 MBytes/second. 

Bits[3:2]: Addressing Mode 
The SIO supports both 8- and 16-bit DMA device 
data sizes. Three data size options are programma­
ble with bits[3:2]. Both the 8-bit I/O, "count by 
bytes" mode and the 16-bit I/O, "count by words" 
(address shifted) mode are ISA compatible. The 16-
bit 110, "count by bytes" mode is offered as an ex­
tension of the ISA compatible modes. Bits[3:2] = 
10 is reserved. Byte assembly/disassembly is per­
formed by the ISA control unit. Each of the data 
transfer size modes is discussed below. 
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Blts[3:2) = 00: a·bltI/O, "Count By Bytes" 
Mode 
In. a-bit I/O, "count by bytes" mode, the Current 
Address Register can be programmed to any ad­
dress. The Cu~rent Byte/Word Count l;Iegister is 
programmed with the "number of bytes minus 1" 
to transfer. 

Bits [3:2) = 01: 16·blt 110, "Count By Words" 
(Address Shifted) Mode 
In "count by words" mode (address shifted), the 
Current Address Register can be programmed to 
any even .address, but must be programmed with 
the address value shifted right by one bit. The Low 
Page and High Page Registers are not shifted dur­
ing DMA transfers. Thus, the least significant bit of 
the Low Page register is ignored when the address 
is driven out onto the bus. The Current Byte/Word 
Count Register is programmed with the number of 
words minus 1 to be transferred. 

Bits [3:2) = 10: Reserved 

Bits [3:2] = 11: 16-Blt 110, "Count By Bytes" 
Mode 
In 16-bit "count by bytes" mode, the Current Ad­
dress Register can be programmed to any byte ad­
dress. For most DMA devices, however, it should 
be programmed only to even addresses. If the ad­
dress is programmed to an odd address, the DMA 
controller does a partial word transfer during the 
first and last transfer, if necessary. The bus con­
troller does the Byte/Word assembly necessary to 
write any size memory device. In this mode, the 
Current Address Register is incremented or decre­
mented by two 'and the byte count is decremented 
by the number of bytes transferred during each 
bus cycle. The Current Byte/Word Count Register 
is programmed with the "number of bytes minus 1" 
to be transferred. This mode should only be pro­
grammed for 16-bit ISA DMA slaves. 

Blts[1:0): DMA Channel Select 
Bits[1 :0) select the particular chann!;!1 that will halle 
its DMA Channel Extend Mode Register pro­
grammed with bits[7:2). 

Bits 1 
o 
o 
1 
1 

o 
o 
1 
o 
1 

Channel 
Channel 0 (4) 
Channel 1 (5) 
Channel 2 (6) 
Channel 3 (7) 

4.2.4 DR-DMA REQUEST REGISTER 

Address Offset: . Channels 0-3-09h 
Channels 4-7 -OD2h 

Default Value: Bits[1 :0] = undefined, 
Bits[7:2] = 0 

Attribute: Write Only 
Size: 4 bits . 

Ea~h channel has a re.quest bit in one of the \'No 
4-blt DMA Request Registers. The Request Register 
is used by software to initiate a DMA request. The 
DMA responds to the software request as though 
DREQ[x] is asserted. These requests are non-mask­
able and subject to prioritization by the priority 
encoder network. Each register bit is set to 1 or 0 
separately under software control or is set to 0 upon 
generation of a TC. The entire register is set to 0 
upon PCIRST # or a Master Clear. It is not affected 
upon a RSTDRV output. To program a bit, the soft­
ware loads the proper form of the data word. 
Bits[1 :0] determine which channel Request Register 
will be written. In order to make a software request, 
the channel must be in Block Mode. The Request 
Register status for DMA 1 and DMA2 is output on 
bits[7:4) of a Status Register read to the appropriate 
port. 

Bits[7:3]: Reserved 
Must be O. 

Bit 2: DMA Channel Service Request 
Writing a 0 to bit 2 resets the individual software 
DMA channel request bit. Writing a 1 to bit 2 sets the 
request bit. The request bit for each DMA channel is 
reset to 0 upon a PCIRST# or a Master Clear. 



Blta[1:0]: DMA Channel Select 
Bits[1:0] select the DMA channel mode register to 
program with bit 2. 

Blta 1 
o 
o 
1 
1 

o 
o 
1 
o 
1 

Channel 
Channel 0 
Channel 1 (5) 
Channel 2 (6) 
Channel 3 (7) 

4.2.5 MASK REGISTER-WRITE 
SINGLE MASK BIT 

Address Offset: Channels 0-3-0Ah 
Channels 4-7 -OD4h 

Default Value:' Bits[1:0] = undefined, 
Bit 2 = 1, Bits[7:3] = 0 

Attribute: Write Only 
Size: 1, bit! channel 

Each DMA channel has a mask bit that enables/dis­
ables an incoming DMA channel service request 
DREQ[x]. Two 4-bit registers store the current mask 
status for DMA 1 and DMA2. Setting the mask bit 
disables the incoming DREQ[x] for that channel. 
Clearing the mask bit enables the incoming 
DREQ[x]. A channel's mask bit is automatically set 
when the Current Byte/Word Count register reaches 
terminal count (unless the channel is programmed 
for autoinitialization). Each mask bit may also be set 
or cleared under software control. The entire regis­
ter is also set by a PCIRST # or a Master Clear. 
Setting the entire register disables all DMA requests 
until a clear mask register instruction allows them to 
occur. This instruction format is similar to the format 
used with the DMA Request Register. 

Individually masking DMA channel 4. (DMA controller 
2, channel 0) will automatically mask DMA channels 
[3:0], as this channel group is logically cascaded 
onto channel 4. Setting this mask bit disables the 
incoming DREQ's for channels [3:0]. 

Blts[7:3]: Reserved 
Must be O. 

Bit 2: Channel Mask Select 
When bit 2 is set to a 1, DREQ is disabled for the 
selected channel. When bit 2 is set to a 0, DREQ is 
enabled for the selected channel. 
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BIt[1:0): DMA Channel Select 
Bits [1 :0] select the DMA Channel Mode Register to 
program with bit 2. 

Bits 1 
o 
o 
1 
1 

o 
o 
1 
o 
1 

Channel 
Channel 0 (4) 
Channel 1 (5) 
Channel 2 (6) 
Channel 3 (7) 

4.2.6 MASK REGISTER-WRITE ALL MASK 
BITS 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channels 0-3-0Fh 
Channels 4-7-0DEh 
Bit[3:0] = 1, Bit[7:4] = 0 
Read/Write 
4 bits 

Writing to this register enables/disables incoming 
DREQ assertions. There are four mask bits per reg­
ister, one for each channel. This permits all four 
channels to be simultaneously enabled/disabled in­
stead of enabling/ disabling each channel individual­
ly, as is the Clilse with the Mask Register-Write Sin-
gle Mask Bit. ' 

Two 4-blt registers store the current mask status for 
DMA 1 and DMA2. Unlike the Mask Register-Write 
Single Mask Bit, this register and includes a status 
read to check the current mask status of the select­
ed DMA channel group. A channel's mask bit is au­
tomatically set to 1 when the Current Byte/Word 
Count Register reaches terminal count (unless the 
channel is programmed for autoinitialization). 
Bits[3:0] are set to 1 by a PCIRST# or a Master 
Clear. Setting bits[3:0] to 1 disables all DMA re­
quests until a clear mask register instruction enables 
the requests. ' 

Two important points should be taken into consider­
ation when programming the mask registers. First, 
individu8lly masking DMA channel 4 (DMA controller 
2, channel 0) will automatically mask DMA channels 
[3:0], as this channel group is logically cascaded 
onto channel 4. Second, masking DMA controller 2 
with a write to port ODEh will also mask DREQ as­
sertions from DMA controller 1 for the same reason. 
When DMA channel 4 is masked, so are DMA chan­
nels 0-3. 

Blta[7:4]: Reserved 
Must be O. 
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I 

, BIIs[3:0]: ,Channel Mask Bits 
Setting the bit(s) to a 1 disables the corresponding 
DREQ(s). Setting the bit(s) to a 0 enables the corre­
sponding DREQ(s). Bits[3:0] are set to 1 upon' 
PCIRST # or Master Clear. When read, bits[3:0] indi­
cate the DMA channel [3:0] ([7:4]) mask status. 

BII 
o 
1 
2. 
3 

Channel 
0(4) 
1 (5) 
2 (6) 
3 (7) 

NOTE: I 

Disabling channel 4 also disables channels 
0-3 due to the cascade of DMA 1 through 
channel 4 of DMA2. 

4.2.7 DS-DMA STATUS REGISTER 

Address Offset: Channels 0-3-08h 
Channels 4-7-0DOh 
OOh Default Value: 

Attribute: 
Size: 

Read Only 
8 bits 

Each DMA controller has a read-only DMA Status 
Register. This register indicates which channels 
have reached terminal count and which channels 
have a pending DMA request. Bits[3:0] are set every 
time the corresponding rrc is reached by that chan­
nel. Blts[3:0] are set to 0 upon PCIRST# and on 
each status read. Bits[7:4] are set whenever their 
corresponding channel is requesting service. 

BIIs[7:4]: Channel Request Status 
When a valid DMA request is pending for a channel 
(on its DREQ signal line), the corresponding bit is set 
to 1. When a DMA request is not pending for a par­
ticull3J channel, the corresponding bit is set to O. The 
source of the DREQ may be hardware, a timed-out 
block transfer, or a softwal'9 request. Note that 
.channel 4 does not have DREQ or DACK lines, so ' 
the response for a read of DMA2 status for channel 
4 is irrelevant. 

Bit Channel 
4 0 
5 1 (5) 
6 2 (6) 
7 3 (7) 
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BI18[3:O]: Channel Terminal Count Stalus . 
When . a channel reaches terminal count (TC), its 
status bit is set to 1. If TC has not been reached. the 
status bit is set to O. Note that channel 4 is 'pro­
grammed for cascade, and is not used for a DMA 
transfer. Therefore, the TC bit response for a status 
read on DMA2 for channel 4 is irrelevant. 

BII 
o 
1 
2 
3 

Channel 
o 

1(5) 
2 (6) 
3 (7) 

4.2.8 DMA BASE AND CURRENT ADDRESS 
REGISTERS (8237 COMPATIBLE 
SEGMENT) 

Address Offset: 

Default Value: 
Attribute: 
Size: 

DMA Channel O-OOOh 
~AChannel 1-002h 
DMA Channel 2-004h 
DMA Channel 3-006h 
DMA Channel 4-0COh 
DMA Channel 5-0C4h 
DMA Channel 6-0C8h 
DMA Channel 7 -OCCh 
All bits undefined 
Read/Write 
1.6 bits per channel 

Each channel has a 16-bit Current Address Register. 
This register contains the value of the 16 least signif­
icant bits of the full 32-bit address used during DMA 
transfers. The address is automatically incremented 
or decremented after each transfer and the interme­
diate values of the address are stored in the Current 
Address Register during the transfer. This register is 
written to or read from by the PCI Bus or ISA Bus 
master in successive 8-bit bytes. The programmer 
must issue the "Clear Byte Pointer Flip-Flop" com-

. mand to reset the internal byte pointer and correctly 
align the write prior to programming the Current Ad­
dress Register. After clearing the Byte Pointer Flip­
Flop, the first write to the Current Address Register 
programs the low byte, bits[7:0], and the second 
write programs the high byte, bits[15:8]. This proce­
dure also applies to read cycles. It may also be re­
initialized by an Autoinitialize back to its original val­
ue. Autoinitialize takes place only after a TC or EOP. 



Each channel has a Base Address Register located 
at the same port address as the corresponding Cur­
rent Address Register. These registers store the 
original value of their associated Current Address 
Registers. During autoinitialize these values are 
used to restore. the Current Address Registers to 
their original 'values. The Base Registers are written 
simultaneously with their corresponding Current Ad­
dress Register in successive 8-bit bytes. The Base 
Registers are write-only. 

In Scatter/gather mode, these registers store the' 
lowest 16 bits of the current memory address. Dur­
ing a Scatter/gather transfer, the DMA will load 
a reserve buffer into the base memory address 
register. 

Blts[15:0]: Base and Current Address [15:0] 
These bits represent the 16 least significant address 
bits used during DMA transfers. Together with the 
DMA Low Page Register, they form the ISA-compati­
ble 24-bit DMA address. As an extension of the ISA 
compatible functionality, the DMA High Page Regis­
ter completes the 32-bit address needed when im­
plementing SID extensions such as DMA to the PCI 
Bus slaves that can take advantage of full 32-bit ad­
dressability. Upon PCIRST# or Master Clear, th~ 
value of these bits is OOOOh. 

4.2.9 DMA BASE AND CURRENT BYTE/WORD 
COUNT REGISTERS (8237 COMPATIBLE 
SEGMENT) 

Address Offset: 

Default Value: 
Attribute: 
Size: 

DMA Channel 0-001 h 
DMA Channel 1 -003h 
DMA Channel 2-005h 
DMA Channel 3-007h 
DMA Channel 4-0C2h 
DMA Channel 5-0C6h 
DMA Channel 6-0CAh 
DMA Channel 7 -OCEh 
All bits undefined 
Read/Write 
16 bits per channel 

Each channel has a 16-bit Current Byte/Word Count 
Register. This register determines the number of 
transfers to be performed. The actual number of 
transfers is one more than the number programmed 
in the Current Byte/Word Count Register (i.e., pro­
gramming a count of 100 results in 101 transfers). 
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The Byte/Word count is decremented after each 
transfer. The intermediate value of the Byte/Word 
count is stored in the register during the transfer. 
When the value in the register goes from zero to 
OFFFFh, a TC is generated. 

FollowiRg the end of a DMA service the register may 
also be re-initialized by an autoinitialization back to 
its original value. Autoinitialize can only occur when 
a TC occurs. If it is not autoinitialized, this register 
has a count of FFFFh after TC. 

When the Extended Mode Register is programmed 
for, or defaulted to, transfers to/from an 8-bit I/O, 
the Byte/Word count indicates the number of bytes 
to be transferred. 

When the Extended Mode Register is programmed 
for, or defaulted to, transfers to/from a 16-bit I/O, 
with shifted address, the Byte/Word count indicates 
the number of 16-bit words to be transferred. 

When the Extended Mode Register is programmed 
for transfers to/from a 16-bit I/O, the Byte/Word 
Count indicates the number of bytes to be trans­
ferred. The number of bytes does not need to be a 
multiple of two or four in this case. 

Each channel has a Base Byte/Word Count Regis­
ter located at the same port address as the corre­
sponding Current Byte/Word Count Register. These 
registers store the original value of their associated 
Current Byte/Word Count Registers. During Autoini­
tialize these values are used to restore the Current 
registers to their original values. The Base registers 
are written simultaneously with their corresponding 
Current register in successive 8-bit bYtes. The Base 
registers cannot be read by any external agents. 

In Scatter/gather mode, these registers store the 16 
bits of the current Byte/Word count. During Scatterl 
gather transfer, the DMA will load a reserve buffer 
into the base Byte/Word Count register. 

Blts[15:0]: Base and Current Byte/Word Count 
These bits represent the 16 byte/word count bits 
used when counting down a DMA transfer. Upon 
PCIRST # or Master Clear, the value of these bits is 
OOOOh. 
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4.2.10 DMA MEMORY BASE LOW PAGE AND 
CURRENT LOW PAGE REGISTERS 

Register Name: DMA Memory Current Low Page 
Register (Read/Write) 
DMA Memory Base Low Page 
Register (Write Only) 

Address Offset: DMA Channel 0-087h 
DMA Channel 1 -083h 
DMA Channel 2-081 h 
DMA Channel 3-082h 
DMA Channel 5-08Bh 
DMA Channel 6-089h 
DMA Channel 7 -08Ah 

Default Value: All bits undefined 
Size: 8 bits per channel 

Each channel has an 8-bit Low Page Register. The 
DMA memory Low Page Register contains the eight 
second most-significant bits of the 32-bit address. 
The register works in conjunction with the DMA con­
troller's High Page Register and Current Address 
Register to define the complete (32-bit) address for 
the DMA channel. This 8-bit register is read or writ­
ten directly. It may also be re-initialized by an autoini­
tialize back to its original value. Autoinitialize takes 
place only after a TC or EOP. 

Each channel has a Base Low Page Address Regis­
ter located at the same port address as the corre­
sponding Current Low Page Register. These 
registers store the original value of their associated 
Current Low Page Registers. During autoinitializa­
tion, these values are used to restore the Current 
Low Page Registers to their original values. The 8-bit 
Base Low Page Registers are written simultaneously 
with their corresponding Current Low Page Register 
by the microprocessor. The Base Low Page regis­
ters are write only. 

Duril1g Scatter/gather, these registers store the 8 
bits from the third byte of the current memory ad­
dress. During a Scater-Gather transfer, the DMA will 
load a reserve buffer into the base memory address 
register. 

Blts[7:0]: DMA Low Page and Base Low Page 
[23:16] 
These bits represent the eight second most signifi­
cant address bits when forming the full 32-bit ad­
dress for a DMA transfer. Upon PCIRST# or Master 
Clear, the value of these bits is OOh. 
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4.2.11 DMA MEMORY BASE HIGH PAGE AND 
CURRENT HIGH PAGE REGISTERS 

Register Name: 

Address Offset: 

Default Value: 
Size: 

DMA Memory Current High Page 
Register (Read/Write) 
DMA Memory Base High Page 
Register (Write Only) 
DMA Channel 0-0487h 
DMA Channel 1-0483h 
DMA Channel 2-0481 h 
DMA Channel 3-0482h 
DMA Channel 5-048Bh 
DMA Channel 6-0489h 
DMA Channel 7-048Ah 
All bits undefined 
8 bits per channel 

Each channel has an 8-bit Current High Page Regis­
ter. The DMA memory Current High Page Register 
contains the eight most significant bits of the 32-bit 
address. The register works in conjunction with the 
DMA controller's Current Low Page Register and 
Current Address Register to define the complete 
(32-bit) address for the DMA channels and corre­
sponds to the Current Address Register for each 
channel. This 8-bit register is read or written directly. 
It may also be autoinitialized back to its original val­
ue. Autoinitialize takes place only after a TC or EOP. 

This register is set to 0 during the programming of 
both the Current Low Page Register and the Current 
Address Register. Thus, if this register is not pro­
grammed after the other address and Low Page 
Registers are programmed, then its value is OOh. In 
this case, the DMA channel operates the same as 
an 82C37 (from an addressing standpoint). This is 
the address compatibility mode. 

If the high 8 bits of the address are programmed 
after the other addresses, then the channel modifies 
its operation to increment (or decrement) the entire 
32-bit address. This is unlike the 82C37 "Page" reg­
ister in the original PCs which could only increment 
to a 64 KByte boundary for 8-bit channels or 
128 KByte boundary for 16-bit channels. This is ex­
tended address mode. In this mode, the ISA Bus 
controller generates the signals MEMR# and 
MEMW #. only for addresses below 16 MBytes. 



Each channel has a Base High Page Register locat· 
ed at the same port address as the corresponding 
Current High Page Register. These registers store 
the original value of their associated Current High 
Page Registers. During autoinitialize, these values 
are used to restore the Current High Page Registers 
to their original values. The 8·bit Base High Page 
Registers are written simultaneously with their corre· 
sponding Current High Page Register. The Base 
High Page Registers are write only. 

During Scatter/Gather, these registers store the 
8 bits from the highest byte of the current memory 
address. During a Scatter/Gather transfer, the DMA 
will load a reserve buffer into the base memory ad· 
dress register. 

Blts[7:0]: DMA High Page and Base High 
Page [31:24] 
These bits represent the eight most·significant ad· 
dress bits when forming the full 32·bit address for a 
DMA transfer. Upon PCIRST # or Master Clear, the 
value of these bits is OOh. 

4.2.12 DMA CLEAR BYTE POINTER REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channels 0-3-00Ch 
Channels 4-7 -OD8h 
All bits undefined 
Write Only 
8 bits 

Writing to this register executes the clear byte point. 
er command. This command is executed prior to 
writing or reading new address or word count infor· 
mation to the DMA. This command initializes the 
byte pointer flip· flop to a known state so that subse· 
quent accesses to register contents will address 
upper and lower bytes in the correct sequence. 

The clear byte pointer command clears the internal 
latch used to address the upper or lower byte of the 
16·bit Address and Word Count Registers. The latch 
is also cleared at power on by PCIRST# and by the 
Master Clear command. The Host CPU may read or 
write a 16·bit DMA controller register by performing 
two consecutive accesses to the I/O port. The Clear 
Byte Pointer command precedes the first access. 
The first I/O write to a register port loads the least 
significant byte, and the second access automatical· 
Iy accesses the most significant byte. 
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When DMA registers are being read or written, two 
Byte Pointer flip·flops are used. One flip·flop is for 
Channels 0-3 and one for Channels 4-7. Both of 
these act independently. There are separate soft­
ware commands for clearing each of them (OCh for 
Channels 0-3, OD8h for Channels 4-7). 

Blts[7:0]: Clear Byte POinter 
No specific pattern. Command enabled with a write 
to the I/O port address. 

4.2.13 DMC-DMA MASTER CLEAR REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channel 0':'3-00Dh 
Channel 4-7 -ODAh 
All bits undefined 
Write Only 
8 bit 

This software instruction has the same effect as the 
hardware Reset. The Command, Status, Request, 
and Internal First/Last Flip-Flop registers are 
cleared and the Mask Register is set. The OMA 
controller enters the idle cycle. There are two inde­
pendent Master Clear Commands; OOh acts on 
Channels 0-3, and ODAh acts on Channels 4-7. 

Blts[7:0]: Master Clear 
No specific pattern. Command enabled with a write 
to the I/O port address. 

4.2.14 DCM--DMA CLEAR MASK REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

ChanneI0-3-00Eh 
Channel 4-7 -ODCh 
All bits undefined 
Write Only 
8 bit 

This command clears the mask bits of all four chan­
nels, enabling them to accept DMA requests. I/O 
port OEh is used for Channels 0-3 and 110 port 
ODCh is used for Channels 4-7. 

Blts[7:0]: Clear Mask Register 
No specific pattern. Command enabled with a write 
to the I/O port address. 
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4.2.15 SCATTER/GATHER COMMAND 
REGISTER 

Register Name: DMA Scatter Gather Command 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channels 0, default 
address-0410h 
Channels 1 default 
address-0411 h 
Channels 2 default 
address-0412h 
Channels 3 default 
address-0413h 
Channels 5 default 
address-0415h 
Channels 6 default 
address-0416h 
Channels 7 default 
address-0417h 
OOh 
Write Only, Relocatable 
8 bits 

The Scatter/Gather Command Register controls op­
eration of the descriptor table aspect of scatter/ 
gather transfers. This register can be used to start 
and stop a scatter/gather transfer. The register can 
also be used to select between IRQ13 and EOP to 
be asserted following a terminal count. The current 
scatter/gather transfer status can be read in the 
scatter/gather channel's corresponding Scatter/ 
Gather Status Register. After a PCIRST# or Master 
Clear, IRQ13 is disabled and EOP is enabled. 

Bit 7: IRQ13/EOP Select 
Bit 7, if enabled via bit 6 of this register, selects 
whether EOP or IRQ13 is asserted at termination 
caused by a last buffer expiring. The last buffer can 
be either the last buffer in the list or the last buffer 
loaded in the DMA while it is suspended. If bit 7 = 1 
(and bit 6 = 1), EOP is asserted when the last buffer 
is completed. If bit 7 = 0 (and bit 6 = 1), IRQ13 is 
asserted when the last buffer is completed. 

EOP can be used to alert an expansion bus I/O de­
vice that a scatter/gather termination condition was 
reached. The I/O device, in turn, can assert its own 
interrupt request line to invoke a dedicated interrupt 
handling routine. IRQ13 should be used when the 
CPU needs to be notified directly. 
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Following PCIRST#, or Master Clear, the value 
stored for this bit is "1", and EOP is selected. Bit-6 
must be set to a "1" to enable this bit during a S/G 
Command register write. When bit 6 is a "0" during 
the write, bit 7 will not have any effect on the current 
EOPIIRQ13 selection. 

Bit 6: IRQ13/EOP Programming Enable 
Enabling IRQ13/EOP programming allows initializa­
tion or modification of the S/G termination handling 
bits. When bit 6 = 0, bit 7 does not affect the state 
of IRQ13 or EOP assertion. When bit 6 = 1, bit 7 
determines the termination handling following a ter-

. minal count. 

Blts[5:2): Reserved 
Must be O. 

Blts[1:0): Scatter/Gather Commands 
This 2-bit field is used to start and stop scatter/ 
gather. 

Blts[1:0) = 00: No S/G operation 
No S/G command operation is performed. 
Bits[7:6) may still be used to program IRQ13/EOP 
selection. 

Bits[1:0) = 01: Start S/G Command 
The Start command initiates the scatter/gather 
process. Immediately after the start command is 
issued (setting bits[1:0) to 01), a request is issued 
to fetch the initial buffer from the descriptor table 
to fill the Base Register set in preparation for per­
forming a transfer. The buffer prefetch request has 
the same priority with respect to other channels as 
the DREQ it is associated with. Within the channel, 
DREQ is higher in priority than a prefetch request. 

The Start command assumes the Base and Cur­
rent registers are both empty and will request a 
prefetch automatically. Note that this command 
also sets the Scatter/Gather Status Register to 
S/G Active, Base Empty, Current Empty, not Ter­
minated, and Next Null Indicator to O. The EOP/ 
IRQ13 bit will still reflect the last value pro­
grammed. 



Blts[1:0] = 10: Stop S/G Command 
The Stop command halts a Scatter/gather transfer 
immediately. When a Stop command is given, the 
Terminate bit in the S/G Status register and the 
DMA channel mask bit are both set. 

Blts[1:0] = 11: Reserved 

4.2.16 SCATTER/GATHER STATUS REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channels 0 default 
address-0418h 
Channels 1 default 
address-0419h 
Channels 2 default 
address-041 Ah 
Channels 3 default 
address-041 Bh 
Channels 5 default 
address-041 Dh 
Channels 6 default 
address-041 Eh 
Channels 7 default 
address--041 Fh 
OOh 
Read Only, Relocatable 
8·bits 

The Scatter/Gather Status Register contains infor­
mation on the scatter/gather transfer status. This 
register provides dynamic status information on S/G 
transfer activity, the current and base buffer state, 
S/G transfer termination, and the End of the List 
indicator. 

An Active bit is set to "1" after the S/G Start com­
mand is issued. The Active bit will be "0" before the 
initial Start command, following a terminal count, 
and after a S/G Stop command is issued. The Cur­
rent Register and Base Register Status bits indicate 
whether the corresponding register has a buffer 
loaded. It is possible for the Base Register Status to 
be set while the Current Register Status is cleared. 
When the Current Register transfer is complete, the 
Base Register will not be moved into the Current 
Register until the start of the next data transfer. 
Th~S, the Current Register State is empty (cleared), 
while the Base Register State is full (set). The Termi­
nate bit is set active after a Stop command, after TC 
for the last buffer in the list, and both Base and Cur­
rent Registers have expired. The EOP and IR013 
bits indicate which end of process indicator will be 
used to alert the system of an S/G process termina­
tion. The EOl status bit is set if the DMA controller 
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has loaded the last buffer of the Link List. Following 
PCIRST #, or Master Clear, each bit in this register is 
reset to "0". 

Bit 7: Next Link Null Indicator 
If the next scatter/gather descriptor fetched from 
memory during a fetch operation has the EOl value 
~et to 1, the ~urrent value of the Next Link Register 
IS not overwritten. Instead, bit 7 of the channel's 
Scatter/Gather Status Register is set to a 1. If the 
fetch returns a EOl value set to 0, this bit is set to O. 
This status bit is written after every fetch operation. 
Following PCIRST #, or Master Clear, this bit is set 
to O. This bit is also cleared by an S/G Start Com­
mand write to the Scatter/Gather Command Regis­
ter. 

Bit 6: Reserved 

Bit 5: Issue IRQ13/EOP on Last Buffer 
When bit 5 = 0, EOP was either defaulted to at 
reset or selected through the Scatter/Gather Com­
mand Register as the S/G process termination indi­
cator. EOP is issued when a terminal count occurs 
or following the Stop Command. When bit 5 = 1, an 
IR013 is issued to alert the CPU of this same status. 

Bit 4: Reserved 

Bit 3: Scatter/Gather Base Register Status 
When bit 3 = 0, the Base Register is empty. When 
bit 3 = 1, the Base Register has a buffer link loaded. 
Note that the Base Register State may be set while 
the Current Register state is cleared. This condition 
occurs when the Current Register expires following 
a transfer. The Base Register will not be moved into 
the Current Register until the start of the next DMA 
transfer. 

Bit 2: Scatter/Gather Current Register Status 
When bit 2 = 0, the Current Register is empty. 
When bit 2 = 1, the Current Register has a buffer 
link loaded and is considered full. Following 
PCIRST #, bit 2 is set to o. 

Bit 1: Reserved 

Bit 0: Scatter/Gather Active 
The Scatter/gather Active bit indicates the current 
S/G transfer status. Bit 0 is set to a 1 after an S/G 
Start Command is issued. Bit 0 is set to 0 before the 
Start Command is issued. Bit 0 is '0 after terminal 
count on the last buffer on the channel is reached. 
Bit 0 is also 0 after an S/G Stop Command has been 
issued. Following a PCIRST # or Master Clear this 
~~Q ' 
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4.2.17 SCATTER/GATHER DESCRIPTOR TABLE 
POINTER REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Channel 0 default 
address-0420h -0423h 
Channel 1 default 
address-0424h-0424h 
Channel 2 default 
address-0428h-042Bh 
Channel 3 default 
address-042Ch-042Ch 
Channel 5 default 
address-0434h-0437h 
Channel 6 default 
address-0438h -043Bh 
Channel 7 default 
address-043Ch-043Fh 
All bits undefined 
Read/Write, Relocatable 
32 bits 

The Scatter/Gather Descriptor Table Pointer Regis­
ter contains the 32-bit pointer address to the first 
scatter/gather descriptor entry in the descriptor ta­
ble in memory. Before the start of a S/G transfer, 
this register. should be programmed to point to the· 
first descriptor in the Scatter/Gather Descriptor Ta­
ble. Following a S/G Start command, the SIO reads 
the first SGD entry. Subsequently, at the end of the 
each buffer block transfer, the contents of the SGD 
Table pointer registers are incremented by 8 until 
the end of the SGD Table is reached: 

The Scatter/Gather Descriptor Table Pointer Regis­
ters can be programmed with a single 32-bit PCI 
write. 

Following a prefetch to the address pointed to by the 
channel's Scatter/Gather Descriptor Table Pointer 
Register, the new memory address is loaded ~nto the 
Base Address Register, the new Byte Count IS load­
ed into the Base Byte Count Register, and the newly 
fetched next scatter/gather descriptor replaces the 
current next scatter/gather value. 

The end of the Scatter/Gather Descriptor Table is 
indicated by an End of Table field having a MSB 
equal to 1. When this value is read during a scatter/ 
gather descriptor fetch, the current scatt~r/gather 
descriptor value is not replaced. Instead, bit 7 of the 
channel's Status Register is set to a 1, when the 
EOL is read from memory. 
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Blts[31:0]: 
The Scatter/Gather Descriptor Table Pointer Regis­
ter contains a 32-bit pointer address to the main 
memory location where the software maintains the 
Scatter Gather Descriptors for the linked-list buffers. 
Bits[31 :0] correspond to A[31 :0] on the PCI. 

4.2.18 SCATTER/GATHER INTERRUPT 
STATUS REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

040Ah 
OOh 
Read Only, Relocatable 
8 bits 

The Scatter/Gather Interrupt Status Register is a 
read only register and is used to indicate the source 
(channel) of a DMA Scatter/Gather interrupt on 
IRQ13. The DMA controller drives IRQ13 active af­
ter reaching terminal count during a Scatter/Gather 
transfer. It does not drive IRQ13 active during the 
initial programming sequence that loads the Base 
registers. 

Bit 7: Channel 7 Interrupt Status 
When this bit is set to a 1, Channel 7 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

Bit 6: Channel 6 Interrupt Status 
When this bit is set to a 1, Channel 6 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

Bit 5: Channel 5 Interrupt Status 
When this bit is set to a 1, Channel 5 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

Bit 4: Reserved 
Read as O. 

Bit 3: Channel 3 Interrupt Status 
When this bit is set to a 1, Channel 3 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

Bit 2: Channel 2 Interrupt Status 
When this bit is set to a 1, Channel 2 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 



Bit 1: Channel 1 Interrupt Status 
When this bit is set to a 1, Channel 1 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set toa O. 

Bit 0: Channel 0 Interrupt Status 
When this bit is set to a 1, Channel 0 has an interrupt 
due to a Scatter/Gather Transfer; otherwise this bit 
is set to a O. 

4.3 Timer Register Description 

The SIO contains three counters that are equivalent 
to those found in the 82C54 Programmable Interval 
Timer. The Timer registers control these counters 
and can be accessed from either the ISA Bus via 
ISA I/O space or the PCI Bus via PCI I/O space. 

This section describes the counter/timer registers 
on the SIO. The counter/timer operations are further 
described in Section 5.7, Timer Unit. 

4.3.1 TCW-TIMER CONTROL 
WORD REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

043h 
All bits undefined 
Write Only 
8 bits 

The Timer Control Word Register specifies the coun­
ter selection, the operating mode, the counter byte 
programming order and size of the count value, and 
whether the counter counts down in a 16-bit or bina­
ry-coded decimal (BCD) format. After writing the 
control word, a new count can be written at any time. 
The new value will take effect according to the pro­
grammed mode. 

There are six programmable counting modes. Typi: 
cally, the SIO Timer Counters 0 and 2 are pro­
grammed for Mode 3, the Square Wave Mode, while 
Counter 1 is programmed in Mode 2, the Rate 
Generator' Mode. 

Two special commands are selected through the 
Timer Control Word Register. The Read Back Com­
mand (see Section 4.3.1.1) is selected when 
bits [7:6] are both 1 and the Counter Latch Com­
mand (see Section 4.3.1.2) is selected when 
bits[5:4] are both O. When either of these two com­
mands are selected, the meaning of the other bits in 
the register changes. 
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Bits 4 and 5 are also used to select the count regis­
ter programming mode. The read/write selection 
chosen with the control word indicates the program­
ming sequence that must follow when initializing the 
specified counter. If a counter is programmed to 
read/write two byte counts, note that a program 
must not transfer control between writing the first 
and second byte to another routine that also writes 
into that same counter. Otherwise, the counter will 
be loaded with an incorrect count. The count must 
always be completely loaded with both bytes. 

Bits 6 and 7 are also used to select the counter for 
the control word being written. 

Following PCIRST #, the control words for each reg­
ister are undefined. Each timer must be programmed 
to bring it into a known state. However, each counter 
OUT signal is set to 0 following PCIRST #. The 
SPKR output, interrupt controller input IROO (inter­
nal), bit 5 of port 061 h, and the internally generated 
refresh request are each set to 0 following 
PCIRSH. 

Bits[7:6]: Counter Select 
The Counter Selection bits select the counter the 
control word acts upon as shown below. The Read 
Back Command is selected when bits[7:6] are 
both 1. 

Bit 7 6 Function 
0 0 Counter 0 select 
0 1 Counter 1 select 

0 Counter 2 select 
1 Read Back Command 

(see Section 4.3.1.1) 

Bits[5:4]: Read/Write Select 
Bits[5:4] are the read/write control bits. The Counter 
Latch Command is selected when bits[5:4] are both 
O. The read/write options include rlw least signifi­
cant byte, r/w most significant byte, or rlw the LSB 
and then the MSB. The actual counter programming 
is done through the counter ilO port (040h, 041 h, 
and 042h for counters 0, 1, and 2, respectively). 

Bit 5 4 Function 
0 0 Counter Latch Command 

(see Section 4.3.1.2) 
0 1 R/W Least Significant Byte (LSB) 

0 R/W Most Significant Byte (MSB) 
R/W LSB then MSB 



82378 SYSTEM 1/0 (SIO) 

Blts[3:1):Counter Mode Selection 
Bits[3:1) select one of six possible modes of opera­
tion for the counter as shown below. 
Bit 3 2 1 Mode Function 

000 0 Out signal on end of count (= 0) 
o 0 1 1 Hardware retriggerable one-shot 
X 1 0 2 Rate generator (divide by n counter) 
X 1 1 3 Square wave output 
1 0 0' 4 Software triggered strobe 
1 0 1 5 Hardware triggered strobe 

Bit 0: Binary/BCD Countdown Select 
When bit 0 = 0, a binary countdown is used. The 
largest possible binary count is 216. When bit 0 = 1, 
a binary coded decimal (BCD) count is used. The 
largest BCD count allowed is 104. 

4.3.1.1 Read Back Command 

The Read Back Command is used to determine the 
count value, programmed mode, and current states 
of the OUT pin and Null count flag of the selected 
counter or counters. The. Read Back Command is 
written to the Timer Control Word Register which 
latches the current states of the above mentioned 
variables. The value of the counter and its status 
may then be read by I/O access to the counter ad­
dress. 

Status and/or count may be latched on one, two, or 
all three of the counters by selecting the counter 
during the register write. The count latched remains 
latched until read, regardless of further latch com­
mands. The count must be read before newer latch 
commands latch a new count. The status latched by 
the Read Back Command also remains latched until 
after a read to the counter's I/O port by reading the 
,Counter Access Ports Register. Thus, the status and 
count are unlatched only after a counter read of the 
Timer Status By1e Format Register, the Counter Ac­
cess Ports Register, or the Timer Status By1e Regis­
ter and Counter Access Ports Register in succes­
sion. 

Both count and status of the selected counter(s) 
may be latched simultaneously by setting both bit 5 
and bit 4 to O. This is functionally the same as issu­
ing two consecutive, separate Read Back Com­
mands. As mentioned above, if multiple count and/ 
or status Read Back Commands are issued to the 
same counter(s) withmJt any intervening reads, all 
but the first are ignored. 
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If both count and status of a counter are latci:led, the 
first read operation from that counter returns the 
latched status, regardless of which was latched first. 
The next one or two reads (depending on whether 
the. counter is programmed for one or two by1e 
counts) returns the latched count. Subsequent reads 
return an unlatched count. 

NOTE: 
The Timer Counter Register bit definitions 
are different during the Read Back Com­
mand than for a normal Timer Counter Reg­
ister write. 

Bits[7:6): Read Back Command 
When bits[7:6) are both 1, the Read Back Command 
is selected during a write to the Timer Control Word 
Register. As noted above, the normal meanings 
(mode, countdown, r/w select) of the bits in the con­
trol register at 110 address 043h change when the 
Read Back Command is selected. Following the 
Read Back Command, I/O reads from the selected 
counter's 110 addresses produce the current latch 
status, the current latched count, or both if bits 4 and 
5 are both O. . 

Bit 5: Latch Count of Selected Counters 
When bit 5 = 1, the current count value of the se­
lected counters will be latched. When bit 4 = 0, the 
status will not be latched. 

Bit 4: Latch Status of Selected Counters 
When bit 4 = 1, the status of the selected counters 
will be latched. When bit 4 = 0, the status will not be 
latched. The status by1e format is described in Sec­
tion 4.3.2, Interval Timer Status By1e Format Regis­
ter. 

Bit 3: Counter 2 Select 
When bit 3 = 1, Counter 2 is selected for the latch 
command selected with bits 4 and 5. When bit 3 = 
0, status and/or count will not be latched. 

Bit 2: Counter 1 Select 
Whim bit 2 = 1, Counter 1 is selected for the latch 
command selected with bits 4 and 5. When bit 2 = 
0, status and/or count will not be latched. 

Bit 1: Counter 0 Select 
When bit 1 = 1, Counter 0 is selected for the latch 
command selected with bits 4 and 5. When bit 1 
0, status and/or count will not be latched. 

Bit 0: Reserved 
Must be O. 



4.3.1.2 Counter Latch Command 

The Counter Latch Command latches the current 
count value at the time the command is received. 
This command is used to insure that the count read 
from the counter is accurate (particularly when read­
ing a two-byte count). The count value is then read 
from each counter's count register (via the Counter 
Access Ports Register). One, two or all three coun­
ters may be latched with one Counter Latch Com­
mand. 

If a Counter is latched once and then, some time 
later, latched again before the count is read, the 
second Counter Latch Command is ignored. The 
count read will be the count at the time the first 
Counter Latch Command was issued. 

The count must be read according to the pro­
grammed format. Specifically, if the Counter is pro­
grammed for two byte counts, two bytes must be 
read. The two bytes do not have to be read one right 
after the other (read, write, or programming opera­
tions for other counters may be inserted between 
the reads). 

NOTES: 

1. If a counter is programmed to read/write two­
byte counts, a program must not transfer con­
trol between reading the first and second byte 
to another routine that also reads from that 
same counter. Otherwise, an incorrect count 
will be read. Finish reading the latched two­
byte count before tran~ferring control to an­
other routine. 

2. The Timer Counter Register bit definitions are 
different during the Counter Latch Command 
than for a normal Timer Counter Register 
write. 

Blts[7:6): Counter Selection 
Bits 6 and 7 are used to select the counter for latch­
ing .. 

Bit 7 6 Function 
0 0 latch counter 0 select 
0 1 latch counter 1 select 

0 latch counter 2 select 
Read Back Command select 

Blts[5:4): Counter Latch Command 
When bits[5:4) are both 0, the Counter Latch Com­
mand is selected during a write to the Timer Control 
Word Register. As noted above, the normal mean-
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ings (mode, countdown, r/w selectlof the bits in the 
control register at I/O address 043h change when 
the Counter Latch Command is selected. Following 
the Counter Latch Command, I/O reads 'from the 
selected counter's I/O addresses prodlfce the cur­
rent latched count. 

Bits[3:0): Reserved 
Must be O. 

4.3.2 INTERVAL TIMER STATUS BYTE FORMAT 
REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Counter 0-040h 
Counter 1-041h 
Counter 2-042h 
Bits [6:0) = X, Bit 7 = 0 
Read Only 
8 bits per counter 

Each counter's status byte can be read following an 
Interval Timer Read Back Command. The Read 
Back Command is programmed through the Timer 
Control Word Register. If latch status is chosen (bit 
4 = 0, Read Back Command) as a read back option 
for a given counter, the next read from the counter's 
Counter Access Ports Register returns the status 
byte .. The status byte returns the countdown type, 
eithe.r BCD or binary; the counter operational mode; 
the read/write selection status; 'the Null count, also 
referred to as the count register status; and the cur­
rent state of the counter OUT pin. 

Bit 7: Counter OUT Pin State 
When this bit is a 1, the OUT pin of the counter is 
also a 1. When this bit is a 0, the OUT pin of the 
counter is also a O. 

Bit 6: Count Register Status 
Null Count, also referred to as the Count Status 
Register, indicates when the last count written to the 
Count Register (CRl has been loaded into the 
Counting Element (CE). The exact time this happens 
depends on the counter mode, but until the count is 
loaded into the counting element (CE), it can't be 
read from the counter. If the count is latched or read 
before the load time, the count value returned will 
not reflect the new count written ,to the register. 
When bit 6 = 0, the count has been transferred 
from CR to CE and is available for reading. When bit 
6 = 1, the Null count condition exists. The count has 
not been transferred from CR to CE and is not yet 
avai.lable for reading. 
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Blt8[5:4]: Read/Write Selection Statu8 
Bits [5:4] reflect the readlwrite selection made 
through bits[5:4] of the control register. The binary 
codes returned during the status read match the 
codes used to program the counter readlwrite se­
lection. 

Bit 5 4 
o 0 
o 1 

o 

Function 
Counter Latch Command 
RIW Least Significant Byte (LSB) 
RIW Most Significant Byte (MSB) 
RIW LSB then MSB 

Blt8[3:1]: Mode Selection StatU8 
Bits[3:1] return the counter mode programming. The 
binary code returned matches the code used to pro­
gram the counter mode, as listed under the bit func­
tion above. 

Bit 3 2 1 Mode Selected 
0 0 0 0 
0 0 1 1 
X 1 0 2 
X 1 1 3 
1 0 0 4 
1 0 1 5 

Bit 0: Countdown Type StatU8 
Bit reflects the current countdown type; either 0 for 
binary countdown or a 1 for binary coded decimal 
(BCD) countdown. 

4.3.3 COUNTER ACCESS PO~TS REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

Counter 0, System Timer-040h 
Counter 1, Refresh Request-041 h 
Counter 2, Speaker Tone-042h 
All bits undefined 
ReadlWrite 
8 bits per counter 

Each of these 110 ports is used for writing count 
values to the Count Registers; reading the current 
count value from the counter by either an 110 read, 
after a counter-latch command, or after a Read 
Back Command; and reading the status byte follow­
ing a Read Back Command. 
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Blt8[7:0]: Counter Port Blt[x] 
Each counter 110 port address is used to program 
the 16-bit Count Register. The order of program­
ming, either LsB only, MSB only, or LsB then MSB, 
is defined with the Interval Counter Control Register 
at 110 port address 043h. The counter 110 port is 
also used:to read the current count from the Count 
Register, and return the status of the counter . pro­
gramming following a Read Back Command. 

4.3.4 BIOS TIMER REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

Default = 78h-7Bh 
(Dword aligned) 
OOOOxxxxh 
ReadlWrite, Programmable 
32 bit 

A write to the BIOS Timer initiates a counting se­
quence. The ti",er can be initiated by writing either a 
16-bit data portion or' the entire 32-bit register (the 
upper 16 bits are don't cares). Bits[15:0] can be writ­
ten with the initial count value to start the timer or 
read to check the current count value. It is the pro­
grammer's responsiblity to ensure that all 16 bits are 
written at the same time. After data is written into 
BIOS timer, the timer will start decrementing until it 
reaches zero. It will "freeze" at zero until the new 
count value is written. 

The BIOS Timer consists of a single 32-bit register 
mapped in the 110 space on the location determined 
by the value written into the BIOS Timer Base Ad­
dress Register. Bit 0 ot the BIOS Timer Base Ad­
dress Register enablesldisables accesses to the 
BIOS Timer and must be 1 to enable access to the 
BIOS Timer Register. When the BIOS Timer is en­
abled, PCI accesses to the BIOS Timer Register do 
not flow through to the ISA Bus. If the BIOS Timer is 
disabled, accesses to the addresses assigned to the 
. BIOS Timer Register flow through to the ISA bus. 
Note, however, that the counter continues to count 
normally. 

Blt8[31:16]: Re8erved 
Read as O. 

Blt8[15:0]: 
Timer count value, 

-----------------------------------------------
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4.4 Interrupt Controller Register 
Description 

The SIO contains an ISA compatible interrupt con­
troller that incorporates the functionality of two 
82C59 interrupt controllers. The interrupt registers 
control the operation of the interrupt controller and 
can be accessed from the PCI Bus via PCI 1/0 
space. In addition, some of the registers can be ac­
cessed from the ISA Bus via ISA 1/0 space. The bus 
access for each register is listed in Table 4. 

4.4.1 ICW1-INITIALIZATION COMMAND WORD 
1 REGISTER 

Register Location: 

Default Value: 
Attribute: 
Size: 

INT CNTRL-1-020h 
INT CNTRL-2-0AOh 
All bits undefined 
Write Only 
8 bits per controller 

A write to Initialization Command Word 1 starts the 
interrupt controller initialization sequence. Address­
es 020h and OAOh are referred to as the base ad­
dresses of CNTRL-1 and CNTRL-2, respectively. 

An 1/0 write to the CNTRL-1 or CNTRL-2 base ad­
dress with bit 4 equal to 1 is interpreted as ICW1. 
For SIO-based ISA systems, three 1/0 writes to 
"base address + 1" must follow the ICW1. The first 
write to "base address + 1" performs ICW2, the 
second write performs ICW3, and the third write per­
forms ICW4. 

ICW1 starts the initialization sequence during which 
the following automatically occur: 

a. The edge sense circuit is reset. This means that 
following initialization, an interrupt request (IRQ) 
input must make a low-to-high transition to gener­
ate an interrupt. 

b. The Interrupt Mask register is cleared. 

c. IRQ7 input is assigned priority 7. 

d. The slave mode address is set to 7. 

e. Special Mask Mode is cleared and Status Read is 
set to IRR. 

f. If IC4 was set to 0, then ;ill functions selected by 
ICW4 are set to O. However, ICW4 must be pro­
grammed in the SIO implementation of this inter­
rupt controller, and IC4 must be set to a 1. 
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ICW1 has three significant functions within the SIO 
interrupt controller configuration. ICW4 is needed, 
so bit 0 must be programmed to a 1. There are two 
interrupt controllers in the system, so bit 1, SNGL, 
must be programmed to a 0 on both CNTRL-1 and 
CNTRL-2, to indicate a cascade configuration. L TIM, 
the interrupt controller IRQ edgellevel detection 
control bit, defines the IRQ senSing mode for each 
controller. When bit 3 is a 0, each IRQ line on the 
selected controller is programmed for edge-trig­
gered mode. This mode is signified by a low-to-high 
transition on an IRQ input line. When bit 3 is a 1, the 
controller is programmed in level-triggered mode, 
where a high level on an IRQ input indicates the 
presence of an interrupt request. L TIM is global for 
each controller. The incoming IRQs are either all 
edge-triggered or all level-triggered. Bit D4 must be 
a 1 when programming ICW1. OCW2 and OCW3 are 
also addressed at the same port as ICW1. This bit 
indicates that ICW1, and not OCW2 or OCW3, will 
be programmed during the write to this port. 

Bit 2, ADI, and bits[7:5], A7-A5, are specific to an 
MSC-85 implementation. These bits are not used by 
the SIO interrupt controllers. Bits[7:5,2] should each 
be initialized to o. 

In the 82378ZB, bit 3, the L TIM bit, is not used by 
the interrupt controller and is always read as a 1. 

Blt8[7:5]: ICW/OCW Select 
A7-A5 are MCS-85 implementation specific bits. 
They are not needed by the SIO. These bits should 
be 000 when programming the SIO. 

Bit 4: ICW/OCW Select 
Bit 4 must be a 1 to select ICW1. After the fixed 
initialization sequence to ICW1, ICW2, ICW3, and 
ICW4, the controller base address is used to write to 
OCW2 and OCW3. Bit 4 is a 0 on writes to these 
registers. A 1 on this bit at any time will force the 
interrupt controller to interpret the write as an ICW1. 
The controller will then expect to see ICW2, ICW3, 
and ICW4. 

Bit 3: L TIM (Edge/Level Bank Select) 
Ignored for the SIO. 

Bit 2: ADI 
Ignored for the SIO. 
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Bit 1: SNGL (Single or Cascade) 
SNGL must be programmed to a 0 to indicate that 
two interrupt controllers are operating in cascade 
mode on the SIO. 

Bit 0: IC4 (ICW4 Write Required) 
This bit must be set to a 1. IC4 indicates that ICW4 
needs to be programmed. The SIO requires that 
ICW4 be programmed to indicate that the controllers 
are operating in an 80x86 type system. 

4.4.2 ICW2-INITIALIZATION COMMAND 
WORD 12 REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

INT CNTRL-1-021h 
INT CNTRL-2-0A 1 h 
All bits undefined 
Write Only 
8 bits per controller 

ICW2 is used to initialize the interrupt controller with 
the five most Significant bits of the interrupt vector 
address. The value programmed for bits[7:3) is used 
by the Host CPU to define the base address in the 
interrupt vector table for the interrupt routines asso­
ciated with each IRO on the controller. Typical ISA 
ICW2 values are 04h for CNTRL-1 and 70h for 
CNTRL·2. . 

Blts[7:3]: Interrupt Vector Base Address 
Bits[7:3) define the base address in the interrupt 
vector table for the interrupt routines associated with 
each interrupt request level input. For CNTRL· 1, a 
typical value is 00001, and for CNTRL·2, 10000. 

The interrupt controller combines a binary code rep· 
resenting the interrupt. level to receive service with 
this base address to form the interrupt vector that is 
driven out onto the bus. For example, the complete 
interrupt vector for IRO[O) (CNTRL·1), would be 
0000 1000b (CNTRL·1 [7:3) = 00001b and OOOb 
representing IRO[Ol). This vector is used by the 
CPU to point to the address information that defines 
the start of the interrupt routine. 
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Bits[2:0): Interrupt Request Level 
When writing ICW2, these bits should all be O. Dur­
ing an interrupt acknowledge cycle, these bits are 
programmed by the interrupt controller with the in· 
terrupt code representing the interrupt level to be 
serviced. This interrupt code is combined with 
bits[7:3) to form the complete interrupt vector driven 
onto the data bus during the second INTA# cycle. 
Section 5.0, Detailed Function Description, outlines 
each of these codes. The code is a simple three bit 
binary code: 000 represents IROO (IR08), 001 IR01 
(lR09), 010 IR02 (IR01 0), and so on until 111 IR07 
(IR015). 

4.4.3ICW3-INITIALIZATION COMMAND 
WORD 3 REGISTER 

Register Name: 

Address Offset: 
Default Value: 
Attribute: 
Size: 

Initialization Command Word 3 
(Controller 1·Master Unit) 
INT CNTRL·1-021 h 
All bits undefined 
Write Only 
8 bits 

The meaning of ICW3 differs between CNTRL·1 and 
CNTRL·2. On CNTRL·1, the master controller, ICW3 
indicates which CNTRL· 1 IRO line physically con· 
nects the INToutput of CNTRL·2 to CNTRL·1. ICW3 
must be programmed to 04h, indicating the cascade 
of the CNTRL·2 INT output to the IRO(2) input of 
CNTRL·1. 

An interrupt request on IR02 causes CNTRL·1 to 
enable CNTRL·2 to present the interrupt vector ad· 
dress during the second interrupt acknowledge cy· 
cle. 

Bits[7:3): 
These bits must be programmed to zero. 

Bit 2: Cascaded Interrupt Controller IRQ Connec­
tion 
Bit 2 must always be programmed to a 1. This bit 
indicates that CNTRL·2, the slave controller, is cas· 
caded on interrupt request line two (IRO[2l). When 
an interrupt request is asserted to CNTRL·2, the IRO 
goes through the priority resolver. After the sl~ve 



controller priority resolution is finished, the INT out­
put of CNTRL-2 is asserted. However, this INT as­
sertion does not go directly to the CPU. Instead, the 
INT assertion cascades into IRQ[2] on CNTRL-1. 
IRQ[2] must go through the priority resolution pro­
cess on CNTRL-1. If it wins the priority resolution on 
CNTRL-1 and the CNTRL-1 INT signal is asserted to 
the CPU, the returning interrupt acknowledge cycle 
is really destined for CNTRL-2. The interrupt was 
originally requested at CNTRL-2, so the interrupt ac­
knowledge is destined for CNTRL-2, and not a re­
sponse for IRQ[2] on CNTRL-1. 

When an interrupt request from IRQ[2] wins the pri­
ority arbitration, in reality an interrupt from CNTRL-2 
has won the arbitration. Because bit 2 of ICW3 on 
the master is set to 1, the master knows which iden. 
tification code to broadcast on the internal cascade 
lines, alerting the slave controller that it is responsi­
ble for driving the interrupt vector during the second 
INTA# pulse. < 

Blts[1:~]: 
These bits must be programmed to zero. 

4.4.4ICW3-INITIALIZATION COMMAND 
WORD 3 REGISTER 

Register Name: 

Address Offset: 
Default Value: 
Attribute: 
Size: 

Initialization Command Word 3 
(Controller 2-Slave Unit) 
INT CNTRL-2-0A1,h 
All bits undefined 
Write Only 
8 bits 

On CNTRL-2 (the slave controller), ICW3 is the 
slave identification code broadcast by CNTRL-1 
from the trailing edge of the first INTA# pulse to the 
trailing edge of the second INTA# pulse. CNTRL-2 
compares the value programmed in ICW3 with the 
incoming identification code. The code is broadcast 
over three SIO internal cascade lines. ICW3 must be 
programmed to 02h for CNTRL-2. When 010b is 
broadcast by CNTRL-1 during the INTA# sequence, 
CNTRL-2 asSUmes responsibility for broadcasting 
the interrupt vector during the second interrupt ac­
knowledge cycle. 
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As an illustration, consider an interrupt request on 
IRQ[2] of CNTRL-1. By definition, a request on 
IRQ[2] must have been asserted by CNTRL-2. If 
IRQ[2] wins the priority resolution on CNTRL-1, the 
interrupt acknowledge cycle returned by the CPU 
following the interrupt is destined for CNTRL-2, not 
CNTRL-1. CNTRL-1 will see the INTA# signal, and 
knowing that the actual destination is CNTRL-2, will 
broadcast a slave identification code across the in­
ternal cascade linlls. CNTRL-2 will compare this in­
coming value with the 010b stored in ICW3. Follow­
ing a positive decode of the incoming message from 
CNTRL-1, CNTRL-2 will drive the appropriate inter­
rupt vector onto the data bus during the second in­
terrupt acknowledge cycle. 

Blts[7:3]: Reserved 
Must be_O. 

Blts[2:0]: Slave Identification Code 
The Slave Identification code must be programmed 
to 010b during the initialization sequence. The code 
stored in ICW3 is compared to the incoming slave 
identification code broadcast by the master control­
ler during interrupt acknowledge cycles. 

4.4.SICW4-INITIALIZATION COMMAND WORD 
4 REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

INT CNTRL-1-021 h 
INT CNTRL-2-0A1h 
01h 
Write Only 
8 bits 

Both SIO interrupt controllers must have ICW4 pro­
grammed as part of their initialization sequence. 
Minimally, the microprocessor mode bit, bit 0, must 
be set to a 1 to indicate to the controller that it is 
operating in an 80x86 based system. Failure to pro­
gram this bit will result in improper controller opera­
tion during interrupt acknowledge cycles. Additional­
ly, the Automatic End. of Interrupt (AEOI) may be 
selected, as well as the Special Fully Nested Mode 
(SFNM) of operation. 

The default programming for ICW4 is 01 h, which se­
lects 80x86 mode, normal EOI, buffered mode, and 
special fully nested mode disabled. 
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Bits 2 and 3 must be programmed to 0 for the SIO 
interrupt controller to function correctly. 

Both bit 1, AEOI, and bit 4, SFNM, can be pro­
grammed if the system developer chooses to invoke 
either mode. 

Blts[7:5]: Reserved 
Must be O. 

Bit 4: SFNM (Special Fully Nested Mode) 
Bit 4, SFNM, should normally be disabled by writing 
a 0 to this bit. If SFNM = 1, the special fully nested 
mode is programmed. 

Bit 3: BUF (Buffered Mode) 
Bit 3, BUF, must be programmed to 0 for the SIO. 
This is non-buffered mode. As illustrated above un­
der bit functionality, different programming options 
are offered for bits 2 and 3. However, within the SIO 
interrupt unit, bits 2 and 3 must always be pro­
grammed to OOb. 

Bit 2: Master/Slave In Buffered Mode 
This bit is not used by the SIO interrupt unit. Bit 2 
should always be programmed to O. 

Bit 1: AEOI (Automatic End of Interrupt) 
This bit should normally be programmed to O. This is 
the normal end of interrupt. If this bit is 1, the auto­
matic end of interrupt mode is programmed. 

Bit 0: Microprocessor Mode 
The Microprocessor Mode bit must be programmed 
to 1 to indicate that the interrupt controller is operat­
ing in an 80x86-based system. Never program this 
~WQ . 

4.4.6 OCW1-oPERATIONALCONTROL WORD 
1 REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 
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INT CNTRL-1-021h 
INT CNTRL-2-0A 1 h 
OOh 
Read/Write 
8 bits 

OCW1sets and clears the mask bits in the Interrupt 
Mask Register (IMR). Each interrupt request line 
may be selectively masked or unmasked any time· 
after initialization. A single byte is written to this reg­
ister. Each bit position in the byte represents the 
same-numbered channel: bit 0 = IRO[O], bit 1 == 
IRO[1] and so on. Setting the bit to a 1 sets the 
mask, and clearing the bit to a 0 clears the mask. 
Note that masking IRO[2] on CNTRL-1 will also 
mask all of controller 2's interrupt requests (IR08-
IR01S). Reading OCW1 returns the controller's 
mask register status. 

The IMR stores the bits which mask the interrupt 
lines to be masked. The IMR operates on the IRR. 
Masking of a higher priority input will not affect the 
interrupt request lines of lower priority. 

Unlike status reads ·of the ISR and IRR, for reading 
the IMR, no OCW3 is needed. The output data bus 
will contain the IMR whenever I/O read is active and 
the 1/0 port address is 021 h or OA 1 h (OCW1). 

All writes to OCW1 must occur following the 
ICW1-ICW4 initialization sequence, since the same 
1/0 ports are used for OCW1, ICW2, ICW3 and 
ICW4. 

Blts[7:0]: Interrupt Request Mask (Mask [7:01) 
When a 1 is written to any bit in this register, the 
corresponding IRO[x] line is masked. For example, if 
bit 4 is set to a 1, then IRO[4] will be masked. Inter­
rupt requests on IRO[4] will not set channel 4's in­
terrupt request register (IRR) bit as long is the chan­
nel is masked. 

When a 0 is written to any bit in this register, the 
corresponding IRO[x] mask bit is cleared, and inter­
rupt requests will again be accepted by the control­
ler. 

NOTE: 
Masking IRO[2] on CNTRL-1 will also mask 
the interrupt requests from CNTRL-2, which 
is physically cascaded to IRO[2]. 



4.4.7 OCW2-oPERATIONAL CONTROL 
WORD 2 REGISTER 

Address Offset: INT CNTRL-1-020h 
INT CNTRL-2-0AOh 

Default Value: Bit[4:0] = undefined, 
Bit[7:5] = 001 

Attribute: Write Only 
Size: 8 bits 

OCW2 controls both the Rotate Mode and the End 
of Interrupt Mode, and combinations of the two. The 
three high order bits in an OCW2 write represent the 
encoded command. The three low order bits are 
used to select individual interrupt channels during 
three of the seven commands. The three low order 
bits (labeled L2, L 1 and LO) are used when bit S is 
set to a 1 during the command. 

Following a PCIRST # and ICW initialization, the 
controller enters the fully nested mode of operation. 
Non-specific EOI without rotation is the default. Both 
rotation mode and specific EOI mode are disabled 
following initialization. 

Blt.[7:5]: Rotate and EOI Code. 
R, SL, EOI-These three bits control the Rotate and 
End of Interrupt modes and combinations of the two. 
A chart of these combinations is listed above under 
the bit definition. 

Bits 7 6 5 Function 
o 0 1 Non-Specific EOI Command 
o 1 1 Specific EOI Command 
1 0 1 Rotate on Non-Specific EOI Command 
1 0 0 Rotate in Auto EOI Mode (Set) 
o 0 0 Rotate in Auto EOI Mode (Clear) 
1 1 1 *Rotate on Specific EOI Command 
1 1 0 *Set Priority Command 
o 1 0 No Operation 

NOTE: 
• LO-L2 Are Used 
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Blts[4:3]: OCW2 Select 
When selecting OCW2, bits 3 and 4 must both be o. 
If bit 4 is a 1, the interrupt controller interprets the 
write to this port as an ICW1. Therefore, always en­
sure that these bits are both 0 when writing an 
OCW2. 

Blt.[2:0]: Interrupt Level Select (L2, L 1, LO) 
L2, L 1, and LO determine the interrupt level acted 
upon when the SL bit is active. A simple binary code, 
outlined above, selects the channel for the com­
mand to act upon. When the SL bit is inactive, these 
bits do not have a defined function; programming L2, 
L 1 and LO to 0 is sufficient in this case. 

Bit 2 1 0 Interrupt Level 
0 0 0 IRQ 0(8) 
0 0 1 IRQ 1(9) 
0 1 0 IRQ 2(10) 
0 1 1 IRQ 3(11) 

0 0 IRQ 4(12) 
0 1 IRQ 5(13) 

0 IRQ S(14) 
1 IRQ 7(15) 

4.4.8 OCWS-OPERATIONAL CONTROL 
WORD 3 REGISTER 

Address Offset: INT CNTRL-1-020h 
INT CNTRL-2-0AOh 

Default Value: Bit[S,O] = 0, 
Bit[7,4:2] = undefined, 
Bit[5,1] = 1 

Attribute: Read/Write 
Size: 8 bits 

OCW3 serves three important functions: Enable 
Special Mask Mode, Poll Mode control, and IRR/ 
ISR register read control. 
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First, OCW3 is used to set or reset the Sp.ecial Mask 
Mode (SMM). The Special Mask Mode can be used 
by an interrupt service routine. to dynamically alter 
the system priority structure while the routine isexe­
cuting, through selective enabling/disabling of the 
other channel's mask bits. 

Second, the Poll Mode is enabled when a write to 
OCW3 is issued with bit 2 equal to 1. The next I/O 
read to the interrupt controller is treated like an inter­
rupt acknowledge; a binary code representing the 
highest priority level interrupt request is released 
onto the bus. 

Third, OCW3 provides control for reading the In­
Service Register (ISR) and the Interrupt Request 
Register (IRR). Either the ISR or IRR is selected for 
reading with a write to OCWS. Bits 0 and 1 carry the 
encoded command to select either register. The 
next I/O read to the OCW3 port address will return 
the register status specified during the previous 
write. The register specified for a status read is re­
tained by the interrupt controller. Therefore, a write 
to OCW3 prio~ to every status read command is un­
necessary, provided the status read desired is from 
the register'selected with the last OCW3 write. 

Bit 7: Reserved 
Must be O. 

Bit 6: SMM (Special Mask Mode) 
If ESMM = 1 and SMM = 1 the interrupt controller 
enters Special Mask Mode. If ESMM = 1 and 
SMM = 0, the interrupt controller is in normal mask 
mode. When ESMM = 0, SMM has no effect. 

Bit 5: ESMM (Enable Special Mask Mode) 
When ESMM = 1, the SMM bit is enabled to set or 
reset the Special Mask Mode. When ESMM = 0, 
the SMM bit becomes a "don~t care". 

Blts[4:3): OCW3 Select 
When selecting OCW3, bit 3 must be a 1 and bit 4 
must be o. If bit 4 = 1, the interrupt controller inter­
prets the write to this port as an ICW1, Therefore, 
always ensure that bits[4:3) = 01 when writing an 
OCW3. . 
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Bit 2: Poll Mode Command 
When bit 2 = 0, the Poll command is not issued. 
When bit 2 = 1, the next I/O read to the interrupt 
controller is treated as an interrupt acknowledge cy­
cle. An encoded byte is driven onto the data bus, 
representing the highest priority level requesting 
service. 

Blts[1:0): Register Read Command 
Bits[1:0) provide control for reading the In-Service 
Register (ISR) and the Interrupt Request Register 
(IRR). When bit 1 = 0, bit 0 will not affect the regis­
ter read selection. When bit 1 = 1, bit 0 selects the 
register status returned following an OCW3 read. If 
bit 0 = 0, the IRR will be read. If bit 0 = 1, the ISR 
will be read. Following ICW initialization, the default 
OCW3 port address read will be "read IRR". To re­
tain the current selection (read ISR or read IRR), 
always write a 0 to bit 1 when programming this reg­
ister. The selected register can be read repeatedly 
without reprogramming OCW3. To select a new 
status register, OCW3 must be reprogrammed prior 
to attempting the read. 

Bit 1 0 Function 
0 0 No Action 
0 1 No Action 

0 Read IRQ Register 
1 Read IS Register 

4.5 Control Registers 

This section contains NMI registers, a real-time 
clock register, Port 92 Register, and the Digital Out­
put Register. 

4.5.1 NMISC-NMI STATUS AND CONTROL 
REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

061h 
OOh 
Read/Write 
8 bits 

This register is used to check the status of different 
system components, control the output of the 
speaker counter (Counter 2), and gate the counter 
output that drives the SPKR signal. 



Bits 4, 5, 6, and 7 are read-only. When writing to this 
port, these bits must be written as O's. Bit 6 returns 
the IOCHK# NMI status. This input signal comes 
from the ISA Bus. It is used for parity errors on mem­
ory cards plugged into the bus, and for· other high 
priority interrupts. The current status of bit 3 enables 
or disables this NMI source. Bit 5 is the current state 
of the OUT pin of interval Timer 1, Counter 2. Bit 4 . 
toggles from 1-0 or from 0-1 after every Refresh cy­
cle. Following PCIRST #, bits 4 and 6 are both o. Bit 
5 is undetermined until Counter 2 is properly pro­
grammed. Bit 7 returns the PCI System Error status 
(SERR#). If 0, bit 7 indicates that SERR# was not 
pulsed active by a PCI agent. If 1, bit 7 indicates that 
SERR # was pulsed active by a PCI agent and that 
an NMI will be issued to the Host CPU. This NMI can 
be disabled with bit 2 of this register. 

Bits 0-3 are both read and write. Bit 0 is the GATE 
input signal for Timer.1, Counter 2. The GATE input 
is used to disable counting in Counter 2. The Coun­
ter 2 output is ANDed with bit 1 to form the SPKR 
output Signal. Bit 1 gates the Counter 2 OUT value. 
When bit 1 is disabled, the SPKR Signal is disabled; 
when bit 1 is enabled, the SPKR output follows the 
value at the OUT pin of Counter 2. The Counter 2 
OUT pin status can be checked by reading port 
061 h and checking bit 5. Bit 2 is used to enable the 
System Error (SERR#) signal. Bit 3 enables or dis­
ables the incoming IOCHK# NMI signal from the ex­
pansion bus. Each of these bits is reset to 0 follow­
ing PCIRST #. 

Bit 7: SERR # Status 
Bit 7 is set if a system board agent (PC I devices or 
main memory) detects a system board error and 
pulses the PCI SERR # line. This interrupt is e~abled 
by setting bit 2 to O. To reset the interrupt, set bit 2 to 
o and then set it to 1. This bit is read-only. When 
writing to port 061 h, bit 6 must be a o. 

Bit 6: IOCHK # NMI Source Status 
Bit 6 is set if an expansion board asserts IOCHK# 
on the ISA/SIO bus. This interrupt is enabled by set­
ting bit 3 to O. To reset the interrupt, set bit 3 to 0 
and then set it to 1. This bit is read-only. When writ­
ing to port 061h, bit 6 must be a o. 
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Bit 5: Timer Counter 2 OUT Status 
The Counter 2 OUT signal state is reflected in bit 5. 
The value on this bit following a read is the current 
state of the Counter 2 OUT signal. Counter 2 must 
be programmed following a PCIRST # for this bit to 
have a determinate value. Bit 5 is read-only. When 
writing to port 061h, bit 5 must be a O. 

Bit 4: Refresh Cycle Toggle 
The Refresh Cycle Toggle signal toggles from either 
o to 1 or 1 to 0 following every refresh cycle. This 
read-only bit is a 0 following PCIRST #. When writing 
to port 061 h, bit 4 must be a O. 

Bit 3: IOCHK# NMI Enable 
When bit 3 = 1, IOCHK# NMI's are disabled and 
cleared. When bit 3 = 0, IOCHK# NMI's are en­
abled. Following PCIRST #, bit 3 is reset to o. 

Bit 2: PCI SERR # Enable 
When bit 2 = 1, the PCI System Error (SERR#) is 
disabled and cleared. When bit 2 = 0, SERR # is 
enabled. Following PCIRST#, bit 2 is a O. 

Bit 1: Speaker Data Enable 
Speaker Data Enable is ANDed with the Counter 2 
OUT signal to drive the SPKR output signal. When 
bit 1 = 0, the result of the AND is always 0 and the 
SPKR output is always O. When bit 1 = 1, the SPKR 
output is equivalent to the Counter 2 OUT signal val­
ue. Following PCIRST #, bit 1 is a O. 

Bit 0: Timer Counter 2 Enable 
When bit 0 = 0, Counter 2 counting is disabled. 
Counting is enabled when bit 0 = 1. This bit controls 
the GATE input to Counter 2. Following PCIRST#, 
the value of this bit is O. 
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4.5.2 NMI ENABLE AND REAL·\TIME CLOCK 
ADD~ESS REGISTER 

Address Offset: 
Default Value: 

Attribute: 
Size: 

070h 
Bit[6:0] = undefined, 
Bit 7 = 1 
Write Only 
8 bits 

The Mask register for the NMI interrupt is at I/O ad­
dress 070h shown below. The most significant bit 
enables or disables all NMI sources including 
10CHK# and the NMI Port. Write an 80h to port 70h 
to IT)ask the NMI signal. This port is shared with the 
real-time clock. The real-time-clock uses the lower 
six bits of this port to address memory locations. 
Writing to port 70h sets both the enable/disable bit 
and the memory address pointer. Do not modify the 
contents of this register without considering the ef­
fects on the state of the other bits. Reads and writes 
to this register address flow through to the ISA Bus. 

Bit 7: NMI Enable 
Setting bit 7 to a 1 disables all NMI sources. Setting 
the bit to a 0 enables the NMI interrupt. Following 
PCIRST#, this bit is a 1. 

Blts[6:0]: Real Time Clock Address 
Used by the Real Time Clock on the Base I/O com­
ponent to address memory locations. Not used for 
NMI enabling/disabling. 

4.5.3 PORT 92 REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

92h 
24h 
Read/Write 
8 bits 

This register is used to support the alternate reset 
(AL T _RST #) and alternate A20 (AL T J20) func­
tions. This register is only accessible if bit 6 in the 
Utility Bus Chip Select B Register is set to a 1. 
Reads and writes to this register location flow 
through to the ISA Bus. 

Blts[7:6]: Reserved 
Returns 00 when read. 

Bit 5: Reserved 
Returns a 1 when read. 
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Bit 4: Reserved 
Returns a 0 when read. 

Bit 3: Reserved 
Returns a 0 when read. 

Bit 2: Reserved 
Returns a 1 when read. 

Bit 1: ALTJ20 Signal Control 
Writing a 0 to this bit causes the AL T J20 signal to 
be driven low. Writing a 1 to this bit causes the 
AL T J20 signal to be driven high. 

Bit 0: Alternate System Reset 
This read/write bit provides an alternate system re­
set function. This function provides an alternate 
means to reset the system CPU to effect a mode 
switch from Protected Virtual Address Mode to the 
Real Address Mode. This provides a faster means of 
reset than is provided by the Keyboard controller. 
This bit is set to a 0 by a system reset. Writing a 1 to 
this bit will cause the ALT _RST # signal to pulse 
active (low) for approximately 4 SYSCLK's. Before 
another AL T _RST # pulse can be generated, this 
bit must be written back to a O. 

4.5.4 DIGITAL OUTPUT REGISTER 

Address Offset: 03F2h (Primary), 0372h 
(Secondary) 

Default Value: Bit[7:4,2:0] = undefined, 
Bit 3 = 0, 

Attribute: Write only 
Size: 8 bits 

This register is used to prevent UBUSOE# from re­
sponding to DACK2 # during a DMA read access to 
a floppy controller on the ISA Bus. If a second floppy 
(residing on the ISA Bus) is using DACK2 # in con­
junction with a floppy on the utility bus, this prevents 
the floppy on the utility bus and the utility bus trans­
ceiver from responding to an access targeted for the 
floppy on the ISA Bus. This register is also located in 
the floppy controller device. Reads and writes to this 
register location flow through to the ISA Bus. 

Blts[7:4]: Not Used 
These bits exist in the floppy controller. 



Bit 3: DMA Enable 
When this bit is a 1, the assertion of DACK # will 
result in UBUSOE# being asserted. If this bit is 0, 
DACK2# has no effect on UBUSOE#. This port bit 
also exists on the floppy controller. This bit defaults 
to disable (0). 

Blts[2:0]: Not Used 
These bits exist in the floppy controller. 

4.5.5 RESET UBUS IRQ12 REGISTER 

Address Offset: 
Default Value: 
Attribute: 
Size: 

SOh 
N/A 
Read only 
8 bits 

This address location (SOh) is used to clear the 
mouse interrupt function to the CPU. Reads to this 
address are monitored by the SIO. When the mouse 
interrupt function is enabled (bit 4 of the ISA Clock 
Divisor Register is 1), the mouse interrupt function is 
provided on the IR012/M input signal. In this mode, 
a mouse interrupt generates an interrupt through 
IR013 to the Host CPU. A read of SOh releases 
IR012. If bit 4 = 0 in the ISA Clock Divisor Register, 
a read of address SOh has .no effect on IR012/M. 
Reads and writes to this register flow through to the 
ISA Bus. For additional information, see the 
IR012/M description in Section 3.0, Signal Descrip­
tion. 

Blts[7:0]: Reset IRQ12 
No specific pattern. A read of address SOh executes 
the command. 
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4.5.6 COPROCESSOR ERROR REGISTER 

Address Offset: FOh 
Default Value: NI A 
Attribute: Write only 
Size: 8 bits 

This address location (FOh) is used when the SIO is 
. programmed for coprocessor error reporting (bit 5 of 
the ISA Clock Divisor Register is 1). Writes to this 
address are monitored by the SIO. In this mode, the 
SIO generates an interrupt (INT) to the CPU when it 
receives an error signal (FERR # asserted) from the 
CPU's coprocessor. Writing address FOh, when 
FERR # is asserted, causes the 510 to assert 
IGNNE# and negate IR013. IGNNE# remains as-
serted until FERR # is negated. If FERR # is not as- • 
serted, writing to address FOh does not effect 
IGNNE#. Reads and writes to this register flow 
through to the ISA Bus. For additional information, 
see the IGNNE# description in Section 3.0, Signal 
Description. 

Blts[7:0]: Reset IRQ12 
No specific pattern. A write to address FOh executes 
the command. 
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4.5.7 ELCR-EDGE/LEVEL CONTROL 
REGISTER 

Address Offset: 

Default Value: 
Attribute: 
Size: 

INT CNTRL-1-04DOh 
INT CNTRL-2-04D1 h 
OOh 
Read/Write 
8 bits 

intel~ 
The Edge/Level Control Register is used to set the 
interrupts to be trigger~d by either the signal edge or 
the logic level. INTO, INT1, INT2, INT8, INT13 must 
be set to edge sensitive. After a reset, aU the INT 
signals are set to edge sensitive. Figure 4 shows 
which bit numbers represent the various INT signals. 

Each IRQ to which a PCI interrupt is steered into 
(see the PIRQ Route Control Register) must have its 
interrupt set to level sensitive. , 

~7 ________ .....;;,.0.., Bit 

OOh I Default 
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L EdgeILevel Control(RIW) 
Bit Port 04DOh Port 0401 h 
o INTO INT8 
1 INT1 INT9 
2 INT2 INT10 
3 INT3 INT11 
4 INT4 INT12 
5 INT5 INT13 
8 INT8 INT14 
7 INT7 INT15 

Figure 4. Edge/Level Select Register 
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Register Location:. 04DOh·INT CNTRL·1 
0401 h·INT CNTRk2 

04DOh-iNT CNTRL-1 Register 

Blt[7:0]: Edge/Level Select 
These bits select if the interrupts are triggered by 
either the signal edge or the logic level. A 0 bit repre· 
sents an edge sensitive interrupt, and a 1 is for level 
sensitive. The following bits MUST be set to 0: 

Port 04DOh (INT -CNTRL-1) 
O-INTO 0 Reserved. Read as zero. 
1-INT1 0 Reserved. Read as zero. 
2-INT2 0 Reserved. Read as zero. 
3-INT3 x 
4-INT4 x 
5-INT5 x 
6-INT6 x 
7-INT7 x 
x = selectable to either a 0 or a 1, 
o = edge sensitive, 1 = level sensitive 

After reset, this register is set to OOh. 

04D1h-INT CNTRL-2 Register 

Blt[7:0): Edge/Level Select 
These bits select if the interrupts are triggered by 
either the signal edge or the logic level. A 0 bit repre­
sents an edge sensitive interrupt, and a 1 is for level 
sensitive. The following bits MUST be set to 0: 

Port 04D1h (INT -CNTRL-2) 
O-INTS 0 Reserved. Read as zero. 
1-INT9 x 

2-INT10 x 
3-INT11 x 
4-INT12 x 
5-INT13 0 Reserved. Read as zero. 
6-INT14 x 
7-INT15 x 
x = selectable to either a 0 or a 1, 
o = edge sensitive, 1 = level sensitive 

ffter reset, this register is set to OOh. 
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4.6. Power Management Registers 

This section contains the Power Management Reg· 
isters located in non·configuration space. 

4.6.1 APMC-ADVANCED POWER 
MANAGEMENT CONTROL PORT 

Address Offset: 
Default Value: 
Attribute: 
Size: 

OB2h 
OOh 
Read/Write 
S bits 

Blts[7:0): APMC[7:0] 
APM Control Port. Readable/writeable at system 
110 address OB2h. Used to pass an APM command 
between the OS and the SMI handler. Writes to this 
port not only store data in the APMC register, but 
also generate an SMI when the SAPMCEN bit is set. 
Reads to this port will not generate an SMI. If 
CSTPCLKEN is set, a read from the APMC will 
cause STPCLK '*' to be asserted. 

4.6.2 APMS-ADVANCED POWER 
MANAGEMENT STATUS PORT 

Address Offset: 
Default Value: ' 
Attribute: 
Size: 

OB3h 
OOh 
Read/Write 
S bits 

Blts[7:0]: APMS{7:0) 
Readable/writeable at system address OB3h. Used 
to pass data between the OS and the SMI handler. 
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5.0 DETAILED FUNCTIONAL 
DESCRIPTION 

5.1 PCllnterface 

5.1.1 PCI COMMAND SET 

Bus commands indicate to the slave the type of 
transaction the master is requesting. Bus Com­
mands are encoded on the C/BE[3:0] II lines during 
the address phase of a PCI cycle. 

5.1.2 PCI BUS TRANSFER BASICS 

Details of PCI Bus operations can be found in the 
Periphsrsl Component Interconnect (PC/) Specifica­
tion. Only deta/ls of the PCI Bus unique to the SIO 
are included in this data sheet. 

Table 7. PCI Commands 

C/BE[3:0] 11 Command Type As Slave Supported As Slave Supported As Master 

0000 Interrupt Acknowledge Yes No 

0001 Special Cycle(4) NolYes No 

0010 1/0 Read Yes No 

0011 110 Write Yes' No 

0100 Reserved(3) No No 

0101 Reseryed(3) No No 

0110 Memory Read Yes Yes 

0111 Memory Write Yes , Yes 

1000 Reserved(3) No No 

1001 Reserved(3) No No 

1010 Configuration Read Yes No 

1011 Configuration Write Yes No 

1100 Memory Read Multiple No(2) No 

1101 Reserved(3) No No 

1110 Memory Read Line No(2) No 

1111 Memory Write and Invalidate NO(1) No 

NOTES: . 
1. Treated as Memory Write. 
2. Treated as Memory Read. 
3. Reserved Cycles are considered Invalid by the SIO and are to be competely Ignored. All Internal address decoding is 

ignored and DEVSEL* Is never to be asserted. 
4. The 82378 responds to a Stop Grant Special Cycle. 

£W>W£OO<CII OOOIF@OOfMJ£"i1'O@OO I 
------~----------------------------~ 
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5.1.2.1 PCI Addressing 

PCI address decoding uses the AD[31:0] signals. 
AD[31:2] are always used for address decoding 
while the information contained in the two low order 
bits AD[1:0] varies for memory, I/O, and configura­
tion cycles. 

For I/O cycles, AD[31:0] are decoded to provide a 
byte address. AD[1:0] are used for generation of 
DEVSEL# only and indicate the least significant val­
id byte involved in the transfer. For example, if only 
BEO# is asserted, AD[1 :0] are 00. If only BE3# is 
asserted, then AD[1:0] are 11. If BE3# and BE2# 
are asserted, AD[1 :0] are 10. If all BEx#'s are as­
serted, then AD[1 :0] are 00. The byte enables deter­
mine which byte lanes contain valid data. The SIO 
requires that PCI accesses to byte-wide internal reg­
isters must assert only one byte enable. 

When the SIO is the target of any PCI transaction in 
which BE[3:0] # = 1111, the SIO terminates the cy­
cle normally by asserting TROY #. No data is written 
into the SIO during write cycles and the data driven 
by the SIO during read cycles is indeterminate. 

For memory cycles, accesses are decoded as 
Dword accesses. This means that AD[1:0] are ig­
nored for decoding memory cycles. The byte en­
ables determine which byte lanes contain valid data. 
When the. SIO is a PCI master, it drives 00 on 
AD[1:0] for all memory cycles. 

For configuration cycles, DEVSEL # is a function of 
IDSEL and AD[1:0]. DEVSEL# is selected during a 
configuration cycle only if IDSEL is active and both . 
AD[1 :0] = 00. The cycle is ignored by the SIO if 
either AD1 or ADO is non-zero. Configuration regis­
ters.are selected as Dwords using AD[7:2]. The byte 
enables determine which byte lanes contain valid 
data. 

5.1.2.2 DEVSEL# Generation 

As a PCI slave, the SIO asserts the DEVSEL# sig­
nal to indicate it is the slave of the PCI transaction. 
DEVSEL # is asserted when the SIO positively or 

, I £lQ)W£OO©!§ OOO~@OO!Ml£"jj"O@OO 
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subtractively decodes the PCI transaction. The SIO 
asserts DEVSEL# (claim the transaction) before it 
issues any other slave response, i.e., TROY # , 
STOP#, etc. After the SIO asserts DEVSEL#, it 
does not negate DEVSEL# until the same edge that 
the master uses to negate the finaIIRDY#. 

It is expected that most (perhaps all) PCI target de­
vices will be able to complete a decode and assert 
DEVSEL# within 1 or 2 clocks of FRAME#. Since 
the SIO subtractively decodes all unclaimed PCI cy­
cles (except configuration cycles), it provides a con­
figuration option to pull in (by 1 or 2 clocks) the edge 
when the SIO samples DEVSEL#. This allows faster 
access to the expansion bus. Use of such an option 
is limited by the slowest positive decode agent on 
the bus. This is described in more detail in Section 
5.5.1.4, Subtractively Decoded Cycles to ISA. 

As a PCI master, the SIO waits for 5 PCICLKs after 
the assertion of FRAME # for a slave to assert 
DEVSEL #. If the SIO does not receive DEVSEL # in 
this time, it will master-abort the cycle. See Section 
5.1.3.1, SIO as MasterMaster-lnitiated Termination, 
for further details. 

5.1.2.3 Basic PCI Read Cycles (I/O and Memory) 

As a PCI master, the SIO only performs memory 
read transfers (i.e. 110 read transfers are not sup­
ported). When reading data from PCI memory, the 
SIO requests a maximum of 8 bytes via a two data 
phase burst read cycle to fill its internal 8 byte line 
buffer. If the line buffer is programmed for single 
transaction mode, fewer bytes are requested (refer 
to Section 5.6.1, DMAIISA Master Line Buffer). 
Read cycles from PCI memory are generated on be­
half of ISA masters and DMA devices. 

As a PCI slave, the SIO responds to both I/O read 
and memory read transfers. For multiple read trans­
actions, the SIO always target-terminates after the 
first data read transaction by asserting STOP# and 
TROY # at the end of the first data phase. For single 
read transactions, the SIO finishes the cycle in a 
normal fashion, by asserting TROY # without assert­
ing STOP#. 
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5.1.2.4 Basic PCI Write Cycles (1/0 and Memory) 

As a PCI master, the 510 generates a PCI memory 
write cycle when it decodes an ISA-originated/PCI­
bound memory write cycle. I/O write cycles are nev­
er initiated by the 510. When writing data to PCI 
memory, the 510 writes a maximum of 4 bytes via a 
single data transaction write cycle. If the SIO's inter­
naiiSA master/DMA line buffer is programmed for 
single transaction mode, fewer bytes will be generat­
ed (refer to Section 5.6.1, DMA/ISA Master Line 
Buffer). In either case, only one data transaction will 
be performed. Cycles to PCI memory are generated 
on behalf of ISA masters, DMA devices, and the 510 
when the 510 needs to flush the ISA master/DMA 
line buffer. 

As a PCI master, the 510 drives the ADO and AD1 
signals low during the address phase of the cycle. 
This is done to indicate to the slave that the address 
will increment during the transfer. If there is no re­
sponse on the PCI Bus, the 510 will master-abort 
due to the DEVSEL # time out. 

As a PCI slave, the 510 will respond to both I/O 
write and memory write transfers. For multiple write 
transactions, the 510 will always target-terminate af­
ter the first data write transaction by asserting 
STOP# and TRDY# at the end of the first data 
phase. For single write transactions, the 510 will fin­
ish the cycle normally by asserting TROY # without 
asserting STOP#. 

5.1.2.5 Configuration Cycles 

The configuration read or write command defined by 
the bus control signals C/BE[3:0] # is used to con­
figure the 510. During the address phase of the con­
figuration read or write command, the 510 will sam­
ple its IDSEL (10 select). If IDSEL is active and 
AD[1 :0] are both zero, the 510 generates 
DEVSEL#. Otherwise, the cycle is ignored by the 
510. During the configuration cycle address phase, 
bits AD[7:2] and C/BE[3:0] # are used to select par­
ticular bytes/within a configuration register. Note that 
IDSEL is normally a "don't care" except during the 
address phase of a transaction. 

NOTE: 
An unclaimed configuration cycle is never 
forwarded to the ISA Bus. 
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5.1.2.6 Interrupt Acknowledge Cycle 

The interrupt acknowledge command is a single byte 
read implicitly addressed to the SIO's interrupt con­
troller. The address bits are logical "don't cares" 
during the address phase and the byte enables will 
indicate to the 510 an 8-bit interrupt vector is to be 
returned on AD[7:0]. The 510 converts this single 
cycle transfer into two cycles that the internal 8259 
pair can respond to (see Section 5.8, Interrupt Con­
troller). The 510 will hold the PCI Bus in wait states 
until the 8 bit interrupt vector is returned. 

510 responses to an interrupt acknowledge cycle 
can be disabled by setting bit 5 in the PCI Control 
Register to a o. However, if disabled, the 510 will still 
respond to accesses to the interrupt register set and 
allow poll mode functions. 

5.1.2.7 Exclusive Acce,s 

The 510 marks itself locked anytime it is the slave of 
the access and LOCK # is sampled negated during 
the address phase. As.a locked slave, the 510 re­
sponds to a master only when it samples LOCK # 
negated and FRAME# asserted. The locking master 
may negate LOCK # at the end of the last data 
phase. The 510 unlocks itself when FRAME# and 
LOCK # are both negated. The 510 will respond by 
asserting STOP# with TRDY# negated (retry) to all 
transactions when LOCK # is asserted during the 
address phase. 

Locked cycles are never generated by the 510. 

5.1.2.8 PCI Special Cycle 

When the SCE bit (bit 3) in the COM PCI configura­
tion register (configuration offset 04h) is set to a "0", 
the 510 will ignore all PCI Special Cycles. When the 
SCE bit is set to a "1", the 510 will recognize PCI 
Special Cycles. 
\ 

The only PCI Special Cycle currently recognized is 
the Stop Grant Special Cycle which is broadcast 
onto the PCI bus when an S-series processor enters 
the Stop Grant State. The SCE bit must be set to a 
"1" when the Stop Clock feature is being used. 



5.1.3 TRANSACTION TERMINATION 

The SIO supports both Master-initiated Termination 
as well as Target-initiated Termination. 

5.1.3.1 SIO As Master-Master-Inltlated 
Termination 

The SIO supports two forms of master-initiated 
termination: 

1. Normal termination of a completed transaction. 

2. Abnormal termination dueto no slave responding 
to the transaction (Abort). 

Figure 5 shows the SIO performing master-abort ter­
mination. This occurs when no slave responds to the 
SIO's master transaction by asserting DEVSEL# 
within 5 PCICLK's after FRAME# assertion. This 
master-abort condition is abnormal and it indicates 
an error condition. The SIO will not retry the cycle. 
The Received Master-abort Status bit in the PCI 
Status Register will be set indicating that the SIO 
experienced a master-.abort condition. 

If an ISA master or the DMA is waiting for the PCI 
cycle to terminate (CHRDY negated), the master­
abort condition will cause the SIO to assert CHRDY 
to terminate the ISA cycle. Note that write data will 
be lost and the read data will be all 1 's at the end of 
the cycle. This is identical to the wayan unclaimed 
cycle is handled on the "normally ready" ISA Bus. If 
the line. buffer is the requester of the PCI transac­
tion, the master-abort mechanism will end the PCI 
cycle, but no data will be transferred into or out of 
the line buffer. The line buffer will not be allowed to 
retry the cycle. 

PCICLK 

FRAME# 
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5.1.3.2 SIO As A Master-Response To Target­
Initiated Termination 

SIO's response as a master to; target-termination: 

1. For a target-abort, the SIO will not retry the cycle. 
If an ISA master or the DMA is waiting for the PCI 
cycle to complete (CHRDY negated), the target­
abort condition will cause the SIO to assert 
CHRDY and end the cycle on the ISA Bus. If the 
ISA master or DMA device was reading from PCI 
memory, the SIO will drive all 1 's on the data lines 
of the ISA Bus. The Received Target-abort Status 
bit in th~ PCI Status Register will be set indicating 
that the SIO experienced a target-abort condition. 

2. If the SIO is retried as a master on the PCI Bus, it 
will remove it's request for 2 PCI clocks before 
asserting it again to retry the cycle. 

3. If the SIO is disconnected as a master on the PCI 
Bus, it will respond very much as if it had been 
retried. The difference between retry and discon­
nect is that the SIO did not see any data phase for 
the retry. Disconnect may be generated by a PCI 
slave when the SIO is running a Qurst memory 
read cycle to fill it's a-byte Line Buffer. In this 
case, the SIO may need to finish a multi-data 
phase transfer, and thus, must recycle through ar­
bitration as required for a retry. An example of this 
is when the on-board DMA requests an a-byte 
Line Buffer transfer and the SIO is disconnected 
before the Line Buffer is completely filled. 

IRDY# __ , __ - '- '--_...;.... ___ -.:... ___ .....; __ -+-_...;....---J __ .! _ • 
, , , , ---~-"::"-'-0--~- -+- to--
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Figure 5. Master-Initiated Termination (Master-Abort) 
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5.1.3.3 SIO As A Target-Target-Initiated 
Termination 

The SIO supports three forms of Target·initiated Ter­
mination: 

Disconnect 

Retry 

Abort 

Disconnect refers to termination reo 
quested because the SIO is unable to 
respond within the latency guidelines 
of the PCI specification. Note that this 
is not usually done on the first data 
phase. 

Retry refers to termination requested 
because the target is currently in a 
state which makes it unable to pro· 
cess the transaction. 

Abort refers to termination requested 
because the target will never be able 
to respond to the transaction. 

The SIO will initiate Disconnect for PCI·originated/ 
ISA·bound cycles after the first data phase due to 
incremental latency requirements. Since the SIO has 
only one Posted Write Buffer and every PCI to ISA 
incremental data phase will take longer thah the 
specified a clocks, the SIO will always terminate 
burst cycles with a disconnect protocol. An example 
of this is when the SIO receives a burst memory 
write. Since the SIO only has one Posted Write BuffT 

er, the transaction will automatically be disconnect· 
ed after the first data phase. 

The SIO will retry PCI masters: 

1. For memory write cycles when the posted write 
buffer is full. 

2. When the pending PCI cycle initiates some type 
of buffer management activity. 

3. When the SIO is locked as a resource and a PCI 
master tries to access the SIO without negating 
the LOCK # signal in the address phase. 

4. When the ISA Bus is occupied by an ISA master 
or DMA. 

Target·abort is issued by the SIO when the internal 
SIO registers are the target of a PCI master I/O 
cycle and more than one byte enable is active. 
Accesses to the BIOS Timer Register and the Scat· 
ter/Gather Descriptor Table Pointer Registers are 
exceptions to this rule. Accesses to the Scatter/ 
Gather Descriptor Table Pointer Register must be 
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32-bits wide and accesses to the BIOS Timer Regis· 
ter must be 16· or 32·bits' wide. These accesses .will 
not result in a SIO target·abort. The SIO responds 
with a target·abort since the registers must be ac· 
cessed as a·bit quantities. Target·abort resembles a 
retry, although the SIO also negates DEVSEL# 
along with- the assertion of STOP #. Bit 11 in the, 
Device Status Register is set to a 1 when the SIO 
target·aborts. 

5.1.4 BUS LATENCY TIME-OUT 

5.1.4.1 Master Latency Timer 

Because the SIO only bursts a maximum of two 
Dwords, the PCI master latency timer is not imple· 
mented. 

5.1.4.2 Target Incremental Latency Mechanism 

As a slave, the SIO supports the Incremental Laten· 
cy Mechanism for PCI to ISA cycles. The PCI specifi· 
cation states that for multi·data phase PCI cycles, if 
the incremental latency from current data phase (N) 
to the next data phase (N + 1) is greater than 
a PCICLK's, then the slave must manipulate TROY # 
and' STOP # to stop the transaction upon comple· 
tion of the current data phase (N). Since all PCI-origi· 
nated (SIO is a slave)/ISA·bound cycles will require 
greater than the stated a PCICLK's, the SIO will au· 
tomatically terminate these cycles after, the first data 
phase. Note that latency to the first data phase is 
not restricted by this mechanism. 

5.1.5 PARITY SUPPORT 

As a master, the SIO generates address parity for 
read and write cycles, and data parity for write cy· 
cles. As a slave, the SIO generates data parity for 
read cycles. The SIO does not check parity and 
does not generate SERR#. 

PAR is the calculated parity signal. PAR is "even" 
parity and is calculated on 36 bits; the 32 AD[31 :0] 
Signals plus the 4 C/BE[3:0] # Signals. "Even" pari· 
ty means that the number of 1's within the 36 bits 
plus PAR are counted and the sum is always even. 
PAR is always calculated on 36 bits, regardless of 
the valid byte enables. PAR is only guaranteed to be 
valid one PCI clock after the corresponding address 
or data phase. 



5.1.6 RESET SUPPORT 

The PCIRST # pin acts as the SIO hardware reset 
pin. . 

During Reset 

AD[31 :0], C/BE[3:0) #, and PAR are always driven 
low by the SIO from the leading edge of PCIRST #. 
FRAME#, IRDY#, TRDY#, STOP#, DEVSEL#, 
MEMREQ#, FLSHREQ#. CPUGNT#. GNTO#/ 
SIOREQ#, and GNT1 #/ RESUME# are tri-stated 
from the leading edge of PCIRST #. 

GNT2# and GNT3# are tri-stated from the leading 
edge of PCIRST #. 

After Reset 

AD[31:0). C/BE[3:0)#, and PAR are always tri-stat­
ed from the trailing edge of PCIRST #. If the internal 
arbiter is (3nabled (CPUREQ# sampled high on the 
trailing edge of PCIRST#), the SIO will drive these 
signals low again (synchronously 2-5 PCICLKs later) 
until the bus is given to another master. If the inter­
nal arbiter is disabled (CPUREQ# sampled low on 
the trailing edge of PCIRST#), these signals remain 
tri-stated until the SIO is required to (lrive them valid 
as a master or slave. 

FRAME#. IRDY#, TRDY#, STOP#, and 
DEVSEL # remain tri-stated until driven by the SIO 
as either a master or a slave. MEMREQ#, 

. FLSHREQ#, CPUGNT#, GNTO#/SIOREQ#, and 
GNT1 # /RESUME# are tri-stated until driven by the 
SIO. 

GNT2# and GNT3# are tri-stated until driven by the 
SIO. 

After PCIRST. MEMREQ# and FLSHREQ# are 
driven inactive asynchronously from PCIRST # inac­
tive. CPUGNT#, GNTO#/SIOREQ#, and GNT1 #/ 
RESUME# are driven based on the arbitration 
scheme and the asserted REQx#'s. 

GNT2# and GNT3# are also driven based on the 
arbitration scheme and the asserted REQx#'s. 
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5.1.7 DATA STEERING 

Data steering logic internal to the SIO provides the 
assembly/disassembly, copy up/copy down mecha­
nism for cycles between the 32-bit PCI data bus and 
the 16-bit ISA Bus. The steering logic ensures that 
the correct bytes are steered to the correct byte lane 
and that multiple cycles are run where applicable. 

5_2 PCI Arbitration Controller 

The 82378 contains a PCI Bus arbiter that supports 
six PCI masters; the Host Bridge, SIO, and four other 
masters. The SIO's REQ # /GNT # liries are internal. 
The integrated arbiter can be disabled by asserting 
CPUREQ# during PCIRST# (see Section 5.2.7, 
Power-up Configuration). When disabled, the SIO's 
REQ#, GNT#, and RESUME# signals become visi­
ble for an external arbiter. The internal arbiter is en­
abled upon power-up. 

The internal arbiter contains several features that 
contribute to system efficiency: 

• Use of a RESUME# signal to re-enable a 
backed-off initiator in order to minimize PCI Bus 
thrashing when the SIO generates a retry (Sec­
tion 5.2.4.1). 

• A programmable timer to re-enable retried initia­
tors after a programmable number of PCICLK's 
(Section 5.2.4.2). 

• The CPU (host bridge) can be optionally parked 
on the PCI Bus (Section 5.2.5). 

• A programmable PCI Bus lock or PCI resource 
lock function (Section 5.2.6). 

The PCI arbiter is also responsible for control of the 
Guaranteed Access Time (GAT) mode signals (Sec­
tion 5.2.3.2). 
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5.2.1 ARBITRATION SIGNAL PROTOCOL 

The internal arbiter follows the PCI arbitration meth­
od as outlined in the Peripheral Component Inter· 
connect (PCI) Specification. The SIO's arbiter is dis­
cussed in this section. 

5.2.1.1 Back-To-Back Transactions 

The SIO as a master does not generate fast back­
to-back accesses since it does not know if it is ac­
cessing the same target. 

The SIO as a target supports fast back-to-back 
transactions. Note that for back-to-back cycles, the 
SIO treats positively decoded accesses and subtrac­
tively decoded accesses as different targets. There­
fore, masters can only run fast back-to-back cycles 
to positively decoded addresses or to subtractively 
decoded addresses. Fast back-to-back cycles must 
not mix positive and subtractive decoded addresses. 
See the address decoding section to determine 
what addresses the SIO positively decodes and sub­
tractively decodes. 

5.2.2 PRIORITY SCHEME 

The PCI arbitration priority scheme is programmable 
through the PCI Arbiter Priority Control and Arbiter 
Priority Control Extension Register. The arbiter con­
sists of four banks that can be configured for the six 

SIOREO# 

REQO# 

Fixed Rotate 
Control Control 
BankO BankO 

masters to be arranged in a purely rotating priority 
scheme, one of twenty-four fixed priority schemes, 
or a hybrid combination (Figure 6). 

Note that SIOREQ#/SIOGNT# are SIO internal 
signals. 

The PCI Arbiter Priority Control (PAPC) and PCI Arbi­
ter Priority Control Extension Register bits are 
shown below: 

PCI Arbiter Priority Control Register Bits (PAPC) 

Bit Description 
7 Bank 3 Rotate Control 
6 Bank 2 Rotate Control 
5 Bank 1 Rotate Control 
4 Bank 0 Rotate Control 
3 Bank 2 Fixed Priority Mode select B 
2 Bank 2 Fixed Priority Mode select A 
1 Bank 1 Fixed Priority Mode select 
o Bank 0 Fixed Priority Mode select 

PCI Arbiter Priority Control Extension Register 
Bits (ARBPRIX) 

Bit Description 
7:1 Reserved. Read as 0 
o Bank 3 Fixed Priority Mode select 

PAPC defaults to 04h and ARBPRIX to OOh at reset 
selecting fixed mode #10 (Table 8) with the CPU the 
highest priority device guaranteeing access to BIOS. 

REQ1# -/0 Bank3 : 00 
REQ2# -IL...1~_-,-~---":1 10; Bank 2 
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CPUREO# 

REQ3# 

I I 
Fixed Rotate '-,-r--..,.-I 

Control Control 
Bank3 Bank3 

Fixed Rotate 
Control Control 
Bank 1 Bank 1 

Fixed Rotate 
Control Control 
Bank 2 Bank 2 . 
(a,b) 

Figure 6. Arbiter Configuration Diagram for 82378ZB 
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5.2.2.1 Fixed Priority Mode 

The 24 selectable fixed priority schemes are listed in Table 8. 

Table 8. Fixed Priority Mode Bank Control Bits 

Mode Bank Priority 

3 2b 2a 1 0 Highest Lowest 

00 0 0 0 0 0 SIOREQ# REQO# REQ2# REQ3# CPUREQ# REQ1# 

01 0 0 0 o 1 REQO# SIOREQ# REQ2# REQ3# CPUREQ# REQ# 

02 0 0 0 1 0 SIOREQ# REQO# REQU REQ3# REQ1# CPUREQ# 

03 0 0 0 1 1 REQO# SIOREQ# REQ2# REQ3# REQ1# CPUREQ# 

04 0 0 1 0 0 CPUREQ# REQ1# SIOREQ# REQO# REQU REQ3# 

05 0 0 1 0 1 CPUREQ# REQ1# REQO# SIOREQ# REQU REQ3# 

06 0 0 1 1 0 REQ1,# CPUREQ# SIOREQ# REQO# REQU REQ3# 

07 0 0 1 1 1 REQ1# CPUREQ# REQO# SIOREQ# REQU REQ3# • 08 0 1 0 0 0 REQU REQ3# CPUREQ# REQ1# SIOREQ# REQO# 

09 0 1 0 o 1 REQ2# REQ3# CPUREQ# REQ1# REQO# SIOREQ# 

OA 0 1 0 1 0 REQU REQ3# REQ1# CPUREQ# SIOREQ,# REQO# 

OB 0 1 0 1 1 REQU REQ3# REQ1# CPUREQ# REQOt SIOREQ# 

OC-OF 0 1 1 x x Reserved 

10 1 0 0 0 0 SIOREQ# REQO# REQ3# REQU CPUREQ# REQ1# 

11 1 0 0 0 1 REQO# SIOREQ# REQ3# REQU CPUREQ# REQ1# 

12 1 0 0 1 0 SIOREQ# REQO# REQ3# REQU REQ1# CPUREQ# 

13 1 0 0 1 1 REQO# SIOREQ# REQ3# REQU REQ1# CPUREQ# 

14 1 0 1 0 0 CPUREQ# REQ1# SIOREQ# REQO# REQ3# REQU 

15 1 0 1 0 1 CPUREQ# REQ1'/1 REQO# SIOREQ# REQ3# REQU 

16 1 0 1 1 0 REQ1# SPUREQ# SIOREQ# REQO# REQ3# REQ2# 

17 1 0 1 1 1 REQ1# CPUREQ# REQO# SIOREQ# REQ3# REQU 

18 1 1 0 0 0 REQ3# REQU CPUREQ# REQ1# SIOREQ# REQO# 

19 1 1 0 o 1 REQ3# REQU CPUREQ# REQ1# REQO# SIOREQ# 

1A 1 1 ,0 1 0 REQ3# REQU REQ1# CPUREQ# SIOREQ# REQO# 

1B 1 0 1 1 REQ3# REQ2# REQ1# CPUREQ# REQO# SIOREQ# 

1C-1F 1 1 1 
, 

Reserved x x 
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The fixed bank control bit(s) selects which requester 
is the highest priority device within that particular 
bank. For fixed priority mode, bits[7:4] of the PAPC 
Register and bit zero of ARBPRIX must be O's (ro· 
tate mode disabled). 

The selectable fixed priority schemes provide 24 of 
the 64 possible fixed mode permutations possible 
for the ,six masters. ' 

,5.2.2.2 Rotating Priority Mode 

When any bank rotate control bit is set to a one, that 
particular bank rotates between the requesting in· 
puts. Any 6r all banks can be set in rotate mode. If 
all four banks are set in rotate mode, the six support· 
ed masters are all rotated and the arbiter is in a pure 
rotating priority mode. If, within a rotating bank, the 
highest priority device (a) does not have an active 
request, the lower priority device (b or c) will be 
granted the bus. However, this does not change the 
rotation scheme. When the bank toggles, device b is 
the highest priority. Because of this, th~ maximum 
latency a device can encounter is two complete roo 
tations. 

5.2.2.3 Mixed Priority Mode 

Any combination of fixed priority and rotate priority 
modes can be used in different arbitration banks to 
achieve a specific arbitfation scheme. 

5.2.2.4 Locking Masters 

When a master acquires the LOCK# signal, the arbi· 
ter gives that master highest priority until the 
LOCK # signal is negated and FRAME # is negated. 
This ensures that a master that locked a resource 
will eventually be able to unlock that same resource. 

5.2.3 MEMREQ#, FLSHREQ#, AND MEMACK# 
PROTOCOL 

Before an ISA master or the DMA can be granted 
the PCI Bus, it is necessary that all PCI system post· 
ed write buffers be flushed (including the SIO's Post· 
ed Write Buffer). Also, since the ISA originated cycle, 
could access memory on the host bridge, it's possi· 
ble that the ISA master or the DMA could be held in 
wait states (via. 10CHRDY) waiting for the host 
bridge arbitration for longer than the 2.5 P.s ISA 
specification. The SIO has an optional mode called 
the Guaranteed Access Time Mode (GAT) that en· 
sures that this timing specification is not violated. 
This is accomplished by delaying the ISA REQ# sig· 
nal to the requesting master or DMA until the ISA 
Bus, PCI Bus, arid the System Memory Bus are arbi· 
trated for and owned. 

Three PCI sideband signals,' MEMREQ#, 
FLSHREQ#, and MEMACK# are used to support 
the System Posted Write Buffer Flushing and Guar· 
anteed Access Time mechanisms. The MEMACK# 
Signal is the common acknowledge Signal for both 
mechanisms. Note that when MEMREQ# is assert· 
ed, FLSHREQ# is also asserted. Table 9 shows the 
relationship between MEMREQ# and FLSHREQ#: 

Table 9. FLSHREQ#, MEMREQ# 

FLSHREQ# MEMREQ# Meaning' 

1 1 Idle 

0 1 Flush buffers pointing towards PCI to avoid ISA deadlock 

1 0 Reserved 

0 0 GAT mode, Guarantee PCI Bus immediate access to main memory 
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5.2.3.1 Fluehlng the System Posted Write 

Buffers 

Once an ISA master or the DMA begins a cycle on 
the ISA Bus, the cycle can not be backed-off. It can 
only be held in wait states via IOCHRDY. In order to 
know the destination of ISA master cycles, the cycle 
needs to begin. However, after the cycle has start­
ed, no other device can intervene and gain ,owner­
ship of the ISA Bus until the cycle has completed 
and arbitration is performed. A potential deadlock 
condition exists when an ISA originated cycle to the 
PCI Bus finds the PCI target inaccessible due to an 
interacting event that alsO requires the ISA Bus. To 
avoid this potential deadlock, all PCI posted write 
buffers in the system must be disabled and flushed 
before DACK can be returned. The buffers must re­
main disabled while the ISA Bus is occupied by an 
ISA master or the DMA. 

When an ISA master or the DMA requests the ISA 
Bus, the SIO asserts FLSHREQ#. FLSHREQ# is 
an indication to the system to flush all posted write 
buffers pointing towards the PCI Bus. The SIO also 
flushes it's own Posted Write Buffer. Once the post­
ed write buffers have been fiushed and disabled, the 
system asserts MEMACK #. Once the SIO receives 
the MEMACK# acknowledgment Signal, it asserts 
the DACK signal giving the requesting master the 
bus. FLSHREQ# stays active as long as the ISA 
master or DMA owns the ISA Bus. 

5.2.3.2 Guaranteed Aceess Time Mode ' 

Guaranteed Access Time (GAT) Mode is, enabled I 
disabled via the PCI Arbiter Control Register. When 
this mode is enabled, the MEMREQ# and 
MEMACK # SIgnals are used to guarantee that the 
ISA 2.5 ,...s 10CHRDY specification is not violated. 

When an ISA master or DMA slave requests the ISA 
Bus (DREQ# active), the ISA Bus, the PCI Bus, and 
the memory bus must be arbitrllted for and' all three 
must be owned before the ISA master or DMA slave 
is granted the ISA Bus. After receiving the DREQ# 
signal from the ISA master or DMA slave, 
MEMREQ# and FLSHREQ# are asserted 
(FLSHREQ# is driven active, regardless of GAT 
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mode being enabled or disabled). MEMREQ# Is a 
request for direct access to main memory. 
MEMREQ# and FLSHREQ# will be asserted as 
long as the ISA master or the DMA owns the ISA 
Bus. When MEMACK# Is received by the SIO (all 
posted write buffers are flushed and the memory bus 
is dedicated to the PCI interface), it will request the 
PCI Bus. When it is granted the PCI Bus, it asserts 
the DACK signal releasing the ISA Bus to the re­
questing master or the DMA. 

The. use of MEMREQ#, FLSHREQ#, and 
MEMACK # does not guarantee functionality with 
ISA masters that don't acknowledge 10CHRDY. 
These signals just guarantee the 10CHRDY inactive 
specification. 

NOTE: 
Usage of an external arbiter in GAT mode 
will require special logic in the arbiter. 

5.2.4 RETRY THRASHING RESOLVE 

When a PCI initiator's access is retried, the initiator 
releases the PCI Bus for a minimum of two PCI 
clocks and will then normally request the PCI Bus 
again. To avoid thrashing the bus with.retry after re­
try, the PCI arbiter provides REQ# masking. The 
REQ# masking mechanism differentiates between 
510 target retries and all other retries. 

For initiators which were retried by the SIO as a tar­
get, the masked REQ# is flagged to be cleared 
upon RESUME# active. All other retries trigger the 
Master Retry Timer, if enabled. Upon expiration of' 
this timer, the mask is cleared. 

5.2.4.1 Resume Function (RESUME,!) 

The conditions under which the SIO forces a retry to 
,a PCI master and will mask the REQ# are: 

1. Any required buffer management 

2. ISA Bus occupied by ISA master or DMA 

3. The PCI to ISA fosted Write Buffer is full 

4. The SIO is locked as a resource and LOCK # is 
asserted during the address process. 
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The RESUME# signal is pulsed whenever the SIO 
has retried a PCI cycle for one of the above reasons 
and that condition has passed. When RESUME# is 
asserted, theSIO will unmask the REQ#'s that are 
masked and fll3gged to be cleared' by RESUME~. 

If the internal arbiter is enabled, REStlME# is an 
internal signal. The RESUME# signal'becomes visi­
ble as an output when the internal arbiter is disabled. 
This allows an external arbiter to optionally avoid re­
try thrashing associated with the SIO' as a target. 
The RE8UME# signal is asserted for one PCI clock. 

. 5.2.4.2, Master Retry T!mer 

To re-enable a PCI master's REQ# which resulted 
in a retry to a slave other than the 810, a 810 pro­
grammable Master Retry Timer has been provided. 
This timer can be programmed for 0 (disabled), 16, 
32, or 64 PCICLKs. Once the SIO has detected that 
a PCI slave has forced a retry, the timer will be trig­
gered and the corresponding master's REQ# will be 
masked. All subsequent PCI retries by this REQ# 
signal will by masked by the 810. Expiration of this 
timer will unmask all of the masked requests. This 
timer has no effect on the request lines that have 
been masked due to a SIO retry. 

If no oth~r PCI masters are requesting the PCI Bus, 
all of the REQ#'s masked for the timer will be 
cleared and the timer will be reset. This is necessary 
to assist the host bridge in determining when to re­
enable any disabled posted write buffers. 

5.2.5 BUS pARKING 

The 810 arbitration'logic supplies a mechanism for 
PCI Bus parking. Parking is only allowed for the de­
vice which is tied to CPUREQ# (typically the system 
CPU). When bus parking is enabled, CPUGNT # will 
be asserted when no other agent is currently using 
or requesting the bus. This achieves the minimum 
PCI arbitration latency possible: Enabling of bus 
parking is achieved by programming the Arbiter Con­
trol Register. REQO#, REQ1 #, and the internal 
SIOREQ# are not allowed to park on the PCI Bus. 

Upon assertion of CPUGNT # due to bus parking 
enabled and the PCI Bus idle, the CPU (or the 

2-510 

parked agent) must Elnsure that, AD[31:0], 
C/BE[3:0], and (one PCICLK later) PAR are driven. 
If bus parking is disabled, the 810 takes responsibili­
ty for driving the bus when it is idle. 

5.2.6 BUS LOCK ",POE 

As an option, the 810 arpiter can be configured to 
run in Bus Lock Mode or Resource Lock Mode. The 
Bus Lock Mode is used to lock the entire PCI Bus. 
This may imprOve performance in some systems 
that frequently run quick read-modify-write cycles. 
Bus Lock Mode emulates the LOCK environment 
found in today's PC by restricting bus ownership 
when the PCI Bus is locked. With Bus Lock enabled, 
the arbiter recognizes a LOCK # being driven by any 
initiator and does not allow any other PCI initiator to 
be granted the PCI Bus until LOCK# and FRAME# 
are both negated indicating the master released 
lock. When Bus Lock is disabled, the default re­
sourca lock mechanism is implemented (normal re­
source lock) and a higher priority PCI initiator could 
intervene between the read and write cycles and run 
non-excl,usive accesses to any unlocked resource. 

5.2.7 POWER-UP CONFIGURATION 

The 810's arbiter is enabled if CPUREQ# is sam­
pled. high on the trailing edge of PCIR8T#. When 
enabled, the arbiter is set in fixed priority mode 4 
with CPU bus parking turned off. Fixed mode 4 guar­
antees that the CPU will be able to run accesses to 
the BIOS in order to configure the system, regard­
less of the state of the other REQ#'s. Note that the 
Host Bridge should drive CPUREQ# high during the 
trailing edge of PCIR8T #. When the arbiter is en­
abled, the SIO acts as the central resource responsi­
ble for driving the AD[31 :0], C/BE[3:0]#, and PAR 
signals when no one is granted the PCI Bus and the 
bus is idle. Th,e SIO is always responsible for driving 
AD[31 :0], C/BE[3:0] #, and PAR when it is granted 
the bus and as appropriate when it is the master of a 
transaction. After reset, if the arbiter is enabled, 
CPUGNT #, GNTO #, GNT1 #, and the internal 
810GNT # will be driven based on the arbitration 
scheme and the asserted REQ#'s. 
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If an external arbiter is present in the system, the 
CPUREQ# signal should be tied low. When, 
CPUREQ# is sampled low on the trailing edge of ' 
PCIRST #, the internal arbiter is disabled. When the 
internal arbiter is disabled, the SIO does not drive 
AD[31:0), C/BE[3:0)#, and PAR as the central re­
source. In this case, the SIO Is only responsible for 
driving AD[31:0), C/BE[3:0)#, and PAR when it is 
granted the bus. If the SIO's arbiter is disabled, 
GNTO# becomes SIOREQ#, GNT1 # becomes 
RESUME#, and REQO* becomes SIOGNT#. This 
exposes the normally embedded SIO arbitration sig­
nals. 

NOTE: 
Usage of an external arbiter in GAT mode 
will require special logic in the arbiter. 

5.3 ISA Interface 

5.3.1 ISA INTERFACE OVERVIEW 

The SIO incorporates a fully ISA Bus compatible 
master and slave interface. The SIO directly drives 
six ISA slots without external data or address buff­
ers. The ISA inteRace also provides byte swap logic, 
1/0 recovery support, wait-state generation, and 
SYSCLK generation. ' 

The ISA interface supports the following types of cy­
cles: 

• PCI-initiated 1/0 and memory cycles to the ISA 
Bus. 

• DMA compatible cycles between PCI memory 
and ISA 1/0 and between ISA 1/0 and ISA mem­
ory, DMA type "A", type "B", and type "F" cycles 
between PCI memory and ISA 1/0. 
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• ISA Refresh cycles initiated by either the SIO or 
an external ISA master. 

• ISA master-initiated memory cycles to the PCI 
Bus and ISA master-initiated 1/0 cycles to the 
internal SIO registers. 

The refresh and DMA cycles are shown and de­
scribed in Section 5.4. 

5.3.2 SIO AS AN ISA MASTER 

The SIO executes ISA cycles as an ISA master 
whenever a PCI initiated cycle is forwarded to the 
ISA Bus. The SIO also acts as an ISA master on 
behalf of DMA and refresh. 

ISYSCLK is an internal a MHz clock. 

5.3.3 SIO AS AN lSA SLAVE 

The SIO operates as an ISA slave when: 

• An ISA master accesses SIO internal registers., 

• An ISA master accesses PCI memory on the PCI 
Bus.' , 

5.3.3.1 ISA Master Accesses 'To SIO Registers 

An ISA Bus master has access to, SIO internal regis­
ters as shown in Table 19. An ISA master to SIO 
register cycle will always run as an a-bit extended 
cycle (IOCHRDY will be held inactive until the cycle 
is completed). 

Table 10. Arbitration Latency 

Bus Condition Arbitration Latency 

Parked o PCICLKs for Agent 0, 2 PCICLKs for All Other 

Not Parked 1 PCICLK for All Agents 

2-511 



82378 SYSTEM 1/0 (SIO) 

5.3.3.2 ISA Master Accesses to PCI Resource 

An ISA master can access PCI memory, butnot I/O 
devices resi~ing on the PCI BlJs. The ISAlOMA ad· 
dress decoder determines which memory cycles 
should be directed towards the PCI Bus. During ISA 
master read cycles to the PCI Bus, the SIO will reo 
turn all 1 's if the PCI cycle is target·aborted or does 
not respond. 

If the SIO is programmed for GAT mode, the SIO 
arbiter will not grant the ISA Bus before gaining own· 
ership of bo,h the PCI Bus and system memory. 
However, if the SIO is not programmed in this mode, 
the SIO does not need to arbitrate for the PCI Bus 
before granting the ISA Bus to the ISA master. For 
more details on the arbitration, refer to Section 
5.2.2. 

All cycles forwarded to a PCI resource will run as 
16·bit extended cycles (i.e. 10CHROY will be held 
inactive until the cycle is completed). 

Because the ISA bus size is different from the PCI 
bus size, the data steering logic inside the SIO is 
responsible for steering the data to the correct byte 
lanes on both buses, and assembling/disassembly· 
ing the data as necessary. 

5.3.4 ISA MASTER TO ISA SLAVE SUPPORT 

During ISA master cycles to ISA slaves, the SIO 
drives several signals to support the transfer: 

BALE: 

This signal is driven high while the ISA master owns 
the ISA Bus. 

AEN: 

This signaUs driven low while the ISA master owns 
the ISA Bus. 

SMEMR# and SMEMW#: 

These signals are driven active by the SIO whenever 
the ISA master drives a memory cycle to an address 
below 1 Mb. 

Utility Bus Buffer Control Signals and Chip Se­
lect Signals: 

These signals are driven active as appropriate 
,whenever an ISA master accesses devices on the 
Utility Bus. For more details, see Section 5.9. 

Data Swap Logic: 

The data swap logic inside the SIO is activated as 
appropriate to swap data between the even and odd 
byte lanes.! This is discussed in further detail in Sec· 
tion 5.3.5. 

5.3.5 DATA BYTE SWAPPING 

The data swap logic is integrated in the SIO. For 
slaves that reside on the ISA Bus, data swapping is 
performed if the slave (1/0 or memory) and ISA bus 
master (or OMA) sizes differ and the upper (odd) 
byte of data is being accessed. Table 11 shows 
when data swapping is provided during OMA. Table 
12 shows when data swapping is provided during 
ISA master cycles to 8·bit ISA slaves. 

Table 11. DMA Data Swap 

DMA 110 Device ISA Memory Slave Swap 
Comments 

Size Size 1/0 +-+ Memory 

8·Bit 8·Bit No SO[7:0] +-+ SO[7:0] 

8·Bit 16·Bit Yes SO[7:0] +-+ SO[7:0] 

SO[7:0] +-+ SO[15:8] 

16·Bit 8·Bit No Not Supported 

16.Bit 
' , 

SO[15:0] SO[15:0] 16·Bit No +-+ 
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The SIO monitors the SBHE# and SAO signals to determine when to swap the data. The SIO ensures that the 
data is placed on the appropriate byte lane. 

Table 12. 18·Blt Master to a·Blt Slave Data Swap 

SBHE* SAO SD[15:a] SD[7:O] Comments 

0 0 Odd Even Word Transfer (data swapping not required) 

0 1 Odd Even Byte Swap(1,2) 

1 0 - Even Byte Transfer (data swapping not required) 

1 1 - - Not Allowed 

. NOTES: 
1. For ISA master read cycles, the SIO swaps the data from the lower byte to the upper byte. 
2. For ISA master write cycles, the SIO swaps the data from the upper byte to the lower byte. 

5.3.6 ISA CLOCK GENERATION 

The SIO generates the ISA system clock (SYSCLK). SYSCLK is a divided down version of the PCICLK (see 
Table 13). The clock divisor value is programmed through the ISA Clock Divisor Register. 

Table 13. SYSCLK Generation from PCICLK 

PCICLK (MHz) Divisor (Programmable) SYSCLK (MHz) 

25 3 B.33 

33 4 (default) B.33 

NOTE: 
For PCI frequencies less than 33 MHz (not including 25 MHz), a clock divisor value must be selected that ensures that the 
ISA Bus frequency does not violate the 6 MHz.to 8.33 MHz SYSCLK specification. 

5.3.7 WAIT STATE GENERATION 

The SIO will add wait states to the following cycles, 
if 10CHRDY is sampled active low. Wait states will 
be added as long as 10CHRDY is low. 

• During Refresh and SIO master cycll3s (not in­
cluding DMA) to the ISA Bus. 

• During DMA compatible transfers between ISA 
1/0 and ISA memory only. 

For ISA master cycles targeted for the SIO's internal 
registers or PCI memory, the SIO will always extend 
the cycle by driving 10CHRDY low until the transac­
tion is complete. 

·1 

The SIO will shorten the following cycles, if 
ZEROWS# is sampled active., 

• During SIO master cycles (not including DMA) to 
B-bit and 16-bit ISA memory. 

• During SIO master cycles (not including DMA) to 
a-bit ISA 1/0 only. 

For ISA master cycles targeted for the SIO's internar 
registers or PCI memory, the SIO will not assert 
ZEROWS#. 

NOTE: 
If 10CHRDY and ZEROWS# are sampled 
active at the same time, 10CHRDY will take 
precedence and wait-states will be added. 
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5.3.8 1/0 RECOVERY 

The 1/0 recovery mechanism in the SIO is used to 
add additional recovery delay between PCI originat­
ed 8-bit and 16-bit 1/0 cycles to the ISA Bus. The 
SIO automatically forces a minimum delay of four 
SYSCLKs between back-to-back 8- and 16-bit 1/0 
cycles to the ISA Bus. This delay is measured from 
the rising edge of the 1/0 command (lOR # or 
lOW #) to the falling edge of the. next BALE. If a 
delay of greater than four SYSCLKs is required, the 
ISA 1/0 Recovery Time Register can be pro­
grammed to increase the delay in increments of 
SYSCLKs. No additional delay is inserted for back­
to-back 1/0 "sub cycles" generated as a result of 
byte assembly or disassembly . 

5.4 DMA Controller 

5.4.1 DMA CONTROLLER OVERVIEW 

The DMA circuitry incorporates the functionality of 
two 82C37 DMA controllers with seven indepen­
dently programmable channels (Channels 0-3 and 
Channels 5-7). DMA Channel 4 is used to cascade 
the two controllers and will default to cascade mode 
in the DMA Channel Mode (DCM) Register. In addi­
tion to accepting requests from DMA slaves, the 

Channel 0 

Channel 1 

Channel 2 

Channel 3 

DMA-1 

intel® 
DMA controller also responds to requests that are 
initiated by software. Software may initiate a DMA 
service request by setting any bit in the DMA Chan­
nel Request Register to a 1. The DMA controller for 
·Channels 0-3 is referred to as "DMA-1" and the 
controller for Channels 4-7 is referred to as 
"DMA-2". 

Each DMA channel may be programmed for 8- or 
16-bit DMA device size and ISA-compatible, Type 
"A", Type "B", or Type "F" transfer timing. Each 
DMA channel defaults to the compatible settings for 
DMA device size: channels [3:0) default to 8-bit, 
count-by-bytes transfers, and channels [7:5) default 
to 16-bit, count-by-words (address shifted) transfers. 
The SIO provides the timing control and data size 
translation necessary for the DMA transfer between 
the PCI and the ISA Bus. ISA-compatible is the de­
fault transfer timing. 

Full 32-bit addressing is supported as an extension 
of the ISA-compatible specification. Each channel 
includes a 16-bit ISA compatible Current Register 
which holds the 16 least-significant bits of the 32-bit 
address, and an ISA compatible Low Page Register 
which contains the eight second most significant 
bits. An additional High Page Register contains the 
eight most significant bits of the 32-bit address. 

Channel 4 

ChannelS 

Channel 6 

Channel 7 

DMA-2 

290473-37 

Figure 7. Internal DMA Controller 
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The DMA controller also features refresh address 
. generation, and auto-initialization following a DMA 
termination. . 

The DMA controller receives commands from the 
ISA Bus arbiter to perform either DMA cycles or re­
fresh cycles. The arbiter determines which requester 
from among the requesting DMA slaves; the PCI 
Bus, and refresh should have the bus. 

The DMA controller is at any time either in master 
mode or slave mode. In master mode, the DMA con­
troller is either servicing a DMA slave's request for 
DMA cycles, or allowing a 16-bit ISA master to Use 
the bus via a cascaded DREQ signal. In slave mode, 
the SIO monitors both the ISA Bus and the PCI, de­
coding and responding to I/O read and write com­
mands that address its registers. 

Note that a DMA device (1/0 device) is always on 
the ISA Bus, but the memory device is either on the 
ISA or PCI Bus. If the memory is decoded to be on 
the ISA Bus, then the DMA cycle will run as a com­
patible cycle. If the memory is decoded to be on the 
PCI Bus, the cycle can run as compatible, "A", "B", 
or "F" type. The ISA controller will not drive a valid 
address for type "A", "B", and "F" DMA transfers 
on the ISA Bus. 

When the SIO is running a DMA cycle in compatible 
timing mode, the SIO will drive the MEMR # or 
MEMW# strobes if the address is less than 
16 MBytes (OOOOOOOOh-OOFFFFFFh). These 
memory strobes will be generated regardless of 
whether the cycle is decoded for PCI or ISA mem­
ory. The SMEMR # and SMEMW # will be gener­
ated if the address is less than 1 MBytes 
(OOOOOOOOh-OOOFFFFFh). If the address is greater 
than 16 MBytes (01000000h-FFFFFFFFh) the 
MEMR # or MEMW # strobe will not be generated in 
order to avoid aliasing problems. For type "A", "B", 
and "F" timing mode DMA cycles, the SIO will only 
generate the MEMR # or MEMW # strobe when the 
address is decoded for ISA memory. When this oc­
curs, the cycle converts to compatible mode timing. 

82378 SYSTEM 1/0 (SIO) 

During DMA cycles, the ISA controller drives AEN 
high to prevent the 1/0 devices from misinterpreting 
the DMA cycle as a valid 1/0 cycle. The BALE signal 
is also driven high during DMA cycles. Also, during 
DMA memory read cycles to the PCI Bus, the SIO 
will return all 1 's to the ISA Bus if the PCI cycle is 
either target-aborted or does not respond. 

Further details can be found in the 82C37 data 
sheet. 

5.4.2 DMA TIMINGS 

ISA Compatible timing is provided for DMA slave de­
vices. Three additional timings are provided for I/O 
slaves capable of running at faster speeds. These 
timings are referred to as Type "A", Type "B", and 
Type "F" .. 

5.4.2.1 Compatible Timing 

Compatible timing runs at 8 SYSCLKs during the re­
peated portion of a Block or Demand mode transfer. 

5.4.2.2 Type "A" Timing 

Type "A" timing is provided to allow shorter cycles 
to PCI memory. Type "A" timing runs at 6 SYSCLKs 
(720 ns/cycle) during the repeated portion of a block 
or demand mode transfer. This timing assumes an 
8.33 MHz SYSCLK. Type "A" timing varies from 
compatible timing primarily in shortening the memo­
ry operation to the minimum allowed by system 
memory. The I/O portion of the cycle (data setup on 
write, I/O read access time) is the same as with 
compatible cycles. The actual active command time 
is shorter, but it is expected that the DMA devices 
which provide the data access time or write data 
setup time should not require excess lOR # or 
lOW # command active time. Because of this, most 
ISA DMA devices should be able to use type "A" 
timing. 

2-515 



82378 SYSTEM I/O (SIO) 

5.4.2.3 Type "B" Timing 

Type "B" timing is provided for 8-/1S-bit ISA DMA 
devices which can accept faster 1/0 timing. Type 
"B" only works with PCI memory. Type "B" timing 
runs at 5 SYSCLKs (SOO ns/cycle) during the re­
peated portion of a Block or Demand mode transfer. 
This timing assumes an 8.33 MHz SYSCLK. Type 
"B" timing requires faster DMA slave devices than 
compatible timing in that the cycles are shortened 
so that the data setup time on 1/0 write cycles is 
shortened and the 1/0 read access time is required 
to be faster. Some of the current ISA devices should 
be able to support type "B" timing, but these will 
probably be more recent designs using relatively fast 
technology. 

5.4.2.4 Type "F" Timing 

Type "F" timing provides high performance DMA 
transfer capability. These transfers are mainly for 
fast 1/0 devices (Le. IDE devices). Type "F" timing 
runs at 3 SYSCLKs (3S0 ns/cycle) dlJring the re­
peated portion of Ii Block or Demand mode transfer. 

5.4.2.5 OREQ and DACK # Latency Control 

The SIO DMA arbiter maintains a minimum DREQ to 
DACK # latency on DMA channels programmed to 

operate in compatible timing mode. This is to sup­
port older devices such as the 8272A. The DREQs 
are delayed by eight SYSCLKs prior to being seen 
by the arbiter logic. Software requests will not have 
this minimum request to DACK# latency. 

5.4.3 ISA BUS/DMA ARBITRATION 

The ISA Bus arbiter evaluates requests for the ISA 
Bus coming from several different sources. The 
DMA unit, the refresh counter, and the PCI Bus (pri­
marily the Host CPU) may all request access to the 
ISA Bus. Additionally, 16-bit ISA masters may re­
quest the bus through a cascaded DMA channel. 

The 510 ISA arbiter uses a three-way rotating priority 
arbitration method. At each level, the devices which 
are considered equal are given a rotating priority. On 
a fully loaded bus, the order in which the devices are 
granted bus access is independent of the order in 
which they assert a bus request. This is· because 
devices are serviced based on their position in the 
rotation. The arbitration scheme assures that DMA 

. channels access the bus with minimal latency. 

DMASystem ----1 CHO I CH1 I CH2 I CH31 CHsl CHsl CH71 

Refresh 

PC! 

(3-Way 
Rotation) 

290473-43 

Figure 8. ISA Arbiter with DMA in Fixed Priority 
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(4-WAY (4-WAY 
ROTATION) ROTATION) 

DMAx f--- ChO 
Ch5 Ch1 
Ch6 Ch2 

DMASystem - Ch7 Ch3 

Refresh 

PCI 

(3-Way 
Rotation) 

290473-44 

Figure 9. ISA Arbiter with DMA in Rotating Priority 

5.4.3.1 Channel Priority 

For priority resolution the DMA consists of two logi­
cal channel groups: channels 0-3 and channels 
4-7 (see Figure 7). Each group may be in either 
fixed or rotate mode, as determined by the DMA 
Command Register. 

For prioritization purposes, the source of the DMA 
request is transparent. DMA 1/0 slaves normally as­
sert their DREQ line to arbitrate for DMA service. 
However, a software request for DMA service can 
be presented through each channel's DMA Request 

Register. A software request is subject to the same 
prioritization as any hardware request. Please see 
the detailed register description in Section 4.2.4 for 
Request Register programming information. 

Fixed Priority 

The initial fixed priority structure is as follows: 

Table 14. Initial Fixed Priority Structure 

High Priority ..... Low Priority 

(0,1,2,3),5,6,7 
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The fixed priority ordering is 0, 1, 2, 3, 5, 6, and 7. In 
this scheme, Channel 0 has the highest priority, and 
channel 7 has the lowest priority. Channels [3:0] of 
DMA-1 assume the priority position of Channel 4 
in DMA-2, thus taking priority over channels 5, 6, 
and 7. 

Channels 0-3 rotate as a group of 4. They are al­
ways placed between Channel 5 and Channel 7 in 
the priority list. 

Rotating Priority 

Channel 5-7 rotate as part of a group of 4. That is, 
channels (5-7) form the first three positions in the 
rotation, while channel group (0-3) comprises the 
fourth position in the arbitfation. 

Rotation allows for "fairness" in priority resolution. 
The priority chain rotates so that the last channel 
serviced is assigned the lowest priority in the chan­
nel group (0-3, 5-7). 

Table 15 demonstrates rotation priority. 

Table 15. Rotating Priority Example 

Programmed Mode Action 
Priority 

High .... .. Low 

Group (0-3) is in Rotation Mode 1) Initial Setting (0, 1, 2, 3), 5. 6, 7 

Group (4-7) is in Fixed Mode 2) After Servicing Channel 2 (3,0,1,2),5,6,7 

3) After Servicing Channel 3 (0,1,2,3),5,6,7 

Group (0.,..3) is in Rotation Mode 1) Initial Setting (0, 1, 2, 3), 5, 6, 7 

Group (4-7) is in Rotation Mode 2) After Servicing Channel 0 5,6,7, (1, 2, 3, 0) 

3) After Servicing Channel 5 6,7, (1, 2, 3, 0), 5 

4) After servicing'Channel6 7, (1, 2, 3, 0), 5, 6 

5) After servicing Channel 7 (1,2,3: 0), 5, 6, 7 

NOTE: 
The first servicing of channel 0 caused double rotation. 

~@W~OO©[§ OOOIr@OOIi"Al~irO©OO I 
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5.4.3.2 DMA Preemption In Performance Timing 
Modes 

A DMA slave device that is not programmed for 
compatible timing will be preempted from the bus by 
another device that requests use of the bus. This will 
occur, regardless of the priority of the pending re­
quest. For DMA devices not using compatible timing 
mode, the DMA controller stops the DMA transfer 
and releases. the bus within 32 BCLK (4 /Ls) Of a 
preemption. Upon the expiration of the 4 /Ls timer, 
the DACK will be . inactivated after the current DMA 
cycle has completed. The bus will then be arbitrated 
for and granted to the highest prjorityrequester. This 
feature allows flexibility in programming the DMA for 
long transfer sequences in a performance timing 
mode while guaranteeing that vital system services 
such as refresh are allowed access to the ISA Bus. 

The 4 /Ls timer is not used in compatible timing 
mode. It is only used for DMA channels programmed 
for Type "A", Type "B", or Type "F" timing. It is also 
not used for 16-bit ISA masters cascaded through 
the DMA DREQ lines. 

If the DMA channel that was preempted by the 4 /Ls 
timer was operating in Block Mode, an internal bit 
will be set so. that the channel will be arbitrated for 
again, independent of the state of DREQ. 

5.4.3.3. Arbitration during Non-Maskable 
Intenupts 

If a non-maskable interrupt (NMI) is pending, and the 
CPU is requesting the bus, then the DMA controller 
will be bypassed each time it comes up for rotation. 
This will give the CPU the bus bandwidth it requires 
to process the interrupt as fast as possible. 

5.4.3.4 Programmable Guaranteed Access Time 
Mode (GAT Mode) 

The PCI Arbiter Register contains a bit for configur­
ing the SIO in "Guaranteed Access Time Mode" 
(GAT Mode). This mo.de guarantees that the 2.5 /Ls 
CHRDY time-out specification for ISA masters run­
ning cycles to PCI will not be exceeded. When an 
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ISA master or DMA slave arbitrates for the ISA Bus, 
and the SIO is configured in Guaranteed Access 
Time Mode, the MEMREQ# pin will be asserted by 
the PCI arbiter in order to gain ownership o.f main 
memory: The arbitratio.n for the· PCI and then the 
main memory bus must be completed prior to grant­
ing the DACK # to the ISA master or DMA slave. A 
MEMACK # signal to the SIO indicates that the SIO 
no.w owns main memory and can grant the DACK # 
to the ISA master or DMA slave. A detailed descrip­
tion is contained in Section 5.2.3.2. 

5.4.4 REGISTER FUNCTIONALITY 

Plea.se see ,Sectio.n 4.2 for detailed information on 
register programming, bit definitions, and default val­
ues/functio.ns of the DMA registers after a 
PCIRST#. 

DMA Channel 4 is used to cascade the two DMA 
controllers together and should not be programmed 
for any mode other than cascade. The DMA Chan­
nel Mo.de Register for channel 4 will default to cas­
cade mode. Special attention should also be take 
when programming the Command and Mask Regis· 
ters as related to channel 4. 

5.4.4.1 Address Compatibility Mode 

Whenever the DMA is operating in address co'mpati­
bility mode, the addresses do. no.t increment o.r dec­
rement through the High and Low Page Registers, 
and the High Page Register is set to. DOh. This is 
compatible with the 82C37 and Lo.w Page Register 
implementation used in the PC/AT. This mo.de is set 
when any of the Io.wer three address bytes of a 
'channel are programmed. If the upper byte of a 
channel's addres.s is pro.grammed last, the channel 
will go into. extended address mode. In this mode, 
the high byte may be any value and the address will 
increment or decrement thro.ugh the entire 32-bit ad­
dress. 

After PCIRST # is negated, all channels will be set 
to. address compatibility mo.de. The DMA Master 
Clear co.mmand will also. reset the pro.per channels 
to. address compatibility mo.de. 
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5.4.4.2 Summary of DMA Transfer Sizes 

Table 16 lists each of the DMA device transfer sizes. 
The column labeled "Current Byte/Word Count 
Register" indicates that the register contents repre­
sents either the number of bytes to transfer or the 
number of 16-bit words to transfer. The column 
labeled "Current Address Increment/Decrement" 
indicates the number added to or taken from the 
Current Address register after each DMA transfer 
cycle. The DMA Channel Mode Register determines 
if the Current Address Register will be incremented 
or decremented. 

5.4.4.3 Address Shifting when Programmed for 
16·Blt 1/0 Count by Words 

To maintain compatibility with the implementation of 
the DMA in the PC/AT which used the 82C37, the 
DMA will shift the addresses when the DMA Chan­
nel Extended Mode Register is programmed for, or 
defaulted to, transfers tolfrom a 16-bit device count­
by-words. Note that the least significant bit of the 
Low Page Register is dropped in 16-bit shifted 

mode. When programming the Current Address 
Register when the DMA channel is in this mode, the 
Current Address must be programmed to an even 
address with the address value shifted right by one 
bit. The address shifting is shown in Table 17. 

5.4.4.4 Autoinitialize 

By programniing a bit in the DMA Channel Mode 
Register, a channel may be set up as an autoinitial­
ize channel. During Autoinitialize initialization, the 
Original values of the Current Page, Current Address 
and Current BytelWord Count Registers are auto­
matically restored from the Base Page, Address, and 
Byte/Word Count Registers of that channel follow­
ing TC. The Base Registers are loaded simulta­
neously with the Current Registers by the microproc­
essor and remain unchanged throughout the DMA 
service. The mask bit is not set when the channel is 
in autoinitialize. Following Autoinitialize, the channel 
is ready to perform another DMA service, without 
CPU intervention, as soon as a valid DREQ is 
detected." 

Table 16. DMA Transfer Size 

DMA Device Date Size and Word Count 
Current BytelWord Curr.nt Address 

Count Register Increment/Decrement 

8-Bit 110, Count by Bytes Bytes 1 

16-Bit 110, Count by Words (Address Shifted) Words 1 

16-Bit 110, Count by Bytes Bytes 2 

Table 17. Address Shifting In 16·Blt 1/0 DMA Transfers 

Output Address 
8·Blt 1/0 Programmed 16·Blt 1/0 Programmed 16·Blt 1/0 Programmed 

Address Address (Shifted) Address (No Shift) 

AO AO 0 AO 

A[16:1) A[16:1) A[15:0) A[16:1) 

A[31:17l A[31:17) A[31:17) A[31:17l 

NOTE: 
The least significant bit of the Low Page Register is dropped in 16·bit shifted mode. 
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5.4.5 SOFTWARE COMMANDS 

There are three additional special software com­
mands which can be executed by the OMA control­
ler. The three software commands are: 

1. Clear Byte Pointer Flip-Flop 

2. Master Clear 

3. Clear Mask Register 

They do not depend on any specific bit pattern on 
the data bus. 

5.4.5.1 Clear Byte Pointer Flip-Flop 

This command is executed prior to writing or reading 
new address or word count information tolfrom the 
OMA controller. This initializes the flip-flop to a 
known state so that subsequent accesses to regis­
ter contents by the microprocessor will address up­
per and lower bytes in the correct sequence. 

When the Host CPU is reading or writing OMA regis­
ters, two Byte Pointer Flip-Flops are used; one for 
channels 0-3 and one for channels 4-7. Both of 
these act independently. There are separate soft­
ware commands for clearing each of them (OCh for 
channels 0-3, OOSh for channels 4-7). 

5.4.5.2 DMA Master Clear 

This software instruction has the same effect as the 
hardware reset. The Command, Status, Request, 
and Internal First/Last Flip-Flop Registers are 
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cleared and the Mask Register is set. The OMA con- . 
troller will enter the idle cycle. 

There are two independent master clear commands, 
OOh which acts on channels 0-3, and OOAh which 
acts on channels 4-7. 

5.4.5.3 Clear Mask Register 

This command clears the mask bits of all four chan­
nels, enabling them to accept DMA requests. 1/0 
port OOEh is used for channels .0-3 and 1/0 port 
OOCh is used for channels 4-7. 

5.4.6 TERMINAL COUNT/EOP SUMMARY 

This is a summary of the events that will happen as 
a result of a terminal count or external EOP when 
running OMA in various modes. (See Table 1S.) 

5.4.7 ISA REFRESH CYCLES 

Refresh cycles are generated by two sources: the 
refresh controller inside the SID component or by 
ISA bus masters other than the SID. The ISA bus 
controller will enable the address lines SA[15:0] so 
that when MEMR# go~s active, the entire ISA sys­
tem memory is refreshed at one time. Memory 
slaves on the ISA Bus must not drive any data onto 
the data bus during the refresh cycle. 

Counter 1 in the timer register set should be pro­
grammed to provide a request for refresh about ev­
ery 15 ","s. 

Table 18. Terminal CountlEOP Summary Table 

Conditions 
AUTOINIT 

Event 

Word Counter Expired 

EOP Input 

Result 

Status TC 

Mask 

SW Request 

CUrrent Register 

NOTES: 
load = load current from base 

= no change 
X = don't care 
clr = clear 

No 

Yes 

X 

set 

set 

clr 

-

Yes 

X Yes X 

Asserted X Asserted 

set set set 

set - -
clr clr clr 

- load load 
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5.4.8 SCATTER/GATHER DESCRIPTION 

Scatter/Gather (S/G) provides the capability of 
transferring multiple buffers between memory and 
I/O without CPU intervention. In Scatter/Gather, the 
DMA can read the memory address and word count 
from an array of buffer descriptors, located in sys­
tem memory (ISA or PCI), called the Scatter/Gather 
Descriptor (SGD) Table. This allows the DMA con­
troller to sustain DMA transfers until all of the buffers 
in the SGD lable are transferred. 

The S/G Command and Status Registers are used 
to control the operational aspect of S/G transfers. 
The SGD Table Pointer Register holds the address 
of the next buffer descriptor in the SGD Table.· 

The next buffer descriptor is fetched from the SGD 
Table by a DMA read transfer. DACK# will not be 
asserted for this transfer because the 10 device is 
the SIO itself. The SIO will fetch the next buffer de­
scriptor from either PCI memory or ISA memory, de­
pending on where the SGD Table is located. If the 
SGD table is located in PCI memory, the memory 
read will use the line buffer to temporarily store the 
PCI read before loading it into the DMA S/G regis­
ters. The line buffer mode (8 byte or single transac­
tion) for the S/G fetch operation will be the same as 
what is set for all DMA operations. If. set in 8 byte 
mode, the SGD Table fetches will be PCI burst 
memory reads. The SGD Table PCI cycle fetches 
are subject to all types of PCI cycle termination (re­
try, disconnect, target-abort, master-abort). The 
fetched SGD Table data is subject to normal line 
buffer coherency management and invalidation. 
EOP will be asserted at the end of the complete link 
transfer. 

byte 3 byte 2 

To initiate a typical DMA Scatter/Gather transfer be­
tween memory and an I/O device, the following 
steps are required: 

1. Software prepares a SGD Table in system memo­
ry. Each SGD is 8 bytes long and consists of an 
address pointer to the starting address and the 
transfer count of the memory buffer to be trans­
ferred. In any given SGD Table, two consecutive 
SGDs are offset by 8 bytes and are aligned on a 
4-byte boundary. 

Each Scatter/Gather Descriptor for the linked list 
contains ttie following information: 

a. Memory Address (buffer start) 4 bytes 

b. Transfer Size (buffer size) 

c. End of Link List 

2 bytes 

1 bit (MSB) 

2. Initialize the DMA Channel Mode and DMA Chan­
nel Extended Mode Registers with transfer specif­
ic information like 8-/16-bit I/O device, Transfer 
Mode, Transfer Type, etc. 

3. Software provides the starting address of the 
SGD Table by loading the SGD Table Pointer 
Register. 

4. Engage the Scatter/Gather function by writing a 
Start command to the S/G Command Register. 

5. The Mask register should be cleared as the last 
step of programming the DMA register set. This is 
to prevent the DMA from starting a transfer with a 
partially loaded command description. 

S. Once the register set is loaded and the channel is 
unmasked, the DMA will generate an internal re­
quest to fetch the first buffer from the SGD Table. 

byte 1 byte 0 

DwordO Memory Address 

Address 

XXXOh 

XXX3h 

Dword 1 EOl I RSVD I RSVD I Transfer Size 

Figure 10. SGD Format 
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After the above steps are finished, the DMA will then 
respond to DREQ or software requests. The first 
transfer from the first buffer moves the memory ad­
dress and word count from the Base register set to 
the Current register set. As long as S/G is active 
and the Base register set is not loaded and the last 
buffer has not been fetched, the channel will gener­
ate a request to fetch a reserve buffer into the Base 
register set. The reserve buffer is loaded to minimize 
latency problems going from one buffer to another. 
Fetching a reserve buffer has a lower priority than 
completing DMA transfers for the channel. 

The DMA controller will terminate a Scatter/Gather 
cycle by detecting an End of List (EOL) bit in the 
SGD Table. After the EOL bit is detected, the chan­
nel transfers the buffers in the Base and Current reg­
ister sets, if they are loaded. At terminal count the 
channel asserts EOP or IRQ13, depending on its 
programming and set the terminate bit in the S/G 
Status Register. If the channel asserted IRQ13, then 
the appropriate bit is set in the S/G Interrupt Status 
Register. The active bit in the S/G Status Register 
will be reset and the channel's Mask bit will be set. 

SGDTABLE 

Ptr. 

SGDA 
0 

Ptr. + 8h 

SGDB 
0 

Ptr. + 10h 

SGDC 
Transfer Size 
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5.5 Address Decoding 

The SIO contains two address decoders; one to de­
code PCI master cycles and one to decode DMAI 
ISA master cycles. Two decoders are required to 
support the PCI and ISA Buses running concurrently. 
The PCI address decoder decodes the address from 
the multiplexed PCI address/data bus. The DMAI 
ISA master address decoder decodes the address 
from the ISA address bus for DMA and ISA master 
cycles. The address decoders determine how the 
cycle is handled. 

5.5.1 PCI ADDRESS DECODER 

PCI address decoding is always a function of 
AD[31:2J. The information contained in the two low 
order bits (AD[1 :0]) varies for memory, I/O, and con­
figuration cycles. 

MEMORY BUFFERS 

Buffer A 

Buffer C 

Buffer B 

290473-50 

Figure 11. Link List Example 
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For 1/0 cycles, AD[31 :0] are all decoded to provide 
a byte address. The byte enables determine which 
byte lanes contain valid data. The 510 requires that 
PCI accesses to byte-wide internal registers must 
assert only one byte enable. 

For memory 'cycles, accesses are decoded as 
Dword accesses. This means that AD[1 :0] are ig­
nored for decoding memory cycles.' The byte en­
ables are used only to determine which byte lanes 
contain valid data. 

For configuration cycles, DEVSEL# is a function of 
IDSEL# and AD[1:0]. DEVSEL# is generated only 
when AD[1:0] are both zero. If either AD[1:0] are 
non-zero, the cycle is ignored by the 510. Individual 
bytes of a configuration register can be accessed 
with the byte enables. A particular configuration reg­
ister is selected using AD[7:2]. Again, the byte en­
ables determine which byte lanes contain valid data. 

All PCI cycles decoded in one of the following ways 
result in the 510 generating DEVSEL#. The PCI 
master cycle decoder decodes the following ad­
dresses based on the settings of the relevant config­
uration registers: 

510 1/0 Addresses: Positively decodes 1/0 ad­
dresses for registers contained within the 510 (ex­
ceptions: 60h, 92h, 3F2h, 372h, and FOh). 

BIOS Memory Space: Positively decodes BIOS 
memory space. 

MEMCS# Address Decoding: Decodes memory 
addresses that reside on the other side of the Host 
bridge and generates the MEMCS# signal. (510 
does not generate DEVSEL# in this case): The ad­
dress range(s) used for this decoding is selected via 
the MEMCSCON, MEMCSBOH, MEMCSTOH, 
MEMCSTOM, MAR1, MAR2, and MAR3 Registers 
(see Section 4.1). 

Subtractlvely Decoding Cycles to ISA: Subtrac­
tively decodes cycles t6 the ISA Bus. Accesses to 
registers 60h, 92h, 3F2h, 372h, and FOh are also 
subtractively decoded to the ISA Bus. 
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One of the PCI requirements is that, upon power-up, 
PCI agents do not respond to any address. Typically, 
the only access to a PCI agent is through the IDSEL 
configuration mechanism until it is enabled through 
configuration. The SIO is an exception to this, since 
it controls access to the BIOS boot code. All ad­
dresses decoded by the PCI address decoder, that 
are enabled after chip reset, are accessible immedi­
ately after power-up. 

5.5.1.1 510 1/0 Addresses 

These addresses are the internal, non-configuration 
510 register locations and are shown in the 510 Ad­
dress Decoding Table, Table 19. These addresses 
are fixed. Note that the Configuration Registers, list­
ed in Table 3, are accessed with PCI configuration 
cycles as described in Section 5.1.2.5 

In general, PCI accesses to the internal SIO regis­
ters will not be broadcast to the ISA Bus. However, 
PCI accesses to addresses 70h, 60h, 92h, 3F2h, 
372h, and FOh are exceptions. Read and write ac­
cesses to these SIO locations are broadcast onto 
the ISA Bus. PCI master accesses to SIO registers 
will be retried if the ISA Bus is owned by an ISA 
master or the DMA controller. All of the registers are 
8 bit registers. Accesses to these registers must be 
8 bit accesses. Target-abort is issued by the 510 
when the internal 510 non-configuration registers 
are the target of a PCI master 1/0 cycle and more 
than one byte enable is active. Refer to Table 19 for 
the SIO Address Decoding Map. 

Accesses to the BIOS Timer Register (78h-7Bh) are 
broadcast to the ISA bus only if this register is dis­
abled. If this register is enabled" the cycle is not 
broadcast to the ISA bus. 

The address decoding logic includes the readlwrite 
cycle type. For example, read cycles to write· only 
registers are not positively decoded and get forward­
ed to the ISA bus via subtractive decoding. 
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Table 19. SIO Address Decoding 

Addreaa 
Address 

Type Name Block 
FEDC BA9S 7654 3210 

OOOOh 0000 0000 OOOx 0000 r/w DMA 1 CHO Base and Current Address DMA 

0001h 0000 0000 OOOx 0001 r/w DMA 1 CHO Base and Current Count DMA 

0002h 0000 0000 OOOx 0010, r/w DMA 1 CH 1 Base and Current Address DMA 

0003h 0000 0000 OOOx 0011 r/w DMA 1 CH1 Base and Current Count DMA 

0004h 0000 0000 OOOx 0100 r/w DMA 1 CH2 Base and Current Address DMA 

0005h 0000 0000 OOOx 0101 r/w DMA 1 CH2 Base and Current Count DMA 

0006h 0000 0000 OOOx 0110 r/w DMA 1 CH3 Base and Current Address DMA 

0007h 0000 0000 OOOx 0111 r/w DMA 1 CH3 Base and Current Count DMA 

0008h 0000 0000 OOOx 1000 r/w DMA 1 Status(r) Command(w) Register DMA 

0009h 0000 0000 OOOx 1001 wo DMA 1 Write Request Register DMA 

OOOAh 0000 0000 OOOx 1010 wo DMA 1 Write Single Mask Bit DMA 

OOOBh 0000 0000 OOOx 1011 wo DMA 1 Write Mode Register DMA 

OOOCh 0000 0000 OOOx 1100 wo DMA 1 Clear Byte Pointer DMA 

OOODh 0000 0000 OOOx 1101 wo DMA 1 Master Clear DMA 

OOOEh 0000 0000 OOOx 1110 wo DMA 1 Clear Mask Register DMA 

OOOFh 0000 0000 OOOx 1111 r/w DMA 1 Read/Write All Mask Register Bits DMA 

0020h 0000 0000 001x xxOO r/w INT 1 Control Register PIC 

0021h 0000 0000 001x xx01 r/w INT 1 Mask Register PIC 

0040h 0000 0000 010x 0000 r/w Timer Counter 1-Counter 0 Count TC 

0041h 0000 0000 010x 0001 r/w Timer Counter 1-Counter 1 Count TC 

0042h 0000 0000 010x 0010 r/w Timer Counter 1-Counter 2 Count 'TC 

0043h 0000 0000 010x. 0011 wo Timer Counter 1 Command Mode Register TC 

0060h 0000 0000 0110 0000 ro Reset UBus IRQ12 Control 

0061h 0000 0000 0110 Oxx1 r/w NMI Status and Control Control 

0070h 0000 0000 0111 OxxO wo CMOS RAM Address and NMI Mask Control 
Register 

0078h(1) 0000 0000 0111 10xx r/w BIOS Timer TC 
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Table 19. SIO Address Decoding (Continued) 

Address 
Address 

Type Name Block 
FEDC BA98 7654 3210 

0080h 0000 0000 100x 0000 r/w DMA Page Register (Reserved) DMA 

0081h 0000 0000 100x 0001 r/w DMA Channel 2 Page Register DMA 

0082h 0000 0000 1000 0010 r/w DMA Channel 3 Page Register DMA 

0083h 0000 0000 100x 0011 r/w DMA Channel 1 Page Register DMA 

0084h 0000 0000 100x 0100 r/w DMA Page Register (Reserved) DMA 

0085h 0000 0000 100x 0101 r/w DMA Page Register (Reserved) DMA 

0086h 0000 0000 100x 0110 r/w DMA Page Register (Reserved) DMA 

0087h 0000 0000 100x 0111 r/w DMA Channel 0 Page Register DMA 

0088h 0000 0000 100x 0100 r/w DMA Page Register (Reserved) DMA 

0089h 0000 0000 100x 1001 r/w DMA Channel 6 Page Register DMA 

008Ah 0000 0000 100x 1010 r/w DMA Channel 7 Page Register DMA 

008Bh 0000 0000 100x 1011 r/w DMA Channel 5 Page Register DMA 

008Ch 0000 0000 100x 1100 r/w DMA Page Register (Reserved) . DMA 

008Dh 0000 0000 100x 1101 r/w DMA Page Register (Reserved) DMA 

008Eh 0000 0000 100x 1110 r/w DMA Page Register (Reserved) DMA 

008Fh 0000 0000 100x 1111 r/w DMA Low Page Register Refresh DMA 

0090h 0000 0000 100x 0000 r/w DMA Page Register (Reserved) DMA 

0092h 0000 0000 1001 0010 r/w System Control Port Control 

0094h 0000 0000 100x 0100 r/w DMA Page Register (Reserved) DMA 

0095h 0000 0000 100x 0101 r/w DMA Page Register (Reserved) DMA 

0096h 0000 0000 100x 0110 r/w DMA Page Register (Reserved) DMA 

0098h 0000 0000 100x 1000 r/w DMA Page Register (Reserved) DMA 

009Ch 0000 0000 100x 1100 r/w DMA Page Register (Reserved) DMA 

009Dh 0000 0000 100x 1101 r/w DMA Page Register (Reserved) DMA 

009Eh 0000 0000 100x 1110 r/w DMA Page Register (Reserved) DMA 

009Fh 0000 0000 100x 1111 r/w DMA low page Register Refresh DMA 

OOAOh 0000 0000 101x xxOO r/w INT 2 Control Register PIC 

00A1h 0000 0000 101x xx01 r/w INT 2 Mask Register PIC 

00B2h 0000 0000 1011 0010 r/w Advanced Power Management Contrql Port PM 

00B3h 0000 0000 1011 -0011 r/w Advanced Power Management Status Port PM 

OOCOh 0000 0000 1100 OOOX r/w DMA2 CHO Base and Current Address DMA 
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Table 19. 510 Address Decoding (Continued) 

Address 
Address 

Type Name Block 
FEDC BA9S 7654 3210 

00C2h 0000 0000 1100 001x r/w DMA2 CHO Base and Current Count DMA 

00C4h 0000 0000 1100 010x r/w DMA2 CH1 Base and Current Address DMA 

00C6h 0000 0000 1100 011x r/w DMA2 CH1 Base and Current Count DMA 

00C8h 0000 0000 1100 100x r/w DMA2 CH2 Base and Current Address DMA 

OOCAh 0000 0000 1100 101x r/w DMA2 CH2 Base and Current Count DMA 

OOCCh 0000 0000 1100 110x r/w DMA2 CH3 Base and Current Address DMA 

OOCEh 0000 0000 1100 111x r/w DMA2 CH3 Base and Current Count DMA 

OODOh 0000 0000 1101 OOOx r/w DMA2 Status(r) Command(w) Register DMA 

00D2h 0000 0000 1101 001x wo DMA2 Write Request Register DMA 

00D4h 0000 0000 1101 010x wo DMA2 Write Single Mask Bit DMA 

00D6h 0000 0000 1101 011x wo DMA2 Write Mode Register DMA 

00D8h 0000 0000 1101 100x wo DMA2 Clear Byte Pointer DMA 

OODAh 0000 0000 1101 101x wo DMA2 Master Clear DMA 

OODCh 0000 0000 1101 110x wo DMA2 Clear Mask Register DMA 

OODEh 0000 0000 1101 111x r/w DMA2 Read/Write All Mask Register Bits DMA 

OOFOh 0000 0000 1111 0000 wo Coprocessor Error Control 

0372h 0000 0011 0111 0010 wo Secondary Floppy Disk Digital Output Reg. Control 

03F2h 0000 0011 1111 0001 wo Primary Floppy Disk Digital Output Reg. Control 

040Ah 0000 0100 0000 1010 ro Scatter/Gather Interrupt Status Register DMA 

040Bh 0000 0100 0000 1011 wo DMA 1 Extended Mode register DMA 

0410h(1) 0000 0100 0001 0000 wo CHO Scatter/Gather Command DMA 

0411h(1) 0000 0100 0001 0001· wo CH1 Scatter/Gather Command DMA 

0412h(1) 0000 0100 0001 0010 wo CH2 Scatter/Gather Command DMA 

0413h(1) 0000 0100 0001 0011 wo CH3 Scatter/Gather Command DMA 

0415h(1) 0000 0100 0001 0101 wo CH5 Scatter/Gather Command DMA 

0416h(1) 0000 0100 0001 0110 wo CH6 Scatter/Gather Command DMA 

0417h(1) 0000 0100 0001 0111 wo CH7 Scatter/Gather Command DMA 

0418h(1) 0000 0100 0001 1000 ro CHO Scatter/Gather Status DMA 

0419h(1) 0000 0100 0001 1001 ro CH1 Scatter/Gather Status DMA 

041 Ah(1) 0000 0100 0001 1010 ro CH2 Scatter/Gather Status DMA 

041Bh(1) 0000 0100 0001 1011 ro CH3 Scatter/Gather Status DMA 
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Table 19. SIO Address DecodIng (Continued) 

Address 
Address 

Type Name Block 
FEDC BA9S 7654 3210 

041Dh(1) 0000 0100 0001 1101 ro CH5 Scatter/Gather Status DMA 

041 Eh(1) 0000 0100 0001 1110 ro CH6 Scatter/Gather Status DMA 

041 Fh(1) 0000 0100 0001 1111 ro CH7 Scatter/Gather Status DMA 

0420h(1) 0000 0100 0010 OOxx r/w CHO Scatter/Gather Descriptor Table Pointer DMA 

0424h(1) 0000 0100 0010 01xx r/w CH1 Scatter/Gather Descriptor Table Pointer DMA 

0428h(1) 0000 0100 0010 10xx r/w CH2 Scatter/Gather Descriptor Table Pointer DMA 

042Ch(1) 0000 0100 0010 11xx r/w CH3 Scatter/Gather Descriptor Table Pointer DMA 

0434h(1) 0000 0100 0011 01xx r/w CH5 Scatter/Gather Descriptor Table Pointer DMA 

0438h(1) 0000 0100 0011 10xx r/w CH6 Scatter/Gather Descriptor Table Pointer DMA 

043Ch(1) 0000 0100 0011 11xx r/w CH7 Scatter/Gather Descriptor Table Pointer DMA 

0481h 0000 0100 1000 0001 r/w DMA CH2 High Page Register DMA 

0482h 0000 0100 1000 0010 r/w DMA CH3 High Page Register DMA 

0483h 0000 0100 1000 0011 r/w DMA CH1 High Page Register DMA 

0487h 0000 0100 1000 0111 r/w DMA CHO High Page Register DMA 

0489h 0000 0100 1000 1001 r/w DMA CH6 High Page Register DMA 

048Ah 0000 0100 1000 1010 r/w DMA CH7 High Page Register DMA 

048Bh 0000 0100 1000 1011 r/w DMA CH5 High Page Register DMA 

0400 0000 0100 1101 0000 r/w INT CNTRL-1 Edge Level Control Register Control 

0401 0000 0100 1101 0001 r/w INT CNTRL-2 Edge Level Control Register Control 

04D6h 0000 0100 1101 0010 wo DMA2 Extended Mode Register DMA 

NOTE: 
1. The 119 address of this register is relocatable. The value shown in this table is the default address location. 
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5.5.1.2 BIOS Memory Space 

The 128 Kb BIOS memory space is located at 
OOOEOOOOh to OOOFFFFFh (top of 1 Mb), and is ali· 
ased at FFFEOOOOh to FFFFFFFFh (top of 4 Gb) 
and FFEEOOOOh to FFEFFFFFh (top of 4 Gb·1 Mb). 
The aliased regions account for the CPU reset vec· 
tor and the uncertainty of the state of A20GATE . 
when a software reset occurs. This 128 Kb block is 
split into two 64 Kb blocks. The top 64 Kb is always 
enabled while the bottom 64 Kb can be enabled or 
disabled (the aliases automatically l11atch). Enabling 
the lower 64 Kb BIOS space (OOOEOOOOh to 
OOOEFFFFh, 896 Kb·960 Kb) results in positively de· 
coding this region and enables the BIOSCS# signal 
generation. The upper 64 Kb is positively decoded 
only if bit 6 = 1 in the ISA Clock Divisor Register. 
Otherwise this region is subtractively decoded. Posi· 
tively decoding these cycles expedites BIOS cycles 
to the ISA Bus. Note that both of these regions are 
subtractively decoded· if bit 4 in the MEMCS# Con· 
trol Register is set to a 1. 

When PCI master accesses to the 128 Kb BIOS 
space at 4 Gb-1 Mb are forwarded to the ISA Bus, 
the LA20 line is driven to a 1 to avoid aliasing at the 
15 Mb area. The 4 Gb·1 Mb BIOS decode area ac· 
counts for the condition when A20M # is asserted 
and an AL T·CTRL-DEL reset is generated. The 
CPU's reset vector will access 4 Gb-1 Mb. When this 
gets forwarded to ISA, AD[32:24] are truncated and 
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the access is aliased to 16 Mb-1 Mb = 15 Mb 
space. If ISA memory is present at 15 Mb, there will 
be contention. Forcing LA20 high aliases this region 
to 16 Mb. The alias here is permissible since this is 
the 80286 reset vector location. 

In addition to the normal 128 Kb BIOS space, the 
510 supports an additional 384 Kb BIOS space. The 
510 can support a total of 512 Kb BIOS space. The 
additional 384 Kb region can only be accessed by 
PCI masters and resides at FFF80000h to 
FFFDFFFFh. When enabled via the UBCSA Regis­
ter, memory accesses. within this region will be posi­
tively decoded, forwarded to the ISA Bus, and en­
coded BIOSCS # will be generated. When forwarded 
to the ISA Bus, the PCI AD[23:20] signals will be 
propagated to the ISA LA[23:20] lines as all 1 's 
which will result in aliasing this 512 Kb region at the 
top of the 16 Mb space. To avoid contention, ISA 
add-in memory must not be present in this space. 

All PCI cycles positively decoded in the enabled 
BIOS space will be broadcast to the ISA Bus. Since 
the BIOS device is 8 or 16 bits wide and typically has 
very long access times, PCI burst reads from the 
BIOS space will invoke "disconnect target termina­
tion" semantics after the first data transaction in or­
der to meet the PCI incremental latency guidelines. 

The following tables and diagrams describe the op­
eration of the 510 in response to PCI BIOS space 
accesses. 
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4GB 

4GB-64KB 

4GB·128KB 

TOP 64KB AAA 

LOW64KB BBB 

ENLARGED BIOS 

4GB·512KB 

4GB·1MB 

4GB·(1 MB-64KB) 

4GB-(1MB·128KB) 

18MB 

16MB·64KB 

16MB·128KB 

16MB·512KB 

1MB 

1MB-64KB 

1MB·128KB 

384KB 

TOP 64KB 

LOW 64KB 

TOP 64KB 

LOW 64KB 

384KB 

I 

TOP64KB 

LOW 64KB 

CCC 

AA 

BB 

a 

b 

c 

A 

B 

FFFFFFFFh 
FFFFOOOOh 
FFFEFFFFh 
FFFEOOOOh 
FFFDFFFFh 

FFF80000h 

FFEFFFFFh 
FFEFOOOOh 
FFEEFFFFh 
FFEEOOOOh 

OOFFFFFFh] OOFFOOOOh 
OOFEFFFFh 
OOFEOOOOh 
OOFDFFFFh 

OOF80000h 

OOOFFFFFh 
OOOFOOOOh 
OOOEFFFFh 
OOOEOOOOh 

BIOS Is not directly accessible at these 
address locations. This space Is 
reserved on the ISA bus since the ISA 
bus will see these addresses when a 
PCI bus master requests BIOS accesses 
at areas AAA, BBB, CCC, AA, or BB. 

D ACCESSES TO THESE REGIONS 
MAY RESULT IN ENCODED BIOSCS# 

290473-51 

Figure 12. BIOS Space Decode Map 

The BIOS space decode map, Figure 12, shows the possible BIOS spaces and the aliases throughout the 
memory space. The various regions are designated with code letters; "a's" for the top 64 Kb, "b's" for the low 
64 Kb, and "c's" for the enlarged space. 
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Table 20 indicates the SIO's response to PCI BIOS space accesses based on its configuration state. 

Table 20. PCI Master BIOS Space Decoding 

Top 64 Kb 
BIOS Low64Kb Enlarged Encoded Positive Subtractive 

Master Region Positive BIOS BIOS BIOSCS# LA20 PCI PCI 
Decode Enabled(2} Enabled(3) Generated Decode Decode 

Enabled(1) 

PCI A 0 x x Yes Pass (0) No Yes 

PCI A 1 x x Yes Pass (0) Yes(5) No(5) 

PCI B x 0 x No Pass (0) No Yes 

PCI B x 1 x Yes Pass (0) Yes(5) No(5) 

PCI a 1 x x No Pass (1) No Yes 

PCI b x 0 x No Pass (1) No Yes 

PCI c x x 0 No Pass (1) No Yes 

PCI AA 0 x x Yes 1 No Yes(4) 

PCI AA 1 x x Yes 1 Yes(4,5) No(5) 

PCI BB x 0 x No x No No 

PCI BB x 1 x Yes 1 Yes(4,5) No(5) 

PCI AAA 0 x x Yes Pass (1) No Yes(4) 

PCI AAA 1 x x Yes Pass (1) Yes(4,5) No(5) 

PCI BBB x 0 x No x No No 

PCI· BBB x 1 x Yes Pass (1) Yes(4,5) NO(5) 

PCI CCC x x 0 No x No No 

PCI CCC x x 1 Yes Pass (1) Yes(4) No 

NOTES: 
1. The column labeled "Top 64 Kb BIOS Positive Decode Enable" shows the value of the ISA Clock Register bit 6. This bit 

determines the decoding for memory regions A, AA, and AAA (1 = positive, 0 = negative decoding). 
Note that if bit 4 in the MEMCS# Control Register is set to a 1 (Global MEMCS# decode enabled), the positive 
decoding function enabled by having ISA Clock Register bit 6 = 1 is ignored. Subtractive decoding is provided, instead. 

2. The column labeled "Low 64 Kb BIOS Enable" shows the value of the Utility Bus Chip Select Enable A Bit 6. This bit 
determines whether memory regions B, BB, and BBB are enabled (bit = 1) or disabled (bit = 0). 

3. The column labeled "Enlarged BIOS Enabled" shows the value of the Utility Bus Chip Select Enable A Bit 7. This bit 
determines whether memory region CCC is enabled (bit = 1) or disabled (bil= 0). 

4. ISA memory is not allowed to be enabled at the corresponding aliased areas or contention will result. 
5. When bit 4 in the MEMCS# Control Register is set to a 1 (Global MEMCS# decode enabled), positive decoding for 

these areas will be disabled. The SIO will only provide subtractive decoding in this case. 
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5.5.1.3 MEMCS# Decoding • 512 KB to 640 KB Memory 

For MEMCS# decoding, the SIO decodes sixteen 
ranges. Fourteen of these ranges can be enabled or 
disabled independently for both read and write cy­
cles. The fifteenth range (0 KB-512 KB) and six­
teenth range (programmable from 1 MB up to 
512 MB in 2 MB increments) can be enabled or dis· 
abled only. Addresses within these enabled regions 
generate a MEMCS# signal that can be used by the 
host bridge to know when to forward PCI cycles to 
main memory. A seventeenth range is available that 
can be used to identify a "memory hole". Addresses 
within this hole will not generate a MEMCS#. The 
address regions are summarized: 

• (1 MB-64 KB) to 1 MI;3 Memory (BIOS Area) 

• 768 KB to 918 KB in 16 KB sections (total of 8 
sections) 

• 918 KB to 983 KB in 16 KB sections (total of 4 
sections) 

• 1 M·to-programmable boundary on 2 MB incre­
ments from 2 MB up to 512 MB 

• programmable "memory hole" in 64 KB incre­
ments between 1 MB and 16 MB 

Table 21 and Figure 13 show the registers and de­
code areas for MEMCS#. 

.0 KB to 512 KB Memory (can only be disabled if 
MEMCS# is completely disabled) 

Table 21. MEMCS# Decoding Register Summary 

MAR Registers Attribute Memory Segments Comments 

~CSCON(4) = 0 Disable Disable MEMCS# Function Enable/Disable MEMCS# Function 

MCSCON(4) = 1 Enable Enable MEMCS# Function When Enabled, 0 KB to 512 KB Range 
is also Automatically Enabled (RE/WE) 

MCSTOHI MEMCS# Hole 100000h-OFFFFFFh 1 MB to 16 MB Hole in MEMCS# Region 
MCSBOH 

MCSTOM MEMCS# Top 200000h-1FFFFFFFh 2 MB to 512 MB Top of MEMCS# Region 

MCSCON[1 :0) (0) = RE(1) = WE 080000h-09FFFFh 512 KB to 640 KB R/W Enable 

MCSCON[3:2) (2) = RE(3) = WE OFOOOOh-OFFFFFh BIOS Area R/W Enable 

MAR1 [1:0) (0) = RE(1) = WE OCOOOOh-OC3FFFh ISA Add-On BIOS R/W Enable 

MAR1 [3:2) (2) = RE(3) = WE OC4000h-OC7FFFh ISA Add-On BIOS R/W Enable 

MAR1 [5:4) (4) = RE(5) = WE OC8000h-OCBFFFh ISA Add-On BIOS R/W Enable 

MAR1 [7:6) (6) = RE(7) = WE OCCOOOh-OCFFFFh ISA Add-On BIOS R/W Enable 

MAR2[1:0) (0) = RE[1) = WE ODOOOOh-OD3FFFh ISA Add-On BIOS R/W Enable 

MAR2[3:2) (2) = RE[3) = WE OD4000h-OD7FFFh ISA Add-On BIOS R/WEnabie 

MAR2[5:4) (4) = RE(5) = WE OD8000h-ODBFFFh ISA Add-On BIOS R/W Enable 

MAR2[7:6) (6) = RE[7) = WE ODCOOOh.,.ODFFFFh ISA Add-On BIOS R/W Enable 

MAR3[1:0) (0) = RE[1) = WE OEOOOOh-OE3FFFh BIOS Extension R/W Enable 

MAR3[3:2) (2) = RE[3) = WE OE4000h-OE7FFFh BIOS Extension R/W Enable 

MAR3[5:4] (4) = RE[5] = WE OE8000h-OEBFFFh BIOS Extension R/W Enable 

MAR3[7:6] (6) = RE[7] = WE OECOOOh-OEFFFFh BIOS Extension R/W Enable 
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The SIO generates MEMCS# from the PCI address. MEMCS# is generated from the clock edge after 
FRAME# is sampled active. MEMCS# will only go active for one PCI clock period. The SIO does not take any 
other action as a result of this decode other than generating MEMCS #. It is the responsibility of the device 
using the MEMCS# signal to generate DEVSEL#, TRDY# and any other cycle response. The device using 
MEMCS# will always generate DEVSEL# on the next clock. This fact can be used to avoid an extra clock 
delay in the subtractive decoder described in the next section. 
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Figure 14. MEMCS# Generation 

5.5.1.4 Subtractlvely Decoded Cycle. to ISA 

The addresses'that reside on the ISA Bus could be 
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Figure 15. DEVSEL# Generation 
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Unclaimed PCI cycles with memory addresses 
above 16M and I/O addresses above 64K will not be 
forwarded to the ISA Bus. The 510 will not respond 
with DEVSEL# (BIOS accesses are an exception to 
this). This is required to avoid the possibility of alias­
ing. Under this condition, these unclaimed cycles will 
be recognized as such by the originating master and 
the master will use "master-abort" semantics to ter­
minate the PCI cycle. 

5.5.2 DMA/ISA MASTER CYCLE ADDRESS 
DECODER 

The 510 also contains a decoder which is used to 
determine the destination of ISA master and DMA 
master cycles. This decoder provides: 

Positive Decode to PCI: Positively decodes ad­
dresses to be forwarded to the PCI Bus. This in­
cludes addresses residing directly on PCI as well as 
addresses that reside on the back side of PCI bridg­
es (Host Bridges). 

Access to SIO Internal Registers: Positively de­
codes addresses to registers within the SIO. 

BIOS· Accesses: Positively decodes BIOS memory 
accesses and generates encoded BIOSCS#. 

Utility Bus Chip Selects: Positively decodes utility 
bus chip selects .. 

Subtractive Decode: Subtractively decodes cycles 
to be contained to the ISA Bus. 

5.5.2.1 Positive Decode to PCI 

ISA master or DMA addresses that are positively de­
coded by this decoder will be propagated to the PCI 
Bus. This is the only way to forward a cycle from an 
ISA master or the DMA to the PCI Bus. If the cycle is 
not decoded by this decoder it will not be forwarded 
to the PCI Bus. 

82378 SYSTEM 1/0 (SIO) 

This decoder has several memory address regions 
to positively decode cycles that should be forwarded 
to the PCI Bus. These regions are listed below. Re­
gions "a" through "e" are fixed and can be enabled 
or disabled independently. Region "f" defines a 
space starting at 1 M with a programmable upper 
boundary up to 16 MB. Within this region a hole can 
be opened. Its size and location are 'programmable 
to allow a hole to be opened in the memory space. A 
memory address above 16 MB will be forwarded to 
the PCI Bus automatically. This is possible only dur­
ing DMA cycles in which the DMA has been pro­
grammed for 32-bit addressing above 16 MB . 

. a. Memory: 0 KB-512 KB 

b. Memory: 512 KB-640 KB 

c. Memory: 640 KB-768 KB (Video buffer) 

d. Memory: 768 KB-896 KB in eight 16K sections 
(Expansion ROM) 

e. Memory: 896 KB-960 KB (lower BIOS area) 

f. Memory: 1 MB-to-X MB (up to 16 MB) within which 
a hole can be opened. Accesses to the hole are 
not forwarded to PCI. The top of the region can be 
programmed on 64 KByte boundaries up to 
16 MB. The hole can be between 64 KB and 8 MB 
in size in 64 KB increments located on any 64 KB 
boundary. (Refer to the ISA Address Decoder 
Register in the register description section, Sec­
tion 5.5.2) 

g. Memory: > 16 MB automatically forwarded to PCI 

Figure 16 shows a map of the ISA master/DMA de­
code regions and Table 22 summarizes the registers 
used to configure the d~coder. 
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Table 22. ISA Master/DMA to PCI Bus Decoding Register Summary 

MAR Registers Attribute Memory Segments Comments 
, 

IADCON[7:4] ISA Memory Top 10QOOOh-OFFFFFFh 1 MB to 16 MB Top of ISA Region 

IADTOH/IADBOH ISAHole 100000h-OFFFFFFh 1 MB to 16 MB Hole in ISA Region 

IADCON[O] Enable/Disable 000000h-07FFFFh o to 512 KB Enable/Disable 

IADCON[1] Enable/Disable 080000h-09FFFFh 512 KB to 6'40 KB Enable/Disable 

IADCON[2] Enable/ Disable OAOOOOh-OBFFFFh 640 KB to 768 KB Enable/Disable 

IADCON[3] ° Enable/ Disable OEOOOOh-OEFFFFh 896 KB to 960 KB Lower BIOS 
Enable/ Disable 

IADRBE[O] Enable/ Disable OCOOOOh-OC3FFFh ISA-Add-On BIOS (Expansion ROM) Enable 

IADRBE[1] Enable/ Disable OC4000h-OC7FFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[2] Enable/Disable OC8000h-OCBFFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[3] Enable/Disable OCCOOOh-OCFFFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[4] Enable/Disable ODOOOOh-OD3FFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[5] Enable/ Disable OD4000h-OD7FFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[6] Enable/ Disable OD8000h-ODBFFFh ISA Add-On BIOS (Expansion ROM) Enable 

IADRBE[7] Enable/Disable ODCOOOh-ODFFFFh ISA Add-On BIOS (Expansion ROM) Enable 

NOTE: 
• This can be overridden by bit 6 of the UBCSA Register being set to a 1. 

5.5.2.2 SIO Internal Registers 

Most of the internal SIO registers are accessible by 
ISA masters. Table 19 lists the registers that are not 
accessible by ISA masters. Registers accessed by 
ISA masters are run as 8-bit extended I/O cycles. 

5.5.2.3 BIOS Accesses 

The 128K BIOS memory space is located at 
OOOEOOOOh to OOOFFFFFh, and is aliased at 
FFFEOOOOh to FFFFFFFFh (top of 4 GB) and 
FFEEOOOOh to FFEFFFFFh (top of 4 GB-1 MB). 
The aliased regions account for the CPU reset vec­
tor and the uncertainty of the state of A20GATE 
when a software reset occurs. This 128K block is 

split into two 64K blocks. The top 64K is always en­
abled while the bottom 64K can be enabled or dis­
abled (the aliases automa.tically match). ISA masters 
can only access BIOS in the OOOEOOOO to 
OOOFFFFFh region. 

ISA originated accesses to the enabled 64K sec­
tions of the BIOS space (OOOEOOOOh-OOOFFFFFh) 
will activate the encoded BIOSCS# signal. ISA origi­
nated cycles will not be forwarded to the PCI Bus. 
Encoded BIOSCS#is combinatorially generated 
from the ISA, SA, and LA address bus. Encoded 
BIOSCS# is disabled during refresh and DMA cy­
cles. The ISA Master/DMA BIOS Decoding Table 
indicates the SIO's response to BIOS accesses 
based on the configuration state. 
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Table 23. ISA MasterlDMA BIOS Decoding 

Cycle SIO Configuration SIO Response 

Top 64 KB PCI 
Low64KB Forward Low Encoded 

Master Reglon(1) Positive BIOS 64 KBto PCI BIOSCS# 
Forward Contain 

Decode toPCI tolSA 
Enabled(2) 

Enabled(3) Enabled(4) Generated 

ISAlOMA A x x x Yes No Yes 

ISAIOMA B x 0(5) 0 No No Yes 

ISAIOMA B x 0(5) 1 No Yes No 

ISAlOMA , B x 1 x Yes No Yes 

ISAlOMA a These cycles will be forwarded to PCI dependent on the state of the ISA Address 

ISAIOMA b 
Decoder Configuration Registers. Encoded BIOSCS# will not be generated for any 
of these cycles. 

ISAlOMA c 

NOTES: 
1. The memory sections referenced can be found in Figure 12. 
2. The column labeled "Top 64 KB BIOS Positive Decode Enabled" shows the value of the ISA Clock Divisor Configuration 

Register bit 6. This bit determines how the memory region is decoded (0 = subtractively decoded, 1 = positively decod­
ed). 

3. The column labeled "Low 64 KB BIOS Enable" shows the value of the Utility Bus Chip Select Enable A Configuration 
. Register bit 6. This bit determines if the memory region is enabled (bit = 1) or disabled (bit = 0). 

4. The column labeled "Forward Low 64 KB to PCI Enables" shows the value of the ISA Address Decoder Control Configu­
ration Register Bit 3. This bit determines whether PCI Bus forwarding is enabled (bit = 1) or disabled (bit = 0). 

5. Forward to PCI if IADCON Bit 6 = 1. 

5.5.2.4 Utility Bus Encoded Chip Selects 

The SID generates encoded chip selects for certain 
functions that are located on the utility bus (formerly 
X-Bus). The encoded chip selects are generated 
combinatorially from the.ISA SA[15:0] address bus. 
The encoded chip selects are decoded externally 
(see Figure 19). 

The encoded chip select table (Table 24) shows the 
addresses that result in encoded chip select genera· 
tion. Chip selects can be enabled or disabled via 
configuration registers. In general, the addresses 

shown in Table 24 do not reside in the SID itself. 
Write only addresses 70h, 372h, 3F2h are excep­
tions since particular bits from these registers reside 
in the SID. For ISA master cycles, the SID will re-

, spond to writes to address 70h, 372h, and 3F2h by 
generating 10CHROY and writing to the appropriate 
bits. 

Note that the SID monitors read accesses to ad· 
dress 60h to support the mouse function. In this 
case, lOCH ROY is not generated. 

Table 24. Encoded Chip Select Table 

Address Encoded Address Type Name 
Chip Select FE DC BA98 7654 3210 

0060h 0000 0000 0110 OOxO rlw Keyboard Controller KEYBROCS# 

0064h 0000. 0000 0110 01xO rlw Keyboard Controller KEYBROCS# 

0070h 0000 0000 0111 OxxO w Real Time Clock Address RTCALE# 
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Table 24. Encoded Chip Select Table (Continued) 

Address Encoded 
Address Type Name 

Chip Select FEDC BA98· 7654 3210 

0071h 0000 0000 0111 Oxx1 r/w Real Time Clock Data RTCCS# 

0170h 0000 0001 0111 0000 r/w Secondary Data Register IDECSO# 

0171h 0000 0001 0111 0001 r/w Secondary Error Register IDECSO# 

0172h 0000 0001 0111 0010 r/w Secondary Sector Count Register IDECSO# 

0173h 0000 0001 0111 0011 r/w Secondary Sector Number Register IDECSO# 

0174h 0000 0001 0111 0100 r/w Secondary Cylinder Low Register IDECSO# 

0175h 0000 0001 0111 0101 r/w Secondary Cylinder High Register IDECSO# 

0176h 0000 0001 0111 0110 r/w Secondary Drive/Head Register IDECSO# 

0177h 0000 0001 0111 0111 r/w Secondary Status Register IDECSO# 

01FOh 0000 0001 1111 0000 r/w Primary Data Register IDECSO# II 
01F1h 0000 0001 1111 0001 r/w Primary Error Register IDECSO# 

01F2h 0000 0001 1111 0010 r/w Primary Sector Count Register IDECSO# 

01F3h 0000 0001 1111 0011 r/w Primary Sector Number Register I DECSO # 

01F4h 0000 0001 1111 0100 r/w Primary Cylinder Low Register IDECSO# 

01F5h 0000 '0001 1111 0101 r/w Primary Cylinder High Register IDECSO# 

01F6h 0000 0001 1111 0110 r/w Primary Drive/Head Register IDECSO# 

01F7h 0000 0001 1111 0111 r/w Primary Status Register IDECSO# 

0278h 0000 0010 0111 1xOO r/w LPT3 PP Data Latch LPTCS# 

0279h 0000 0010 0111 1x01 r LPT3 PP Status LPTCS# 

027Ah 0000 0010 0111 1x10 r/w LPT3 PP Control LPTCS# 

027Bh 0000 0010 0111 1x11 r/w LPTCS# 

02F8h 0000 0010 1111 1000 r/w COM2 SP Transmit/Receive Register COM2CS# 

02F9h 0000 0010 1111 1001 r/w COM2 SPlnterrupt Enable Register COM2CS# 

02FAh 0000 0010 1111 1010 r COM2 SP Interrupt Identification COM2CS# 
Register 

02FBh 0000 0010 1111 1011 r/w COM2 SP Line Control Register COM2CS# 

02FCh 0000 0010 1111 1100 r/w COM2 SP Modem Control Register COM2CS# 

02FDh 0000 0010 1111 1101 r . COM2 SP Line Status Register COM2CS# 

02FEh 0000 0010 1111 1110 r . COM2 SP Modem Status Register COM2CS# 

02FFh 0000 ·0010 1111 1111 r/w COM2 SP Scratch Register COM2CS# 
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Table 24. Encoded Chip Select Table (Continued) 

Address Encoded· Address Type Name 
Chip Select FEDC BA98 7654 3210 

0370h 0000 0011 0111 0000 r/w Secondary Floppy Disk Extended Mode FLOPPYCS# 
Register 

0371h 0000 0011 0111 0001 r/w Secondary Floppy Disk Extended Mode FLOPPYCS# 
Register 

0372 0000 0011 0111 0010 w Secondary Floppy Disk Digital Output FLOPPYCS# 
Register 

0373h 0000 0011 9111 0011 r/w Reserved FLOPPYCS# 

0374h 0000 0011 0111 0100 r/w Secondary Floppy Disk Status Register FLOPPYCS# 

0375h 0000 0011 0111 0101 r/w Secondary Floppy Disk Data Register FLOPPYCS# 

0376h 0000 0011 0111 0110 r/w Secondary Alternate Status Register IDECS1 # 

0377h 0000 0011 0111 0111 r Secondary Drive Address Register IDECS1 # 

0377h* 0000 0011 0111 011x r/w Secondary Floppy Disk Digital Input FLOPPYCS# 
Register 

0378h 0000 0011 0111 1xOO r/w LPT2 PP Data Latch LPTCS# 

0379h 0000 0011 0111 1x01 r LPT2 PP Status LPTCS# 

037Ah 0000 0011 0111 1x10 r/w LPT2 PP Control LPTCS# 

037Bh 0000 0011 0111 1x11 r/w LPTCS# 

03BCh 0000 0011 1011 1100 r/w LPT1 PP Data Latch LPTCS# 

03BDh 0000 0011 1011 1101 r LPT1 PP Status LPTCS# 

03BEh 0000 0011 1011 1110 r/w LPT1 PP Control LPTCS# 

03BFh 0000 0011 1011 1111 r/w i LPTCS# 

03FOh 0000 0011 1111 0000 r/w Primary Floppy Disk Extended Mode FLOPPYCS# 
Register 

03F1h 0000 ·0011 1111 0001 r/w Primary Floppy Disk Extended Mode FLOPpyCS# 
Register 

03F2h 0000 0011 1111 0010 w Primary Floppy Disk Digital Output FLOPPYCS# 
Register 

03F3h 0000 ·0011 1111 0011 r/w Reserved FLOPPYCS# 

03F4h 0000 0011 1111 0100 r/w Primary Floppy Disk Status Register FLOPPYCS# 

03F5h 0000 0011 1111 0101 r/w Primary Floppy Disk Data Register FLOPPYCS# 

03F6h 0000 0011 1111 0110 r/w Primary Drive Alternate Status Register IDECS1 # 

03F7h 0000 0011 1111 0111 r Primary Drive Address Register IDECS1# 

03F7h* 0000 0011 1111 011x r/w Primary Floppy Disk Digital Input FLOPPYCS# 
Register 
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Table 24. Encoded Chip Select Table (Continued) 

Addre .. Encoded 
Addre •• Type Name 

Chip Select FEDC BA9a 7654 3210 

03F8h 0000 0011 1111 1000 r/w COM1 SP Transmit/Receive Register COM1CS# 

03F9h 0000 0011 1111 1001 r/w COM1 SP Interrupt Enable Register COM1CS# 

03FAh 0000 0011 1111 1010 r COM1 SP Interrupt Identification COM1CS# 
Register 

03FBh 0000 0011 1111 1011 r/w COM1 SP Line Control Register COM1CS# 

03FCh 0000 0011 1111 1100 r/w COM1 SP Modem Control Register COM1CS# 

03FDh 0000 0011 1111 1101 r COM1 SP Line Status Register COM1CS# 

03FEh 0000 0011 1111 1110 r COM1 SP Modem Status Register COM1CS# 

03FFh 0000 0011 1111 1111 r/w COM1 SP Scratch Register COM1CS# 

0800h- 0000 1000 lOOO( lOOO( r/w CFIGMEMCS# 
08FFh 

OCOOh 0000 1100 0000 0000 r/w CPAGECS# 

NOTE: , 
'If both the IDE and Floppy Drive are located on the UBUS, FLOPPYCS;I' will not be generated, IDECS1;1' will be 
generated. . 

5.5.2.5 Subtractive Decode to ISA 

ISA master and DMA cycles not positively decoded 
by the ISA decoder are contained to the ISA Bus. 

5.6 Data Buffering 

The SIO contains data buffers to isolate the PCI Bus 
from the ISA Bus. The buffering is described from 
two perspectives: PCI master accesses to the ISA 
Bus (Posted Write Buffer) and DMAIISA master ac­
cesses to the PCI Bus (Line Buffer). Temporarily 
buffering the data requires buffer management logic 
to ensure that the data buffers remain coherent. 

5.6.1 DMAIISA MASTER LINE BUFFER 

An 8-byte Line Buffer is used to isolate the ISA Bus's 
slower I/O devices from the PCI Bus. The Line Buff­
er is bi-directional and is used by ISA masters and 
the DMA controller to assemble and disassemble 
data. Only memory data written to or read from the 
PCI Bus by an ISA master or DMA is assembled/dis­
assembled using this 8 byte line buffer. 110 cycles 
do not use the buffer. 

Bits 0 and 1 of the PCI Control Register set the buff­
er to operate in either single transaction mode (bit = 
0) or 8-byte mode (bit = 1). Note that ISA masters 
and DMA controllers can have their buffer modes 
configured separately. 

In Single transaction. mode, the buffer will store only 
one transaction. For DMAIISA master writes, this 
single transaction ,buffer looks like a posted write 
buffer. As soon as the ISA cycle is complete, a PCI 
cycle is scheduled. Subsequent DMAIISA master 

. writes are held off in wait-states until the buffer is 
empty. For DMAIISA master reads, only the data 
requested is read over the PCI Bus. For instance, if 
the DMA channel is programmed in 16-bit mode, 16 
bits of data will be read from PCI. As soon as the 
requested data is valid on the PCI bus, it is latched 
into the Line Buffer and the ISA cycle is then com­
pleted, as timing allows. Single transaction mode will 
guarantee strong read and write ordering through 
the buffers. 

In 8 byte mode, for write data assembly, the Line 
Buffer acts as two individual 4 byte buffers working 
in ping pong fashion. For read data disassembly, the 
Line Buffer acts as one 8 byte buffer. 
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Figure 17. SIO Buffer Diagram 

5.6.2 PCI MASTER POSTED WRITE BUFFER 

PCI master memory write cycles destined to ISA 
memory are buffered in a 32-bit Posted Write Buffer. 
The PCI Memory Write and Memory Write and Invali­
date commands are all treated as a memory write 
and can be posted, subject to the Posted Write Buff­
er status. The Posted. Write Buffer has an address 
associated with it. A PCI master memory write can 
be posted any time the posted write buffer is empty 
and write posting is enabled (bit 2 of the PCI Control 
Configuration Register is set to a 1): Also, the ISA 
Bus must not be occupied. If the posted write buffer 
contains data, the PCI master write cycle is retried. If 
the posted wrjte buffer is disabled, the SID's re­
sponse to a PCI master memory write is dependent 
on 'the state of the ISA Bus. If the ISA Bus is avail­
able and the posted write buffer is disabled, the cy­
cle will immediately be forwarded to the ISA Bus 
(TROY # will not be asserted until the ISA cycle has 
completed). If the ISA Bus is busy and the posted 
write buffer is disabled, the cycle is retried. 

Memory read and liD read and I/O write cycles do 
not use the 32-bit Posted Write Buffer. 

5.6.3 BUFFER MANAGEMENT 

Any time data is temporarily stored in the buffers 
between the )SA Bus and the PCI Bus, there. are 
potential data coherency problems. 

The SID contains buffer management circuitry which 
guarantees data coherency by intercepting synch.ro­

·nization protocol between the buses and managing 
the buffers before synchronization communication 
between the buses is complete. The buffers are 
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flushed or invalidated as appropriate before a bus 
cycle is allowed to occur in cases where data coher­
ency could be lost. 

5.6.3.1 DMAIISA Master Line Buffer-Write 
State 

When the DMAIISA Master Une Buffer contains 
data that is to be written to the PCI' Bus, it is in the 
Write State. The a-byte line buffer is flushed when 
the line becomes full, when a subsequent write is a 
line miss, when a subsequent write would overwri~e 
an already valid byte, or when a subsequent cycle IS 

a read. The ISA master or DMA cycle that triggers 
the buffer flush will be held in wait-states until the 
flush is complete. The buffer is also flushed whenev­
er there is a change in ISA Bus ownership as indicat­
ed by any DACK # signal going inactive. 

Once the buffer is scheduled to be flushed to PCI, 
any PCI cycle to the SID or ISA Bus will get retried 
by the SID. 

5.6.3.2 DMAIISA Master Line Buffer-Read 
State 

When the DMAIISA Master Line Buffer contains 
data that has been read from the PCI Bus, it is in the 
Read State. The data in the buffer will be invalidated 
when the SID accepts a PCI memory or 110 write 
cycle. The line buffer in the read state is also invali­
dated when a subsequent read is a line miss, or 
when a subsequent cycle is a write. The line buffer in 
the read state. is not invalidated on a change of ISA 
ownership .. Note that as bytes are disassembled 

, from the line buffer, they are invalidated so that sub­
sequent reads, to the same byte will cause a line 
buffer miss. 



5.6.3.3 PCI Master Posted Write Buffer 

As soon as a PCI master has posted a memory write 
into the posted write buffer, the buffer is scheduled 
to be written to the ISA Bus. Any subsequent PCI 
master cycles to the SIO (including ISA Bus) will be 
retried until the posted write buffer is empty. 

Prior to granting the ISA Bus to an ISA master or the 
DMA, the PCI master posted memory write buffer is 
flushed. Also, as long as the ISA master or DMA 
owns the ISA Bus, the posted write buffer is dis­
abled. A PCI master write can not be posted while 
an ISA master or the DMA owns the ISA Bus. 
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5.7 SIO Timers 

5.7.1 INTERVAL TIMERS 

The SIO contains three counters that are equivalent 
to those found in the 82C54 programmable interval 
timer. The three counters are contained in one SIO 
timer unit, referred to as Timer-1. Each counter out­
put provides a key system function. Counter 0 is 
connected to interrupt controller IROO and provides 
a system timer interrupt for a time-of-day, diskette 
time-out, or other system timing functions. Counter 1 
generates a refresh request signal and Counter 2 
generates the tone for the speaker. Note that the 
14.31818 MHz counters use OSC for a clock source. 

Full details of this counter can be found in the 82C54 
data sheet. 

Table 25 Interval Timer Functions Table 

Interval Timer Functions 

Function Counter o-system Timer 

Gate Always On 

Clock In 1.193 MHz (OSC/12) 

Out INT-1IROO 

Function Counter 1 Refresh Request 

Gate Always On 

Clock In 1.193 MHz (OSC/12) 

Out Refresh Request 

Function Counter 2-Speaker Tone 

Gate Programmable-Port 61 h 

Clock In 1.193 MHz (OSC/12) 

Out Speaker 

5.7.1.1 Interval Timer Address Map 

Table 26 shows the 110 address map of the interval timer counters. 

Table 26 Interval Timer Counters I/O Address Map 

I/O Address Register Description 

040h System Timer (Counter 0) 

041h Refresh Request (Counter 1 ) 

042h Speaker Tone (Counter 2) 

043h Control Word Register 
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Counter 0, System Timer 

This counter functions as the system timer by con­
trolling the state of IROO and is typically pro­
grammed for Mode 3 operation. The counter produc­
es a square wave with a period equal to the product 
of the counter period (838 ns) and the initial count 
value. The counter loads the initial count value one 
counter period after software writes the count value 
to the counter 1/0 address. The counter initially as­
serts IROO and decrements the count value by two 
each counter period. The counter negates IROO 
when the count value reaches O.lt then reloads the 
initial count value and again decrements the initial 
count value by two each counter period. The counter 
then asserts IROO when the count value reaches 0, 
reloads the initial count value, and repeats the cycle, 
alternately asserting and negating IROO. 

Counter 1, Refresh Request Signal 

This counter provides the refresh request signal and 
is typically programmed for Mode 2 operation. The 
counter negates refresh request for one counter pe­
riod (833 ns) during each count cycle. The initial 
count value is loaded one counter period after being 
written to the counter I/O address. The counter ini­
tially asserts refresh request, and negates it for 1 
counter period when the count value reaches 1. The 
counter then asserts refresh request and continues 
counting from the initial count value" 

Counter 2, Speaker Tone 

This counter provides the speaker tone and is typi­
'cally programmed for Mode 3 operation. The coun­
ter provides a speaker frequency equal to the coun­
ter clock frequency (1.193 MHz) divided by the initial 
count value. The speaker must be enabled by a 
write to port 061 h (see Section 4.5.1 on the NMI 
Status and Control Register). 

5.7.2 BIOS TIMER 

5.7.2.1 Overview 

The SIO provides a system BIOS Timer that decre­
ments at each edge of its 1.04 MHz clock (derived 
by dividing the 8.33 MHz SYSCLK by 8). Since the 
state of the counter is undefined at power-up, it must 
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be programmed before it can be used. Accesses to 
the BIOS Timer are enabled and disabled through 
the BIOS Timer Base Address Register. The timer 
continues to count even if accesses are disabled. 

A BIOS Timer Register is provided to start the timer 
counter by writing an initial clock value. The BIOS 
Timer Register can be accessed as a single 16-bit 
1/0 port or as a 32-bit port with the upper 16-bits 
being "don't care" (reserved). It is up to the software 
to access the I/O register in the most convenient 
way. The 1/0 address of the BIOS Timer Register is 
software relocatable. The 1/0 address is determined 
by the value programmed into the BIOS Timer Base 
Address Register. 

The BIOS Timer clock has a value of 1.04 MHz using 
an 8.33 MHz SYSCLK input (an 8 to 1 ratio will al­
ways exist between SYSCLK and the timer clock). 
This allows the counting of time intervals from 0 ms 
to approximately 65 ms. Because of the PCI clock 
rate, it is possible to start the counter and read the 
value ba,ck in less than 1 /Ls. The expected value of 
the expired interval is 0, but depending on the state 
of the internal clock divisor, the BIOS Timer might 
indicate that 1 ms has expired. Therefore, accuracy 
of the counter is ± 1 /Ls. 

5.7.2.2 BIOS Timer Operations 

A write operation to the BIOS Timer Register will 
initiate the counting sequence. The timer can be ini­
tiated by writing .either the 16-bit data portion or the 
whole 32-bit register (upper 16 bits are "don't 
care"). After initialization, the BIOS timer will start 
decrementing until it reaches zero. Then it will stop 
decrementing (and hold a zero value) until initialized 
again. 

After the timer is initialized, the current value can be 
read at any time and the timer can be reprogrammed 
(new initial va.lue written), even before it reaches 
zero. 

All write and read operations to the BIOS timer Reg­
ister should include all 16 counter bits. Separate ac­
cesses to the individual bytes of the counter must be 
avoided since this can cause unexpected results 
(wrong count intervals). 



5.8 Interrupt Controller 

The SIO provides an ISA compatible interrupt con­
troller which incorporates the functionality of two 
82C59 interrupt controllers. The two controllers are 
cascaded so that 14 external and two internal inter­
rupts are possible. The master interrupt controller 
provides IRQ[7:0] and the slave interrupt controller 
provides IRQ [15:8] (see Figure 18). The two inter­
nal interrupts are used for internal functions only and 
are not available to the user. IRQ2 is used to cas­
cade the two controllers together and IRQO is used 
as a system timer interrupt and is tied to Interval 
Timer 1, Counter O. The remaining 14 interrupt lines 
(IRQ1, IRQ3-IRQ15) are available for external sys­
tem interrupts. Edge or level sense selection is pro­
grammable on a by-controller basis. 

The Interrupt Controller consists of two separate 
82C59 cores. Interrupt Controller 1 (CNTRL-1) and 

Timer 1 Counter 0 

IRQ1 

IRQ3 
IRQ4 
IRQ5 
IRQ6 

IRQ7 

IRQ8# 
IRQ9 

IRQ10 
IRQ11 

IRQ12IM 
FERR#nRQ13 

IRQ14 
IRQ15 

.. 0 
1 
2 

3 
4 
5 
6 

7 

0# 
1 
2 
3 
4 

5 
6 
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Interrupt Controller 2 (CNTRL-2) are initialized sepa­
rately and can be programmed to operate in differ­
ent modes. The default settings are: 80x86 Mode, 
Edge Sensitive (IRQO-15) Detection, Normal EOI, 
Non-Buffered Mode, Special Fully Nested Mode dis­
abled, and Cascade Mode. CNTRL-1 is connected 
as the Master Interrupt Controller and CNTRL-2 is 
connected as the Slave Interrupt Controller. 

Note that IRQ13 is 'generated internally (as part of 
the coprocessor error support) by the SIO when bit 5 
in the ISA Clock Divisor Register is set to a 1. When 
this bit is set to a 0, then the FERR#/lRQ13 signal 
is used as an external IRQ13 signal and has the 
same functionality as the normal IRQ13 signal. 
IRQ12/M is generated internally (as part of the 
mouse support) by the SIO when bit 4 in the ISA 
Clock Divisor ,Register is set to a 1, When set to a 0, 
the standard IRQ12 function is provided. 

82C59 
CORE 

CONTROLLER 1 

(MASTER) 

82C59 
CORE 

CONTROLLER 2 

(SLAVE) 

(INTR) 

(INTR) 

I NT 
CPU) (TO 

290473-57 

Figure 18. Block Diagram of the Interrupt Controller 
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Table 27 lists the 1/0 port address map for the interrupt registers: 

Table 27. Interrupt Registers 1/0 Port Address Map 

Interrupts 1/0 Address # of Bits Register 

IRO[7:0] 0020h 8 CNTRL-1 Control Register 

IRO[7:0] 0021h 8 CNTRL-1 Mask Register 

IRO[15:8] OOAOh 8 CNTRL-2 Control Register 

IRO[15:8] 00A1h 8 CNTRL·2 Mask Register 

IROO, IR02, (and possibly IR013 and IR012 if the "mouse" or floating point error logic is disabled in the ISA 
Clock Divisor Register), are connected to the interrupt controllers internally. The other interrupts are always 
generated internally and their typical functions are shown in Table 28: 

Table 28. Typical Interrupt Functions 

Priority Label Controller Typical Interrupt Source 

1 IROO 1 Interval timer 1, Counter 0 OUT 

2 IR01 1 Keyboard 

3-10 IR02 1 Interrupt from Controller 2 

3 IR08# 2 Real Time Clock 

4 IR09 2 Expansion Bus Pin B04 

5 IR010 2 Expansion Bus Pin 003 

6 IR011 2 Expansion Bus Pin 004 

7 IR012/M 2 Mouse Interrupt 

8 FERR # IIR013 2 Coprocessor Error 

9 IR014 2 Fixed Disk Drive Controller Expansion Bus Pin 007 

10 IR015 2 Expansion Bus Pin 006 

11 IR03 1 Serial Port 2, Expansion Bus B25 

12 IR04 1 Serial Port 1, Expansion Bus B24 

13 IR05 1 Parallel Port 2, ExpanSion Bus B23 

14 IR06 1 Diskette Controller,Expansion Bus B22 

15 IR07 1 Parallel Port 1., Expansion Bus B21 
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5.8.1 EDGE AND LEVEL TRIGGERED MODES 

There are two ELCR registers, one for each 82C59 
bank. They are lOcated at I/O ports 04DOh (for the 
Master Bank, IRQ[O:1,3:7j#) and 04D1h (for the 
Slave Bank, IRQ[8:15])#. They allow the edge and 
level sense selection to be made on an interrupt by 
interrupt-basis instead of on a complete bank. Inter­
rupts reserved for ISA use MUST be programmed 
for edge sensitivity (to ensure ISA compatibility). 
That is, IRQ (0,1,2,8#,13) must be programmed for 
edge sensitive operation. The L TIM bit (Edge/Level 
Bank select, offsets 20h, AOh) is disabled in the SID. 
The default programming is equivalent to program­
ming the L TIM bit (ICW1 bit 3) to a O. 

If an ELCR bit is equal to "0", an interrupt request 
will be recognized by a low to high transition on the 
corresponding IRQ input. The IRQ input can remain 
high without generating another interrupt. 

If an ELCR bit is equal to "1", an interrupt request 
will be recognized by a "low" level on the corre­
sponding IRQ input, and there is no need for an 
edge detection. For level triggered interrupt mode, 
the interrupt request signal must be removed before 
the EOI command is issued or the CPU interrupt 
must be disabled. This is necessary to prevent a 
second interrupt from occurring. 

In both the edge and level triggered modes the IRQ 
inputs must remain active until after the falling edge 
of the first INTA#. If the IRQ input goes inactive 
before this time a DEFAULT IRQ7 will occur when 
the CPU acknowledges the interrupt. This can be a 
useful safeguard for detecting interrupts caused by 
spurious noise glitches on the IRQ inputs. To imple­
ment this feature the IRQ7 routine is used for "clean 
up" simply executing a return instruction, thus ignor­
ing the interrupt. If IRQ7 is needed for other purpos­
es a default IRQ7 can still be detected by reading 
the ISR. A normal IRQ7 interrupt will set the corre­
sponding ISR bit, a default IRQ7 won't. If a default 
IRQ7 routine occurs during a normal IRQ7 routine, 
however, the ISR will remain set. In this case it is 
necessary to keep track of whether or not the IRQ7 
routine was previously entered. If another IRQ7 oc­
curs it is a default. 

5.8.2 REGISTER FUNCTIONALITY 

For a detailed description of the Interrupt Controller 
register set, please see Section 4.4, Interrupt Con­
troller Register Description. 

82378 SYSTEM 1/0 (SIO) 

5.8.3 NON-MASKABLE INTERRUPT (NMI) 

An NMI is an interrupt requiring immediate attention 
and has priority over the normal interrupt lines 
(IRQx). The SID indicates error conditions by gener­
ating a non-maskable interrupt. 

NMI interrupts are caused by the following condi­
tions: 

1. System Errors on the PCI Bus. SERR # is driven 
low by a PCI resource when this error occurs. 

2. Parity errors on the add-in memory boards on the 
ISA expansion bus. IOCHK# is driven low when 
this error occur~. 

The NMllogic incorporates two different 8-bit regis­
ters. These registers are addressed at locations 
061h and 070h. The status of Port (061 h) is read by 
the CPU to determine which source caused the NMI. 
Bits set to 1 in these ports show which device re­
quested an NMI interrupt. After the NMI interrupt 
routine processes the interrupt, the NMI status bits 
are cleared by the software. This is done by setting 
the corresponding enable/disable bit high. Port 
(070H) is the mask register for the NMI interrupts. 
This register can mask the NMI signal and also dis­
able or enable all NMI sources. 

The individual enable/disable bits clear the NMI de­
tect flip-flops when disabled. 

All NMI sources can be enabled or disabled by set­
ting Port 070h bit 7 to a 0 or 1. This disable function 
does not clear the NMI detect flip-flops. This means, 
if NMI is disabled then enabled via Port 070h, then 
an NMI will occur when Port 070h is re-enabled if 
one of the NMI detect flip-flops had been previously 
set. 

To ensure that all NMI requests are serviced, the 
NMI service routine software needs to incorporate a 
few very specific requirements. These requirements 
are due to the edge detect circuitry of the host mi­
croprocessor, 80386 or 80486. The software flow 
would need to be the following: 

1. NMI is detected by the processor on the rising 
edge of the NMI input. 

2. The processor will read the status stored in port 
061 h to determine what sources caused the NMI. 
The processor may then set to O·the register bits 
controlling the sources that it has determined to 
be active. Between the time the processor reads 

2·547 



82378 SYSTEM I/O (SIO) 

the NMlsources al1d sets them to a 0, an NMI 
may have been generated by another source. 
The level of NMI will then remain active. This new 
NMI source will not be recognized by the proces­
sor because there was no edge on NMI. 

3. The processor must then disable all NMI's by set­
ting bit 7 of port 070H to a 1 and then enable all 
NMI's by setting bit 7 of port 070H to a O. This will 
cause the NMI output to transition low then high if 
there are any pending NMI sources. The CPU's 
NMI input logic will then register a new NMI. 

Section 4.5 Control Registers, contains a detailed 
description of the NMI Status and Control Register 
(port 081 h) and the NMI Enable and Real-Time 
Clock Address Register at port 070h. 

5.9 Utility Bus Peripheral Support 

The Utility Bus is a secondary bus buffered from the 
ISA Bus used to interface with peripheral devices 
that do not require a high speed interface. The buffer 
control for the lower 8 data signals is provided by the 
SID via two control signals; UBUSOE # and 
UBUSTR. Figure 19 shows a block diagram of the 
external logic required as part of the decode and 
Utility Bus buffer control. 

intel~ 
The SIC) provides the address decode and three en­
coded chip selects to support: 

1. Floppy Controller 

2. Keyboard Controller 

3. Real Time Clock 

4. IDE Drive 

5.2 Serial Ports (COM1 and COM2) 

6. 1 Parallel Port (LPT1, 2, or 3) 

7. BIOS Memory 

8. Configuration Memory (8 Kbyte liD Mapped) 

The SIO also supports the following functions: 

1. Floppy DSKCHG Function 

2. Port 92 Function (Alternate A20 and Alternate 
Reset) 

3. Coprocessor Logic (FERR# and IGNNE# 
Function) 

The binary code formed by the three Encoded Chip 
Selects determines which Utility Bus device is se­
lected. The SID also provides an Encoded Chip Se­
lect Enable signal (ECSEN #) that is used to select 
between the two external decoders. A zero selects 
decoder 1 and a one. selects decoder 2. The table 
below shows the address decode for each of the 
Utility Bus devices. 

Table 29 NMI Source'Enable/Disable and Status Port Bits 

NMI Source I/O Port Bit for Status Reads I/O Port Bit fOr Enable/Disable 

10CHK# Port 061h, Bit 6 Port 061 h, Bit 3 

SERR# Port 061 h, Bit 7 Port 061 h, Bit 2 
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Table 30. Encoded Chip Select Summary Table 

ECSADDR2 ECSADDR1 ECSADDRO ECSEN# Address Decoded 
External Chip 

Note 
Cycle 

Select Type 

Decoder 1 
0 0 0 0 70h, 72h, 74, 76h RTCALE# I/OW 

0 0 1 0 71h, 73h, 75h, 77h RTCCS# I/OR/W 

0 1 0 0 60h,62h,64h,66h KEYBRDCS# I/OR/W 

0 1 1 0 OOOEOOOOh-OOOFFFFFh BIOSCS# 1 MEMR/W 
FFFEOOOOh-FFFFFFFFh 
FFFSOOOOh-FFFDFFFFh 

1 0 0 0 3FOh-3F7h (primary) FLOPPYCS# 2 I/O R/W 
370h-377h(secondary) 

1 0 1 0 1 FOh-1 F7h (primary) IDECSO# 2 I/OR/W 
170h-177h(secondary) 

1 1 0 0 3F6h-3F7h (primary) IDECS1 # 2 I/OR/W 
376h-377h(secondary) 

1 1 1 0 Reserved 

Decoder 2 
0 0 0 1 Reserved 

0 0 1 1 OCOOh CPAGECS# 3 1/0 RM 

0 1 0 1 OSOOh-OSFFh CFIGMEMCS# 3 I/OR/W 

0 1 1 1 3FSh-3FFh (COM1) COMACS# 4 I/OR/W 
-or-

2FSh-37Fh (COM2) 

1 0 0 1 3FSh-3FFh (COM1) COMBCS# 4 I/OR/W 
-or-

2FSh-37Fh (COM2) 

1 0 1 1 3BCh-3BFh (LPT1) LPTCS# 5 I/OR/W 
37Sh-37Fh (LPT2) 
27Sh-27Fh (LPT3) 

1 1 0 1 Reserved 

1 1 1 1 Idle State 

NOTES: 
1. The encoded chip select signals for BIOSCS# will always be generated for accesses to the upper 64 KB at the top of 

1 MByte (FOOOOh-FFFFFh) and its aliases at the top of the 4 GB and 4 GB-1 MByte. Access to the lower 64 KByte 
(EOOOOh-EFFFFh) and its aliases at the top of 4 GB and 4GB-1MB can be enabled or disabled through the SIO. An 
additional 384 KB of BIOS memory at the top of 4 GB (FFFDOOOOh-FFFDFFFFh) can be enabled for BIOS use. 

2. The primary and secondary locations are programmable through the SIO. Only one location range can be enabled at any 
one time. The floppy and IDE share the same enable and disable bit (i.e. if the floppy is set for primary, the IDE- is also 
set for primary). 

3. These signals can be used to select additional configuration RAM. 
4. COM1 and COM2 address ranges can be programmed for either port A (COMACS#) or port B (COMBCS#). 
5. Only one address range (LPT1, LPT2. or LPT3) can be programmed at anyone time. ' 
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Port 92h Function 

The 510 integrates the Port 92h Register. This regis­
ter provides the alternate reset (AL TRST) and alter­
nate A20 (AL T J20) functions. Figure 19 shows 
how these functions are tied into the system. 

DSKCHG Function 

DSKCHG is tied directly to the DSKCHG signal of 
the floppy controller. This signal is inverted and driv­
en onto system data line 7 (507) during I/O read 
cycles to floppy address locations 3F7h (primary) or 
377 (secondary) as indicated by Table 31. 

Table 31. DSKCHG Summary Table 

FLOPPYCS# Decode IDECSx# Decode State of SD7 (Output) State of UBUSOE # 

Enabled Enabled Tri-stated Enabled 

Enabled Disabled ' Driven via DSKCHG Disabled 

Disabled Enabled Tri-stated Enabled(1) 

Disabled Disabled Tri-stated Disabled 

NOTE: 
1. For this mode to be supported, extra logic is required to disable the U-bus transceiver for accesses to 3F7/377. This is 

necessary because of potential contention between the Utility bus buffer and a floppy on the ISA Bus driving the system 
bus at the same time during shared I/O accesses. 

Coprocessor Error Support 

If bit 5 in the ISA Clock Divisor Register is set to a 
one, the 510 will support coprocessor error reporting 
through the FERR#/IRQ13 signal. 

FERR # is tied directly to the Coprocessor error sig­
nal of the CPU. If FERR # is driven active in this 
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mode (coprocessor error detected by the CPU), an 
internallRQ13 is generated and the INT output from 
the SIO is driven active. When a write to I/O location 
FOh is detected, the 510 negates IRQ13 and drives 
IGNNE# active. IGNNE# remains active until 
FERR# is driven inactive. Note that IGNNE# is not 
generated unless FERR # is active. 
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Figure 19. Utility Bu~ External Support Logic 
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Utility Bus accesses by the SID, by an ISA master, and by the DMA is shown in Figure 20 and Figure 21. 
UBUSOE# and UBUSTR are driven differently for DMA cycles as shown in Figure 21. 
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Figure 20. Utility Bus Access (SIO and ISA Master) 
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Figure 21. Utility Bus Access (DMA) 
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5.10 Power Management 

The SIO's power management architecture is based 
around three core functions: 

1. SMM (System Management Mode) 

2. Clock Throttling 

3. APM (Advanced Power Management Interface) 

SMM is a mode during which an S Series Processor 
is executing SMM code from a secure memory 
space (SMRAM). SMM is invoked through the asser­
tion of an SMI (System Management Interrupt). 

.---~ISTPCLK# 

SMI# 

STPCLK# 
(pin 167) 

INIT 
(pin 136) 

SIO 
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Physically, this is signaled over the SMI# pin. SMI's 
are triggered by various hardware and software 
events. SMRAM is used to store the SMM code 
which is really the SMI interrupt handler routine. 

Clock Throttling will be used to reduce the power 
consumption of the CPU. STPCLK# is the physical 
signal used to control the CPU's clock. 

APM creates an interface to allow the Operating 
System to communicate with the SMM code. 

Figure 22 shows how the power management sig­
nals are connected in a Saturn based system with 
an S-series CPU. 

CPU SMIACT# 

CPURST SRESETnNIT 

SMIACT# 
INIT 

TAB 

Vee 

SMI# PCIRST# 
(pin 160) CDC 

PCIRST# SMI#I 
(pin 163).I+---~=========='-+jCPURST 

ALTRST# 
(pin 76)I-;:::~=)-------~SRESET# 

EXTSMI# 
(pin 171) 

External "Green" 
Interrupt SOurce 

290473-A3 

Figure 22. Power Management 

6.0 ELECTRICAL CHARACTERISTICS 

6.1 Absolute Maximum Ratings* 

Case Temperature under Bias ... -65·C to + 110·C 
Storage Temperature .......... - 65·C to + 150·C 
Supply Voltages 

with ~espec;t to Ground ... -O.5V to Vee + O.5V 
Voltage On Any Pin ......... -O.5V to Vee + O.5V 

* WARNING: Stressing the device beyond the '~b­
solute Maximum Ratings" may cause permanent 
damage. These are stress ratings only. Operation 
beyond the "Operating Conditions" is not recom­
mended and extended exposure beyond the "Oper­
ating Conditions" may affect device reliability. 
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7.0 MECHANICAL SPECIFICATIONS 

7.1 Package Diagram 

1+--------310.60:tO.20---------+~1 

157 

206 

• Note' Height Measurements same 
as Width Measurements 

J GAm 

52 

104 

I I 

I I 

Tolerance Window tor 
Lead Skew from Theoretical 
True Poeltlon 

I I 

-.1.-0.10 Max 
Unlts:mm 

290473-98 

Figure 23. 20S-Pin Quad Flat Pack (QFP) Package Dimensions 

b.\[Q)Wb.\OO©~. OOOIF@OOIMlb.\'U'O@OO I 
--------------------.................... -------------
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7.2 Thermal Specifications 
Table 32. 82378 QFP Package Thermal Characteristics 

Thermal Reslstance·oC/Watt 

Parameter 0 

8 Junction to Case 6.6 

8Case to Ambient 36.6 

8.0 TESTABILITY 

The TEST and TESTO pins are used to test the SIO. 
During normal operations, the TEST pin must be 
grounded. The test output TESTO may be left as a 
no·connect (NC). 

8.1 Global Tri-State 

The TEST pin and IR03 are used to provide a high­
impedance tri-state test mode. When the following 
input combination occurs, all outputs and bi-direc­
tional pins are tri-stated, with the exception of 
TESTO: 

TEST'= "1" 
IR03 = "1" 

The SIO must be reset after the bi-directional and 
output pins have been tri-stated in this manner. 

8.2 NAND Tree 

A NAND Tree is provided primarily for VILIVIH test­
ing. The NAND Tree is also useful for ATE at board 
level testing. The NAND Tree allows the tester to 
test the solder connections for each individual signal 
pin. 

The TEST pin, along with IR05 or IR06, activates 
the NAND Tree. All bi-directional pins, and certain 

Air Flow Rate (Ft.lMin) 

200 400 

6.6 6.6 

27.4 24 

pure output pins using bi-directional buffers for per­
formance reasons, are tri-stated when the following 
input combinations occur: 

TEST = "1" 
IR05 = "1" 

- or -
TEST = "1" 
IR06 = "0" 

In the 82378, the output pulse train is observed at 
the TESTO test output. Pure output pins are not in­
cluded directly in the NAND Tree. As noted in Sec­
tion 8.3, each output can be expected to toggle after 
the corresponding node noted next to the pin name 
toggles from a "1" to a "0". 

The sequence of the ATE test is as follows: 

1. Drive TEST and IR05 high or TEST high and 
IR06Iow. 

2. Drive each input and bi-directional pin noted in 
Section 8.3 high. 

3. Starting with the pin farthest from TESTO (SA8), 
individually drive each pin low. Expect TESTO to 
toggle with each pin. Expect each pure output 
noted in Section 8.3 to toggle after each corre­
sponding input pin has been driven low. 

4. Turn off tester drivers before driving TEST low. 

5. Reset the SIO prior to proceeding with further 
testing. 
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82378 SYSTEM I/O (SIO) 

8.3 NAND Tree Cell Order 
Table 33. NAND Tree Cell Order 

Tree Pin # Pin Name Notes 
Output # 

14 IR04 Reserved 

21 TESTO Test Mode Output 

1 11 IR05 Cell Closest to TESTO 

2 10 SA9 

3 9 IR06 

4 8 SA10 

5 7 IR07 

6 6 SA11 

7 5 SA12 

8 4 REFRESH# 

9 3 SA13 

10 207 SA14 

11 206 MASTER # 

12 205 SA15 

13 204 MEMW# 

14 203 MEMR# 

15 202 SA16 

16 201 SA17 

17 200 IOR# 

18 199 SA18 

19 198 IOW# 

20 197 SA19 

21 196 SMEMR# 

22 193 AEN 

23 192 SMEMW# 

24 191 IOCHRDY 

25 190 SDO 

26 189 SD1 
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82378 SYSTEM I/O (SIO) 

Table 33. NAND Tree Cell Order (Continued) 

Tree Pin # Pin Name Notes 
Output # 

27 188 ZEROWS# 

28 187 SD2 

29 186 SD3 

30 185 SD4 

31 184 IRQ9 

32 180 SD5 

33 179 SD6 

34 178 SD7 

35 177 RSTDRV 

36 176 IOCHK# 

175 ECSADDRO NAND Tree Output of Tree Cell 28 

174 ECSADDR1 NAND Tree Output of Tree Cell 29 

173 ECSADDR2 NAND Tree Output of Tree Cell 30 

37 172 IRQ8# 

38 171 EXTSMI# 

170 ECSEN# NAND Tree Output of Tree Cell 32 

169 TEST PI = > VCC, TEST must be '1' 

39 168 IRQ1 

167 STPCLK# 

40 166 SYSCLK 

165 UBUSTR NAND Tree Output of Tree Cell 33 

164 UBUSOE# NAND Tree Output of Tree Cell 34 

41 163 PCIRST# 

42 161 DSKCHG 

160 SMI# 

43 159 ADO 

44 155 AD1 

45 154 AD2 

46 153 AD3 
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82378 SYSTEM I/O (SIO) 

Table 33. NAND Tree Cell Order (Continued) 

Tree Pin # Pin Name Notes 
Output # 

47 152 AD4 

48 151 AD5 

49 150 AD6 

50 149 AD7 

51 148 AD8 

52 147 C/BEO# 

53 146 AD9 

54 143 AD10 

55 142 AD11 

56 141 AD12 

57 140 )l.D13 

58 139 AD14 

59 138 AD15 

60 137 C/BE1# , 

61 136 INIT 

62 135 PAR 

63 134 SERR# \ 

64 133 LOCK# 

65 132 STOP# 

66 128 DEVSEL# 

67 127 TRDY# 

68 126 IRDY# 

69 125 FRAME# 

70 124 C/BE2# 

71 123 AD16 

72 122 AD17 

73 121 AD18 

74 120 AD19 
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82378 SYSTEM 1/0 (SIO) 

Table 33. NAND Tree Cell Order (Continued) 

Tree 
Pin # Pin Name Notes 

Output # 

75 119 AD20 

76 118 AD21 

77 115 AD22 

78 114 AD23 

79 113 C/BE3# 

80 112 AD24 

81 111 AD25 

82 110 AD26 

83 109 AD27 

84 108 AD28 

85 107 AD29 

86 106 AD30 

87 102 AD31 

88 101 IDSEL 

89 100 REQ3# 

90 98 REQ1# 

91 97 REQU 

92 96 CPUREQ# 

95 CPUGNT# NAND Tree Output of Tree Cell 93 

94 GNT1# NAND Tree Output of Tree Cell 95 

93 93 REQO# 

92 GNTO# NAND Tree Output of Tree Cell 1 00 

94 90 PCICLK 

89 FLSHREQ# NAND Tree Output of Tree Cell 1 02 

95 88 MEMACK# 

87 MEMREQ# NAND Tree Output of Tree Cell 103 
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82378 SYSTEM 1/0 (SIO) intet® 
Table 33. NAND Tree Cell Order (Continued) 

Tree Pin # Pin Name Notes 
Output # 

86 MEMC8# NAND Tree Output of Tree Cell 1 04 

85 ALTJ20 NAND Tree Output of Tree Cell 105 

96 84 PIRQ[3]# 

97 83 PIRQ[2]# 

98 82 PIRQ[1]# 

99 81 PIRQ[O]# 

100 80 08C 

76 ALT_R8T# NAND Tree Output of Tree Cell 23 

75 INT NAND Tree Output of Tree Cell 24 

74 NMI NAND Tree Output of Tree Cell 25 

101 73 8PKR 

72 IGNNE# NAND Tree Output of Tree Cell 26 

102 71 FERR# 

103 70 8015 

104 69 8014 

105 68 8013 

106 67 8012 

107 65 OREQ7 

108 64 8011 

109 63 OACK7# 

110 62 8010 

111 61 OREQ6 

112 60 809 

113 59 OACK6# 

114 58 OREQ3 

115 57 OREQ2 

116 56 OREQ1 

117 55 808 

118 51 OREQ5 
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82378 SYSTEM 110 (SIO) 

Table 33. NAND Tree Cell Order (Continued) 

Tree 
Pin # Pin Name Notes 

Output# 

119 50 DACK5# 

120 49 DACK3# 

121 48 DACK1# 

122 47 DREQO 

123 46 LA17 

124 45 DACKO# 

125 44 LA18 

126 43 IRQ14 

127 42 LA19 

128 41 IRQ15 

129 40 LA20 

130 39 IRQ12/M 

131 38 LA21 

132 37 IRQ11 

133 36 LA22 

134 35 IRQ10 .. 

135 34 LA23 

136 33 IOCS16# 

137 32 SBHE# 

138 31 MEMCS16# 

139 30 SAO 

140 29 SA1 

141 28 SA2 

142 24 SA3 

143 23 BALE 

144 22 SA4 

145 20 EOP 

146 19 SA5 
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82378 SYSTEM I/O (SIO) 

Table 33. NAND Tree Cell Order (Continued) 

Tree 
Pin # Pin Name Notes 

Output # 

147 18 DACK2# 

148 17 SA6 

149 16 IA03 Output signals will transition from high-impedance state to driving state 
after this pin is driven low. 

150 15 SA7 

151 13 SA8 Cell furthest from TESTO Start of NAND Tree 

8.4 NAND Tree Diagram 

Figure 24 shows the NAND Tree Diagram. 

>---IGNNE# 

•• • _r--",""",", 
"'--1..1""-...... 

• •• 

290473-A4 

Figure 24. NAND Tree Diagram for 82378 
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82379AB SYSTEM I/O-APIC (SIO.A) 

• Provides the Bridge between the PCI • Arbitration for ISA Devices 
Bus and ISA Bus -ISA Masters 

• 100% PCI andlSA Compatible - DMA and Refresh 

- PCI and ISA Master/Slave Interface • Arbitration for PCI Devices 
- Directly Drives 10 PCI Loads and - Six PCI Masters Are Supported 

61SA Slots - Fixed, Rotating, or a Combination of 
- Supports PCI at 25 MHz and 33 MHz the Two 
- Supports ISA from 6 MHz to • Utility Bus (X-Bus) Peripheral Support 

8.33 MH~ - Provides Chip Select Decode 

• Enhanced DMA Functions - Controls Lower X-Bus Data Byte 
- Compatible DMA Transfers Transceiver 
- 27-Blt Addressabllity • Integrates the Functionality of One 
- Seven Independently Programmable 82C54 Timer 

Channels - System Timer 
- Functionality of Two 82C37 A DMA - Refresh Request 

Controllers' - Speaker Tone Output 

• Integrated Data Buffers to Improve • Integrates the Functionality of Two 
Performance 82C59 Interrupt Controllers 
- 8-Byte DMAIISA Master Line Buffer - 14 Interrupts Supported 
- 32-Bit Posted Memory Write Buffer - Edge/Level Selectable Interrupts: 

to ISA Each Interrupt Individually 

• Integrated 16-Bit BIOS Timer Programmable 

• Non-Maskable Interrupts (NMI) • Complete Support for SL Enhanced 
- PCI System Errors Intel486™ CPU's 
-ISA Parity Errors - SMI # Generation Based on System 

• Four Dedicated PCI Interrupts Hardware Events 

, - Level Sensitive - STPCLK # Generation to Power 

- Can be Mapped to Any Unused Down the CPU 

Interrupt • Integrated I/O Advanced 
Programmable Interrupt Controller 
(APIC) 

The 82379AB System I/O-APIC (SIO.A) component provides the bridge between the PCI bus and the ISA 
expansion bus. The 82379AB also integrates many of the common I/O functions found in today's ISA based 
PC systems. The 82379AB incorporates the logic for a PCI interface (master and slave), ISA interface (master 
and slave), enhanced seven channel DMA controller that supports data buffers to isolate the PCI bus from the 
ISA bus and to enhance performance, PCI and ISA arbitration, 14 level interrupt controller, a 16-bit BIOS timer, 
three programmable timer/counters, and Non-Maskable Interrupt (NMI) Control Logic. The 82379AB also 
provides decode for peripheral devices such as the Flash BIOS, Real Time Clock, Keyboard/Mouse Control­
ler, Floppy Controller, two Serial Ports, one Parallel Port, and IDE Hard Disk Drive. The 82379AB supports 
several Advanced Power Management features such as SMI # Interrupt. The 82379AB also supports a total of 
6 PCI Masters, and can support up to 4 PCI Interrupts. The 82379AB incorporates an Advanced Programma­
ble Interrupt Controller (APIC) that communicates with the processor via a dedicated two data bit bus. 
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82489DX 
ADVANCED PROGRAMMABLE 

INTERRUPT CONTROLLER 

82489DX FEATURES OVERVIEW • Inter-Processor Interrupts 

• Advanced Interrupt Controller for • Various Addressing Schemes-
32-Blt Operating Systems Broadcast, Fixed, Lowest Priority, etc. 

• Solution for Multiprocessor Interrupt • Compatibility Mode with 8259A 
Management • 32-Blt Internal Registers 

• Dynamic Interrupt Distribution for Load • Integrated Timer Support 
. Balanc::lng In MP Systems 

• Separate Nibble Bus (Interrupt • 33 MHz Operation 

Controller Communications (ICC) Bus) • 132-Lead PQFP Package, Package 
for Interrupt Messages Type KU 

(See Packaging Specification. Order Number: 240800) 
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Refer to Application Note AP-388: 82489DX User's Manual (Order Number 292116) when evaluating your 
design needs. . 

The complete document for this product is available on .Intel's "Data-on-Demand" CD-ROM product Contact 
your local Intel field sales office, Intel technical distributor, or call 1-800-548-4725. 
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82489DX 

1.0 INTRODUCTION, 

The 82489DX Advanced Programmable' Interrupt 
Controller provides multiprocessor interrupt man­
agement, providing both. static and dynamic sym­
metrical Interrupt distribution across all processors. 

The main funCtion of the 82489DX is to provide in­
terrupt management across all processors. This dy­
namic interrupt distribution includes routing of the in­
terrupt to the' lowest-priority processor. The 
82489DX works in systems with multiple I/O subsys­
tems, where each subsystem can have its own set 
of interrupts. This chip also provides inter-processor 
interrupts, allOwing any processor to interrupt any 
processor o~ set of processors. Each 82489DX I/O 
unit Interrupt Input pin is individually programmable 
by software as either edge or level triggered. The 
interrupt vector arid interrupt steering information 

.. ~ OATA/AOOR 8us 
To Processor/Mac 

t PINT 

rl Interrupt 
Management Logic 

,~ /".r 
O· 

can be specified per pin. A 32-bit wide timer is pro­
vi,ded that can be programmed to interrupt the local 
processor. The timer can be used as a counter to 
provide atimebase to software running on the proc­
essor, or to generate time slice interrupts locally to 
that processor. The 82489DX provides 32-bit soft­
ware access to its internal registers. Since no 
82489DX register reads have any side effects, the 
82489DX registers can be aliased to a user read­
only page for fast Liser access (e.g., performance 
monitoring timers). 

The 82489DX supports a generalized naming/ad­
dreSSing scheme that can be tailored by software to 
fit a variety of system architectures and usage mod­
els. It also supports 8259A compatibility by becom­
ing virtually transparent with regard to an externally 
connected 8259A style controller, making the 8259A 
visible to software. 

" ,7 J 
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FIgure 1. 82489DX Architecture 
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2.0 FUNCTIONAL OVERVIEW 

82489DX Functional Blocks 

824890X contains one Local Unit, one 1/0 unit and 
a timer. The ICC bus is used to pass interrupt mes­
sages. 

ICC BUS 

The ICC bus is a 5-wire synchronous bus connecting 
all 824890Xs (all 1/0 Units and all Local Units). The 
Local Units and 1/0 Units communicate over this 
ICC bus. Four of these five wires are used for data 
transmissions and arbitration, and one wire is a 
clock. 

LOCAL UNIT 

The Local Unit contains the necessary intelligence 
to determine whether or not its processor shbuld ac­
cept interrupt messages sent on the ICC bus by oth­
er Local Units and 1/0 Units. The Local Unit also 
prQvides local pending of interrupts" nesting and 
masking of interrupts, and handles all interactions 
with its local processor such as the INT/INTAlEOI 
protocol. The Local Unit further provides inter-proc­
essor interrupt functionality and a timer to its local 
processor. The interface of a processor to its 
824890X Local Unit is identical for every processor. 

1/0 UNIT 

The 1/0 Unit provides the interrupt input pins on 
which 1/0 devices il')ject interrupts into the system in 

82489DX 

the form of an edge or a level. The 1/0 unit also 
contains a Redirection Table for the interrupt input 
pins. Each entry in the Redirection Table can be in­
dividually programmed ,to indicate whether an inter­
rupt on th,e pin is recognized as either an edge or a 
level; what vector and also what priority the interrupt 

. has; and, which of all possible processors should 
service the interrupt and how to select that proces­
sor (statically or dynamically). The information in the 
table is used to send interrupt messages to all 
824890X Units via the ICC bus. 

TIMER 

The 824890X provides a 32-bit wide timer that can 
be programmed to interrupt the local processor. The 
timer can be used as a counter to provide a time­
base to software running on the processor, or to 
generate time-slice interrupts local to that proces­
sor. 

3.0 PIN DESCRIPTION 

The 824890X pin description is organized in a small 
number of functional groups. Pin definitions and pro­
tocols have been designed to minimize interface is­
sues. In particular, they support the notion of inde­
pendently controlled address and data phases. The 
primary host interfa~e is synchronous in nature. 

In the following pin definition table if the signal name 
has W over it, the signal is in its active state when it 
has a low level. The signal direction column identi­
fies output only signals as a continuous drive (0), 
tristate (TIS), or open drain (OlD). All bi-directional 
(BI-O) Signals have tri-stating outputs. 
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8248$DX 

Pin Definition Table 

Symbol Pin No. Type Function 

SYSTEM PINS 

RESET 65 I The RESET INPUT forces 82489DX to enter its initial state. The 82489DX 
local Unit in turn asserts it PRST (Processor Reset) output. All tri·state 
outputs remain in high impedance until explicitly enabled. 

ExtlNTA 41 (j The EXTERNAL INTERRUPT ACKNOWLEDGE output is asserted (high) 

: 
when an external interrupt controller (e.g., 8259) is expected to respond to 
the current INTA cycle. If deasserted (low), 82489DX will respond, and the 
INTA cycle must not be delivered to the external controller. 

ClKIN 57 I CLOCK INPUT provides reference timing for most of the bus signals. 

msT 56 I TEST ~ESET is the JTAG compatible boundary scan TAP controller reset 
phi. A weak pull-up keeps the pin high if not driven. 

TCK 55 I TEST CLOCK is the clock input for the JTAG compatible boundary scan 
controller and latches. 

TDI 53 I TEST DATA INPUT is the test data input pin for the JTAG compatible 
boundary scan chain and TAP controller. A weak pull-up,keeps this pin high 
if not driven. 

TOO 52 0 TEST DATA OUTPUT is the test data output for the JTAG compatible 
boundary scan chain. 

TMS 54 I TEST MODE SELECT is the test mode select' pin for the JT AG boundary 
scan TAP controller. A weak pull-up keeps this pin high if not driven. 

TIMER PIN 

TMBASE 59 I The TIME BASE input provides a standard frequency that is only used by 
the 82489DX timer and that is independent of the system clo~k. 

INTERRUPT PINS 

INTIN[15:0) 82-97 I These 16 INTERRUPT INPUT pins accept edge or level sensitive interrupt 
requests from 1/0 or other devices. The pin numbers are specified 
respectively. INTIN15 corresp6nds to pin number 82,INTIN14 corresponds 
to pin number 83 etc., and INTINO corresponds to pin number 97. These -
pins are active high. 

LlNTIN(1) 80 I Two LOCAL INTERRUPT INPUT pins accept edge or level sensitive 
lINTIN[O] 81 I interrupt requests that can only be delivered to the connected processor. 

These pins are active high. 

REGISTER ACCESS PINS 

ADS 64 I ADDRESS STROBE signal indicating the start of a bus cycle. 82489DX 
does not commit to start the cycle internally until BUS GRANT is detected 
active. 
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82489DX 

Pin Definition Table (Continued) 

Symbol Pin No. Type Function 

REGISTER ACCESS PINS (Continued) 

MIlO, 63 I Bus cycle definition signals. Note that since the 824890X registers can be 
O/~, 61 I mapped in either memory or I/O space, the MIlO pin is not used for register 
W/'R" 62 I access cycles; it is only used to decode interrupt acknowledge cycles. 

824890X does not respond to code read cycles. 

imT 66 I The BUS GRANT input is optional and is used to indicate the address phase of 
a bus cycle in configurations where address timing cannot be inferred from 
ADS. This signal is really used as an address latch enable, but is named as it is 
to indicate that it can normally be connected to the Intel Cache Controller 
generated Signal of the same name. Must be tied low if not used. 

~ 74 I The CHIP SELECT input indicates that the 824890X registers are being 
addressed. 

A3 31 BI-O The address pins are used as inputs in addressing internal register space. 
A4 29 BI-O Output function is reserved. They are also used to latch local unit 10 on reset. 
A5 28 BI-O 
A6 27 BI-O 
A7 26 BI-O 
A8 24 BI-O 
A9 22 BI-O 
A10 21 BI-O 

, 

DCE 73 I DATA LATCH/ENABLE is optional and is used to indicate committing the data 
phase of a bus cycle in configurations where data timing cannot be inferred 
from other cycle timings. Must be tied low if not used. 

031 105 BI-O The OAT A BUS is for all register accesses and interrupt vectoring. 
030 107 BI-O 
029 109 BI-O 
028 110 BI-O 
027 111 BI-O 
026 112 BI-O 
025 114 BI-O 
024 115 BI-O 
023 116 BI-O 
022 118 BI-O \ 

021 119 BI-O / 

020 121 BI-O 
019 / 122 BI-O 
018 123 BI-O 
017 124 BI-O 
016 125 81-0 
015 128 BI-O, 
014 129 81-0 
013 130 BI-O" 
012 131 81-0 
011 2 BI-O 
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82489DX 

Pin Definition Table (Continued) 

Symbol Pin No. Type Function· 

REGISTER ACCESS PINS (Continued) 

010 3 81-0 
09 4 81-0 
08 7 BI-O 
07 8 81-0 
06 9 81-0 
05 11 81-0 
04 12 81-0 
03 13 81-0 
02 14 81-0 
01 16 81-0 
DO 18 81-0 

OP3 101 81-0 One Data Parity pin for each byte on the data bus. EVEN parity is generated 
OP2 102 81-0 any time the data bus is driven by the 824890X. 
OP1 103 81-0 
OPO 104 81-0 

RDY 43 0 READY output indicates that the current bus cycle is complete. In the case of 
a read cycle, valid data and the return to inactive state after going active low 
may be delayed till OLE goes active. 

PROCESSOR PINS 

PINT 35 TIS The PROCESSOR INTERRUPT OUTPUT indicates to the processor that one 
or more maskable interrupts are pending. This pin is tri-stated at reset, and has 
an internal pull-down resistor to prevent false signaling to the processor until 
the 824890X local Unit is enabled and this pin is actively driven. 

PRST 38 0 The PROCESSOR RESET OUTPUT is assertedl de-asserted upon 824890X 
reset, and also in response to ICC bus messages with "RESET" delivery 
mode. This pin should be used with care. 

PNMI 37 TIS The NON·MASKABLE INTERRUPT output is signaled in respone to ICC bus 
messages with "NMI" delivery mode. This pin is tri-stated at reset, and has an 
internal pull-down resistor to prevent false signaling to the processor until the 
local Unit is enabled and this pin is actively driven. 

ICC BUS PINS 

IClK 60 I The ICC BUS CLOCK input provides synchronous operation of the ICC bus. 

MBI[3:0j 76-79 I The four ICC BUS IN inputs are used for incoming ICC bus messages. In 
smaller configurations the ICC bus input and outputs may be tied directly 
together at the pins. Pin number for MBI3 is 76, M812 is 77, MBI1 is 78 and 
MBIO is 79. 

MB03 45 010 The four ICC BUS OUT outputs are used for outgoing ICC bus messages. The 
MB02 48 current capacity is only 4 rnA. So external buffers will be needed. 
MB01 49 
MBOO 51 
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82489DX 

Pin Definition Table (Continued) 

Symbol Pin No. Type Function 

RESERVED PINS 

Reserved 34,42 NC These pins MUST BE LEFT OPEN. 

Reserved 70, 72, 75 Reserved by Intel. These pins should be strapped to Vee. 

Reserved 71,19,20 Reserved by Intel. These pins should be strapped to GND. 

POWER AND GROUND PINS 

Vcc 1,32,69,98 POWER Nominally +5V. These pins along with VSS and VSSI should be 
separately bypassed. 

Vccp 6,15,25,100, POWER Nominally + 5V. These pins along with Vssp should be separately 
108,117,126 bypassed. 

Vccpo 39,46 POWER Nominally + 5V. These pins along with V sspo should be separately 
bypassed. 

Vss 5,33,67, GND Nominally OV. These pins along with Vcc should be separately 
68,99 bypassed. 

VSSP 10; 17, 23, 30, GND Nominally OV. These pins along with Vccp should be separately 
106,113,120, bypassed. 

127,132, 

Vsspo 36,40,44, GND Nominally OV. These pins along with Vccpo should be separately 
47,50 bypassed. 

VSSI 58 GND Nominalry OV. These pins along with Vce should be separately' 
bypassed. 

NOTE: 
Vee, VccP and Veepo should be of same voltage. Vss, Vssp, Vsspo and VSSI should be OV. 

4.0 FUNCTIONAL DESCRIPTION 

As far as interrupt management is concerned, the 
82489DX's interrupt control function spans over two 
functional units, the 1/0 Unit of which there is one 
per 1/0 subsystem, and the Local Unit of which 
there is one per processor. 82489DX has one 1/0 
unit and one Local Unit in a single package. This 
section takes a detailed look at both local and 1/0 
Units. 

I 

I/O Unit 
The 1/0 Unit consists of a set of Interrupt Input pins, 
an Interrupt Redirection Table, and a message unit 
for sending and receiving messages from the ICC 
bus. The 1/0 Unit is where 1/0 devices inject their 
interrupts, the 1/0 Unit selects the corresponding 
entry in the Redirection Table and uses the informa­
tion in that entry to format an interrupt request 
message. The message unit then broadcasts this 
message over the ICC bus. The content of the Redi­
rection Table is under software control and is as­
signed benign defaults upon reset. The masks in the 
Redirectional Table entries are set to 1 at hardware 
reset to disable the interrupts. 
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S2489DX 

Local Unit 
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Interrupt Management of the Local Unit is responsi­
ble for local interrupt sources, interrupt acceptance, 
dispensing interrupts to the processor, and sending 
inter-processor interrupts. Depending on the delivery 

mode of the interrupt, zero, one or more units can 
accept an interrupt. A Local Unit accepts an inter­
rupt only if it will deliver the interrupt to its processor. 
Accepting an interrupt is purely an inter-82489DX 
matter; dispensing an interrupt to the local proces­
sor only involves a 82489DX and its local processor. 
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5.0 INTERRUPT CONTROL 
MECHANISM 

This section describes briefly the interrupt control 
mechanism in the 82489DX. 

5.1 Interrupts 

The interrupt control function of all 82489DXs are 
collectively responsible for delivering interrupts from 
interrupt sources to interrupt destinations in the mUl­
tiprocessor system. When a processor accepts an 
interrupt, it uses the vector to locate the entry point 
of the handler in its interrupt table. The 82489DX 
architecture allows for 16 possible interrupt priori­
ties; zero being the lowest priority and 15 being the 

highest. Priority of interrupt A "is higher than" the 
priority of interrupt B if servicing A is more urgent 
than servicing B. An interrupt's priority is implied by 
its vector; namely priority ~ vector 116. 

With 256 vectors and 16 different priorities, this im­
plies that 16 different interrupt vectors can share a 
single interrupt priority. 

TOTAL ALLOWED INTERRUPT VECTORS 

Out of 256 vectors, interrupt vectors 0 to 15 should 
not be used in the 82489DX. Only 240 interrupt vec­
tors (vectors from 16 to 255) are supported in the 
82489DX. 

PNMI 
Register Access ..... . . ., Register Access ..... Register Access ..... . . ., 
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INTERRUPT SOURCES 

Interrupts are generated by a number of different in-
terrupt sources in the system. ' 

Possible interrupt sources are: 

• Externally connected (I/O) devices. Interrupts 
from these external sources manifest themselves 
as edges or levels on interrupt input pins and can 
be redirected to ahy processor. 

• Locally connected devices. These originate as 
edges or levels on interrupt pins, but they are al­
ways directed to the local processor only. 

• 82489DX timer generated interrupts. Like locally 
connected devices, 82489DX timer can only in~ 
terrupt its local processor. 

• Processors. A processor can interrupt any indi­
vidual processor or sets of processors. This sup­
ports software self-interrupts, preemptive sched­
uling, TLB flushing, and interrupt forwarding. A 
processor generates interrupts by writing to the 
interrupt command register in its Local Unit. 

INTERRUPT DESTINATIONS 

I/O Units can only source interrupts whereas Local 
Units can both source and accept interrupts, so 
whenever "interrupt destination" is discussed, it is 
implied that the Local Unit is the destination of the 
interrupt. In physical mode the destination processor 
is specified by a unique 8-bit 82489DX local 10. Only 
a single destination or a broadcast to all (LOCAL 10 
of all ones) can be specified in physical destination 
mode. 

In logical mode destinations are specified using a 
32-bit destination field. All Local Units contain a 
32-bit Logical Destination register against which the 
destination field of the interrupt is matched to deter­
mine if the receiver is being targeted by the interrupt. 
An additional 32-bit Destination Format register in 
each Local Unit enables the logical mode address­
ing. 
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INTERRUPT DELIVERY 

The description of interrupt delivery makes frequent 
use of the following terms: 

• Each processor has a processor priority that re­
flects the relative importance of the code the 
processor is currently executing. This code can 
be part of a process or thread, or can be an inter­
rupt handler. A processor's priority fluctuates as a 
processor switches threads, a thread or handler 
raises and lowers its priority level to mask out 
interrupt, and the processor enters an interrupt 
handler and returns from an interrupt handler to 
previously interrupted activity. 

• A processor is lowest priority within a given group 
of processors if its processor priority is the lowest 
of all processors in the group. Note that more 
than one processor can be the lowest priority in a 
given group. 

• A processor is the focus of an interrupt if it is 
currently servicing that interrupt, or if it currently 
has a request pending for the interrupt. 

Interrupt delivery begins with an interrupt source in· 
jecting its interrupt into the interrupt system at one of 
the 82489DX. Delivery is complete only when the 
servicing processor tells its 82489DX Local Unit it is 
complete by issuing an end-of-interrupt(EOI) com· 
mand to its 82489DX Local Unit. Only then has all 
(relevant) internal state regarding that occurrence of 
the interrupt been erased. The interrupt 'system 
guarantees exactly-once delivery semantics of inter­
rupts to the specified destinations. Exactly-once 
guaranteed delivery implies a number of things: 

• The interrupt system never rejects interrupts; it 
never NAKs interrupt injection, interrupts are nev­
er lost, and the same interrupt (occurrence) is 
never delivered more than once. 

Clearly a single edge interrupt or level interrupt 
counts as a single occurrence of an interrupt. In uni­
processor systems, an occurrence of an interrupt 
that is already pending (IRR) cannot be distin· 
guished from the previous occurrence. All occur­
rences are recorded in the same IRR bit. They are 
therefore treated as ~'the same" interrupt occur­
rence. 
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For lowest-priority delivery mode, by delivering an 
interrupt first to its focus processor (if it currently has 
one), the identical behavior can be achieved in a MP 
(Multiprocessor) system. If an interrupt has a focus 
processor then the interrupt will be delivered to the 
interrupt's focus processor independent of priority 

'information. This means that even if there is a lower 
priority processor compared to the focus processor, 
the interrupt still gets delivered to the focus proces­
sor. 

Each edge occurring on an edge triggered interrupt 
input pin is clearly a one-shot event; each occur­
rence of an edge is delivered. An active level on a 
level triggered interrupt input pin represents more of 
a "continuous event". Repeatedly broadcasting an 
interrupt message while the level is active would 
cause flooding of the ICC bus, and in effect trans­
mits very little useful information since the same 
processor (the focus) would have to be the target. 

Instead, for level triggered interrupts the 824890X 
merely recreate the state of the interrupt input pin at 
the destination. The source 824890X accomplishes 
this by tracking the state of the appropriate destina­
tion 824890X's Interrupt Request Register (or pend­
ing bit) and only sending inter-824890X messages 
when the state of the interrupt input pin and the des­
tination's interrupt request enter a disagreement. 
Unlike edge triggered interrupts, when a level inter­
rupt goes into service, the interrupt request at the 
servicing 824890X is not automatically removed. If 
the handler of a level sensitive interrupt executes an 
EOI then that interrupt will immediately be raised to 
the processor again, unless the processor has ex­
pliCitly raised its task priority, qr the source of that 
interrupt has been removed. 

5.2 Interrupt Redirection 
This section specifically talks about how a processor 
is picked during interrupt delivery. The 824890X 
supports two modes for selecting the destination 
processor: Fixed and Lowest Priority. 

• Fixed Del/very Mode 
In fixed delivery mode, the interrupt is uncondi­
tionally delivered to all local 824890Xs that 
match in the destination information supplied with 
the interrupt. Note that for 110 device interrupts 
typically only a single 824890X would be listed in 
the destination. Priority and focus information are 
ignored. If the priority of a destination processor 
equal to or higher than the priority of the interrupt, 
then the interrupt is held pending locally in the 
destination processor's Local Unit, until the proc­
essor priority becomes low enough at which time 
the interrupt is dispensed to the processor. More 
than one processor can be the destination in 
fixed-delivery mode. 
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• Lowest Priority Del/very Mode 
Under the lowest priority delivery mode, the proc­
essor to handle the interrupt is the one in the 
specified destination with, the ,lowest processor 
priority value. If more than one processor is at the 
lowest priority, then a unique arbitration 10 is 
used to break ties. For lowest priority dynamic 
delivery, the interrupt will alWaYS be taken by its 
focus processor if it has one. The lowest priority 
delivery method assures minimum interruption of 
high priority tasks. Since each Local Unit only 
knows Its own processor priority, determining the 
lowest priority processor is done by arbitration on 
the ICC bus. Only one processor can be the des­
tination in lowest-priority delivery mode. 

INTER·82489DX COMMUNICATION 

All 110 and Local Units communicate during interrupt 
delivery. Interrupt information is exchanged between 
different units on a dedicated five wire ICC bus in the, 
form of broadcast messages. A 824890X Unit's 8-bit 
10 is used as its name for the purpose of using the 
ICC bus, and all 824890X units using one ICC bus 
should be assigned a different 10. The Arbitration 10 
of the Local Units used to resolve ties during lowest 
priority arbitration is al,so derived from the Local 
Unit's 10. 

16.0 GUIDELINES FOR 82489DX 
USERS 

16.1 Initialization 
This section outlines one possible initialization sce­
nario. Other scenarios are certainly possible, and 
one would be selected as part of a platform stan­
dard initialization scheme. The intent of this section 
is to illustrate that the initialization support provided 
by the 824890X is adequate to support MP (Multi­
processor) system initialization. 

Each 824890X has a RESET input pin connected to 
a common Reset line. Upon system reset, this com­
mon reset line is activated, causing all the 
824890Xs to go through reset. All 824890X local 
units (note: only local units and not 1/0 units) latch 
their 10 from their address bus on reset. The 10 can 
be provided by the bus control agent based on slot 
number. 

The local units next assert their processor's Reset 
pin, holding the processor in reset, and next perform 
their internal reset, setting all registers to their initial 
state. The initial state of all 824890X Units (both 
local and 1/0 units) is "all masks set" and all Local 
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Units disabled; registers are otherwise initialized to 
zero. Note that the PINT and PNMI output pins are in 
tri-state mode when the local unit is disabled. After 
this, each 82489DX local unit will deassert its proc­
essor's Reset pin, allowing the processors to come 
out of reset and perform self test and start executing 
initialization code. 

Note that while connecting PRST pin it should be 
noted that whenever PRST pin is activated by 
82489DX either because of software reset message 
or hardware reset, the 82489DX itself is reset. It 
should be taken care in the Cases of Warm reset 
where only processors need to be reset and not the 
interrupt controller. In brief, the usage of PRST de­
pends upon the system requirement on various re­
set. 

Somewhere in this code sequence, the processors 
that are "alive" will enable their 82489DX local units, 
and attempt to force all the other processors back 
into Reset. Forcing the other processors into reset is 
performed by sending them the inter-processor in­
terrupt with Destination Mode = "Physical", Deliv­
ery Mode = "Reset", Trigger Mode = "Level", 
Level = "1", and Destination Shorthand = "All Excl 
Self". Only the first processor to get the ICC bus will 
succeed in sending this signal and reset all other 
82489DXs and their processors. The other proces­
sors are kept in reset until such time that an MP 
operating system decides they can become active 
again. The only running processor next performs the 
rest of system initialization. 

Eventually, an MP operating system will be booted 
at which time the operating system would send 
"deassert reset" interprocessor signals to activate 
the other processors in the system. A mechanism 
must be provided by the platform that allows the 
added processors to differentiate the very first reset 
from a subsequent one. 

16.2 Compatibility 

CQMPATIBILITY LEVELS 

The 82489DX can be used in conjunction with stan­
dard 8259A-style interrupt controllers to provide a 
range of compatibility levels. • 

At the lowest level we have "PC shrink-wrap" com­
patibility. This level effectively creates a uniproces­
sor hardware environment within the MP platform 
capable of booting/running DOS shrinkwrap soft­
ware. In this mode, only the 8259A generates inter-
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rupts and the 82489DX becomes a virtual wire. The 
interrupt latency can be minimized by connecting the 
8259A interrupt to local unit directly. 

The next level preserves the software compatible 
view of an 8259A but it allows more than one proc­
essor to be active in the system. This results in an 
asymmetrical arrangement, with one processor field­
ing all 8259A interrupts but with added inter-proces­
sor interrupt capability. In this mode, 82489DX 
"merges" 8259A interrupts with inter-processor in­
terrupts. Existing 1/0 drivers would be bound to the 
compatible CPU and interface directly with the 
8259A. 

At the next compatibility level, 8259A compatible 
drivers can be mixed with native 82489DX drivers. 
Devices can generate interrupts at either 8259A or 
an 82489DX. This provides for partial symmetry as 
individual drivers migrate from the 8259A to native 
82489DXs. 

Another 8259A compatible point can be defined for 
MP systems. Each processor could have its own 

. compatible 8259A controllers, allowing multiple 
processors to run compatible 1/0 drivers, but stati­
cally spreading the load across the available proces­
sors. 

82489DX/8259A INTERACTION 

The principle of compatible operation is very 
straightforward; the 82489DX(s) become a virtual 
wire connecting the 8259A's INT output through to 
the processor, while at the same time making 8259A 
visible to the processor. 

The two connection schemes described only differ 
in the number of 82489DX(s) (one or two) that are 
located in the path from the 8259A to the processor. 
In the one 82489DX example. illustrated.in Figure 37, 
the INT output of the 8259A connects to one of the 
Interrupt Input pins of the 82489DX through an edge 
generation logiC. This could be an interrupt pin on 
the 82489DX's 1/0 unit or local unit; assume a local 
interrupt input is used. The Local Vector Table entry 
for the interrupt pin that connects to the 8259A is set 
up with a Delivery Mode of "ExtINT" and edge trig­
ger mode. This indicates that the interrupt is gener­
ated by an external controller. The processor's INT 
pin connects to the 82489DX PINT pin. 
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This setup enables the 82489DX local unit to detect 
assertions (up-edges) of the 8259A's INT output pin 
and pass this on to the processor's INT input. 
82489DX asserts ExtlNTA pin along with (one clock 
prior to) PINT pin to indicate "8259" interrupt. When 
the processor performs its INTA cycle the 82489DX 
itself does not respond other than deasserti'l PINT 
to the processor. At the third clock after AD in the 
second bus cycle of INTA cycle ExtlNTA is deassert­
ed. External logic should make use of the ExtlNTA 
signal to make the INTA cycle visible to the 8259A 
and the 8259A should Provide the vector. At the 
same time, the local unit considers the external re­
quest as delivered, and need not wait for t~e exter­
nal 8259A's INT to be deasserted. A new up-er;lge 
must be generated on the 8259A INT pin before the 
loesl unit will assert the processor's INT pin on be­
half of the 8259A. External edge generation logic 
should be used for this. Compatible software inter­
acts directly with the 8259A. 

The mechanism is essentially the same in the two-
82489DX scheme. The difference is that the 8259A 
connects to an interrupt input pin of the 82489DX 
I/O unit in the I/O system. The Redirection Table 
entry for this pin is again programmed with an 
"ExtINT" Delivery Mode, and the (Single) 82489DX 
destination 10caiiD corresponding to the compatible 
DOS processor. Capturing the up-edges of the 
8259A's INT pin by the 82489DX local unit now in­
volves sending messages from the 82489DX I/O 
unit to the 82489DX local unit via the ICC bus. The 
"virtual wire" now includes messages over the ICC 
bus. 

Adding inter-processor ICC interrupts (or any other 
82489DX geners-ted interrupts) to the compatible 
operation is accomplished by having the 82489DX 
internally OR the 8259A's INT request with any 
82489DX interrupt request. 

Before the 82489DX actually sends the intelTllpt sig­
nal to the processor. the 82489DX decides whether 
it does this for an 82489DX interrupt or whether it 
does this on behalf of the external controller. When 
the processor performs the 'corresponding INTA cy­
cle, only the 82489DX knows whether it should re­
spond with a vector, or whether the extern~1 8259A 
should. 

If the 82489DX needs to respond, then it will enable 
an externally implemented trap that prevents the 
8259A from seeing the INTA cycle. If the 8259A 
needs to respond, then the 82489DX will not enable 
the INTA trap, and the INTA will be allowed to reach 
the 8259A. 82489DX implements this by asserting 
its EXTINTA pin to indicate external 8259A should 
respond with the vector. The 82489DX local unit 
controls the INTA trap via its "ExtINTA" output pin; 
the 82489DX does not actually provide the trap it-
self. . 
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82489DX/8259A DUAL MODE CONNECTION 

In systems that can be booted either as a configura­
tion with compatible 8259A or without, device inter­
rupt lines are connected to both the Interrupt Re­
quest pins of the 8259A and Interrupt Input pins of 
the 82489DX with all interrupts either masked at the 
82489DX or at the 8259A. Some EISA and Micro­
Channel chip sets that include on-chip 8259As also 
have internally connected interrupt requests. For ex­
ample, the 82357 (the ISP of the EISA chipset) gen­
erates timer and DMA chaining interrupts internally. 
These are not available as separate interrupts out­
side the ISP. In non-compatible mode the ISP timers 
are not used, since each local 82489DX unit pro­
vides its own timer. Therefore, the ISP's 8259A is 
configured to mask out all interrupts except the DMA 
chaining interrupt which is configured in level-sensi­
tive, auto EOI mode. This causes the 8259A's INT 
output to track the state of the internal DMA inter­
rupt request. The 8259A's INT output is then con­
nected to one of the 82489DX interrupt input pins 
programmed to generate a regular (i.e., not 
"ExtINT") level-sensitive interrupt. The ISP 8259A 
then no longer functions as an external interrupt 
controller; it has been logically disabled, and it 
needs no interrupt acknowledge or EOI. The INTA 
and EOI cycles occur only at the 82489DX. It should 
be noted that 82489DX accepts only active high lev­
el/edge interrupt inputs. External programmable log­
ic should take care of polarity reversal that may be 
neede,d in EISA system for sharing of interrupts. 
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INTRODUCTION 

82489DX is the new interrupt controller for high per­
formance systems and 32-bit OS. Some important con­
siderations for hardware designers are given. This ap­
plication note will provide information of all registers 
in 82489DX and their bits and bytes organization. The 
control word for various programming options are giv­
en in a tabular format. Some programming hints are 
given to facilitate a quick understanding of the inter­
rupt architecture and the priority model in 82489DX. 

The programming model discusses the registers, their 
data structure like fields, bits, bytes and default register 
values. The system considerations and key points to be 
noted while programming 82489DX are discussed next. 
Typical examples of initialization, interrupt service rou­
tine and SplO routines are given. The notes discuss im­
portant hardware design considerations. 

Related Reference Materials 

1) 82489DX Data Book, Order Number 290446. 

2) An APIC based Symmetric Multiprocessor System 
Design AP-474, Order Number 241521. 

REGISTER ORGANIZATION 

The 82489DX contains both the local unit and I/O 
unit. I/O unit has its own Unit ID and local unit has its 
own Unit ID. Both units are operational at all times 
once they are enabled and the access can be done to 
both units. It should he noted that the local unit has its 
own version register, and I/O unit has its own version 
register, namely, I/O version register. The unit enable 
bit is provided for local unit and it is not provided for 
I/O unit. However, I/O unit has mask bit for each 
redirection table entry to mask the interrupts. Func­
tionally I/O unit can only transmit interrupt messages 
whereas local unit can both transmit and receive inter­
rupt messages. In summary, 82489D)( should be 
viewed as an integrated chip having a local unit and an 
I/O unit both capable of operating at the same time. 

INITIAL REGISTER VALUES AFTER 
HARDWARE RESET 

The local unit ID register latches the value on the ad­
dress pins A3 to AIO after hardware reset whereas the 
I/O unit ID register gets cleared to 0 after hardware 
reset. The local unit Version Register is cleared to 0 
wheJ;eas the I/O unit Version Register contains 1111 in 
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its Max Redir Entry field. The interrupt masks in the 
local timer vector table register and in the I/O redirec­
tion table entry(31 :0) registers are set so that after reset 
all the interrupts are masked. The spurious vector regis­
ter's unit enable bit is cleared so that local unit is dis­
abled after hardware reset. Since all the interrupts are 
masked after hardware reset, the I/O unit will not 
transmit any interrupt after hardware reset until mask 
is cleared specifically by software and the interrupt is 
active. 

All other registers are cleared to 0 after hardware reset. 

SYSTEM CONSIDERATIONS WHILE 
PROGRAMMING THE 82489DX 

The 82489DX register data structure contains different 
fields to specify the mode of operations and the options 
available within each mode. Since certain options are 
applicable to specific modes only (for example "Remote 
Read" mode applies only to Interrupt Command Regis­
ter, it does not have any relevance to I/O unit's redirec­
tion tables) the following programming hints are pro­
vided. 

82489DX and Memory Mapping 

The 82489DX is a 32-bit high performance interrupt 
controller. It allows the CPU to do 32-bit read and 
write to it. By memory mapping the 82489DX, system 
performance can be enhanced. Even though the 
82489DX can be memory mapped, its functionality as 
an interrupt controller should be kept in mind while 
programming the virtual memory management control 
data structure. The caching policy for the page where 
an 82489DX is mapped should also be done with the 
functionality of the 82489DX in mind. For example, 
the reads to an 82489DX should not be cached and 
writes should be write-through. Since 82489DX regis­
ters are aligned at 128-bit boundaries, memory map­
ping the 82489DX with interleaved memory system 
should not be a problem. However, it should be, noted 
that the 82489DX does not support pipelining. 

Unique ID Requirement 

All the local units and I/O units hooked on an Icc bus 
should have an unique ID before they can use the bus. 
This should be ensured by the programmer, since for 
ICC bus arbitration the units (whether it is local unit or 
I/O unit) arbitrate with their unit ID. 
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PROGRAMMING THE LOCAL UNIT 

Dos and Don'ts 
1. The local interrupt vector table entry (and the I/O 

unit redirection table entry) should not be pro­
grammed for "Remote Read" Delivery mode. In 
other words, only Interrupt Command register sup­
ports "Remote Read" Delivery mode. 

2. Local Interrupts should not be programmed with 
"Lowest Priority" Delivery mode. 

3. Local Interrupts should not be programmed with 
"Reset" Delivery ,mode. 

4. It is not recommended to use level triggered mode 
except for "Reset Deassert" messages. 

Atomic Write Read to Task Priority 
Register 

• 
This section discusses issues regarding write buffer 
flushing and necessity of atomicity of task priority reg­
ister programming. 

Typically, the task priority register is written with high­
er priority to mask certain low level interrupts before 
entering into a critical section code. In a system where 
an 82489DX is memory mapped the CPU may buffer 
this task priority register write to its on chip write buff­
er. The following scenario can happen in such situation: 
CPU posts task priority register write to its on chip 
write buffer and enters into the critical code. A lower 
priority interrupt (which should not enter the critical 
code) interrupts the CPU before the write buffer gets 
flushed illto task priority register). The CPU now erra­
neously accepts the lower priority interrupt. To avoid 
the situation, atomic write and read to task priority 
register should be done. The read following write en­
sures that the write buffer is flushed to task priority 
register and the atomicity ensures that no interrupt will 
be accepted by the CPU during its write to task priori­
ty. In case if the CPU itself takes care of flushing its 
write buffers before INT A cycle, there is no problem. 
However, if there are system posted write buffers then 
external logic should make sure to flush the system 
write buffers before INTA-cycle. 

Task Priority Register and Total Usable 
Vectors 

Task priority register is used to specify the priority of 
the task the processor is executing. In 8259 the priority 
is defined only among the interrupts that it handles. 
82489DX goes further ahead in handling priority. In 
multitasking system, in addition to device interrupts, 
various tasks have different priority and 82489DX al­
lows consideration of the priority at system level. The 
processor specifies the priority of the task it executes by 
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writing to task priority register. Now any interrupts at 
or below the task priority will be masked until the task 
priority gets lowered. The masking granularity is at pri­
ority level. Out of 256 interrupt vectors 16 priority lev­
els are specified and 16 vectors share one priority level. 
Since the masking granularity by the task priority regis­
ter is at priority level, group of 16 vectors get masked 
when a local unit increases its task priority by one level. 

When task priority register is at its minimum level of 0, 
interrupt vectors having level 1 to 16 are passed to 
CPU. Stated in other words, even when the task priori­
ty register is at its minimum (level of 0), interrupt vec­
tors at level ° will be masked. This means that the in­
terrupts should· not be programmed with vectors 0 to 
15. So out of 256 interrupt vectors, only 240 interrupt 
vectors (vector 16 to 255) can be used in 82489DX. 

ISRIIRR/TMR 

1. Bits 0-15 of IRR/ISR/TMR do not track inter­
rupt. No interrupt of vector number from 0-15 can 
be posted. The total interrupts supported are 240. 
This can be easily explained by the way the priority 
mechanism is defined. When reading the lowest 32 
bits of this register, 0 will always be returned for the 
lower 16 bits. 

Interrupt Command Register 
Programming Considerations 

The interrupt command register (31 :0) has the side ef­
fect of sending interrupt once it is written. There is no 
mask bit associated with Interrupt Command Register. 
Once interrupt command register (31 :0) is written, the 
interrupt is sent from the local unit. The interrupt des­
tination is provided in the interrupt command register 
(63:32). So, the interrupt command register (63:32) 
should always be programmed before the interrupt 
command register (31 :0) is programmed. 

Program interrupt Command Register(63:32) 

Program interrupt Command Reglster(31 :0) 
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CRITICAL REGIONS AND MUTUAL EXCLUSION 

This section discusses the reasons for mutual exclusion 
to be exercised when writing to interrupt command reg­
ister. Each 82489PX has a single Interrupt Command 
Register that is used to send interrupts to other proces­
sors. The programmer should make sure to synchronize 
access to this register. Specifically, (1) writing all fields 
of the register (MSB), (2)' Sending the interrupt mes­
sage (by writing the LSB register), and (3) waiting for 
Delivery State to become Idle again, should occur as a 
single atomic operation. For example, if interrupt han­
dlers are also allowed to send inter processor interrupts, 
then interrupt dispensing to the processor must be dis­
abled for the duration of these activities so that inter­
rupt handlers are excluded from accessing the ICR. 
This is explained as follows. Let us assume in a typical 
MP system preemptive scheduling (on another proces­
sor) is implemented by sending inter processor inter­
rupts (IPls). IPI can be also used for clock distribution 
in an asymmetric system where the timer interrupts 
only one processor and that processor notifies all other 
processors in the system through IPI. Inter processor 
interrupts are implemented by using interrupt com­
mand register. If we allow interrupts during writing 
interrupt command register the following erraneous op_ 
eration may result. If interrupts are enabled (they 
should not be) during writing to interrupt command 
register, interrupts can come after writing to MSB por­
tion and before writing to LSB portion of interrupt 
command register. Now in the interrupt service rou­
tine, if ICR is used (for distribution of interrupt to oth­
er processor(s), for example) then this ISR also starts 
writing to the Interrupt Command Register. That 
means the ISR will overwrite the MSB portion just 
written by the previous IPI. After returning from the 
ISR when the previous IPI continous writing to the 
remaining LSB portion, the message will be delivered to 
wrong address since MSB is modified by the module 
which interrupted. The inference is that while access­
ing ICR interrupts should be disabled. Also it should be 
noted that except for "Reassert Deassert Messages", 
IPI should ouly use edge triggered mode. 

BUFFERING IN INTERRUPT COMMAND 
REGISTER 

The Interrupt Command Register provides one level of 
buffering- which should be kept in mind while program­
ming an 82489DX. The ICR (Interrupt Command 
Register) becomes busy as soon as inter processor mes­
sage is written into it. It hands the message over to Icc . 
bus transmit unit which in turn tries to send through 
Icc bus. Since the ICR ·has passed the command to 
transmit Unit (whose responsibility is to send it 
through Icc bus) it becomes free. The software before 
writing next inter processor message reads the flag to be 
free and writes next message. Thus there is a possibility 
of next message being written into the 82489DX before 
the first message is really sent out. The programmer 
should be aware of this. 
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INTERRUPT COMMAND REGISTER DO'S AND 
DON'TS 

1. "ExtINT A" delivery mode should not be used for 
all destination shorthand. 

2. "Remote Read" should always be programmed as 
"Edge" triggered interrupt. 

3. "Remote Read" should always be programmed with 
physical Destination mode (and not with Logical 
Destination mode). 

3. Only Fixed Delivery Mode should be used for "Self" 
destination shorthand. Stated otherwise, "lowest 
priority", "Remote Read", "Reset", "NMI" deliv­
ery modes do not apply for "Selr'. 

4. For "All incl. selr' and "All exc1 Selr' destination 
shorthands, "Remote Read" delivery mode should 
not be used. 

5. For "All inc!. selr' and "Selr' destination short­
hands "Reset" Assert mode should not be used. 

6. For "All exclusive selr' destination shorthand if 
"Reset ASSERT" delivery mode is used, it should 
be ensured at system level that only one processor 
executes this instruction at any time. To explain 
this, let us consider the following situation. Let us 
assume that two CPUs, CPU A and CPU Bare 
executing "Reset ASSERT, All Exclusive·Selr'. The 
message of CPU A puts every CPU except CPU A 
in reset state. After the message is written by CPU 
A it typically takes 2.9 !-,-S for tlie message to flow 
through the Icc bus to reach other local units to 
reset all other processors. Before this message resets, 
let us assume another processor also, say CPUB, 
issues the "Reset ASSERT, All Exclusive Selr' mes­
sage. The following CPU B message (which was sertt 
out before CPU B itself got reset because of CPU A 
reset message) will reset every CPU, which will in­
clude CPU A, except CPU B. But CPU B will even­
tually get reset by the message sent by CPU A and 
CPU A will also get reset by the message sent by 
CPU B. Thus all the CPUs in the system goes into 
reset state and this is an irrecoverable state. To 
avoid this, only one processor should execute this 
instruction at any time. This can be achieved, for 
example, by spinlock or mutex implemented as 
shared variables between multiprocessors. 

7. Messages could be sent out in "Logical" or "Physi­
cal" mode with destination ID of alii's depending 
on the way Destination Mode entry is programmed. 
In brief, "All inc!. selr' and "All excl. selr' supports 
both "Logical" and "Physical" addressing mode. 

8. When destination shorthand (Le., broadcast) is used 
with "lowest priority" destination mode, then even 
though all participates in arbitrating for destination, 
only the lowest priority gets the message. So even 
though the addressing is broadcast since the destina­
tion mode is lowest priority only one gets the mes­
sage. 
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9. When destination shorthand (i.e., broadcast) is used 
with "Fixed" destination mode, then all the units 
get the message. So to send messages to all units 
Fixed destination mode should be used in addition 
to using destination shorthand .. 

10. It is recommended that all IPI messages, except for 
"Reset Deassert", use only edge triggered interrupt 
mode. 

IPI THROUGH INTERRUPT COMMAND 
REGISTER 

Interrupt command register can be used to send inter 
processor interrupt. Inter processor interrupts can be 
used for preemptive scheduling, TLB flushing, clock 
distribution, etc. IPls can also used in asymmetric sys­
tems to pass certain work to another processor who has 
exclusive access to certain piece of hardware. Let us 
consider a dual processor system which uses only two 
82489DX in the whole system. Since the local units 
should be accessible only by their respective processor a 
local unit should be selected only when the arbitrator 
grants the bus to its processor. Since 82489DX has 
common chip select for its local unit and I/O unit, for 
logical simplicity, system hardware may select a 
82489DX when the corresponding processor is granted 
bus. Because of this, processor A can access only I/O 
unit and local unit that are available in its 82489DX. It 
is not possible to access the I/O unit of the other 
82489DX. The same thing holds good for the other 
processor. Since I/O unit should be globally visible to 
both processors, there may be situations when a proces­
sor may want to access the other I/O unit. This is typi­
cally the case for enabling and disabling the I/O inter­
rupt. IPI can be used to pass that task to the other 
processor which can access that I/O unit. This is just 
one example for using IPI. . 

ExtlNTA INTERRUPT POSTING 

ExtINTA interrupts are used to support 8259 in a 
82489DX based system. The external interrupts (Ex­
tiNT A) are specific in their characteristics in that they 
do not have any priority relationship with rest of the 
interrupt structure. But when posting an interrupt to 
the processor, if both an external interrupt and a 
82489DX interrupt are pending, 82489DX could post 
either one to the processor. In 82489DX implementa­
tion, it would post external interrupt whenever there is 
no other 82489DX interrupt that can be posted to the 
processor. It should be also noted that External Inter­
rupts can not be masked by raising task priority. JIow­
ever, they can be masked by the mask bit in the table 
entry for that (ExtINT A) interrupt. 

Since ExtlNT A interrupts do not have any priority re­
lationship, ISR and IRR bits are not maintained for 
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external interrupts. As far as interrupt acceptance is 
concerned, if more than one ExtINT A interrupts are 
directed towards a local unit, that local unit treats all 
the ExtINTA interrupts directed to it as only one Ex­
tINTA interrupt. This leads to.an important point that 
in a system no more than one interrupt should be pro­
grammed as ExtINT A interrupt type with the same 
destination. However, it should be noted that there can 
be more than one ExtINT A' type of interrupt in a sys­
tem with each having different local unit as destination. 

LOWEST PRIORITY 

Under the lowest priority delivery method, the proces­
sor to handle the interrupt is the one in the specified 
destination with the lowest processor priority value. If 

. more than one processor is at the lowest priority, then a 
unique arbitration ID is used to break ties. To have 
unique arbitration ID in the system (which is mandato­
ry for the lowest priority algorithm to work) all the 
arbitration ID of local 82489DXs in the system should 
be in sync. On reset, arbitration ID is reset to zero by 
the hardware. Hence all the local units in the system 
after reset will have same arbitration ID (namely zero). 
For lowest priority arbitration to work properly we 
need to have unique arbitration ID in the system. This 
means after local unit IDs are written in all local units 
(obviously, each unit ID should be different from other 
IDs) a RESET DEASSERT message should be sent in 
ALL INCLUSIVE mode. The important side effect of 
RESET DEASSERT message is that it copies the 
unitlD into the respective arbitration ID. Since unit 
IDs are unique, the RESET DEASSERT message en­
sures that the arbitration ID also are unique in the sys­
tem. This RESET DEASSERT message should be sent 
before system is used for lowest priority arbitration. 

The RESET DEASSERT message, if not sent, only 
once delivery semantics may not be guaranteed. If 
RESET DEASSERT message is not sent then all the 
arblD in the system will be same. When a message is 
sent in the lowest priority arbitration, the participating 
local units use their processor priority concatenated 
with arbitration ID to decide the destination. Processor 
priority is derived from the task priority. There is a 
chance that two local units can have same task priority 
depending on the code they are executing and thereby 
same processor priority. In addition since arblD are 
also same if RESET DEASSERT message WAS NOT 
sent, all the processors in the same priority may accept 
the message in lowest priority arbitration. This violates 
the only once delivery semantics: The inference is that 
RESET DEASSERT message in ALL INCLUSIVE 

, SELF mode should be sent as part of initialization be­
fore enabling interrupt in the lowest priority destination 
scheme. . 



It should be noted that only once delivery semantics for 
a group destination is guaranteed only if multiple fixed 
delivery of the same interrupt vector are not mixed. 

DISABLING LOCAL UNIT 

Once the 82489DX is enabled by setting bit 8 of spuri­
ous vector register to 1, the user should not disable the 
local unit by resetting the bit to O. The result will put 
the local unit in an inconsistent state. However, a local 
unit can be disabled by getting "reset" interrupt mes­
sage from any other local unit across the ICC bus. 

ISSUING EOI 

EOI, End of Interrupt issuing indicates end of service 
routine to 82489DX. Always the highest priority ISR 
bit which is set during INTA cycle gets cleared by EOI. 
This section discusses the relevance of EOI to the spe­
cific types of interrupts and its timing related to inter­
rupt deassertion. 

EXTERNAL INTERRUPTS AND EOI 

External Interrupts (ExtINT A) should be programmed 
as edge type. INTA cycles to external interrupts are 
taken automatically as EOI by 82489DX. This is simi­
lar to AEOI, Automatic End of Interrupt of 8259A. So 
EOI should not be issued to 82489DX for ExtINTA 
interrupt servicing. For ExtINTA type of interrupts, 
there is no need to have interrupt serVice routines since 
the main purpose of ExtINTA interrupt itself is to have 
software transparency in the compatible mode. The ex­
isting interrupt service routines written for 8259 will be 
executed by the processor for ExtINT A interrupts. 

SPURIOUS INTERRUPTS AND EOI 

Spurious Interrupts do not have any priority relation­
ship to other interrupts in the system. So IRR is not set 
for spurious interrupts. EOI should not be issued for 
spurious interrupts. It is advisable not" to share the spu­
rious interrupt vector with any interrupt. 

If spurious interrupt vector is shared with some other 
interrupt then the following guidelines should be fol­
lowed. If the source is spurious interrupt (for which the 
corresponding ISR is not set) then EOI should not be 
issued. If the source is a valid interrupt sharing the 
spurious interrupt vector (for which the correspondi\lg 
ISR is set) then EOI should be issued. 

NMI AND EOI 

For NMI type of interrupt no IRR bit is set. So, obvi­
ously EOI should not be issued while servicing NMI 
type of interrupts. 
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PROGRAMMING 1/0 UNIT 

Interrupt Sharing Considerations 

Two different interrupts should not be programmed 
with the same interrupt vector. This means that each 
redirection table in a system should have unique vector. 
Interrupt sharing can be done electrically. Interrupts 
connected at different interrupt input pins of 82489DX 
CAN NOT share interrupt by having same vector. 
82489DX does not support active low interrupts. So 
sharing interrupts should have polarity logic support 
externally. 

I/O Unit and Priority 

The 82489DX partitions its interrupt control function 
among two different units: 

1. I/O unit 

2. local unit 

The priority resolving is done at local unit. The I/O 
unit does not involve itself in the priority mechanism. 
'The I/O unit takes a snapshot of interrupts pending at 
the INTIN interrupt input pins. If interrupts are active, 
it starts sending the interrupt messages over Icc bus. It 
starts sending the lowest numbered interrupt input 
first. That is if INTINO and INTIN5 are found active 
in a snapshot, interrupt message corresponding to IN­
TINO is sent first regardless of the priority of the vec­
tors that are associated with these interrupts. It sequen­
tially sends all the interrupts found active in a snapshot. 
Before sending, it checks whether the corresponding 
INTIN is still active. This is the reason why interrupts, 
both edge and level triggered, should be kept· active 
until CPU acknowledges it. The difference between 
edge triggered and level triggered interrupt is that edge 
triggered interrupts ensure only one activation of inter­
rupt per low to high edge whereas the level triggered 
interrupt allows to have multiple interrupts as long as 
the interrupt is held high. It should be noted that both 
edge and level triggered interrupts are active high. 

MP SYSTEM 

Initialization Sequence 

This section assumes the system with multiple CPUs 
with each CPU having its own 82489DX local units 
and local interrupts (like local secondary cache data 
parity interrupt, coprocessor interrupt etc.,) connected 
to the respective local units. The system additionally 
assumes symmetric multiprocessing in the sense that 
I/O system is symmetric and it can be initialized by any 
CPU in the system. 
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Section A: Code Executed by all CPUs in the 
system 

Section B: Synchronization to indicate Section A 
is completed 

Section C: Only one CPU need to execute this 
Code 

Each local unit is visible (through address mapping) 
only to that CPU to which local unit is attached. So 
each local unit will be programmed by its own CPU. 
Thus the code specified as section A will be executed by 
all CPUs in the system. 

Section B of the initialization code is also executed by 
all the CPUs. This section of the code ensures that all 
the CPUs have completed execution of their "Section 
A" so that all Local units are properly initialized with 
different IDs, the system is in a consistent state, etc., 

Section C initializes system wide I/O unit and enables 
the interrupt mechanism to start functioning. Since the 
I/O unit is system wide, only one CPU need to pro­
gram the I/O unit part of the 82489DX. 

Section A 
I Write the local Unit ID (if needed) 

Write all Ones to Destination Format Register 

Write Logical Destination Register 

Raise the Task Priority 

Program the Spurious Interrupt Vector 
Vector and Enable the Local Unit 

Program the Vectors for Local Interrupts and 
Timer 

Program the Timer Control Registers 

Clear the mask for Local Interrupts and Timer 
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Initialize the local Interrupt sources 

Broadcast ALL INCL. SELF 
Reset DEASSERT message 

Lower the Task Priority 

It should be noted that the interrupt descriptors, inter­
rupt service routine, spurious interrupt service routine 
and other interrupt related structure should have been 
initialized before the Section A. This is because 
Section A code enables respective local interrupts and 
timer interrupt vectors and when the interrupts arrive 
from these devices Section A ensures that 82489DX 
will provide the vector. But the code executed before 
Section A should ensure the interrupt structure is ini­
tialized. Spurious interrupts are bound to occur because 
of the asynchronous interaction between interrupts and 
software writing to task priority register. So spurious 
interrupt service routine has to be initialized before Sec­
tion A. 

WRITE THE LOCAL UNIT 10 (IF NEEDED) 

Each local unit can get the ID latched by reset from 
82489DX address pins A3-AlO. If the hardware en­
sures that during reset each local unit in the system gets 
different pattern on the address pins A3-AlO then all 
the local units are initialized automatically with differ­
ent IDs. In that case writing to the local unit ID by 
software is not mandatory. If software writes the local 
unit ID then it should be read from some address space 
which is same for all CPUs but have different IDs for 
different CPUs. This will ensure that the same code 
when executed by different CPUs will initialize respec­
tive local unit with different ID. 

WRITE ALL ONES TO DESTINATION FORMAT 
REGISTER 

All the 32 bits of Destination Format Register are writ­
ten with 1. This is to support single level logical ad­
dressing mode. This mode is explained in the following 
paragraph. 

WRITE TO LOGICAL DESTINATION REGISTER 

The logical Destination Register should be written with 
the logical destination address. It should be noted that 
since each CPU needs to assign a different logical Des­
tination address to its own 82489DX local unit and 
since this code is executed by all CPUs the logical Des­
tination address should be read from some address 
space which is the same for all CPUs but contains dif­
ferent Destination address values. Since logical Desti­
nation/ address is in bit decoding format, typically this 
can be achieved by shifting the CPUID. 
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intel® 
The logical destination register with Destination format 
register can be used to support flat model. In this mod­
el, bits 24 through 31 of the destination address of the 
interrupt message vector are interpreted as decoded 
field. Intel strongly recommends for future compatibil­
ity to use only bits 31 to 24 of logical destination regis­
ter. To have binary compatibility with future APIC im­
plementations, any code written for 82489DX should 
not use bits 0 to 23 of logical destination register. This 
field is compared against the logical destination register 
of the local unit. If there is a bit match (i.e., if at least 
one of the corresponding pair of bits of the destination 
field and logical destination register match) this local 
unit is selected for interrupt delivery. Each bit position 
in the destination field corresponds to an individual 10-
cal unit. For future compatibility, only bits 0 to 23 of 
logical destination register should be zero. This scheme 
allows the specification of arbitrary groups of 
82489DXs simply by setting the member's bit to one, 
but allows a maximum of 8 local units in the system 
since bits 0 to 23 of the logical destination register is 
zero. Broadcast to all is achieved by setting all 8 bits of 
destination to ones. This selects all 82489DXs in the 
system. 

'If more than 8 units are to be addressed in the system 
(and if future compatibility is not a major issue) then all 
the bits of the logical distination register can be used as 
a bit map thereby increasing the number of CPUs ad­
dressable in logical addressing to 32. 

RAISE THE TASK PRIORITY 

Before enabling the local interrupts and timer inter­
rupts the task priority is raised to maximum priority in 
the system so that these interrupts are masked tempo­
rarily. 

PROGRAM THE SPURIOUS INTERRUPT 
VECTOR AND ENABLE THE LOCAL UNIT 

The spurious interrupt vector register is programmed 
with the corresponding vector. This vector will be 
pointing to a dummy routine with just an IRET. The 
unit is enabled so that the tristate pin PINT 'can come 
out of tristate state to pass the interrupts. 

PROGRAM THE VECTORS FOR LOCAL 
INTERRUPTS AND TIMER 

The interrupt vectors for Local Interrupts and timer 
are initialized with corresponding vector. 

PROGRAM THE TIMER CONTROL REGISTERS 

The timer registers such as divider configuration regis­
ter, initial count, mode of operation and source of the 
timer clock are programmed. 
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CLEAR THE INTERRUPT MASK FOR TIMER 
AND LOCAL INTERRUPT 

The interrupt mask is cleared for timer and local inter­
rupts by clearing the interrupt mask bit in their respec­
tive interrupt vector register, 

INITIALIZE THE LOCAL INTERRUPT SOURCE 

The local interrupt sources are also programmed for 
proper system operation. This involves enabling the in­
terrupt from the sources. The order of enabling the in­
terrupt is very important. First the 82489DX entries 
should be cleared and then the sources connected to the 
pins should be enabled. If done the other way, inter­
rupts may get lost. This is true particularly in edge 
triggered interrupt inputs where if 82489DX mask is 
cleared after enabling the source interrupt, 82489DX 
may not have a chance to capture the low to high edge 
which might have produced immediately after the 
source interrupt is enabled and before 82489DX mask 
is cleared. 

BROADCAST ALL INCL. SELF RESET 
DEASSERT MESSAGE 

This is done so that all the local unit's ArbIDs are in 
sync. It should be noted that for breaking the tie during 
lowest priority arbitration ArblD is used. ArblD is 
copied from local unit ID during reset. Since local unit 
IDs can be written through software and at that time 
ArblD is not updated there may be, a case where all 
ArblD in a system to have same value. To avoid such 
situation Reset Deassert message is sent to ALL INCL. 
SELF so that the ArblDs are different in the system. 

LOWER THE TASK PRIORITY 

Task priority is lowered so that the interrupts can be 
armed to the CPU. 

Section B 

Synchronization 

There are many methods available for synchronization. 
Test - and - set is a simple primitive, for example, avail­
able for synchronization. Counting semaphores can be 
built using this test - and - set primitive and synchroni­
zation can be achieved. 

The main idea is to achieve global synchronization 
among the processors to indicate theJocal unit portion 
is programmed. 
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Section C 

SYSTEM WIDE RESOURCES PROGRAMMING 

This portion needs to be programmed by one CPU 
only. It should be noted that since the system environ­
ment we are assuming is shared memory symmetric 
MP system, CPU specific coding is not possible. System 
wide resource programming can be achieved by many 
ways depending on simplicity and performance (since 
this is only initialization routines, performance should 
not matter much) tradeoff. The followi!;lg sequence il­
lustrates a simple approach to program. The assump­
tion here is that 82489DX will get reset both during 
cold reset and warm reset. 

Locked access to the system wide resource, 
I/O unit 

Read a specific MASK from 
Redirection Table Entry 

If the mask is set, Jump to Prog. 1/0 unit 

If the mask is n6t set, Release lock and Jump 
to 1/0 unit Done 

Prog. 1/0 Unit: Write to the index register to 
select unit 10 reg 

Write I/O unit 10 in the 10 register 

Write to index register to select I/O unit 
Version Reg 

Read the Version reg. to know no. of 
RedirTable Entries, N 

RedirTble: Write to index register to address 
MSB Redir.Table n 
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Write to MSB Redirection Table Entry n 
Destination local unit 10 

Write to index register to address LSB 
Redir.Table n 

Write to LSB Redirection Table n 
mode,dest.,mask, Vector of INT 

Loop to RedirTble: till all N (here N = 16) 
Entries are done 

Release the lock 

1/0 unit done: Remaining system init like I/O 
system etc., 

The first CPU getting the lock will find the mask to be 
set (since after reset, 82489DX mask is set). It locks the 
I/O unit for programming. The mask selected is specif­
ic in that the system initiali:z.es such that the mask is 
cleared during initialization. So by reading that mask 
mutual exclusion is achieved. If the system requirement 
is such that no mask can be cleared during system ini­
tialization some other register can be read. For exam­
ple, the I/O unit IDs are reset to 0 on ,reset. Since the 
system initialization will have all the local unit IDs 
sti\rting from 0 and I/O unit will be initialized by the 
system to non Zero ID, I/O unit can be read and if 0 
can be assumed that programming is not yet done (so 
that it can gain control of lock and start programming) 
and if found non Zero, then that CPU can skip pro­
gramming the I/O units by jumping to I/O unit done. 

The I/O unit registers' are organized as index register 
and data register. Other portions of section C are self 
explanatory. After I/O unit done, the I/O system ini­
tialization can be started so that the interrupts can start 
flowing in the system. 

INTERRUPT SERVICE ROUTINE 

ISR (x) 
Save Stack and frame pointer for 

parameter referring 

Save hardware context and software context 

Service: Service the source, modify shared data 
structure etc., 

EOI: Issue EOI to reset iSR of level x in 
82489DX 

Restore hardware context and software context 

Restore Stack and Return from Interrupt 



The above ISR x shows the interrupt service routine of 
interrupt level x. The stack, hardware context like CPU 
registers and software context like task specific vari­
ables are saved. The Servicing is done as specific to the 
interrupting source. This may involve reading a status 
register or initiating a thread to read a ''full'' buffer, 
initiating a thread to write data to some "empty" regis­
ter, or acknowledging an interrupt from another CPU. 
This is the point at which the interrupting source is 
supposed to deactivate its request. NextEOI is issued 
to reset the ISR bit corresponding to the interrupt level 
x. Till now the interrupts from same level and lower 
levels were masked. Once EOI is written, interrupts 
from all the levels can start coming. The hardware con­
text and software context are restored followed by stack 
cleaning and a proper Return from Interrupt is execut-
ed. . 

There are couple of timing issues that can be considered 
here. The time delay between Service and EOI is re­
ferred here. This timing and its relevance to edgellevel 
triggered interrupt is discussed as follows: In the case of 
edge triggered interrupts, for each edge one Interrupt 
message is sent by I/O unit to local unit over Icc bus 
whereas for level triggered interrupts there are two in­
terrupt messages sent, one during assertion of level in­
terrupt, and another during deassertion of level inter­
rupt. In edge triggered interrupts, since the deassertion 
of interrupt does not result in any interrupt message, 
there are not many issues with the timing delay be­
tween Service and EOI, even though in general delay­
ing EOI means interrupts from the same interrupt 
source are kept pending from interrupting CPU. In lev­
el triggered interrupts after service the I/O device 
starts deasserting its interrupt request. This results in 
an interrupt message to clear IRR bit in the local unit. 
This may take some time because the minimum possi­
ble time in Icc bus is 2.3 J.l.s (10 MHz ICC clock as­
sumed). If the ICC bus is occupied by some other mes­
sages already then this IRR clearing message has to 
wait to get its tum which means additional delay. If 
EOI is issued before this happens then ISR gets cleared 
and IRR for this "done interrupt" is still alive to erro­
neously set ISR again. This will result in another inter­
rupt. So "Early Servicing" is advisable in level triggered 
interrupts. 

DOS Environment 

In the DOS environment the initialization portion is the 
only routine to be coded since the 82489DX acts as a 
virtual wire once initialized and needs no more pro­
gramming. Since it is uniprocessor environment there is 
no need for synchronization. 

The interrupt from 8259 is programmed as type 
ExtINT A and other redirection table entries are not 
. accessed since their masks are set by reset and hence 
disabled. 
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In the Interrupt service routine, since EOI is not need­
ed for ExtlNT A type of interrupts, no progI'amming is 
needed for 82489DX. Since ExtlNTA type of inter­
rupts do not have any relationship to task priority, Spl 
routines do not apply for DOS configurations. 

Transition from 8259 to 82489DX 

Typically, platforms with 82489DX will support 
82489DX in virtual wire mode. The BIOS in the 
EPROM will program the 82489DX in "Virtual Wire" 
mode. Typically systems boot DOS and then the 32 bit 
high performance OS is given control. There are also 
situations where after BIOS code is executed the high 
performance OS is given control. In both the situations, 
the 8259 will be operational during the DOS or BIOS 
portion of the code and interrupts will be flowing in the 
system. When the high performance OS is given con­
trol, it may want to disable the interrupt during initiali­
zation. This will involve disabling 8259. After disabling 
8259, the 32 bit OS initializes and then it may want to 
enable interrupt mechanism which involves enabling 
82489DX. The sequence we are encountering here is 
8259 (and one input of 82489DX enabled in 
"ExtINTA" mode) enabled, 8259 disabled and then 
82489DX enabled. When 82489DX is enabled in 32 bit 
OS all the interrupt inputs are enabled as opposed to 
the only one interrupt enabled in "Virtual Wire" mode. 
The additional difference is that 82489DX is no more a . 
"virtual wire" but it is functioning as an interrupt con­
troller. 

In the above situation, consider the following scenario. 
The 82489DX is functioning as "virtual wire" and 
passing the 8259 interrupts as "ExtlNT A" mode to the 
local unit. When interrupt mechanism is disabled by 
CLI (Clear interrupt) or masking the 8259 interrupt, 
there may be a possibility that already 8259 originated 
interrupt may be pending at the local unit asserting 
interrupt to the CPU. Now since the CPU has executed 
CLI, the interrupt is not serviced and the interrupt is 
kept pending. It should be noted that the pending inter­
rupt is of type "ExtlNTA". After this, 32 bit OS gets 
loaded which configures 82489DX redirection tables 
and interrupt is enabled. Now the "old pending" inter­
rupt is delivered and since it is "ExtlNT A" the external 
hardware will typically pass the interrupt acknowledge 
cycle to 8259. But at this point of time 8259 has been 
masked by 32 bit OS. Hence the "masked" 8259 re­
sponds with IR7 vector. So the 32 bit OS should reserve 
IR 7 vector for both master and slave 8259 for "empty­
ing" the old pending interrupt since the "Virtual Wire" 
remembers the previous interrupt. 

Sequence of Enabling: In the case of enabling interrupt 
controllers in "ExtlNTA" mode the 82489DX should 
be enabled before the 8259 interrupt Controller is en­
abled. This is because ExtlNT A is "edge triggered" and 
if 8259 is enabled before 82489DX, 8259 might have 
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given: an interrupt request by activating its interrupt 
output while 82489DX is still not enabled. When 
82489DX is enabled the interrupt input has a high level 
and 82489DX had no chance of capturing the low to 
high edge of 8259. 

Spurious Interrupt Service Routine 

It is advisable not to share spurious interrupt vector 
with any genuine interrupt source. This section assumes 
that spurious interrupt vector is not shared with any 
other interrupt. 

82489DX does not set ISR in response to spurious in­
terrupt, NMI type of interrupt, Reset type of interrupt 
and ExtINTA type of interrupts. For all these inter­
rupts EOI should not be issued. 

Some systems have a variable count in the supervisor 
data structure to count number of spurious interrupts 
raised in the system. This can be used to study the 
reliability and "noise level" of the system. But in 
82489DX architecture, spurious interrupt can occur 
even by a dynamic write to task priority register, fre­
quency of spurious interrupt does not mean anything 
related to "noise level". 

Return from interrupt 

Spl(x) Routines 

The processor handles the I/O system through device 
driver interface. The device driver consists of two en­
tries to access. the I/O system: 1) Call entry and 2) 

Typical usage of these routines 

Interrupt entry. The interrupt entry is the one that we 
have been discussing for a while, i.e., interrupt service 
routine. The Call entry is the way the I/O system is 
accessed to initiate and service devices. The call entry 
has its own task priority and interrupt entry has the 
priority that is associated with the device interrupt lev­
el. The call entry and interrupt entry processes have 
I/O data structure like linked list, buffer pointers in 
common which they share. Mutual exclusion is needed 
to ensure the integrity of I/O system. 

To ensure the mutual exclusion between these two pro­
cesses running in the same processor, Spl(x) routine is 
used. The call entry routine (which is normally at a 
lower priority than the interrupt entry routine) calls 
Spl(x) routine to elevate its own priority above (or 
equal to) that of the corresponding device's interrupt 
priority. At this priority the interrupts from the device 
are masked out and the shared data structures can be 
accessed (exclusively). 

Once this is done the priority is restored back to origi­
nal value so that other interrupts won't suffer for rela­
tively long time. 

SplO is used to save the current task priority and Spl(x) 
is used to elevate the task priority. 

SplO 

Spl(x) 

Read and return the 82489DX 
local unit task priority register 

Write x to task priority register to raise priority to x 

y = spl () 
spl(x) 

IISave the current task priority register value II 
I/Raise the task priority value /I 

spl(y) 
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II Access the shared data structure 
II Restore the task priority register 

/I 
/I 



PCICLK 

FRAME# 

IRDY# 

DEVSEL# [Asserted by PCEB] 

STOP# [Asserted by PCEB] 

(in general Retry indicator) 

\~ __________________ J;----

\'1... __ ---11 
''------J/ 

Case 1) Any INTA# Cycle Buffer Management and Retry 

PCI 
CLK 

FRAME# "---

IRDY# '''''' __ _ 

Absence of Retry 

Event 
DEVSEL# (82489DX logic Drives ~ alter waitIng for ____________ ...... _~ 

absence of Retry Even!, for exarnl¥, 
stopII' sign from PCEB) 
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TRDY# (82489DX logic 
Drives it to complete the cycle) 

IJ--... ,.. 
I. "-----1 

IRDY# 

DEVSEL# (pcEB 
Alter waning for 

"external" DEVSEL#) 

TROYII' (PCEB 
completes the cycle) 

Case 2) Interrupt Acknowledge Cycle 
Source of the Interrupt and Vector is 82489DX 

\'--------

. 292116-32 

--------------------------------~~/~ 
Case 3) Interrupt Acknowledge Cycle 

Source of the Interrupt and Vector is ESC 8259 

292116-33 
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STOP# 
DEVSEL# 

PCI BUS 

82489DX 
PCI 

Interface 
Logic 

292116-34 

82489DX-PCI Interface 

82489DX AND PCI-EISA BRIDGE 
INTEROPERABILITY 

82489DX gives performance benefits in multithreaded 
operating systems. Thus in both uniprocessor and mul­
tiprocessor systems 82489DX enhances the system level 
performance. This is because of its advantage in task 
priority management. Intel's PClset EISA bridge com­
ponent PCEB (B-stepping onwards) can interoperate 
with 82489DX. In this section, we will go over the 
"hook" provided by PCEB to connect 82489DX in a 
PCI system with some external glue logic. 

From the Interrupt acknowledge timings of PCEB (B­
stepping onwards) it can be inferred that whenever the 
internal data buffers are empty, on an interrupt ac­
knowledge cycle, PCEB waits one clock cycle so that 
PCI interface logic for 82489DX call activate 
DEVSEL#. But, if the internal data buffers are not 
empty, then PCEB drives STOP# to retry the INTA 
cycle so that it can flush the. buffers. 

IfDEVSEL# is seen active and if the PCEB's internal 
data buffers are empty, then PCEB allows 82489DX to 
own the INT A cycle. Thus, the external 82489DX glue 
logic, on an INTA cycle, should first sample STOP#. 
If STOP # is driven, then the glue logic should ignore 
the cycle. Because PCEB has some data in the buffers it 
wants to flush them before INT A cycle is run. So, the 
82489DX glue logic should not start the cycle to 
82489DX. If STOP# is not active and if the 
"ExtINTA" pin from 82489DX is inactive (to indicate 
that the cycle is for 82489DX) then it sho.uld drive 
DEVSEL# immediately to own the INTA cycle. At 
the same time it can start the cycle to 82489DX. It 
should be noted that 82489DX needs two INT A cycles 
whereas PCI bus has only one INT A cycle. So, the 
external logic is responsible for splitting one PCI INT A 
cycle into two 82489DX INT A cycles back to back but 
pass only one READY to the system. 
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During INT A cycle on PCI bus if "ExtINT A" pin is 
active (to indicate that it is 8259 INTA cycle), then the 
82489DX glue logic should not drive DEVSEL#. Thus 
by finding DEVSEL# inactive, the PCEB will respond 
to the INT A cycle. 

Thus with minimal external glue logic, it is possible to 
design an APIC based PCI system. Since PCI local bus 
will improve the I/O performance of the system, APIC 
will enhance the improvement of the overall system 
performance in a multithreaded environment. 

HARDWARE DESIGN 
CONSIDERATIONS 

Design Consideration 0 

Any edge triggered interrupt creating an active edge 
while the interrupt is masked at 82489DX is lost. The 
82489DX samples the edge triggered interrupt input 
only when it is unmasked. If an edge occurs while the 
interrupt is masked, that interrupt is lost. The software 
should always unmask the interrupt at 82489DX and 
then enable at the device. By this, it is made sure that 
82489DX will have a chance to find the active going 
edge. 

Design Consideration 1 

Description: The following design consideration ha~ to 
be taken care of when using ISP (82357) as external 
interrupt controller. 82489DX allows connecting exter­
nal 8259 type interrupt controller at one of its inputs. 
The mode associated with the interrupt input which has 
8259 connected to it is called ExtINT A mode. 
82489DX allows only EDGE TRIGGERED program-



intel® 
ming option for ExtlNTA mode. But in the case of 
82357, the INT output from ISP stays high in case 
more than one interrupt is pending at its inputs. It does 
not always inactivate its INT output after INT A cycle. 
This will lead to a situation where ISP keeps the inter­
rupt at high level continously and waits for INTA cy­
cle. But since 82489DX expects an edge for interrupt 
sensing (for ExtlNTA interrupts) it does not pass the 
interrupt to CPU and further interrupts are lost. So 
External circuitry should monitor the end of SECOND 
CYCLE of INTA cycle and force an inactive state at 
82489DX's input. This can be done by ANDing ISP'.s 
output with a forced brief low going pulse at the end of 
.second INT A cycle. This will generate an edge for each 
interrupt at 82489DX's input. For more refined edge 
generating logic, refer to data book, Order Number 
290446. 

Design Consideration 2 

Description: The following design consideration has to 
be taken care of when using 82489DX in EISA systems. 
EISA ISP(82357) chip integrates 8259A. It additionally 
allows sharing of interrupts. To facilitate this sharing it 
has a programmable register, ELCR (Edge / Level trig­
ger control register) by which certain interrupt inputs 
can be programmed as edge (low to high except for 
RTC) or level (the level is active low). The determina­
tion of edge or level is done during initial configuration 
of EISA system by reading EISA add in boards from 
the interrupt description data structures. The solution 

DO 

01 

02 

03 

04 

05 

06 

07 

08 

09 

010 
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is to have programmable logic at the interrupt inputs so 
that 82489DX is compatible with EISA ISP. This will 
introduce one more register and logic to support this. 
This should be an 11 bit programmable register and an 
array of ExOR logic (12 ExOR gates or equivalent 
PLD). The ISP allows programmability of the follow­
ing interrupts. It is highly recommended to use the 
same address ofELCR (and also bit definitions) for this 
polarity register, if possible, so that when ELCR is 
written this register will also be written. By this there is 
no separate programming needed for this polarity regis­
ter. This will help to maintain compatibility with future 
APIC implementations which may use the existing 
ELCR register itself for polarity control. This is true 
for integrated APIC. 

INT3 INT4 INTS INT6 INTI INT9 INTIO INTll 
INTI2 INTI4 INTIS. In addition to the above 11 in­
terrupts, it fixes INT8 to be active low edge triggered 
interrupt. INT8 is the only case where it is active low 
edge triggered type. So the following logic can be used 
to add programmability in 82489DX based EISA sys­
tem. Before connecting these 11 interrupt lines directly 
( # INT8 which is from Real Time Clock is always ac­
tive low edge triggered. # INT8 can be passed through 
an inverter since there is no need,for programmability) 
to the 82489DX they should pass through an array of 
11 Ex_OR gates. One input of ElL-OR gate connects 
to the corresponding INT pin and other input connects 
to a bit of programmable register. The output of 
ElL-OR/gate is connected to 82489DX. The idea of 
Ex_OR is to use as a controlled inverter. 

INTlN4 

INTlN6 

INTIN9 

INTIN 11 

INTIN 14 

INTIN 15 ~INT8 
292116-2 
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INTIN are the interrupt inputs to the 82489DX and 
INT are the system interrupt. The ElL-OR gating reg­
ister is programmed after EISA configuration is found 
from add in boards as how these interrupt lines are 
going to be used in that particular configuration. If a 
particular input is edge triggered, then the correspond­
ing bit in the register is written with O. If a particular 
input is level triggered, then the corresponding bit in 
the register is written with 1. 

Design Consideration 3 

Icc bus drive is an open drain bus with drive capacity 
of 4 rnA only. Since data is transmitted at each Icc: 
clock, the "charging" of Icc bus should be fast enough 
to ensure proper logic level at each clock edge. The Icc 
bus needs pull up resistors since it is open drain bus. 
Since the drive is only 4 rnA, the pull up resistor value 
can not be less than 5V /4mA. This being the limit of 
the resistor value, the length and the characteristics of 
the Icc trace forces a capacitance value. Both the resis­
tor and capacitance brings a RC time constant to the 
Icc bus waveform. So, Electrical consideration has to 
be given to and practice of controlled impedence should 
be exercised for layout of the Icc bus. The length of the 
trace should be kept as minimum as possible. If the 
length of the Icc bus can't be kept less, than say 6 inch, 
because of mechanical design of the system, the exter­
nalline drivers should be added to ICC bus and ICC bus 
should be simulated with the added driver characteris­
tics. 

R2 

intel® 
For other cases anomolous behavior results if CS# 
changes when ADS# is still active. The following con­
siderations are important from timing point of view. 
Always limit the pulse width of 82489DX ADS# to 
one CLKIN. Also avoid changing levels on BGT#/ 
CS# line, when ADS# is active for cases being identi­
fied as BGT # tied low (BGT # sampled low when 
ADS# goes active). Also avoid changing levels on 
CS# line when BGT# is active. 

REGISTER PROGRAMMING DETAILS 

3 
1 

1/0 Window Register 

(Addr[9:o4] = 01 hex) o 
o 

292116-4 

Data access to the register selected by I/O register se­
lect Register. 

3 
1 

1/0 Unit ID Register 
2 2 
4 3 

o 
o 

Must Be Zero 

292116-5 

..-C=J- Vee For example, for a Unit ID of OA hex, the I/O unit ID 
~ ___ --JL....---,.-- register should be written with OAOO 0000. 

Buffered bus 

292116-3 

NOTe: 
R1 can be typically 1K. 
R2 is deSigned from the simulation results. 

Design Consideration 4 

This is related to ADS#, BGT# and CS# timings. 
For bus cycles not intended for 82489DX, (CS# = 1 
where 82489DX is supposed to sample it), any change 
in CS# line while the ADS# is stilf active, may errone­
ously cause a RDY # returned from 82489DX. Ano­
molous behavior may result if for BGT # ties low cases 

a) BGT# goes away just one clock after ADS# or 

b) ADS# is still active, and CS# changes during this 
period. 
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3 
1 

1/0 Register Select Register 

(Addr[9:o4] = 00 hex) 

Must Be Zero 

'0 0 
8 7 

I/O Register Select 

o 
o 

292116-6 



I/O Register 
Register Selected 

Select 

00 hex I/O Unit 10 Register 
01 hex I/O Unit Version Register 
10 hex Redirection Table[O] (31:0) 

11 hex Redirection Table[O] (63:32) 
12 hex Redirection Table[ 1] (31 :0) 
13 hex Redirection Table[1] (63:32) 
14 hex Redirection Table[2] (31:0) 
15 hex Redirection Table[2] (63:32) 

• • 
• • 

1E hex Redirection Table[?] (31 :0) 
1Fhex Redirection Table[?] (63:32) 
20 hex Redirection Table [8] (31 :0) 
21 hex Redirection Table[8] (63:32) 

• • 
• • 

2E hex Redirection Table[15] (31 :0) 
2Fhex Redirection Table[15] (63:32) 

I/O Unit Version Register 
3 2 2 1 1 o 0 0 
1 4 3 6 5 8 7 0 

10000000010000 11111000000001 
1 

~ ~ 
Max. Redlr Entry Version: 

Indlcat •• version no. 

Must Be Zero Must B. Zero 
292116-7 
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I/O Unit Version Register is read only register. It reads 
as OOOF OOXX where XX is version. 

Max.Redir Entry: This is equal to the number of inter­
rupt input pins minus 1 of this I/O unit. Read as 15 in 
82489DX. 

Version: The version number that identifies this ver­
sion. 

6 
3 

Redirection Table[x] (63:32) 
5 
6 

3 
.. 2 

292116-8 

Destination: If the destination mode of this entry is 
"Physical Mode", then the 8 MSB (bits 56 through 63) 
contain an 82489DX local unit ID. 

If logical mode, then all the 32 bits (bits 63 through 32) 
of the Destination field potentially defines a set of proc­
essors. 

NOTE: 
The same format holds good for Redirection Tables 0 
to 15 (x = 0 to 15) for bits 63 to 32. 

If the destination is to a local unit with ID, say, 05 in 
physical mode, then the redirection table [63:32] 
should be programmed as hex 0500 0000. 

Redirection Table [63:32] should be programmed first 
before programming Redirection Table [31:0]. 

Redirection Table[x] [31:0] 
3 1 1 1 

7 8 5 4 3 2 

000000000000000 o I 
1 
o 

o 0 
8 7 

o 
o 
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Bits [31:17]: Reserved. Should be written O. 

Bit 16: MASK 
o - Not masked 
I-Masked 

Bit [15]: TRIGGER MODE 
o - Edge Triggered 
1 - Level Triggered 

Bit 14: Remote IRR Status (Read only) 
o - Remote IRR is clear 
1 - Remote IRR is set 

Bit [13]: Reserved. Should be written O. 

Bit 12: Delivery Status (Read only) 
O-Idle 
1 - Send Pending 

Bit [11]: Destination Mode 
o -Physical 
1 ,-Logical 

Bits [10:8] Delivery Mode 
000: Fixed 
001: Lowest Priority 
100: NMI 
101: Reset 
Ill: ExtINT A 

Bits [7:0] Vector 
Vector for this interrupt 

Local Unit 10 Register: (Addr (9:4) = hex 02) 

292116-10 

For example; for a local Unit ID of OA hex, the local 
unit ID register should be written with OAOO 0000. 
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Local Unit Version Register 
(Addr (9:4) = hex 03) 

o 0 0 
8 7 0 

I xxxxxxxxxxxxxxx ...... xxxx I 
II 
Reserved Version 

292116-11 

Local Unit Version Register is read only register. It 
reads as 0000 OOYY where YY is version number. 

Bits [7:0] Version: The version number that identifies 
this version. 

Task Priority Register (Addr (9:4) = hex 08) 
o 0 
8 7 

1000000000000000000000000 I 
~ 

I 
~ 

t.4ust Be Zero T •• k Priority 

292116-12 

Bits [0:7] Task Priority: Should be written with task 
priority. 

End Of Interrupt (EOI) Register 
(Addr (9:4) = hex 08) 

I xxxxxxxxxxxxxxxxx ......... xxxxxxx I 
292116-13 

Bits [31:0]: Data written to EOI is don't care. 

Before returning from the interrupt handler, software 
must issue an End-Of-Interrupt (EOI) command to the 
82489DX local unit. For NMI and ExtINTA and Spu­
rious interrupts EOI SHOULD NOT be issued. 

Remote Read Register: (Addr (9:4) = hex Oe) 

I Data Read from Remote local unit 

292116-14 

The data read from remote lOcal unit is latched in Re­
mote Read Register. The software should qualify this 
data with "Remote Read Status bit" in the ICR regis­
ter. 

Interrupt Status Register [ISR]: 
Register Address [9:4] 

ISR[31:0] hex 10 
ISR[63:32] hex 11 
ISR[95:64] hex 12 
ISR[127:96] hex 13 
ISR[159:12S] hex 14 
ISR[191:160] hex 15 
ISR[223:192] hex 16 
ISR[255:224] hex 17 

292116-15 
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Interrupt Status Register is read only. It marks the in­
terrupts that have been delivered to the processor and 
waiting for EOI. 

Spurious Vector Register: (Addr (9:4) = hex OF) 
3 000 0 
1 987 0 

8purloue Interrupt Vector 
292116-16 

Bits [31:09]: Reserv~ bits. Must be zero. 

Bit 8: Unit Enable: When this bit is 0, the local unit is 
disabled with regard to transmit and responding mes­
sages on ICC bus. It only responds to messages with 
delivery mode set to "Reset". Reading a 0 at this bit 
indicates that the unit is disabled. When a 1 is written 
to the bit, the local unit is enabled for both transmitting 
and receiving messages. Once enabled, it should not be 
disabled by software. Only further resets caD take the 
unit into disabled condition. 

.' Bits [7:0] Spurious Interrupt Vector: For future com­
patibility, the bits [3:0] should be written with 1111. A 
spurious interrupt service routine should be existing in 
the address corresponding to, the spurious interrupt 
vector. 

Destination Format Register 
(Addr (9:4) = hex OE) 

3 0 
1 0 

111111111111111111111111111111111 I 
292116-17 

The destination format register enables logical address­
ing by specifying the bit map in logiCal destination reg­
ister. For future compatibility, all the 32 bits of Desti­
nation Format Register should be 1. 

3 
1 

Logical Destination Register (LOR) 
(Addr (9:4) = hex 00) 

2 2 
... 3 

o 
o 

292116-18 
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Each local unit can be addressed either physically using 
physical ID or logically using logical destination regis­
ter. In physical addressing, either only one local unit 
can be addressed at a time or broadcast to all local units 
can be done. In logical addi-essing, a group of local 
units can be addressed through bit mapping in destina­
tion addressing and the logical destination register. 

For future compatibiUty, bits [0:23] of the logical desti· 
nation register and bits [0:23] of the destination ad· 
ciresi in the message should be zero. Bits 24 through 31 
of destination information in the interrupt message re­
ceived are interpreted as decoded field. This field is 
compared against the logical destination register of the 
local unit. If there is a bit match (i.e., at least one of the 
corresponding pair of. bits of the destination field and 
LDR ~atch) that unit is selected for interrupt delivery. 
Each bit position in the destination field corresponds to 
an individual Local unit. This scheme allows the speci­
fication of arbitrary groups of local units by setting the 
member's bits to 1, but allows a maximum of 8 local 
units in a system since only bits 24 through 31 (of the 
Logic8l Destination Register and logical destination ad­
dress in interrupt message) are used. Broadcast to all is 
achieved by setting all 8 bits of destination to ones. This 
selects all local units in the system. 

In a very large multiprocessor system where future 
compatibility is not a main problem, all the 32 bits of 
the Logical Destination Register and all the 32 bits of 
the destination address in the interrupt message can be 
used as a bit map to address the processors. When mes­
sage addresses the destination using logical addressing 
scheme, the local unit compares the logical address in 
the interrupt message with its own logical Destination 
Register. Thus it is pos!\ible to support 32 processors in 
logical addressing mode. 

Trigger Mode Register [TMR]: 
Register Address[9:4] 

TMR[31:0] hex 18 
TMR[63:32] hex 19 
TMR[95:64] hex1A 
TMR[127:96] hex 1 B 
TMR[159:128] hex 1C 
TMR[191:160) hex 10 
TMR[223:192] hex 1E 
TMR[255:224) hex 1F 

3 0 
1 0 

292116-19 
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If a bit corresponding to an interrpt vector number is 0, 
then it is assumed as edge triggered interrupt. For edge 
triggered interrupt, the corresponding IRR bit is auto­
matically cleared when interrupt service starts. If 1 
(level triggered) this is not the case. Instead, the source 
82489DX (source I/O unit or Source Local Unit) must 
explicitly request the IRR bit be cleared (upon deassert 
of the interrupt input pin or upon sending an appropri­
ateinterprocessor interrupt). Upon acceptance of inter­
rupt, the TMR bit is cleared for edge triggered inter­
rupts and set for level triggered interrupts. This infor­
mation was carried in the accepted interrupt message. 
The source 82489DX I/O unit also tracks the state of 
the destination unit's IRR bit (Remote IRR bit in the 
redirection table). When a level triggered interrupt in­
put is deasserted, the source 82489DX I/O unit detects 
the discrepancy between the input pin state and the 
Remote IRR, and automatically sends a message telling 
destination 82489DX to clear IRR for the interrupt. 

inte!® 
Interrupt Request Register [iRR]: 
Register Address [9:4] 

IRR[31 :0] hex 20 
IRR[63:32] hex 21 
IRR[95:64] hex 22 
IRR[127:96] hex 23 
IRR[159:128] hex 24 
IRR[191:160] hex 25 
IRR[223:192] hex 26 
IRR[255:224] hex 27 

3 0 
1 0 
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It contains the active interrupt requests that have been 
accepted, but not yet dispensed by this 82489DX local 
unit. A bit in IRR is set when 82489DX local unit 
accepts the interrupt. When TMR is 0, it is cleared 
when the interrupt is serviced; when TMR is 1, it is 
cleared when the 82489DX local unit receives a mes-
sage to clear it.· . 

Interrupt Command Register [31:0] (Addr [9:4] = 30 hex) 
3 2 1 1 1 1 1 1 1 1 1 o 0 0 
1 o 9 8 7 6 5 4 3 2 0 8 7 0 

10000 •••.•• 00000 I I 0 

292116-21 
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Bits [31:20]: Reserved. Should be written O. 

Bits [19:18]: Destination Shorthand. This field indi­
cates whether a shorthand notation is used to specify 
the destination of the interrupt and if so, which short­
hand is used. Destination shorthands do not use the 32-
bit Destination field, and can be sent by software with a 
single 32-bit write to the 82489DX's interrupt com­
mand register. Shorthands are defined for the following 
cases: Software self interrupt, interrupt to all processors 
in the system including the sender, interrupts to all 
proce,ssors in the system excluding the sender. 

00: (dest field) means that no shorthand is used. The 
destination is specified in the 32-bit Destination 
field in the second word (bits 32 to 63) of the inter­
rupt control register. 

01: (self) means that the current local unit is the single 
destination of the interrupt. This is useful for soft­
ware interrupts. The destination field in the inter­
rupt command register is ignored. RESET assert 
Delivery mode should not be used with self desti­
nation. Only FIXED delivery mode should be used 
with SELF. 

10: (all incl. self) means that the interrupt is to be sent 
to "all" processors in the system including the 
processor sending the interrupt. The 82489DX will 
broadcast a message with destination unit ID field 
set to all ones. RESET assert Delivery mode 
should not be used with "all incl. self' destination. 

11: (all excl. self) means that the interrupt is to be sent 
to all processors in the system excluding the proc­
essor sending the interrupt. The 82489DX will 
broadcast a message with destination unit ID field 
set to all ones. 

Bits [17:16]: Remote Read Status. This field indicates 
the status of the data contained in the Remote Read 
register. This field is read only to software. Whenever 
software writes to the interrupt command register using 
Delivery mode "Remote Read" the Remote Read 
Status becomes "in progress" (waiting for the remote 
data to arrive). The remote 82489DX local unit is ex­
pected to respond in a fixed amount of time. If the 
remote 82489DX local unit is unable to do so, then the 
remote read status becomes "invalid". If successful, the 
Remote Read status resolves to "Valid". Software 
should poll this field to determine completion and suc­
cess of the Remote Read command. 

00: (invalid): The content of the Remote Read register 
is invalid. This is the case when after a Remote 
Read command is issued and the remote 82489DX 
Local unit was unable to deliver the Register con­
tent in time. 

01: (in progress): a remote read command has been is­
sued and this 82489DX is waiting for the data to 
arrive from remote 82489DX local unit 
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10: (valid): the most recent Remote Read command 
has completed and the remote read register content 
is valid. 

11: reserved. 

Bit [15]: TRIGGER MODE 

o - Edge Triggered 

1 - Level Triggered 

Software should use this bit in conjunction with Level 
Assert/Deassert to generate interrupts that behave as 
edges or levels. For future compatibility, send ICR 
messages only in edge triggered mode. 

Bit [14]: LEVEL. Software should use this bit in con­
junction with the Trigger mode bit when issuing an 
inter-processor interrupt to simulate assertionldeasser­
tion of level sensitive interrupts. 

To assert: Trigger mode = 1 and Level = 1. 

To deassert: Trigger mode = 1 and Level = O. 

For example, a message with Delivery mode of "Re­
set", a trigger mode of "Level", and Level bit of 0 deas­
serts reset to the processor of the addressed 82489DX 
Local unit(s). As a side effect, this will also cause all 
82489DX to reset their Arbitration ID to their unit ID. 
(The Arb ID is used for tie breaking in lowest priority 
arbitration.) For future compatibility, only edge trig­
gering should be used in ICR. 

Bit [13]: Reserved. Should be written O. 

Bit [12]: Delivery Status (Read only) 

O-Idle 

1 - Send pending 

Delivery status is software read-only. Software can read 
to fmd out if the current interrupt has been sent, and 
the Interrupt command register is available to send the 
next interrupt. If the interrupt command register is ov­
erwritten before the Delivery status is "idle", then the 
destiny of that interrupt is undefined; the interrupt may 
have been lost. 

Bit [11]: Destination Mode 

o -Physical 

1 -Logical 

In physical mode, a destination 82489DX is identified 
by its Local Unit 10. Bits 56 through 63 (8 MSB of the 
destination field) specify the 8-bit 82489DX Local unit 
10. 
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In logical mode. destinations are identified by matching 
on Logical Destination under the control of the Desti­
nation Format Register in each Local 82489DX. The 
32-bit Destination field is the logical destination. For 
future compatibility, use only bits [31:24) of the logical 
destination address. Bits [23:0) should be zero. 

Bits [10:8): Delivery Mode 

000: (Fixed) means deliver the signal on the INT pin of 
all processors listed in the destination. Trigger 
mode for "fixed" Delivery 'Mode can be edge or 
level. 

001: (Lowest Priority) means deliver the signal on the 
INT pin of the processor that is executing at the 
lowest priority among all the processors listed in 
the specified destination; Trigger mode for "low­
est priority" Delivery mode can be edge or level. 

011: (Remote Read) is a request to a remote 82489DX 
local unit to send the value of one of its registers 
over the Icc bus. The register is selected by pro­
viding its address in the vector field. The register 
value is latched by the requesting 82489DX and 
stored in the Remote Register where it can be 
read by the local processor. A Delivery Mode of 
"Remote Read" requires an "Edge" Triggered 
mode. 

100: (NMI) means deliver the signal on the NMI pin 
of all processors listed in the destination. Vector 
information is ignored. A delivery mode equal to 
"NMI" requires a "LEVEL" Trigger mode. 

101: (Reset) means deliver the signal to all processors 
listed in the destination by asserting! deasserting 
the' 82489DX local unit's PRST output pin. All 
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addressed 82489DX local units will assume their 
reset state but preserve their ID. One side effect of 
a message with Delivery mode equal to "Reset" 
that results in a deassert of reset is that all Local 
Units (Whether listed in the destination or not) 
will reset their lowest-priority tie breaker arbitra­
tion ID to their Local unit ID. A delivery mode of 
"Reset" requires a "level" Trigger mode. "Reset" 
should not be used with "Self' or "all incl.Selr' 
Shorthand mode since it will leave the system in 
non-recoverable rl\Set state. If "RESET" is used 
with "all exc.Selr' mode, software should make 
sure that only one CPU executes this instruction 
in an MP system. 

Delivery mode options 010,110,111 are Intel reserved. 
They should not be used. 

Bits [7:0) Vector. The vector identifies the interrupt 
being sent. If the Delivery mode is "Remote Read", 
then the Vector field contains the address of the register 
to be read in the remote 82489DX's Local unit. 

NOTE: 
In cases where Destination field in Interrupt Com­
mand Register [63:32) is used, Interrupt Command 
Register [31:0) should be programmed only AFTER 
programming Interrupt Command Register [63:32), 
since writing to [31:0) will start sending the message. 

The following are the control words for interrupt com­
mand register [31:0) for different modes. The interrupt 
vector, fbr example, is illustrated with AA hex. In the 
remote Read request command RR in the vector field 
specify address of the register to be read. The XX in the 
vector field means the vector is don't care. 
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CONTROL WORD 

Fixed INT, Edge triggered int, dest. field specified 

PHYSICAL 
Destination Mode 
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LOGICAL 
Destination Mode 

Lowest priority INT, Edge trigg. int, dest field specified 
Remote Read (only Edge Triggered), dest field specified 
NMI (Only Level) Level ASSERT, dest. field specified 

0000 OOAA hex 
0000 01AA hex 
0060 03RR hex 
0000 e4XX hex 
0000 S4XX hex 
0000 e5XX hex 
0000 S5XX hex 

0000 OSAA hex 
0000 09AA hex 

NOT SUPPORTED 
0000 eexx hex 
0000 sexx hex 
0000 eDXX hex 
0000 SDXX hex 

NMI (Only Level) Level DEASSERT, dest. field specified 
Reset (Only Level) Level ASSERT, dest. field specified 
Reset (Only Level) Level DEASSERT, dest field specified 

Fixed INT, Edge triggered int, Self 
Fixed INT, Edge trigg. int, All inclusive Self 
Lowest priority INT, Edge trigg. int, All inclusive Self 
NMI, Level ASSERT, All inclusive Self 
NMI, Level DEASSERT, All inclusive Self 
Reset, Level DEASSERT, All inclusive Self 

Fixed INT, Edge trigg. int, All exclusive self 
Lowest priority INT, Edge trigg. int, All exclusive self 
NMI, Level ASSERT, All exclusive Self 
NMI, Level DEASSERT, All exclusive Self 
Reset, Level ASSERT, All exclusive Self 
Reset, Level DEASSERT, All exclusive Self 

Interrupt Command Register [63:32] 
(Addr [9:4) = 31 hex) 

Bits [63:32] 
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0004 OOAA hex 
OOOS OOAA hex 
OOOS 01AA hex 
OOOS C4XX hex 
OOOS S4XX hex 
OOOS S5XX hex 

oooe OOAA hex 
oooe 01AA hex 
oooe C4XX hex 
oooe S4XX hex 
oooe e5XX hex 
OOOC S5XX hex 

Bits [63:32) Destination 

0004 6SAA hex 
OOOS OSAA hex 
OOOS 09AA hex 
OOOS eexx hex 
OOOS sexx hex 
OOOS SDXX hex 

oooe OSAA hex 
oooe 09AA hex 

. oooe eexx hex 
oooe sexx hex 
oooe eDXX hex 
oooe SDXX hex 

This field is only used when the Destination Shorthand 
field is set to "Destination Field". If Destination field is 
physical mode, then the 8 MSB contain an Destination 
Unit m. If logical mode, the full 32-bit Destination 
field contains the logical address. This register should 
be programmed for proper destination before program­
ming Interrupt Command Register [31 :0). If the desti­
nation to a local unit with ID, say, 05 in physical mode, 
then the Interrupt Command Register [63:32] shoUld 
be programmed as hex 0500 0000. 
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local Timer Vector Table (Addr [9:4] = 32 hex) 
3 
1 

0.0.0.0. ...... 0.0.0.0.0. 

Timer Base +----' 
Timer Mode +------' 

Bits [31:20] Reserved. Should be written Zero. 

Bits [19:18] Timer Base: This field selects the time base 
input to be used by timer. 

00: (Base 0): Uses "CLKIN" as input. 

01: (Base 1): Uses "TMBASE". 

10: (Base 2): Uses the output of the divider (Base 2). 

Bit 17: Timer Mode: This field indicates the operation 
mode of timer. 

o - ONE- SHOT; 

I-PERIODIC 

In ONE-SHOT, the current count register remains at 
Zero after the timer reaches zero and software needs to 
reassign the timer's initial count register to rearm the 
timer. 

In PERIODIC mode, when the timer reaches zero, the 
Current <;:ount Register is automatically reloaded with 
the value in the initial Count Register, and the timer 
counts down again. 

Bit 16: Mask: This bit serves to mask timer interrupt 
generation. 

0- Not masked; 

I-Masked. 

0. 0. 0. 0. 

Timer Interrupt Vector 

292116-23 

Bits [15:13] Reserved. Should be written Zero. 

Bit [12] Delivery Status: Delivery status indicates the 
current status of the delivery status of this interrupt. 

o - IDLE means that there is currently no activity 
for this interrupt. 

1 - SEND PENDING indicates that the interrupt 
has been injected, but its delivery is temporarily 
held up by other recently injected interrupts 
that are in the process of being delivered; Deliv­
ery status is software read only. 

Bits [11:8] Reserved. Should be written Zero. 

Bits [7:0] Timer Interrupt vector: This is the 8-bit in­
terrupt vector to be used when timer generates an inter­
rupt. 

NOTE: 
TIMER interrupts are always treated as EDGE trig­
gered interrupts. 

The following is the control word for various modes to 
be used in Local Timer Vector Table. For illustration 
purpose, the interrupt vector for Timer is shown as AA 
hex. 

Control Word ClKIN Input TMBASE Input Divider Input 
(Base 0) (Base 1) (Base 2) 

PERIODIC timer, MASK cleared 0002 OOAA hex 0006 OOAA hex OOOA OOAA hex 
PERIODIC timer, MASK set 0003 OOAA hex 0007 OOAA hex 0008 OOAA hex 

ONE SHOT timer, MASK cleared 0000 OOAA hex 0004 OOAA hex 0008 OOAA hex 
ONE SHOT timer, MASK set 0001 OOAA hex 0005 OOAA hex 0009 OOAA hex 
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Local Interrupt Vector Table Registers 0,1 
3 
1 

1 1 1 1 1 1 1 0 0 
7 6 5 4 3 2 0 87 

0000 ................... 00000 

Mask +------....... 
Trigger mode ... ----....... 

Remote IRR 

Register 
Local IntO Vector table register 
Locallnt1 Vector table register 

Address [9:4] 
35 hex 
36 hex 

The same format applies to both Local IntO and Local 
Inti registers. 

Bits [31:17]: Reserved: Must be Zero. 

Bit 16: MASK: 

o - enables interrupt by clearing mask 

1 - masks the interrupt. 

Bit 15:·Trigger mode: 

o - Edge Triggered 

1 - Level Triggered 

Bit 14: Remote IRR: This bit is used for level triggered 
local interrupts. Its meaning is undefined for edge trig­
gered interrupts. Remote IRR mirrors the interrupt's 
IRR bit of this local unit. Remote IRR is software read 
only. 

Bit 13: Reserved. Must be Zero. 

Bit 12: Delivery Status: Software read only. Indicates 
the current status of the delivery of this interrupt. 

o - IDLE means that there is currently no activity 
for this interrupt. 

1 --'-- Send Pending indicates that the interrupt has 
been injected, but its delivery is temporarily 
held up by the recently injected interrupts that 
are in the process of being delivered. 

Bit 11: Reserved. Must be Zero. 

Bits [10:8]: Delivery mode 

000 - Fixed INT 

100-NMI 

111-ExtINTA 

Delivery mode 
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All other options of Bits [10:8] are reserved. Should not 
be used. 

Bits [7:0]: Vector: This is the interrupt vector to use 
when generating interrupt for this entry. 

The following are the control words for local interrupt 
[0 as well as 1] vector tables for different modes. The 
interrupt vector, for example, is illustrated with AA 
hex. The XX in the vector field means the vector is 
don't care. 

Interrupt Option 
Fixed INT, Edge triggered 
Fixed INT, Level trigg. int 
NMI (Only Level) 
ExtlNTA (Only Edge) 

Control Word 
0000 OOAA hex 
0000 80AA hex 
0000 84XX hex 
0000 07XX hex 

Initial Count Register (Addr [9:4] = 38 hex) 

Bits [31 :0] 
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Bits [31:0] Initial Count: Software writes to this regis­
ter to set the initial count for timer. This register can be 
written at any time. When written, the value is copied 
to the current count Register and countdown starts or 
continues from there. The initial count register is read­
write by software. 

Current Count Register (Addr [9:4] = 39 hex) 

Bits [31:0] 

292116-26 

Bits [31:0] Current Count: This is the current count of 
timer. It is read only by software and can be read any 
time. 
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Divider Configuration Register 
(Addr [9:4] = 3E hex) 

3 
1 

o 
3 

000000000000 ...... 00000 

Divider Input +-----' 
Divide by 
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Configuration 

Divide eLKIN by 2 
Divide eLKIN by 4 
Divide eLKIN by 8 
Divide eLKIN by 16 
Divide TMBASE by 2 
Divide TMBASE by 4 
Divide TMBASE by 8 
Divide TMBASE by 16 

Control Word 

0000 0000 hex 
00000001 hex 
0000 0002 hex 
0000 0003 hex 
0000 0004 hex 
0000 0005 hex 
0000 0006 hex 
0000 0007 hex 

Bits [31:3] Reserved. Must be Zero. 

Bit [2]: Divider Input: Selects whether divider's input 
connects to the 82489DX local unit's CLKIN pin or 
TMBASE. 

o - means the divider, takes its input signal from 
CLKIN. 

1 - means use TMBASE 

Bits [1:0]: Divide by: Selects by how much the divider 
divides. 

00 - divide by 2 

01 ..:.. divide by 4 

10 - divide by 8 

11 - divide by 16 

Programming Guidelines 
A) Modes of Interrupt in 82489DX: 

Delivery Mode 
Trigger 

Fixed 
Lowest 

Mode Priority NMI Reset 
Destination 

Delivery 

Edge ", "" 
Level ", ", ", ", 

NOTE: 

ExtlNT 

", 

• RESET delivery mode should not be used for Local 
Interrupts. 

• EOI should not be issued for NMI and ExtINT de­
livery mode. 
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82489DX Priority Space 
82489DX priority 

Priority applies among 

• Fixed Interrupt. 

• Lowe.t Priority Interrupts 

• "Processor {Task priority" 

Does not apply to 

• "Reset" Interrupts 

• "Nt.tl" Interrupts 

• "[xtINT" Interrupts 

, Spurious Interrupts 
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Interrupt Command Register State Diagram 

NOTE: 

ICR 
message 
• ent to 
ICC 
Bus transmit 
unit 

CPU 
write • 
to ICR 

l!92116-30 

'Software should check busy flag of leR before writing 
interprocessor message. 

CONCLUSION 

82489DX has simple and powerful programming mod­
el. It has programmable priority and it supports task 
priority in the light of interrupt priority. It reduces the 
SPLO ovethead which is very useful in uniprocessor 
system. The system performance is improved by using 
interrupt priority model to prioritize interrupts and by 
using task priority register for SPLO calls. It provides 
an easy migration path from "8259 by providing 
ExtlNTA mode for DOS compatibility. 
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1.0 INTRODUCTION 

Today's high speed microprocessors place a heavy de­
mand on clock generation and distribution. To main­
tain a synchronous system, well-controlled and precise 
clocking solutions are required. Pentium™ processor, 
with operating frequencies of 60 MHz and 66 MHz, has 
tight system clock specifications. In order to bring 
clock signals of acceptable quality and minimal skew to 
the Pentium processor and the rest of the system, sys­
tem designers have to contend with high speed issues 
for clock distribution and limited number of pl'ecise 
clock driver devices. In this application note, the key 
issues in the design of a 60 MHz or 66 MHz clock for a 
Pentium processor-based system will be discussed, 
available clock drivers will be listed and discussed, and 
detailed design examples of a clock solution for the 
Pentium processor with 256K second-level cache sub­
system, using the 82496 Cache Controller and the 
82491 Cache SRAMs, are provided. 

The Pentium processor, 82496 Cache Controller, and 
82491 Cache SRAM form a CPU-Cache core or chip 
set. Along with a memory bus controller (MBC), the 
chip set provides a CPU-like interface for many types 
of memory buses. 

This application note is intended for system designers 
concerned with clock generation and distribution for 
the Pentium processor and CPU-Cache chip set based 
systems. It reflects data collected from several quarters 
of characterization of the Pentium processor and expe­
rience with some of the clock driver devices, as well. 
This application note gives readers a good understand­
ing of the issues and solutions of high speed clocking, 
particularly that for the Pentium processor. The reader 
should be familiar with the Pentium processor and 
CPU-Cache chip set electrical and mechanical specifi­
cations, Clock Design in 50 MHz Intel486™Systems, 
and transmission line theory. If not, please read materi­
als listed in Section 9.0 before proceeding. 
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1.1 General Clocking Issues 

There are two major problems with distributing clock 
signals at 66 MHz: clock signal quality and clock skew. 
At high speed, one set of effects Which has been minor 
in slower designs is now significant-the effects of 
transmission line. At high frequencies and fast. edge 
rates, long traces behave like transmission lines. The 
"lumped" circuit assumption which assumes instanta­
neous signal transmission is no longer valid. Instead, 
signals travel in a finite time. When a transmission line 
is not properly terminated, one can observe severe over­
shoot, undershoot and ringback, all of which degrade 
logical signals. Bad signal quality can cause false 
switching or multiple switching, and can in extreme 
cases damage the devices. To maintain a clean clock 
signal, designers must consider clock driver characteris­
tics, signal routing, load characteristics, and transmis­
sion line termination. 

There are four basic ways to terminate a transmission 
line, series, parallel, Thevenin, and AC terminations 
(Figure I). Series termination is recommended when 
driver output impedance is less than the transmission 
line characteristic impedance (true for most TTL driv­
ers) and the line is driving a small number of devices. 
Series termination consumes low power and uses only 
one device; however, the termination method increases 
signal rise and fall times. Series termination ensures 
good signal quality by eliminating secondary reflection 
off the driver end. The rest of the termination methods 
eliminate reflection at the load end. All of the termina­
tion methods can provide good, clean clock signals at 
the load. Both parallel and Thevenin terminations con­
sume a large amount of power. Thevenin termination 
consumes less power than parallel but requires one 
more device. AC termination consumes low power but 
adds capacitive load to the driver and delay due to RC 
time constant. Design examples provided with this ap­
plication note use series termination. For more infor­
mation on transmission line effects and design issues, 
please refer to [ref. 3, ref. 4, ref. 51 
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Rtenn ZO Driver ZO Receiver 

Driver Rtenn=ZO - Zd Receiver Rterm = ZO 
Zd = Driver Output Impedance 

Series Termination Parallel Termination 

Vce 

Driver ZO Receiver 

Driver ZO 

Rtenn =ZO 

Rtenn =2Z0 

Thevenin Termination AC Termination 
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Figure 1. Common Termination ,T~chniques 

Skew is defined as the time difference between when the 
clock signal reaches each component. As frequency in- ' 
creases, there is less and less time for computation in a 
given clock period for a synchronous design, For a typi­
cal design, the time from one rising edge to the next is 
composed of the largest path-delay, setup time, propa­
gational delay through logic elements, and skew. Clock 
skew then, takes away from the time available for prop­
agational delay, thereby restricting the amount of logic 
done in a clock cycle, For high speed designs, skew 
must be minimized. 

To minimize skew, designers'must tune clock traces so 
that the propagational delay from driver through each 
trace to load is the same for each load. For balanced 
loads, tuned traces have same lengths. For unbalanced 
loads, trace lengths can be adjusted to make up fot 
loading differences. If possible, designers should try to 
keep the loading on each clock line the same. 

2.0 Pentlum™ PROCESSOR, 82496 
AND 82491 SYSTEM CLOCK 
SPECIFICATIONS 

System clock specifications can be divided into 2 cate­
gories: signal quality requirements and skew specifica­
tions. Clock signal quality requirements are the same 
for the Pentium processor and CPU-Cache chip set. 
Skew specifications are only required for CPU-Cache 
chip set. 

Signal quality requirements define boundaries for ac­
ceptable signal shapes and levels. There are two parts to 
signal quality requirements: signal quality specifications 
(Table I) and guidelines (Table 2). Please refer to the 
latest revision of the Pentium processor and CPU­
Cache chip set specifications for more details and for 
the most up-to-date information. 
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Table 1. Clock Signal Quality Specifications 

Symbol (5) Parameter Minimum 

CLK Frequency 33.33 

t2 CL.K Period 15 

t3 CLK High Time 4 

t4 CLKLowTime 4 

t5 CLK Rise Time 0.15 

t6 CLKFaliTime 0.15 

CLK Stability 

VIH 2 

Vil -0.3 

NOTES: 
1. Below 66 MHz only functionality is guaranteed. 
2. High times are measured between 2.0V crossing points. 
3. low times are measured between 0.8V crossing points. 
·4. Rise and fall times are measured between 0.8V and 2.0V. 
5. Symbols in Figure 2. 
6. Functionality is guaranteed by design/characterization. 
7. Measured on rising edge of adjacent elKs at 1.5V. 

Maximum Unit Notes 

6~.66 MHz (1 ) 

ns 

ns (2) 

ns (3) 

1.5 ns (4) 

1.5 ns (4) 

±250 ps (6), (7), (8), (9) 

Vee + 0.3 V 

0.8 V 

8. To ensure a 1:1 relationship between the. amplitude of the input jitter and the internal and external clocks, the jitter 
frequency spectrum should not have any power spectrum peaking between 500 KHz and 1/3 of the elK operating frequen­
cy. 
9. The amount of jitter present must be accounted for as a component of elK skew between devices. 

Table 2. Clock Signal Quality Guidelines 

Parameter Maximum Unit Notes 

Overshoot 1.6 V (1 ) 

Undershoot 1.6 V (1 ) 

Ringback 0.8 V (2) 

NOTES: 
1. Overshoot (undershoot) is the absolute value of the maximum voltage above Vce (or below Vss). The guideline assumes 
the absence of diodes on the input. 
2. Ringback is the absolute value of the maximum voltage at the receiving pin below Vee (or above Vss) relative to Vee (or 
Vss) level after the Signal has reached its maximum voltage level. The input diodes are assumed present. 

The overshoot guideline should be used in simulations, 
without diodes present, to ensure overshoot (under­
shoot) is within the acceptable range. The ringback 
guideline is provided for verification in an actual sys-
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tern. System designers do not have to worry about ring­
back if the signal does not overshoot or undershoot, 
respectively. Figure 2 summarizes clock waveform re­
quirements listed in Table 1. 
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t5 t6 
241574-2 

Figure 2. Clock Requirements for the Pentium™ Processor and CPU-Cache Chip Set 

Figure 3 to Figure 5 illustrates examples of acceptable 
and unacceptable clock waveforms. Waveform in Fig­
ure 3 is for an input model without diodes. Waveform 
in Figure 4 is for an input model with diodes. The di­
odes clamp the voltage and prevent it from going more 
than a diode drop above Vee or below V ss. Waveform 

in Figure 5 is for an input model without diodes. The 
waveform is not acceptable for several reasons. It vio­
lates the minimum low time specification (4 ns), the 
maximum fall time specification (1.5 ns), and it does 
not follow the maximum undershoot guideline (1.6V). 
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Vee 

____ ~~ ______ V~s ______ l _ 

~---7.8ns 5ns 

1.2ns Ins 
241574-3 

Figure 3. An Example of an Acceptable Clock Waveform (Diodes are Absent from the Input Model) 
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Vee .-_;;;:-----,~_ In gener~lL-o~e diQd~ 
drop above Vee 

Vss ----=7'--------------

In general, one diode 
drop below V ss 

~--- 6.8ns----~ 141E:------ 6ns---~ 

1.4ns O.8ns 
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241574-4 

Figure 4. An Example of an Acceptable Clock Waveform (Diodes are Present In the Input Model) 
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Vee 

Vss - - -~ 
2.0V 

8ns 

1.5ns 2ns 
241574-5 

Figure 5. An Example of an Unacceptable Clock Waveform (Diodes Are Absent from the Input Model) 

Clock skews for the CPU-Cache chip set are measured 
at O.8V, 1.5V, and 2.0V on the rising edge. Worst case 
skew between the Pentium processor and the 82496 is 
0.2 ns, and worst case skew between any 82491 and 
either the Pentium processor or the 82496 is 0.7 ns. 

3.0 AVAILABLE CLOCK DRIVERS 

Intel has held discussions with many clock driver com­
ponent companies. The intent has been to enable these 
companies to offer clock driver solutions that meet the 
Pentium processor specifications. It has also been to 
ensure that the super set of these companies can pro­
vide support and distribution worldwide on a schedule 
that closely matches the Pentium processor's availabil­
ity. Based on information available, Table 3 lists a num­
ber of companies who are planning to offer solutions to 
meet these requirements. All the clock drivers listed in 
Table 3 have maximum output frequency equal or 
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above 66 MHz. Preliminary data sheets show that solu­
tions listed in Table 3 meet the CPU or CPU-Cache 
chip set requirements. The specifications listed are 
based on preliminary data provided· by each company 
and may be subject to change. Designers should contact 
each company for the latest specifications and availabil­
ity. Some evaluation has been done by simulating an 
example clock layout using output models supplied by a 
subset of the companies listed, along with interconnect 
models and preliminary clock input model of the CPU­
Cache chip set. For more detail on the simulations and 
example routing, please see Section 5.0. Intel has been 
and will be working closely with the listed companies to 
ensure they have the latest specifications for the Penti­
um processor. With published preliminary data sheets, 
all the listed parts meet either the CPU or the chip set 
clock specifications (including the signal quality and 
skew specifications). Please contact individual manu­
facturers for data sheets and sample availability. 
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Intel Spec 

AMCC 

AT&T (7) 

Cypress 

ICS 

Intel 

Intel 

Motorola 

Part # 

SC35XX-1 

SC44XX-80 

DA400 

CY7B991 

ICS2686 

85C224-100 

85C224-10 

MC10H646 

88915 

Driver Level 
Type I!!/Out 

TTL inputs 

Buffer PEClor 
TTL/TTL 

Pll TTL/TTL 

Pll PEClor 
TTL/TTL 

Pll TTL/TTL 

Pll 

Divider/ TTL/CMOS 
Buffer/PlD 

Buffer/ TTL/CMOS 
Divider/PLD 

Buffer PEClor 
TTL/TTL 

PlL TTL/CMOS 

Table 3. Clock Driver Options 

Pin- Part-
t,/tf 

to-Pin to-Part 
(O.BV-2.0V) 

Skew Skew (ns) 
(ns) (ns) 

(1) 1.5/1.5 

0.5 1.0 1.5/1.5 

±0.2 1.0 (9) 1.5/1.5 

0.2 0.5 1.5/1.5 

0.5 1.2 (6) 1.5/1.5 

0.5 0.6 1.5/1.5 

Divider 0.4 NA Divider 
Buffer 0.5 1.2/1.1 

Buffer 
1.4/1.1 

Divider 0.4 NA Divider 
Buffer 0.5 12.11.1 

Buffer 
1.4/1.1 

0.5 1.0 1.2/1.2 

0.5 NA 2.5/2.5(11) 

- L - - '---

Clock # of Outputs 
Stability (per pkg) 

±250 ps (2) 

20 Outputs 
Which Vary 
with Part # 

6-12 Outputs 

8@1,0.5X 
(Prog Shift) 

0.5% 4@1X 
4@1, 0.5, 0.25X 

5@1,0.5X 

8@ + 1X, 
-1X,0.5X 

8@+1X, 
-1X,0.5X 

NA 8 

NA 5@1X 
1@2X 
1@.5X 

1 Inverted X 

Spec'd Max. 
Loading Freq. 

66 MHz 
and 
60 MHz 

10pF 80 MHz 

35pF 80 MHz 

50 pF 100 MHz 

5001 80 MHz 
30pF 

20pF 

700/ Divider 
50pF 100/50 

Buffer 133 

700/ Divider 
50pF 58/29 

Buffer 100 

5001 100 MHz 
50pF 

500 66 MHz 
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Table 3. Clock Driver Options (Continued) 

Pin- Part-
t,/t, Driver Level to-Pin to-Part Clock II of Outputs Spec'd Max. Mfgr Part 11 

Type InlOut Skew Skew 
(o.BV-2.0V) 

Stability - (perpkg) Loading Freq. 
(ns) (ns) 

(ns) 

National CGS74CT2524 Buffer TTUCMOS 0.45 NA 1.5/1.5 4 50pF 100!vlHz 

CGS74CT2527 Buffer TTUCMOS 0.45 NA 1.5/1.5 8 50pF 1.0.0 MHz 

CGS74B2528 Buffer TTUTTL 0.55 NA 1.5/1.5 10 5.opF 7.0 MHz 

Pioneer PI6B2407 PLL TTL/TTL ±0.25 NA 1.511.5 100ps 12@1,O.5,2X 80 MHz 
(Prog Shift) 

TI (8) CDC328 Buffer TTUTTL 0.7 NA 1.2/0.5 NA 6 500n/ Not 
50pF Spec'd. 

Triquint GA1085 PLL TTL/TTL 0.25 NA 1.4/1.4 75 ps (typ.) 5@1X 50n 66 MHz 
(10) 4@.o.5X 

2@Q.5X (Prog 
Shift) 

GA1086 PLL TTUTTL 0.25 NA 1.4/1.4 75 ps (typ.) 9@1X 50n 66 MHz 
1@0.5X 

GA1087 PLL TTL/TTl:. .0.25 NA 1.4/1.4 75 ps (typ.) 6@1X 50n 66 MHz 
4@0.5X 

Vitesse VSL4485 PLL TTUTTL 0.5 NA 1.5/1.5 6@1X 50pF 70 MHz 
2@1,2,4X 

VSL4586 PLL TTL/TTL 0.5 NA 1.5/1.5 2@1X 50pF 70 MHz 
6@1,2,4X 

NOTES: 
1.0.7 ns between Pentium processor-82491, 82496-82491, 82491-82491. 0.2 ns between Pentium processor-82496. Assumed 0.5 ns between clock driver outputs, leaving 0.2 
ns for routing or trace skew. • 
2. See complete specification in Table 1 or the data book. 
3. Manufacturers listed in alphabetical order. 
4. Contact manufacturers for price and availability information. 
5. Intel does not guarantee specifications for other manufacturer's devices. All clock driver specifications listed were provided by the manufacturer and are subject to change. 
Designers should contact the manufacturer for the latest specification/ data sheet information. ~ 
6. As low as 0.75 ns in some configurations. 
7. First samples in March '93. Specifications may improve during characterization. 
8. Other Solutions are under development. Contact TI for preliminary details. 
9. Maximum phase erro quoted in the manufacturer's data sheet for the entire frequency range. 
10. Other configurations available. Contact Triquint for details. 
11. Between 0.2 Vee and 0.8 Vee. Contact Motorola for details between 0.8 and 2.0V. 
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AMCC offers the SC35XX-1 series of buffered clock 
drivers and the SC44XX-80 series of PLL based clock 
drivers. The SC35XX-1 series must be driven with a 
TTL or PECL 2X frequency input. Each member of 
the series provides 20 outputs. Depending on the specif­
ic part within the series, these 20 outputs can be config­
ured to provide the primary frequency, 1/2, or 1/4 the 
primary frequency. The SC3502-1 even provides 5 in­
verted outputs of the primary frequency. The SC44XX-
80 series must be driven with a TTL input. The PLL 
design allows for very low skew (± 200 ps) between the 
outputs. Different members pf the series offer different 
numbers and configurations of outputs. Between 4 and 
8 outputs are available at the primary frequency. These 
devices also allow a subset of the outputs to be config­
ured for1/2X or 2X the primary frequency. In addi­
tion, the PLL allows the outputs to be skewed in phase 
from one another. 

AT&T DA400 is a PLL clock driver. Its inputs can be 
driven by TTL or PECL levels. Eight outputs are pro­
vided. They can be configured for the primary frequen­
cy or 1/2X the primary frequency. In addition each 
output has a programmable delay line which allows 
1/32 or 1/64 increments of the clock period of delay 
between outputs. 

Cypress's CY7B991 is a PLL clock driver. It requires a 
TTL input I(Ind is able to drive 8 outputs. A subset of 
the outputs can be configured as 1/2X, 1/4X, or invert­
ed outputs. As with other PLL solutions, the skew 
between outputs is small and the outputs can be config­
ured for a fixed amount of delay or skew between out­
puts. 

ICS's ICS2686 is a PLL clock driver. Five outputs are 
available. Both primary and 1/2X frequencies are avail­
able. The ICS2686 has been designed to work with the 
74ABT240 type buffer to provide more than 5 outputs. 
A unique feature of the ICS2686 is the multiple feed­
back inputs. This feature allows synchronizing multiple 
outputs at their destination or load with the input 
clock. 

Intel's 85C224-100 is a "20V8" architecture program­
mable logic device. From its TTL inputs it provides 8 
TTL outputs which can be configured to provide IX, 
IX inverted, and 1/2X versions of the primary frequen­
cy, in any combination. When programmed to function 
as a frequency divider, the primary frequency can be as 
high as 100 MHz and the 1/2X frequency outputs will 

AP-479 

maintain output skew below 400 ps. When pro­
grammed to operate as a straight IX buffer, it supports 
frequencies of up to 133 MHz with less than 500 ps of 
output skew. The 85C224-100 provides a combination 
of superior output signal quality including fast rise and 
fall times and low output skew. A particularly unique 
feature of the 85C224-100 is in its programmable logic 
circuitry. Its flexibility satisfies programmable logic 
needs such as control line signals and widespread glue 
logic. With this minimized output skew PLD, a single 
28-pin PLCC can provide low output skew clock distri­
bution, frequency division, and programmable logic; for 
the low price of a 20V8 PLD. 

Motorola offers both 11 buffered and a PLL clock solu­
tion. Motorola's 10H646 is a buffered clock driver. It 
offers both TTL and ECL inputs which supports back­
plane routing using ECL levels. The clock driver's out­
puts are clamped to 3V, not V ce. IOH646's output 
stage has similar rise and fall output resistances. Similar 
rise and fall output resistances makes series termination 
easier since the termination resistance is the difference 
between the characteristic impedance of the transmis­
sion line connecting the output to the load and the driv­
er's output impedance. IOH646 has 8 Ix outputs. As a 
straight buffer, IOH646 does not offer any multiples of 
the input besides lx. The Motorola 88915 is a PLL 
clock driver. It provides a 0.5 ns skew between outputs. 
The 88915 provides 5 IX outputs along with 1 2X, 
1 0.5X, and 1 inverted X outputs. 

National's clock buffers are ,packaged to function reli­
ably at high frequencies. Their output rise and fall re­
sistances are approximately equal. The CGS74CT2524 
and 2527 provide 0.45 ns of output skew. The 
CGS74CT2528's output skew, 0.55 ns, allows for only 
0.15 ns skew due to board traces or any unbalanced 
loading effects when using the 82496/82491 cache, 
however this amount may be sufficient for other cache 
solutions. These parts offer a range of 4, 8, and 10 out­
puts. The CGS74CT2524 and 2527 have CMOS level 
outputs, which transition from rail to rail. 

Pioneer's PI6B2407 is a PLL clock driver. From its 
TTL input, it provides twelve TTL outputs, which can 
be configured to operate at IX or 2X the input frequen­
cy. In addition, the outputs can be phase adjusted from 
the input clock. The P16B2407 is able to provide 
± 0.25 ns of skew between outputs while maintaining 
the fast 1.5 ns rise and fall times. 
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Texas Instruments' ABT328 driver provides six outputs 
with an output skew of 0.7 ns. Please contact Texas 
Instruments for the availability of 0.5 ns output skew 
parts. 0.7 ns output skew is too large for the chip set 
application. In the design example on Section· 5.0, 0.5 
ns output skew is assumed. As a buffered driver, the 
ABT328 offers only lx outputs. 

TriQuint's GAI086 is a Gallium Arsenide-based prod­
uct. It takes a 66 MHz input and produces nine 
66 MHz outputs and one 33 MHz output. The avail­
ability of a low skew 33 MHz output facilitates clock 
distribution for systems that have synchronous 33 MHz 
memory buses. Since the part is phase-lock-loop based, 
one of the outputs can be fed back to the input so that 
all the outputs are synchronized with the input clock. 
Such a set up is ideal for cascading clock drivers to 
achieve maximum fanout. The specified output skew of 
the GA1086 is 0.25 ps, the smallest skew number avail­
able. Triquint also offers the GAI085 and GA1087. 
These products are similar to the GA1086, however, 
they offer different combinations of outputs between 
IX and 0.5X. 

Vitesse's VSU485 is also a Gallium Arsenide-based 
product. It offers lx, 2x, and 4x options on two of its 
eight outputs. Thus, to obtain both 33 MHz and 

r Processor Card 
I 
I 
I 
I 
I 
I 
I 
I 
L 

Clock In 

Clock out to 
com nents 

66 MHz signals with low skew, for example, the clock 
input frequency of the VSL4485 can be 33 MHz. For 
the chip set application, two 66 MHz outputs are not 
enough, and thus cascading another driver is necessary. 
Alternatively, the input can be 66 MHz and all of its 
outputs can be at 66 MHz. It offers 0.5 ns output skew, 
and a low effective delay. In addition, VSL4485 can 
generate programmable, multiple phase relationships 
among its outputs. 

4.0 CLOCK GENERATION FOR THE 
Pentium™ PROCESSOR AND 
THE CPU·CACHE CHIP SET 

Clock generation is the generation of copies of clock 
signals froni a signal oscillator or any other source 
which then are distributed to the various loads. The 
function of a clock driver is to generate multiple copies 
of clocks from a single source. In general, Pentium 
processor-based systems have three types of memory 
interface: fully synchronous, divided synchronous, and 
asynchronous. Each interface requires different meth­
ods of clock generation. The basic setup of a processor 
card is illustrated symbolically in Figure 6. Depending 
on the configuration, the Clock In signal can come 
from the memory bus or a separate oscillator. 

Intel CPU-Cache Chip Set 

Pentium TM 

Processor 

----------6.------.. --------~ ________ 1 Memory Bus 
241574-6 

Figure 6. A CPU Module with the Pentium™ Processor, 82496 and 82491 CPU-Cache Chip Set 
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4.1 Clock Generation for Fully 
Synchronous Systems . 

A fully synchronous system is one'which everything in 
the system runs synchronous to the CPU. In particular, 
the memory bus interface is synchronous to the CPU. 
In Figure 6, the memory bus is at 66 MHz, synchro­
nous to the CPU module. Clock In signal must be syn­
chronous to the memory bus. Clocking for this case 
involves the generatic;Jn of tightly controlled copies of 
clock signals that are distributed to all the clocked 
parts. The task of clock generation and distribution is 
the most difficult for this type of set up. All copies of 
clock signals must come from a single source, and must 
be deskewed appropriately. For Pentium processor­
based systems that run at 66 MHz, the most critical 
parameter in choosing a clock driver is its output skew, 
as well as its part-to-part skew if more than one driver 
is needed. Since all the clock signals are at 66 MHz, 
only Ix outputs are needed. All of the drivers listed in 
Section 3.0 can be used here. 

For a fully synchronous configuration, it is likely that a 
single clock driver cannot provide enough copies of 
clock signals. Then, some kind of cascading of drivers is 
necessary. Figure 7 shows two ways of clock generation 
by cascading drivers. Tskew is the total worst case skew 
at outputs of C02 and CD3. Tpp23 is the worst case 
part-to-part skew between C02 and CD3. Tos2 is the 
worst case output skew of C02, assuming the worst 
case output skew of CD3 is the same as Tos2. Tosl is 
the worst case output skew of COl. Ttol2 is the feed­
back tolerance of C02. Feedback tolerance is the phase 
tolerance between the feedback input and the reference 
clock. Typically, Ttol2 is a small number. For the ex­
amples in Figure 7, it is assumed that only the second 
level drivers feed the clock signals to the loads. Other­
wise, for part a, signals from C02 will be later than 
signals from CD I by the propagational delay of C02 
which is typically between 6 ns to 8 ns. 

For the examples in Figure 7 clock signals for the CPU­
Cache chip set must be derived from one clock driver 
outputs only so that the 0.2 ns and 0.7 ns skew specifi­
cations can be met. In part a, Tskew, the sum ofTpp23, 
Tos2, and Tosl is the worst case skew which is the 
skew between an output of C02, and an output of 
CD3. The output skew of COl (Tosl) causes the inputs 
to C02 and CD3 to arrive at different times. The differ­
ence in propagational delay which is Tpp23, further 
skews the outputs of C02 and CD3. If the part-to-part 
skew does not include output skew, different outputs 
from C02 and CD3 can also be skewed by the output 
skew. For part b, Tskew, the sum of Ttol2, Tos2, and 
Tosl, is also the worst case skew between the outputs of 
C02 and the outputs of CD3. Once again, Tosl causes 
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the inputs to C02 and CD3 to arrive at different times. 
The feedback in C02 synchronizes all its outputs in the 
input. The feedback output of C02 is different from the 
input reference clock .only. by Tto12. All the other out­
puts are further skewed from the feedback output by 
Tos2. The analysis for CD3 is the same. 

COl I 
PLLor · Buffer · · 

L....--

I.. Tslc:ew = Tpp2'3 + Tos2 + Tad 

COl 

PLLorl----....J 
Bufftr 

b. Tslc:ew = TID12 + TCIII2 + TClill 

C02 

Buffl! · · · 
· · · 

Buffer · · · 
CD3 

CD3 

241574-7 

Figure 7. Examples of Clock Generation 

4.2 Clock Generation for Divided 
Synchronous Systems 

For a divided synchronous system, the memory bus is 
at half the speed of the CPU-Cache chip set; i.e., 
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the memory bus runs at 33 MHz for the Pentium proc­
essor or the CPU-Cache chip set based systems. A 
33 MHz reference clock (Clock In) can corne from the 
backplane from which all the clocks serving the CPU­
cache module (Figure 6) must be synchronized. The 
memory bus controller (MBC) itself requires both 
33 MHz and 66 MHz clocks. For this configuration, 
clock drivers that can provide both 33 MHz and 
66 MHz outputs are needed. 

There are several ways of providing the two' frequen­
cies. They are shown in Figure 8 through Figure 12. 
Tskew is the worst skew between 33 MHz signals and 

Feedback for PLL locking 

.~ J 66MHz 
33MHz PLL 

... Clkdoubler 

NOTE: 

66 MHz signals. The skews among 66 MHz signals or 
among 33 MHz signals are simply the output skew of 
the driving devices. Ttolpll is the PLL CLK doubler or 
PLL CLK divider's feedback tolerance. Tospll is the 
PLL CLK doubler or PLL CLK divider's worst case 
output skew. Tppbufis the worst case part-to-part skew 
of the second level buffers. Those buffers can be phase­
lock-loops also in which case Tppbuf is the feedback 
tolerance of the PLLs if feedback is used. Tosbuf is the 
worst case output skew ofthe second level buffers. Tosl 
is the output skew of COl, Ttol2 is the feedback toler­
ance of C02, and Tos2 is the output skew of C02. 

1 Buffer I ... 

.. 
Buffer / ... I 

--. 

.. 

Multiple 66MHz 
outputs for 
CPU-Cache 
chip set 

Multiple 33MHz 
outputs for MBC 
and others 

241574-8 

Tskew (between 33 and 66) = Ttolpll + Tospll + Tppbuf + Tosbuf 

Figure 8_ Clock Generation Using Clock Doubler 

Multiple 66MHz 

Buffer 
/ .. outputs for 

/ CPU-Cache Feedback for PLL locking ... 
chip set 

L J 66MHz 
33MHz PLL 

... Clkdoubler / Multiple 33MHz 
33MHz .. Buffer outputs for MBC ... I 

and others 
241574-9 

NOTE: 
Tskew (between 33 and 66) = Tospll + Tppbuf + Tosbuf 

Figure 9. Clock Generation Using Clock Doubler 
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Multiple 66MHz 
outputs for 
CPU-Cache 
chip set 

Multiple 33MHz 
outputs for MBC 
and others 
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Tskew (between 33 and 66) = Tospll + Tppbuf + Tosbuf 

33MHz 

NOTE: 

Figure 10. Clock Generation Using Clock Divider 

Feedback for PLL locking 

PLL 
Clkdoubler 

COl 

66MHz Multiple 66MHz 
r--------~~ outputs for 

CO2 

CPU-C&che 
chip set 

Multiple 33MHz 
1----+-. outputs for MBC 

and others 

241574-11 

Tskew (between 33 and 66) - Tos1 + Ttol2 + Tos2 

Figure 11. Clock Generation Using Two PLLs 
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66MHz 
Multiple 66MHz 

Feedback for PLL locking 
.. outputs for 

CPU-Cache 

~ J . Feedback 
chip set 

66MHz PLL J Multiple 33MHz .. L. Clkdivider / ... 
33MHz ~ PLL / outputs for MBC 

CDI and others 
CD2 

241574-12 
Tskew (between 33 and 66)-Tos1 + Ttol2 + Tos2 

Figure 12. Clock Generation Using Two PLLs 

Since the outputs of the first level PLL eLK doublers 
and dividers go directly to inputs of another clock driv­
er, the signal quality requirements of these outputs are 
not as stringent as if the outputs drive the loads of the 
Pentium processor and others. One of the fllQctions of a 
clock driver is to buffer and clean up a clock signal in 
addition to generating multiple copies of the same. 
However, the output skew of the PLL used for the first 
level is very important. Depending if feedback is used, 
the feedback tolerance is of importance. When choosing 
a clock driver, also be sure that its maximum output 
frequency is greater than 66 MHz for 66 MHz outputs. 
and 33 MHz for 33 MHz outputs. The parts listed in 
Table 4 and Table 5 are examples of devices that can be 
used as first level drivers as illustrated in Figure 8 
through Figure 12. 

Table 4. List of Clock Doubler Parts 

Manufacturer Part # 
Driver # of Outputs 
Type (per pkg) 

Motorola 88915 PLL 1 @2x 
6 @ 1x (1) 
1 @O.5x 

Motorola 88916 PLL 1 @2x 
4@1x(1) 
1 @ O.5x 

TI ABT338 PLL 1 @2x 
4@ 1x 
1 @ O.5x 

Vitesse VSL4485 PLL 6@ 1x 
2 @ 1,2, or4x 

NOTES: 
1. One of the outputs is inverted. 
2. This list is not meant to be complete. Other solutions 
may be available. 
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The phase-lock-loop drivers listed in Table 4 can be 
used to drive the Pentium processor loads directly if 
only one copy of 66 MHz clock signal is needed. In this 
case, the second level buffers are not necessary if the 
driver used can provide enough 33 MHz copies. Intel 
has not done formal analysis on these parts. 

Table 5. List of Clock Divider Parts 

Manufacturer Part # 
Driver # of Outputs 
Type (per pkg) 

Motorola 88915 PLL 1 @2x 
6@1x(1) 
1 @O.5x 

Motorola 88916 PLL 1 @2x 
4@1x(1) 
1 @ O.5x 

Texas Instruments ABT338 PLL 1 @2x 
4@ 1x 
1 @O.5x 

Texas Instruments ABT337 Buffer 4 @ 1x , 
, . 4@O.5x 

Texas Instruments ABT339 Buffer 4@ 1x 
4@O.5x 

TriQuint GA1086 PLL 9@ 1x 
1 @ O.5x 

NOTES: 
1. One of the outputs is inverted. 
2. This list is not meant to be complete. Other solutions 
may be available. 



Table 5 lists examples of clock drivers that offer divided 
by 2 outputs. These devices can be used as the first level 
drivers illustrated in Figure 8 through Figure 12. De­
pending on the number of 66 MHz copies and 33 MHz 
copies needed, the second level buffers may not be nec­
essary. Again, Intel has not performed any formal anal­
ysis on these parts. 

4.3 Clock Generation for 
Asynchronous Systems 

If the memory bus is not synchronized with the CPU or 
CPU-cache module, clock generation for the system is 
easier compared with the two configurations above. 
However, clock synchronization for the Pentium proc­
essor, 82496, and 82491, as well as the clocks for the 
MBC is still a concern. In order for the MBC to com­
municate properly with the CPU-Cache chip set, some 
synchronized clocks at 66 MHz are needed. Since the 
system is asynchronous to the CPU-Cache chip set, the 
number of synchronous MBC clock signals is less than 
the synchronous case. The examples in Section 5.0 il­
lustrate how the synchronization is done. Since the sys­
tem is asynchronous, one can use a different clock 
source for the CPU-Cache chip set from the rest of the 
system. 

5.0 Pentium™ PROCESSOR WITH 
256K 82496/82491 SECOND 
LEVEL CACHE CLOCK 
DISTRIBUTION DESIGN 
EXAMPLES 

After a clock generation scheme is determined, careful 
analysis must be done on clock distribution to ensure 
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minimal skew and proper rise and fall times. Clock dis­
tribution is the connection between clock driver outputs 
and clock inputs of the components that need clocking. 
Preliminary analysis has been done on several of the 
drivers listed in Section 3.0. The following examples 
show in detail how to terminate transmission lines 
properly, tune clock traces to minimize board trace 
skew, and validate the usefulness of the drivers to the 
CPU-Cache chip set using models from the manufac­
turers. The examples have been done using preliminary 
or typical models for the devices involved. They are 
meant as an example of the process designers can use 
when selecting and routing a clock circuit. Although 
the examples only show the clock distribution for the 
CPU-Cache chip set, the same principles can be applied 
to distribution to the memory bus controller (MBC) 
and other parts. 

5.1 Clock Routing for the 256K CPU­
Cache Chip Set 

Analysis for CPU-Cache chip set clock routing is done 
using first order input models for the three chips, 
shown in Figure 13. Specific to CLK inputs, the models 
shown are typical models based on on-going simulation 
efforts, and are subject to change. Refer to the Intel 
data books or contact Intel for the latest models (in­
cluding minimum and maximum conditions). The mod­
els include package inductance, package capacitance, 
and input buffer capacitance of the clock pins. 
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241574-13 

Figure 13. Pentlum™ Processor, 82496 and 82491 Clock Input Models 
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Figure 15. CLK1 Layout for 256K Chip Set with Parity 
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Figure 14 through Figute 17 show how clock signals 
are distributed from the clock driver to each compo­
nent in the CPU-Cache chip set. Each clock line is 
tuned to minimize skew. Series termination is used on 
each line. Since the 82491, numbers 9 and 10, are parity 
chips, they are grouped onto the same driver output. 
Since the skew requirement between the Pentium proc­
essor and the 82496 is very tight (0.2 ns), they are also 
on the same driver output. All the loads on the same 
driver output can be tuned to have close to zero skew. 
Loads on different outputs, however, must contend 
with the output skew of the driver. CLKO through 
CLK2 are layed out such that they branch off very 
close to the driver. For these lines, the transmission line 
characteristic impedance that the clock driver output 
sees can be treated as two resistors in parallel. In other 
words, the driver output sees half the impedance for 
CLKO, CLKl, and CLK2. The advantage of this 
scheme is that the value of the termination resistor is 
reduced dramatically. A smaller termination resistor 
helps faster rise and fall times. For CLK3, the branch 
off is at the end of the line, and thus the driver output 
sees the full characteristic impedance. 

To achieve minimal skew, all-the l~s should be bal­
anced, i.e., all the loads should be the same. For this 
design example, CLKI and CLK2 have about twice the 
loads of CLKO and CLK3. The load imbalance will add 
to the output skew quoted by manufacturers since on 
data sheets, manufacturers generally quote output skew 
for balanced loads. Since heavier loads see the transmit­
ted signal later than lighter loads assuming the trans­
mission lines are of the same length, traces for the liglit­
er loads can be made longer to compensate for the dis­
crepancy. CLKO and CLK3 have longer traces from 
driver output to load than CLKI and CLK2 traces. 
Since heavier loads (higher capacitance) have a longer 
rise time, and since for the CPU-Cache chip set skew 
measurements are taken at 0.8V, l.5V, and 2.0V, to 
minimize skew at all free points, the termination resis­
tors for CLK 1 and CLK2 should be smaller than the 
termination resistors on CLKO. However, a smaller ter­
mination resistor than the value needed to perfectly ter­
minate the line will result in a larger undershoot. When 
choosing termination values, it is a trade off among 

. rise/fall times, skew, and undershoot. 

When choosing a termination value, it is important to 
know the output impedance of the driver. For many 
TTL drivers, output rise impedance is different from 
output fall impedance. [Refrence 3, Section 91 shows 
how to measure output impedance, or the driver manu­
facturer can be contacted for the information. Typical­
ly, output fall impedance is 50-100, and rise imped­
ance is 50-500. 
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Figure 14 through Figure 17 are extensions to the lay­
out topologies in the Pentium™ Processor, 82496, and 
82491 256K CPU-Cache Chip Set Layout Example. The 
routing topologies 15-18 shown in the example route 
the clock signals from the Pentium processor, 82496, 
and all the 82491's to the outside. The layout examples 
shown in this application note (Figure 14 through Fig­
ure 17) take the layout all the way to the clock driver, 
complete with termination. Although in the example, 
clock signals are routed toward the bottom and in the 
examples here, the clock signals are routed toward the 
side, the same principles apply. If routing toward the 
bottom is preferred, the same layouts as illustrated in 
Figure 14 through Figure 17 can be used with little or 
no modification. 

5.2 Analysis of Drivers Used In 
Examples 

Output models for MCI0H646, CGS74CT2527, 
GAI086, and VSL4485 are used to drive the clock net­
work describ.ed in Section 5.1. The clock networks 
shown in Figure 14 ·through Figure 17 were used. The 
simulations assume no variation in characteristic im­
pedance and propagation speed for the board traces. 
Fast and slow simulations were performed. Three sig­
ma clock driver models are used when available. Board 
traces are assumed to have plus/minus 10% variation 
in characteristic impedance and propagational speed. 
Table 6 shows the range of trace characteristics. Slow 
simulations assume the highest operating teD)perature 
the drivers expect to see, and slow interconnect charac­
teristics. Fast simulations assume operating tempera­
ture to be zero and fast interconnect characteristics. 

Table 6. Interconnect Characteristics 

Corner Trace Z1)(1) TD(2) 
Type (0) (ns/ft) 

Slow Inner ·58.5· 2.41 

Fast Inner 71.5 1.85 

Slow Surface 72 2.05 

Fast Surface 108 1.35 

NOTES: 
1. Characteristic Impedance 
2. Propagational Speed 

Since simulation can only account for skew due to 
board trace and load imbalance, total skew is assumed 
to be the sum of the worst case output skew published 
by driver manufacturers and skew from simulation. 
Skew from simulation is derived by using identi~ driv­
er models for each driver output, thus assuming zero 
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output skew. The board traces and termination resist­
ances are tuned with 0.5 ns output skew in mind which 
leaves 0.2 ns for trace skew. For TriQuint's GAI086, 
the output skew is 0.25 ns; thus, there is a larger win­
dow for trace skew. Table 7 summarizes simulation re­
sults of the tightest parameters for each driver. All of 
the drivers can meet the 4 ns minimum high and low 
times easily. Most clock drivers guarantee a 45/55 duty 
cycle, which exceeds Intel's requirement. 

Series termination' resistors are chosen to minimize 
skew and undershoot. To achieve similar rise time for 
each load, termination resistance values are smaller for 
heavier loaded lines such as CLKI and CLK2 com­
pared to the resistance values for CLKO. Since CLK3 
splits off at the end of the line, its termination value is 
about twice as CLKO's. Table 8 lists the termination 
values for each line and for each driver. Waveforms for 
each driver are attached. Notice the signals at the CLK 

inP'1t for each load is relatively clean whereas the sig­
nals at the driver side are not. Since the clock signa)s 
,are only important to the component receiving the sig­
nal, how dirty the signal is at the driver end is not 
important, providing that the signal does not cause any 
damage or other ill effects on the driver. 

Figures attached in this section show some wa,Veforms 
from the simulations. V(201) is the voltage at the Penti­
um processor clock input, V(202) is the voltage at the 
82496 clock input, and V(213), V(214), V(217), and 
V(218) are voltages at the 82491 clock inputs for the 
82491s on CLKI line. For 74CT2527, V(8) is the volt­
age at driver output, V(I00) is the voltage at the junc­
tion of the series termination resistor and the beginning 
of board trace. For lOH646, V(9) is the voltage at driv­
er output, V(20) is the voltage at the junction of the 
series termination resistor and the beginning of board 
trace. 

Table 7. Compilation of Simulation Daia 

Wor8tSkew Wor8tSkew Wor8tSkew 
Undershoot Tr/Tf 

Clock P5-C5C CaC-Others cac (No Parity) (-mV)(3) (ns)(4) Mfr_ 
Driver (n8)(1) (n8) (ns)(2) 

Slow Fast Spec Slow Fast Spec Slow Fast Spec Slow Fast Spec Slow Fast Spec 

Motorola 10H646 0.021 0.023 0.2 0.65 0.67 0.7 0.65 0.67 0.7 468 816 1600 0.90/ 0.74/ 1.5/ 
1.13 0.67 1.5 

National 74CT2527 0.0071 (5) 0.2 0.67 (5) 0.7 0.61 (5) 0.7 295 (5) 1600 1.14/ (5) 1.5/ 
0.42 1.5 

TriQuint GA1086 0 0 0.2 0.55 0.45 0.7 0.45 0.45 0.7 150 400 1600 0.9/ 0.6/ 1.5/ 
1.9 1.2 1.5 
(6) 

Vitesse VSL4485 0.02 0.05 0.2 0.7 0.57 0.7 0.66 0.57 0.7 275 800 1600 0.95/ 0.78/ 1.5/ 
0.78 0.6 1.5 

NOTES: 
1. All Skews are worst case numbers 
2. Not using the parity chips 
3. Worst Undershoot of all the CLK nodes 
4. Slowest rise and fall times of all the CLK nodes 
5. Only typical model at 25°C is available. Thus, only simulation performed is with slow interconnect corner 
6. Simulation done on driver slow corner. Device specification for tf is 1.4 ns worst case. Device was still under development 
when simulation was done. Please contact TriQuint for more information. 
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Clock distribution method for the memory bus control­
ler (MBC) is very similar to that of the chip set. When 
distributing clocks for the MBC, be sure to load each 
driver output with similar loads as for the chip set, and 
route clock traces with similar lengths as for the chip 
set. For example, CLKl and CLK2 have an aggr~gate 
load of about 20 pF, and the total clock trace length is 
about 7" from driver output to a load. To minimize the 
clock skew of the MBC clock from loads on CLK I and 
CLK2 lines, the clock lines should fan out 2.9 pF per 
inch. Also, be sure to terminate the line properly. It is 
important to keep the loading similar to the loadings on 
clock lines of the chip set if skew is to be kept close to 
0.7 ns. Adjusting trace lengths and termination resist­
ance can compensate for load imbalance to a degree, 
but not perfectly and not always. 

Simulations results provided here are based on best 
available models at the time. Some models were for 
parts still under development at the time of simulation. 
Therefore, the simulation results are subject to change. 

Table 8. SerIes TerminatIon 
Resistor Values for Each LIne 

Manufacturer Clock CLKLlne 

Motorola 10H646 ClKO 
ClK1 
ClK2 
ClK3 

National 74CT2527 ClKO 
ClK1 
ClK2 
CI.:K3 

TriQuint GA1086 ClKO 
ClK1 
ClK2 
ClK3 

Vitesse VSl4485 ClKO 
ClK1 
ClK2 
ClK3 
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Rt 
(0.) 

26 
20 
20 
59 

20 
15 
15 
45 

30 
30 
30 
50 

32 
23 
23 
48 
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6.0 Pentlum™ PROCESSOR WITH 
512K 82496/82491 SECOND 
LEVEL CACHE CLOCK 
DISTRIBUTION ISSUES 

Clock distribution for 512K CPU-Cache chip set can be 
done in the same way as for the 256K chip set. Since 
there are more SRAM chips for the 512K cache, there 
are more loads that need clocking. Including parity, 
there are 18 8249 Is. Once again, the same principles 
apply. Keep the driver loading as close to balanced as 
possible. Tune traces and adjust termination resistance 
so that skew is minimized. 

7.0 CLOCK DISTRIBUTION FOR THE 
Pentium™ PROCESSOR WITH 
OTHER SECOND LEVEL 
CACHES 

The Pentium processor can be used with cache configu­
rations other than with the 82496 and 82491, as well as, 
without a second level cache. With other caches, the 
first thing that must be done is to decide how much 
skew is tolerable. Then, decide on which clock driver to 
use and carefully layout clock signals for distribution. 
If skew requirements do not exceed the CPU-Cache 
chip set requirements, the same drivers and the same 
distribution can be used. Design examples in Section 
5.0 serve as a guide to how to distribute clocks for Pen­
tium processor systems with tight skew. 

If the Pentium processor is used without a second level 
cache, and only a small number of 66 MHz signals are 
needed, there are a few more options for clock drivers. 
For example, Motorola's 88915 has one 2x output that 
can run to maximum 70 MHz. Texas Instruments has 
the ABT337, 338, and 339 that can provide four copies 
of 66 MHz signals. 

8.0 SUMMARY 

At high speeds, clock synchronization becomes a diffi­
cult problem. Clock traces must be treated as transmis­
sion lines. Proper termination must be given to the lines 
to ensure good signal quality. The Pentium processor, 
with operating frequencies of 60 MHz and 66 MHz, has 
tight clock requirements. Together with the 82496 
Cache Controller and 82491 Cache SRAM, the CPU­
Cache chip set must be synchronized with minimal 
skew. 

For the Pentium processor clocking, the most critical 
parameters are skew and rise and fall times. Depending 
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on the memory interface to the CPU-Cache chip set, 
there are many ways of generating multiple copies of 
clock signals. 

Fully synchronous designs need to route 66 MHz only, 
but with minimal skew for all of them. Divided syn­
chronous designs require both 66 MHz and 33 MHz 
signals. Asynchronous designs need to worry about the 
CPU-Cache chip set clock generation and distribution 
as well as the MBC. 

Several clock drivers have been analyzed in detail with 
carefully tuned clock routing and the proper termina­
tion such that the clock signals transmitted to the Pen­
tium processor, 82496, and 82491 meet all the timing 
requirements of the Intel chip set parts. Loading on a 
clock driver should be as balanced as possible. Clock 
traces should have equivalent length from driver output 
to load. The clock lines should be terminated properly 
to minimize reflections. 

The same design principles used in the 256K CPU­
Cache chip set clocking example can be applied to oth­
er CPU-cache configurations, or to a cacheless inter­
face. 

This application note has listed a number of devices 
from several different manufacturers. The purpose of 
this list is to supply a starting point for finding a clock­
ing solution that meets each system's specific require­
ments. The lists provided are not meant as an endorse­
ment or guarantee of the devices listed. In addition, 
these lists are not a complete listing of devices. These or 
other manufacturers may offer additional devices that 
meet the clock specifications for the Pentium processor. 
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APPENDIX A 
CLOCK DRIVER MANUFACTURERS 

The following is a list of contacts for the clock driver 
manufacturers listed in this application note. It is not 
meant to be an exhaustive list of all possible solutions. 
It is meant as a starting point for system designers to 
assist in finding a clock solution that meets their system 
requirements. 

AMCC 

United States: 
Headquarters 
6195 Lusk Boulevard 
San Diego, CA 92121-2793 
Ph: 619-450-9333 or 800-PLL-AMCC (755-2622) 
FAX: 619-450-9885 

Europe: 

Amega Electronics 
Basingstoke, RG240PF, U.K. 
Ph: 011144-256-843166 

Japan: 

Teksel Co., Ltd. 
Kawasaki 213 
Tokyo, Japan 
Ph: 011/81-448127430' 

Israel: 

ElM 
Petach Tiqva, Israel 
Ph: 0111972-3-9233257 

AT&T Microelectronics 

AT&T Customer Response Center 
Ph: 800-372-2447 x773 

Danny George 
555 Union Blvd. 
Allentown, PA 18103 
50N2G2100 
Ph: 215-439-6697 

Cypress 

Sean Dingman 
3901 N. 1st St. 
San Jose, CA 95134 
408-943-2743 
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ICS 

Bruce Rogers 
Technical Marketing Manager 
2626 VanBuren Ave. 
P.O. Box 968 
Valley Forge, PA 19482 
215-666-1900 

Intel PLD BU International Conta,ct List 

United States: 

John Van Sack 
Intel Corporation 
FM4-42 
1900 Prairie City Road 
Folsom, CA 95630 
Ph: (916) 356-3964 
FAX: (916) 356-6949 

Europe: 

Tony O'Sullivan 
Intel Corporation GmbH 
Dornacher Str. 1 
PostFach 213 
D-8016 FeldKirchenlMunchen 
Germany 
Ph: (49) 89/90992-340 
FAX: (49)89/9043948 

Japan: 

Norikazu Aoki 
5-6 Tokodia, Tsukuba-shi 
Ibaraki-Ken 300-2'6 
Japan 
Ph: 0298-47-0721 
FAX: 0298-47-8819 

APAC: 

Eric Chan 
Intel Technology SDN BHD 
Bayan Lepas Free Trade Zone, 
Box 121 
11900 Penang 
Malaysia 
Ph: 604-820-7271 
FAX: 604-836-405 



intel~ 
Motorola Inc. 

Todd Pearson 
Motorola Inc 
2200 W. Broadway Rd. 
Mesa, Arizona 85202 
USA 
Ph: (602) 962·3410 

Masanori Matsubara 
Nippon Motorola LTD 
3·20·1, Minami·Azabu 
Minato Ku,' Tokyo 106 
Japail 
Ph: 81·33·280·8383 

Axel Krepil 
Motorola GMBH 
Schatzbogen 7 
8000 Munchen 81 
Germany 
Ph: 49·89~92103·167 

Derek Leung 
Motorola Hong Kong LTD 
Silicon Harbour Center 
2 Dai King Street 
Taipo Industriat Estate 
Taipo N. T. Hong Kong 
Ph: 852-666-8194 

National Semiconductor 

National Semiconductor 
Santa Clara,' GA 
Tony bchoa 
Ph: 408·721·6804 
Ph: 800-272·9959 

Pioneer Semiconductor 

Joe Kraus 
2343 Bering Dr. , 
S,an Jose, CA 95131 
Ph: 408·435·0800 
FAX: 408-435·1100 

Texas Instruments 

United States: 

Steve Plote 
Program Manager 
CLOCK DRIVERS 
8330 LBJ Freeway, Center 3 
P.O. Box 655303 
Da11as, Texas 75265 
Ph: 214·997·5214 

Brett Clark 
Applications Engineer 
Ph: 903·868·5836 

Japan: 

Mich Komatsu 
Texas Instruments Japan LTD. 
M.S. Shibaura Bldg. 13·23 
Shibaura 4·Chome 
Minato-ku Tokyo, 108 Japan 
Ph: 033-769-8717 

Asia Pacific Region: 

Eric Wey 
Texas Instruments Taiwan LTD. 
Taipei Branch 
10F Bank Tower, 205 Tung Hua N. 
Taipei, Taiwan ROC 
Ph: 886·2·713·9311 

Europe: 

Lothar Katz 
Texas' Instruments 
8050 Freising; Fed. Rep. of Ger. 
Deutschland GMBH 
Haggertystr. 1 
Ph: 49-816·80314 

TriQuint Semiconductor 

United States: 

Marketing, Sunil Sanghavi 
(408) 982·0900 x142, FAX (408) 982·0222 

, Western Sales, Mark Wu 
(408) 982-0900 x113, FAX (408) 982-0222 
Central Sales, John Watson 
(214) 422·2532, FAX (214) 423·4947 
East Sales, Mike Zyla 
(215) 493·6944, FAX (215) 493·7418 
International, Mike Kilgore 
(503) 644·3535 x228, FAX (503) 644-3198 
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Europe - GiGA A/S 

Fin Helmer, President 
45-4-343-1588, FAX 45-4-343-5967 

Japan - Japan Macnica Corp. 

Shin Ishikawa, Product Manager 
045-939-9140, FAX 045-939-614:1 

Vitesse Semiconductor 

United States: 

Corporate Headquarters 
Vitesse Semiconductor Corporation 
741 Calle Plano . 
Camarillo, CA 93012 
Ph: 805-388-7501 
FAX: 805-388-7565 

Europe: 

Thomson Composants Micronodes 
Route Departementale 128 B.P. 48 
91401 Orsay Cedex France 
Ph: 33-1-60-19-7000 
FAX: 33-1-60-19-7140 
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Japan: 

H.Y. Associates Co., LTD. 
3-1-10, Sekimachikita, Nerima-Ku 
Tokyo, 177 Japan 
Ph: 81-33-929-7111 
FAX: 81-33-928-0301 

Korea: 

Beaver International, Inc. 
3601 Deauville Court 
Calabasas, CA 91302. 
Ph: 818-591-0356 
FAX: 818-591-0753 

Taiwan: 

Tamarack Microelectronics 
16 Fl., No.1, Fu-Hsing N. Road 
Taipei, Taiwan, ROC 
Ph: 886-2-772-7400 
FAX: 886-2-776-0545 
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1.0 INTRODUCTION 

In a system environment, the Pentium™ processor's 
temperature is a function of both the system and com­
ponent thermal characteristics. The system level ther­
mal constraints imposed on the package are local ambi­
'ent temperature and thermal conductivity (i.e., airflow 
over the device). The Pentium processor thermal char­
acteristics depend on the package (size and material), 
the type of interconnection to the printed circuit board 
(PCB), the presence of a heat sink, and the thermal 
conductivity and the power density of the PCB. 

All of these parameters are aggravated by the continued 
push of technology to increase the operating speeds and 
the packaging density. As operating frequencies in­
crease aRd packaging size decreases the power density 
increases and the heat sink size and airflow become 
more constrained. The result is an increased impor­
tance on system design to ensure that thermal design 
requirements are met for each component in the sys­
tem. 

In addition to heat sinks and fans, there are other solu­
tions for cooling integrated circuit devices. A few of 
these solutions are: fan mounted on heat sink, heat 
pipes, thermoelectric (peltier) cooling, liquid cooling, 
etc. While these alternatives are capable of dissipating 
additional heat, they have disadvantages in terms of 
system cost, complexity, reliability, and effiqiency. 
These techniques are more expensive than a passive 
heat sink and fan. The introduction of active devices 
can also decrease relillbility. Finally, the power efficien­
cy of some of these techniques is poor, and gets worse 
as the amount of power being dissipated increases. De­
spite these disadvantages, each of these solutions may 
be the right one for particular system implementations. 

However, for the purpose of this application note, Intel 
has focused its efforts on describing solutions using pas­
sive heat sinks and fans. 
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1.1 Document Goal 

The goal of this document is to provide thermal per­
formance information for the Pentium processor and 
recommendations for meeting the thermal requirements 
imposed on systems. This application note attempts to 
provide an understanding of the thermal characteristics 
of the Pentium processor and some examples of how 
the thermal requirements can be met. 

2.0 IMPORTANCE OF THERMAL 
MANAGEMENT 

Thermal management of an electronic system encom­
passes all of the thermal processes and technologies that 
must be employed to remove and transfer heat from 
individual components to the system's thermal sink in a 
controlled manner. 

The objective of thermal management is to ensure that 
the temperature of all components is maintained within 
functional and absolute maximum limits. The function­
al temperature limit is the range within which the elec­
trical Circuits can be expected to meet their specified 
performance requirements. Operation outside the func­
tional limit can degrade system performance or cause 
logic errors. The absolute maximum temperature limit 
is the highest temperature that a portion of the compo­
nent may be safely exposed. Temperatures exceeding 
the limit can cause physical destruction or may result in 
irreversible changes in operating characteristics. Higher 
temperatures result in earlier failure of the devices in 
the system. Every 10"C rise above the operating range 
means a halving of the mean time between failures. 
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3.0 Pentium™ PROCESSOR POWER 
SPECIFICATIONS 

The Pentium processor's power dissipation and case 
temperature specs for 60 MHz and 66 MHz are shown 
in Table 1. 

To ensure functionality and reliability of the Pentium 
processor, maximum device junCtion temperature must 
remain below 90"C. Considering the power dissipation 
levels and typical ambient environments of 4Q°C to 
45°C, the Pentium processor's junction temperatures 
cannot be maintained below 90°C without additional 
thermal enhancement to dissipate the heat generated by 
this level of power consumption. 

The thermal characterization data described in Table 2 
illustrates that both a heat sink and airflow are needed. 
The size of heat sink and the amount of airflow are 
interrelated and can be traded off against each other. 
For example, an increase in heat sink size decreases the 
amount of airflow required. In a typical system, heat 
sink size is limited by board layout, spacing, and com­
ponent placement. Airflow is limited by the size and 
number of fans along with their placement in relation 
to the components and the airflow channels. In addi­
tion, acoustic noise constraints may limit the size or 
types of fans limiting the airflow. 

To develop a reliable thermal solution, all of the above 
variables must be considered. Thermal characterization 
and simulation should be carried out at the entire sys-

tem level accounting for the thermal requirements of 
. each component. 

4.0 THERMAL PARAMETERS 

Component power dissipation results in a rise in tem­
perature relative to the temperature of a reference 
point. The amount of rise in temperature depends on 
the net thermal resistance between the junction and the 
reference point. Thermal resistance is the key factor in 
determining the power handling capability of any elec­
tronic package. 

Thermal resistance from junction to case (8JC), and 
from junction to ambient (8JA) are the two most often 
specified thermal parameters for integra!.e4 circuit 
packages. 

4.1 Ambient Temperature 

Ambient temperature is the temperature of the undis­
tributed ambient air surrounding the package. Denoted 
T A, ambient temperature is usually measured at a spec­
ified distance away from the package. In the laboratory 
test environment, ambient temperature is measured 12 
inches upstream from·the package under investigation. 
In a system environment, ambient temperature is the 
temperature of the air upstream to the package and in 
its close vicinity. 

Table 1. Pentium™ Processor Power Dissipation 

Package Total Pin Package Power Power Max Case 
Type Pins Array Size (Typical) (Max) Temp ("C) 

Pentium Processor 60 MHz PGA 273 21 x21 2.16" x 2.16" 11.9W 14.6W 80 

Pentium Processor 66 MHZ PGA 273 21 x 21 2.16" x 2.16" 13W 16W 70 
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4.2 Case Temperature 

Case tem~rature, denoted TO is measured at the cen­
ter of the top surface (on top of the heat spreader, see 
Figure 1) of the package, typically the hottest point on 
the package case. Special care is required when measur­
ing the case temperature to ensure an accurate tempera­
ture measurement. Thermocouples are often used to 
measure T c. Before any temperature measurements, 
the thermocouples have to be calibrated. When measur­
ing the temperature of a surface which is at a different 
tem~rature from the surrounding ambient air, errors 
could be introduced in the measurements. The mea­
surement errors could be due to having a poor thermal 
contact between the thermocouple junction and the sur­
face, heat lpss by radiation or by conduction through 
thermocouple leads. To minimize the measurement er­
rors, it is recommended to use the following approach: 

• Use 36 gauge or finer diameter K, T, or J ty~ ther­
mocouples. The laboratory testing was done using a 
thermocouple made by Omega (part number: 
5TC-TTK-36-36). 

• Attach the thermocouple bead or junction to the 
center of the package top surface using high thermal 
conductivity cements. The laboratory testing was 
done by using Omega Bond (part number: OB-lOO). 

• The thermocouple should be attached at a 90" angle 
as shown in Figure 1. When a heat sink is attached a 
hole (no" larger than 0.15") should be drilled 
through the heat sink to allow probing the center of 
the package as shown in Figure 1. 
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• If the case tem~rature is measured with a heat sink 
attached to the package, drill a hole through the 
heat sink to route the thermocouple wire out. 

4.3 Junction Temperature 

Junction temperature, denoted T], is the average tem­
perature of the die within the package. 

The junction temperature for a given junction-to-ambi­
ent thermal resistance, power dissipation, .and ambient 
temperature is given by the following formula: 

If a heat sink with thermal resistance of 9SA (sink-to­
ambient) is used, then the thermal resistance from the 
junction-to-case, 8]0 is given by the following formula: 

where: 

9cs is the thermal resistance from the· component 
(case) to the heat sink. 

241575-1 

Figure 1. Thermocouple Attachment 
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4.4 Thermal Resistance 

Thermal resistance (Figure 2) values for junction-to­
ambient, SJA and junction-to-case, SJC, are used as 
measures of IC package thermal performance. SJC is a 
measure of the package's internal thermal resistance 
along the major heat flow path from silicon die to pack­
age. exterior. This value is strongly dependent on the 
material, thermal conductivity, and geometry of the 
package. SJC values also depend on the location of the 
reference point (in this case center of the package top 
surface), the external cooling configurations and the 
heat flow paths from the package to the ambient. For 
example, if a heat sink is attached to the package top 
surface or more heat is pulled into the board through 
the pins, the SJC values measured with reference to the 
center of the package top surface will change. SJA val­
ues include not only internal thermal resistance, but 
also the radiative and convective thermal resistance 
from the package exterior to ambient air. SJA values 
depend on the material, thermal conductivity, and ge­
ometry of the package and also on ambient conditions 
such as airflow rates and coolant physical properties. 

In order to obtain thermal resistance values, junction 
temperature is measured using the temperature sensi­
tive parameter (TSP) method. With this method, spe­
cial design thermal test structures are used which are 
approximately the same size as the Pentium processor 
die. The test structure consists of resistors and diodes. 

Resistors are used to simulate the Pentium processor 
power dissipation and thereby heat up the package. Di­
odes, which are located at the center of the thermal test 
die, are used to meas.ure the die temperature. The mea­
surements are carried out in a wind tunnel environ­
ment. The air flow rate and the ambient temperature 
are measured 12 inches away from the package in the 
upstream air. 

The parameters are defined by the following relation­
ships: 

SJA = (TJ - TM/PO 

SJC = (TJ - Tc)/Po 

SJA = SJC + SCA 

where: 

SJA = junction-to-ambient thermal resistance 
\CIW) 

SJC = junction-to-case thermal resistance \CIW) 

SCA = case-to-ambient thermal resistance \CIW) 

TJ = average die (junction) temperature \C) 
Tc = case temperature at a pre-defined location \C) 
T A = ambient temperature \C) 
Po = device power dissipation (W) 

Ambient (Air) 
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Figure 2. Thermal Resistance Parameters 
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Table 2 lists the junction-to-case and case-to-ambient thermal resistances for the Pentium processor (with and 
without a heat sink). 

Table 2. Thermal Characterization Data 

8JC 
8CA • 'vs Airflow (ft/mln.) 

0 200 400 600 800 1000 

With 0.25" Heat Sink 0.6 8.3 5.4 3.5 2.6 2.1 1.8 

With 0.35" Heat Sink 0.6 7.4 4.5 3.0 2.2 1.8 1.6 

With 0.65" Heat Sink 0.6 5.9 3.0 1.9 1.5 1.2 1.1 

Without Heat Sink 1.2 10.5 7.9 5.5 3.8 2.8 2.4 

NOTE: 
Heat Sink: 2.1 in2 base, omni-directional pin AI heat sink with 0.050 in. pin width, 0.143 in. pin-to-pin center spacing and 
0.150 in. base thickness. Heat sinks are attached to the package with a 2 to 4 mil thick layer of typical thermal grease. The 
thermal conductivity of this grease is about 1.2 w/m c. , 
•• ()CA values shown in this table are typical values. The actual ()CA values depend on the air flow in the system (which is 
typically unsteady, non-uniform and turbulent) and thermal interactions between Pentium CPU and surrounding components 
through PCB and the ambient. 

5.0 DESIGNING FOR THERMAL 
PERFORMANCE 

At this point the application note turns from describing 
the characteristics that define thermal performance to 
describing how designers should use these characteris­
tics to assess thermal requirements of PC system de­
signs. The Pentium processor specifies a maximum case 
temperature, T Co of 70°C @ 66 MHz. This case temper­
ature limit along with the Pentium processor's power 
and thermal resistance characteristics can be used to 
determine the ambient temperature required to keep 
the Pentium processor operating within its specified 
limits. Using these parameters, in the following equa­
tions: 

TA = Tc - (P' ()CA) 

T A "" 70"C - (16W' 10.5°C/W) 

TA = -9aoC 

The maximum ambient temperature required in a Pen­
tium processor system without any additional thermal 
enhancement is - 98°C at 66 MHz. Obviously, this am­
bient temperature is impractical and unachievable in a 
PC system. In order to be able to maintain the case 
temperature at 70·C in a typical system ambient with 
air temperature of 40°C to 45°C, the thermal resistance 
between the case and the ambient must be reduced. 
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5.1 Heat Sinks 

The most common way to improve the package thermal 
performance is to increase the surface area of the device 
by attaching a large piece of metal (a heat sink) to the 
package. The heat sink is usually made of Aluminum 
and is chosen for its price/thermal-performance ratio. 
There are materials that offer higher conductivity such 
as copper, but cost becomes prohibitive. To maximize 
the flow of heat for a given junction temperature rise 
over the ambient temperature, the thermal resistance 
from heat sink to air can be reduced by a) maximizing 
the surface area, and b) maximizing the air flow across 
the surface area (maximizing air flow·through heat sink 
fins in most cases). 

Intel has used test data to determine what size of heat 
sink and airflow is needed to properly cool a Pentium 
processor system. The data was derived assuming an 

u u u 0 

adhesive attach process that offers thermal resistance of 
about O.2·C/w. 

The testing was done in a wind tuunel in the configura­
tion (in Figure 3) where the heat sink was mounted on 
a real Pentium processor package with a thermal die 
mounted inside to generate the 16W of power. The 
package is then mounted in a socket which is soldered 
to a 2-layer PCB that brings power to the die. 

Based on these tests, three specific heat sink and airflow 
combinations have been identified that properly dissi­
pate the Pentium processor's 16W and maintains a case 
temperature below 70·C @ 66 MHz. The three heat 
sinks are shown in Figure 4. 

c Air Flow 

-c 
Sock.t 

PCB u u u u 
241575-3 

Figure 3. Improving Thermal Performance 

Heat sink A: H = 1.4' for 200 LFMs of Air 
Heat sink B: H F 1.05" for 300 LFMs of Air 
Heat sink C: H = 0.85" for 400 LFMs of Air 

Assumption: Air Temp = 45'C 

Figure 4. Recommended Combinations 
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In addition, testing has been done to provide more gen­
eral guidelines which allow deviating from the above 
conditions. These guidelines allow systems to derive 
various combina,tions of heat sink size and airflow that 
ensure the Pentium processor thermal specifications are 
met. For example, by increasing the heat sink x-y di­
mensions and extending it over the package footprint, 
the heat sink height can be reduced while maintaining 
the same thermal performance as the taller heat sink 
with the same, footprint as that of the package. The first 
three charts (Figures 5, 6, 7) show the thermal resist­
ance as a function of heat sink size and airflow. The last 
three charts (Figures 8, 9, 10) show the power dissipa-
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tion achievable with a given heat sink size and airflow. 
The power dissipation calculations assume TC = 7f1'C 
@ 66 MHz, TA = 45°C, and 8JC = O.6°C/W. 

Pmax = (Tc - TA,)lfJCA = 25/fJCA 

A key assumption in all of these calculations is that a 
perfect thermal connection can be achieved between the 
case and the heat sink. One ban extrapolate the heat 
sink solutions by adding the additional thermal resist­
ance of any chosen heat sink attach process. See Ap­
pendix B for case to heat sink thermal interface options. 

Heat Sink Size (Base) = 2.1 Inches Square 
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Figure 5. Thermal Resistance 
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Figure 6. Thermal Resistance 
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Figure 7. Thermal Resistance 
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Figure 8., Power Dissipation 
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5.2 Airflow 

To improve the effectiveness of heat sinks it is impor­
tant to manage the airflow so as to maximize the 
amount of air that flows over the device or heat sink's 
surface area. In the system, the air flow around the 
processor can be increased by providing an additional 
fan or increasing the output of existing fan. If this is not 
possible, baffling the airflow to direct it across the de­
vice may help. This means the addition of sheet metal 
or objects to guide the air to the target device. Often the 
addition of simple baffles can eliminate the need for an 
extra fan. In addition, the order in which air passes 
over devices can impact the amount of heat dissipated. 

5.3 Fans 

Fans are often needed to assist in moving the air inside 
a chassis. A typical variable speed fan capable of up to 
100 CFM of air can be found for approximately $10. 

The airflow rate is usually directly related to the acous­
tic noise level of the fan and system. Therefore maxi­
mum acceptable noise levels may limit the fan output 
or the number of fans selected for a system. 

A fan may be placed at the top of a heat sink to pro­
duce direct air impingement on the heat sink for 
efficient heat removal. A key issue with fans is their 
reliability. Although many fans are rated for approxi­
mately 50,000 hours of operation, operating conditions 
such as operating temperature, pressure drop across the 
fan and the particles in the air can significantly reduce 
the fan's useful life. 
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5.4 Thermal Performance Validation 

The recommended thermal solutions in Section 5.1-5.3 
are only design guidelines. Since there are many vari­
ables that can effect thermal performance in an actual 
system, thermal performance should always be validat­
ed experimentally, following the case temperature mea­
surement technique described in Section 4.2. 

6.0 CONCLUSION 

As the complexity oftoday's microprocessors continues 
to increase so do the power dissipation requirements. 
Care must be taken to ensure the additional heat result­
ing from the power is properly dissipated. As docu­
mented, the heat can be dissipated using passive heat 
sinks, fans and/or active cooling devices. 

The simplest and probably most cost effective method 
is to use a heat sink and a fan. The size of the heat sink 
and the output of the fan can be varied to balance the 
tradeoffs between size and space constraints versus 
noise. For example, if space is available a 1.4" high 
heat sink can be used with only 200 LFM to cool the 
66 MHz Pentium processor and the 16W it dissipates. 
Another example in which space is restricted shows a 
0.7" high heat sink can be used if approximately 500 
LFM of airflow is provided. 

These are not the only valid solutions, but both provide 
adequate cooling to maintain the Pentium processor 
case temperature at or below the 70·C @ 66 MHz spec­
ified limit. By maintaining this specification, the system 
can guarantee proper functionality and reliability of the 
Pentium processor. 



APPENDIX A 
. EXAMPLES 

Thermal management examples, designing with the .Pentium processor. Using the best known methods. 

Appendix Goal 
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The goal of this appendix is to measure the operating temperatures in a real system versus the wind tunnel laboratory 
measurements. These experiments are done with heat sinks that are similar to the ones suggested in Section 5.1 of the 
main document. The thermocouples and attachment methods suggested in Section 4.2 of the main document are also 
used. The appendix begins by reviewing the variables that the system designer has control over and uses tables to 
describe thermal resistance in the context of where the system designer can have the most effect The importance of 
the case to heat sink thermal interface and correct attachment methods are reviewed and different options given. The 
appendix proceeds to describe the system used for these tests and the tools and equipment needed. The lab set up 
procedures are discussed in detail and the measurements are presented with comments at the conclusion. 

WHAT ARE THE VARIABLES? 

Table A-I shows the cooling options that customers can control when designing a system. From Table A-I it is 
obvious that changing the heat sink and air flow are the two most effective ways for a system designer to affect the 
thermal performance of a system. 

Table A-1. Variables 

COOLING OPTIONS UNDER CUSTOMER CONTROL 

Variables Options for Cooling 

Device • Use Power Management SW in the System 
• Clock the Device at a Lower Speed 

Heat Sink • Increase Heat Sink Area, Width or Height 
• Use Interface Materials with Lower Thermal Resistance 
• Use Active Cooling Devices 
• Use a Combination of Active and Passive Cooling Devices 

AirFlow • Increase Air Flow 
• Manage Air Flow 
• Place Hottest IC's near Highest Airflow 

Ambient Temperature • Place System in a Controlled Climate 
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Figure A-I sums up the thermal tradeoff picture succinctly. Looking at Figure A-I reiterates the previous statement 
that increasing the heat sink size and air flow rate provide the largest thermal performance improvements. In 
addition i~ shows the variables that are constant. Note that the BJC Gunction-to-case thermal resistance) of the 
Pentium processor is fixed and a system 'designer can have no effect on this parameter. Also note that the BCS (case­
to-heat sink thermal resistance) is a constant. Even though Bcs is shown as a constant in Figure A-I it can move up 
and down the Y axis depending on the interface material chosen. The case to heat sink interface is critical to the 
overall success of the thermal solution and cannot be overlooked. The next section will go into detail on this subject. 
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The main of purpose Figure A-2 is to show that packages and heat sinks are not perfectly flat and this requires that 
the air gap be filled with an interface material that has a lower thermal resistance than air. The whole point is to try 
and minimize the contact thermal resistance. The different types of thermal interface materials are listed to show the 
wide array of materials available to the system designer. Intel's data books have a mechanical section that list the 
flatness of the package. Heat sink vendors should be able to provide specifications for their heat sink offerings. 

Thermal Interface case to heat sink 

• Interface materials are 

designed for transferring 

heat through the imperfect 

surfaces of the processor 

package and the heat Sink 

• TYPES OF THERMAL 

INTERFACE PRODUCTS 

• Elastomeric Pads 

• Thermal Compounds 

• Conductive Graphite 

Felt 

• Wax on Carrier Film 

Thermal Interfaces 

Heat Sink 

I1I1II1111I 
Air Gap 

Heat Sink 

241575-13 

Figure A-2. Thermal Interfaces 
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The next section (Figures A-3 through A-5) covers attachment methods which generally fall into the categories 
shown; epoxies, double sided tapes or manual clips to either chip or socket. 
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Attachment Methods Double Side Tapes/Epoxies 

• Double Sided tapes and epoxies 

are designed to either 

permanently or semi - permC\nently 

fasten the heat sink to the processor 

package and to promote heat 

transfer across the mterface . 

• TYPES OF ADHESIVES 

• Epoxies (1 & 2 Part) 

• Silicone Compounds 

(RTV) 

• Anerobic (1 Drop) 

• Acrylic based PSA 

Tapes 

Figure A·3. Attachment Methods 

Attachment Methods Clipping Techniques 

• Clips are deSigned to be a 

removable solution to the 

processor heat sink attachment 

problem. The force generated 

minimizes c-s thermal 

resistances . 

• TYPES OF CLIPS ~ 
a Edge Plastic 

a Over-the-Top Metal 

Clip to Side of processor pkg . 

Clip to SIde of processor pkg. 

Figure A·4. Attachment Methods 

241575-14 

241575-15 



Ap·480 

N9te that some clips don't allow the package to be pushed all the 'way into the socket and this could be a problem 
with short lead packages. The main advantage of this type of system is that a low profile socket can be used to lower 
the height of the processor heat sink assembly. 

Attachment Method Clipping to Processor Socket 

• Socket clips ar~ designed to 

fasten heat sinks to processor's which 

have shortened pin lengths . 

• TYPE OF CLIP 

Figure A-s. Attachment Methods 

Table A-2 lists pros and cons of the different attachment methods covered. 

Table A-2. Attachment Methods 

ATTACHMENT METHODS 
ADVANTAGES DISADVANTAGES 

DOUBLE • Quick to Use • High Thermal Resistance 
SIDED • Low Installed Cost • Requires Flat Interfaces 
TAPES • Compliant • Assembly Contact Pressure 

• Low Potential Thermal • Mixing, Curing, Messy 
Resistance • Timing Consuming (if not 

EPOXIES • Low Contact Pressure automated) 
• CTE Stress, High Rigidity 
• Variable Thickness (theta) 

-• Centralized Pressure Points • Removable 
• Removable • Force Limits vs Assembly 

CLIPS • Easily Installed • Insufficient Shock and 
• Solution to Upgrade Vibration Data 
• Accommodates Wide • Potential for Loss of Pressure 

Tolerance 

241575-16 
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The materials chart Figure A-6 shows the performance of each type of thermal interface material. Note that even 
though thermal grease has a deserved reputation for being messy and harder to control it still performs well as a 
thermal interface. All the examples that are shown in Appendix A use thermal grease as the case. to heat sink 
interface. 
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The next step is to chose a heat sink. Figure A-7 shows the wide range of choices and the cost associated with each 
technology. 

Now, that all the variables and options are known for this problem we can proceed on to do some real system 
measurements using the recommendations and data shown in the first part of this application note. 

Cost/Unit 

@5,000 

Qty. 

A Universe of Solutions to Thermal Management Problems 

$100.00 

$10.00 

$1.00 

$0.10 

0.01 0.1 

Required Thermal Resistance 

°C/Watt (junction-air) 

Figure A·7. Solutions 

10 , 100 
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Examples 

For all the examples in this section we used a 40 MHz system with a Pentium processor and 256K cache. A picture 
of the system undet: test is shown in Figure A-8 with the covers off, to show the placement of the Pentium processor 
and the associated cache components. A 40 MHz system was used because it was the ,only one available at the time 
the testing was done. 
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Objectives 
• To measure a Pentiu,m processor system operating 

under real working conditions. 

• To compare the measured results to the predicted 
results shown in the beginning of this application 
note. The reader should always keep the main goal 
in mind; the main goal is always to meet the case 
temperature specification for the Pentium proces­
sor. AJ.J.y combination of heat sink and air flow rate 
is fme as long as the case temperature specification 
is met. The heat sinks used in test # 1 thru # 4 will 
match the suggested heat sinks as close as possible 
to accurately correlate with the wind tunnel data. 
This is meant to illustrate how a system designer 
might start by using the suggested heat sinks and air 
flow rates as starting points to thermally tune their 
particular system. Test # 5 uses a heat sink and a 
fan combination. The fan heat sink is best described 
as a fan attached directly to the heat sink on the 
Pentium processor. It is an active device used for 
spot cooling ICs. We will concentrate on traditional 
passive heat sink solutions with only one set of mea­
surements being done for a fan heat sink assembly. 

Tools and Equipment 
1. Pentium processor-based system running at 

40 MHz. 

2. Hot wire anemometer to measure airflow rate. 

3. Thermocouples and high thermal conductivity ce­
ment as recommended in the application note. 

4. Homemade jig for accurate and repeatable attach­
ment of the thermocouples to the package. 

5. Homemade power supply isolation socket for set­
ting the Vee and reading the Icc of the processor 
independently of the rest of the system. 

6. Adjustable power supply with adequate current ca-
pabilities and both current and voltage read out. 

7. Multimeter to read the voltage and current. 

8. Cables to connect everything up. 

9. Software test suite that simulates "worst case con­
ditions for a typical real application." In this case it 
was Microsoft Excel and Word for Windows test 
suites. 

1 o. Drill and drill bits. 

11. Thermal grease. 

The lab proced~e was as follows: 

Preparing the System 
1. Load the test software on the system disk (or floppy) 

and make sure everything runs correctly before you 
start. After everything works satisfactorily pr~ 
to the next step. 

2. R!mlove the covers, choose several places (random) 
around the processor to measure the air flow of the 
system. Then drill holes large enough to allow the 
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anemometer to be inserted. Five holes were drilled 
in the system cover . 

3. In this case we had a 12" long Y." diameter direc­
tional anemometer. To get more repeatable mea­
surements the shaft of the probe was marked with a 
pencil to get the same depth, into the box, for each 
measurement 

4. We then removed the processor card from the chas­
sis (use anti-static procedures to prevent IC dam-
age). ' 

5. Remove the Pentium Processor from the card and 
install the isolation socket. 

Preparing the Pentium Processor for Testing 
1. Using the jig carefully attach the thermocouple to 

the center of the processor package using cement 
and let it cure as recommended by the manufacturer 
of the cement. 

2. Drill holes no larger than 0.125" in the centers of 
the heat sinks to be tested just large enough to get 
the thermocouple wires through the hole. In the 
case of the fan heat sink, the fan was removed and 
the heat sink was drilled the same as the others and 
then re-assembled. Each of the holes were counter 
sunk on the bottom to better conform to the tear 
drop shape the thermocouple and cement naturally 
forms into. The idea is to not disturb pr break the 
contact between the cement and the package. If it is 
broken or cracked the measurements will be incor­
rect 

3. Apply the thermal grease (less than 0.004" thick) 
evenly, with no voids, to the processor package. 

4. Slide the heat sink down the thermocouple wires 
being careful not to disturb the thermocouple while 
at the same time firmly seating the heat sink to the 
package. Attach the plug for the temperature meter 
to the other end of the thermocouple wire terminals. 

5. Re-install the processor/thermocouple/heat sink as­
sembly into the isolation socket on the processor 
board, again being careful not to disturb the thermo­
couple connection. 

Preparing for Measurements 
,1. Re-install the processor card into the system. 

2. Connect the power supply wires to the power supply 
and the isolation socket. 

3. Connect the multimeter to the the power supply to 
monitor the Vee and set the power supply meter to 
measure, Icc. 

4. Connect the thermocouple to the meter. 

5. Tum on the processor power supply and then the 
system supply. 

6. Wait for the system to boot and then run the test 
software. 
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Thermal Measurements 

The next step was to determine the baseline airflow in 
the system without a heat sink attached to the proces­
sor. Measure the airflow at several locations using the 
access holes in the system and the marks on the probe 
to ensure accurate placement of the probe and repeata­
bility of the measurements. Table A-3 shows the re­
sults. Be cautious when placing the fan in a system 
relative to the processor. All fans have a dead spot (low 
airflow) in the center of the fan. Avoid the dead spot. 
Even several inches away from the fan the dead spot 
can influence airflow considerably. 

intel® 
Test #1 

The next step is to compare how close the suggested 
values and tables are to the measured results. Use the 
formulas described in the beginning of the application 
note and the values from Table A-4. 

Po = Vcc· Icc = (1.82·4.89) = 8.827W 

/lJC = (TrTcl/Po = 0.6 

/lJA = (TrTA)/Po 

/lCA = /lJA-/lJC = [(TrTA)-(TrTcl]/Po 
= [Tc-TA]/PO 

/lCA '" (55.3 - 29)/(1.8·4.85) = 24/8.827 = 2.97 

(JCA = 2.7·C/W is the measured value in the system 
for this configuration. 

Table A-3. Baseline Airflow 

Airflow Measured, LFM 120-160 

Location of probe - 2 inches (upstream from the fan) @ center of the processor (above the heat 
sink) 

Table A-4. Test Conditions Test # 1 

Heat Sink Size, Temperature, degrees C 
Icc Vcc AirFlow 

Inches Room System Case Amps Volts LFM HxW TA TA Tc 

1.2 x 2.1 sq. 23 29 55.3 1.82 4.85 100-150 
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The graph (Figure A-9) from the application note, for 
heat sink size size of 2.1 H x 2.1" , is used to compare the 
predicted DCA, for a 1.2" tall heat sink, to the mea­
sured value of DCA' 

The predictions from the graph (Figure A-9) are: 

BCA = 2.9"C/W @ 100 LFM 

BCA = 2.4"C/W @ 150 LFM 

BCA = 1.9"C/W @ 200 LFM 

And the measured value is: 

BCA = 2.97"C/W @ 100-150 LFM 

Heat Sink Size (Base) = 2.1 Inches Square 

Aiflow 

..... 
~ 

--0 

0... ------ -0--100 ... ~ ----~ -. 
()... ~~ -~ --200 

A. ~ I"¢-..---- ---'"'--Q ---<>- 300 -~ ~ - -. 
, -u • 400 

0.2 0.4 0.6 0.6 1.2 1.4 1.6 

Heat Sink Height (inches) 
241575-20 

Figure A·9. Thermal Resistance 

Table A·5. Test Conditions Test "2 

Heat Sink Size, Temperature, degrees C 
Icc Vee AirFlow 

Inches Room System Case Amps Volts LFM 
HxW TA TA Te 

0.5x2.1sq. 22 29 58.3 1.81 4.85 100-150 
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Test #2 

The same test only the heat sink height was reduced to 
0.5 inch height. 

eCA = (TC - TAl/PO 

eCA = 58.3 - 29/8.79 = 3.33'C/W 

The 2. I" x 2.1" graph (Figure A -9) from test # I is 
used again and it predicts: 

(JCA = 4.9'C/W @ 100 LFM 

(JCA = 4.3'C/W @ 150 LFM 

(JCA = 3.8'C/W @ 200 LFM 

And the measured value is: 

(JCA = 3.33'C/W @ 100-150 LFM 

Test #3 

This test is the same as test # 2 except that processor 
board to board spacing was reduced to 0.6 inches using 

a cardboard baffle to simulate a system with very tight 
board spacing. An existing. system that is upgrading 
from an Intel 486 processor to the Pentium processor 
might have this type of spacing. Note that this particu­
lar configuration actually has more airflow than test 
#2. It could have just as easily been lower. It all de­
pends on the particular system being measured. 

(JCA = (Tc - TAl/Po 

(JCA = 70.3 - 27/8.79 = 4.9'C/W 

The 2.1 " x 2.1" graph (Figure A -9) from test # I is 
used again to predict the 9CA: 

(JCA = 4.3'C/W @ 150 LFM 

(JCA = 3.8'C/W @ 200 LFM 

(JCA = 3.0'C/W @ 300 LFM 

And the measured value is: 

(JCA = 4.9'C/W @ 175-200 LFM 

Table A-S. Test Conditions Test #3 

Heat Sink Size, Temperature, degrees C 
Icc Vcc AirFlow 

Inches Room System Case Amps Volts LFM 
HxW TA TA Tc 

0.5x2.1 sq. 23 27 70.3 1.81 4.85 175-200 

Table A-7. Test Conditions Test #4 

Heat Sink Size, Temperature, degrees C 
Icc Vcc AirFlow 

Inches Room System Case Amps Volts LFM 
HxW TA TA Tc 

0.65 x 3.1 sq. 23 29 55.3 1.8 4.85 100-140 
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Test #4 

This test uses a 0..65" tall heat sink that is 3.1" sq. This 
type of heat sink might be used when height is limited 
and there is room to spread out by adding more area to 
the heat sink base. 

eCA = (Tc - TA)/PO 

eCA = (55.3 - 29)/8.73 = 3.0 

The 3.0." x 3.0." graph (Figure A-to) from the applica­
tion note is used since it is similar to the heat sink used. 
The 3.0." x 3.0." graph predicts: 

eCA = 3.0·C/W @ 100 LFM 

eCA = 2.6·C/W @ 150 LFM 

And the measured value is: 

eCA = 3.0·C/W @ 100-140 LFM 
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Test #5 

The last test was done using a fan/heat sink assembly 
that has become popular for prototyping, debug and 
spot cooling in some situations. We were not able to 
measure the airflow on the processor with this configu­
ration because the air flow is not directional enough to 
get a reading with the probe available. The case temper­
ature however was monitored by mounting a thermo­
couple in the same manner used above. We did modify 
the setup by bringing the thermocouple wires out the 
side to clear the fan. This will change the measurements 
the thermocouple produces and should be factored into 
any data. We do not have any wind tunnel data on the 
fan/heat sink combination. Note that the case tempera­
ture is within specification. 

Heat Sink Size (Base) = 3.0 Inches Square 

(S 2 
I 

! o 
o 0.2 

Heat Sink Size, 
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HxW 

HS/Fan 

-- --r--t---
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------
- ---. 

• "'" 

------ ---r---, ()... '.- r--
:-:::::-:::: ~ ~. :-:-0 -. 

L> 

0.4 0.6 0.8 1.2 1.4 

Heat Sink Height (inches) 

Figure A·10. Thermal Resistance 

Table A·S. Test Conditions Test # 5 

Temperature, degrees C 
Icc 

Room System Case Amps 
TA TA Tc 

23 29 46 1.8 

Airflow 

• 0 

--0--100 

-·-200 

--<>-- 300 

--~400 

1.6 ---
241575-21 

Vcc AirFlow 
Volts LFM 

4.85 120.-160. 
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Conclusion 

Table A-9 shows all the tests in one table. The data 
shows that the suggestions in the application note are a 
very good starting point to begin tuning any Pentium 
processor system and that there is no one cookbook 
answer that fits all systems because of the complexity of 
air flow anq variations from each type of system. In­
deed the results show tha~ airflow can be changed dra­
matically even in the same system by changing one 
variable. For example test #2 and #3 are exactly the 
same except that board to board spacing was reduced 
significantly. Note that case temperature rose signifi­
cantly even though the airflow sensor was reading a 
higher value. This suggests that the airflow through the 
heat sink was lower even though the anemometer, 2 
inches away, was reading higher airflow at its position. 
Note also that test # 2 more closely approximates the 
wind tunnel test setup because it has open space above 
the board instead of a board nearby. This is also why 
the predicted data versus the measured data is so far off 
for test # 3, while test # 2 is very close to the predicted 
results. 

Test # 1 and #4 demonstrate a fundamental principle 
of the physics involved. If you have the same airflow 

and must reduce the height of the heat sink, you have 
to spread out the area of the heat sink to compensate 
for the reduced height. Test # 1 uses a 1.2" height heat 
sink that is the same size as the package. Test #4 was 
able to produce the same case temperature with a short­
er heat sink and more area. 

Test # 5 demonstrates that a fanlheat· sink assembly 
can spot cool effectively if you have enough space above 
and around it to allow the required back pressure. This 
is the only active device tested. If you look back at the 
"A Universe of Solutions to Thermal Management 
Problems" (Figure A-7) chart you will see the reason 
why. While the Pentium processor is at the outer enve­
lope of passive cooling, this method of cooling still of­
fers lower cost, power usage and reliability in most cas­
es. 

Most of all the system designer should never lose sight 
of the real goal which is to keep the junction tempera­
ture within the operating limit. Since the designer can­
not measure junction temperature they must use the 
case temperature, which can be measured to ensure 
proper operation for the component. 

TableA-9 

Heat Sink Size, Temperature, degrees C 
Test # Inches Icc AirFlow 

HxW 
Room System Case Amps LFM 

TA TA Tc 

1 1.2 x 2.1 sq. 23 29 55.3 1.82 100-150 

2 0.5 x 2.1 sq. 22 29 58.3 1.81 100-150 

3 0.5 x 2.1 sq. 23 27 70.3 1.81 175-200 

4 0.65 x 3.1 sq. 23 29 55.3 1.8 100-140 

5 HS/Fan 23 29 46 1.8 120-160 

Vee = 4.85V for all tests. 

2·668 



Ap·480 

APPENDIX B 
HEAT SINK VENDORS 

Aavid Engineering 

One Kool Path 
P.O. Box 400 
Laconia, NH 03247 
(603) 528-3400 
(603) 525-1478 (FAX) 

Contact: Gary F. Kuzmin (Product Marketing 
Manager) 

EG&G Wakefield Engineering 

60 Audubon Rd. 
Wakefield, MA 01880 
(617) 245-5900 
(617) 246-0874 (FAX) 

Contact: David Saums (Marketing Manager) 

IERC 

135 W. Magnolia Blvd. 
Burbank, CA 91502 
(818) 842-7277 
(818) 848-8872 (FAX) 

Contact: Guy R. Addis (Western Region Applications 
Engineer) 

Thermalloy 

2021 W. Valley View Lane 
Dallas, TX 75234-8993 
(214) 243-4321 

Contact: Larry Tucker (VP of Sales and Marketing) 

2-669 



2·670 

AP-481 

APPLICATION 
NOTE 

Designing with the 
Pentium™ Processor, 
82496 Cache Controller 
and 82491 Cache 
SRAM CPU-Cache 
Chip Set 

JIM REILLY 
TECHNICAL MARKETING 

October 1993 

Order Number: 241576·001 



Designing with the Pentium™ Processor, 82496 Cache 
Controller and 82491 Cache SRAM CPU-Cache Chip Set 

I 

CONTENTS PAGE CONTENTS PAGE 

1.0 INTRODUCTION ................... 2-673 

2.0 AIC SPECIFICATIONS OF THE 
CHIP SET .............. ; ............ 2-673 
2.1 Optimized Interface .. : ........... 2-673 

2.1.1 Flight Time Specification .... 2-673 
2.1.1.1 Purpose of Flight Time 

. Specification ................ 2-673 
2.1.1.2 Definition of Flight 

Time ........................ 2-673 
2.1.1.3 Clock Skew ............ 2-676 

2.1.2 Signal Quality 
Specifications .................. 2-676 
2.1.2.1 Overshoot ............. 2-677 
2.1.2.2 Time Beyond Supply ... 2-677 
2.1.2.3 Ringback .............. 2-678 
2.1.2.4 Settling Time .......... 2-678 
2.1.2.5 Group Averages ....•.. 2-678 

2.2 External Interface ............... 2-678 
2.2.1 Output Valid Delay and Float 

Time ........................... 2-678 
2.2.2 Input Setup and Hold Time " 2-679 

3.0 1/0 BUFFER MODELS ............. 2-680 
3.1 Description of the First Order I/O 

Buffer Model ...................... 2-680 

4.0 HIGH FREQUENCY DESIGN 
CONSIDERATIONS ................. 2-681 
4.1 Printed Circuit Board ............. 2-684 
4.2 Transmission Line Behavior ...... 2-686 

4.2.1 Signal Propagation and 
Reflection ..................... 2-686 

4.2.2 Crosstalk ................... 2-690 

5.0 CHIP SET DESIGN ................. 2-692 
15.1 Simulation Environment ......... 2-693 

5.1.1 Simulation Requirements ... 2-693 
5.2 Routing Signal Traces for Their 

Optimal Performance ............. 2-694 
5:2.1 Rules for Optimizing Signal 

Routing ........................ 2-695 

I 

5.2.2 Determining the Optimal 
, Net ............................ 2-695 

5.2.3 Serpentine Structures ....... 2-699 

6.0 EXAMPLE: DESIGNING THE A12 
NET FOR THE CPU-CACHE CHIP 
SET .................................. 2-701 

7.0 256K CPU-CACHE CHIP SET 
OPTIMIZED INTERFACE LAYOUT 
DESIGN EXAMPLE .................. 2-708 
7.1 Layout Objectives ............... 2-709 
7.2 Component Placement .......... 2-709 
7.3 Signal Routing/Topologies ...... 2-710 
7.4 Board/Trace Properties ......... 2-729 
7.5 Design Notes .................... 2-730 
7.6 Explanation of Information 

Provided .......................... 2-731 
7.6.1 Schematics ................. 2-731 
7.6.2 I/O Model Files ............. 2-746 
7.6.3 Board Files ................. 2-746 
7.6.4 Bill of Materials ............. 2-746 
7.6.5 PHotoplot Log .............. 2-746 
7.6.6 Netlist R~port ............... 2-746 
7.6.7 Placed Component Report .. 2-746 
7.6.8 Artwork for Each Board 

Layer ...... ~ ................... 2-746 
7.6.9 Trace Segment Line 

Lengths ........................ 2-746 
7.6.9.1 Low Addresses , 

(Topology 1) .: .............. 2-747 
7.6.9.2 High Addresses 

(Topology 4, Point-to-Point) .. 2-749 
7.6.9.3 Pentium™ Processor 
. Control (Topology 1) ........ 2-750 

7.6.9,4 Pentium™ Processor 
Control (Topology 3b No 
82496) ...................... 2-751 

7.6.9.582496 Control 
(Topology 3) ................ 2-752 

7.6.9.682496 Control 
(Topology 3a Not Connected 
to Parity 82491 's) ........... 2-754 

2-671 



Designing with the Pentium ™ Processor, 82496 Cache 
Controller and 82491 Cache SRAM CPU-Cache Chip Set 

CONTENTS PAGE 

7.6.9.782496 Control (Topology 
1 b Pentium™ Processor and 
82496 Switch Positions) ..... 2-755 

7.6.9.882496 Control 
(Topology 4, Point-to-Point) .. 2-756 

7.6.9.9 Byte Enables 
(Topology 5) ................ 2-756 

7.6.9.10 CDATA and Parity 
(Point-to-Point) .............. 2-757 

7.6.10 Pentium™ Processor to 
82496 Segment Length and 
Routing Changes .............. 2-759 

7.6.11 I/O Simulation Results for 
Each Net ...................... 2-760 

7.7 Possible Modification to the 
Layout ............................ 2-763 

7.7.1 Non-Parity Layout ........... 2-763 

8.0 512K CPU-CACHE CHIP SET 
OPTIMIZED INTERFACE LAYOUT 
DESIGN EXAMPLE .. ................ 2-763 

8.1 Layout Objectives ............... 2-764 

8.2 Component Placement .......... 2-764 

8.3 Signal Routing/Topologies ...... 2-765 

8.4 Board/Trace Properties ......... 2-784 

8.5 Design Notes .................... 2-785 

8.6 Explanation of Information 
Provided ..................... : .... 2-786 

ACKNOWLEDGEMENTS 

CONTENTS PAGE 

8.6.1 Schematics ................. 2-786 

8.6.2 I/O Model Files ............. 2-800 

8.6.3 Board Files ................. 2-800 

8.6.4 Bill of Materials ............. 2-800 

8.6.5 Photoplot Log .............. 2-800 

8.6.6 Netlist Report ............... 2-800 

8.6.7 Placed Component Report .. 2-800 

8.6.8 Artwork for Each Board 
Layer .......................... 2-800 

8.6.9 Trace Segment Line 
Lengths ........................ 2-800 

8.6.9.1 Low Addresses and 
Pentium™ Processor 
Control ...................... 2-801 

8.6.9.2 82496 Control ......... 2-805 

8.6.9.3 82496 Control ......... 2-807 

8.6.9.4 Pentium™ Processor 
Control ...................... 2-808 

8.6.9.5 Pentium™ Processor 
and 82496 Control, High 
Addresses, Pentium™ 
Processor Data ............. 2-809 

8.6.9.6 Byte Enables .......... 2-812 

8.6.9.7 82496 Control ......... 2-814 

I would like to thank those who have provided their time and expertise to ensure that this document is accurate and 
complete. 

Rob Aslett, Gary Dudeck, Scott Huck, Chris Lane, Dan McCutchan, Prakash Narayaranan, Tim Schreyer, and 
Tawfik Arabi 

2-672 I 



1.0 INTRODUCTION 

The Pentium™ processor, 82496 cache controller, and 
82491 cache SRAM CPU-Cache Chip Set has been de­
signed to take advantage of the high performance avail­
able from the 66-MHz operating frequency. In addi­
tion, it has been designed to obtain this performance 
without severely adding to the complexity of the system 
design. These benefits are accomplished by dividing the 
chip set into two interfaces. The first is the External 
Interface which is the interface between the CPU­
Cache core and the rest of the system. It consists of the 
memory bus and the memory bus controller. This inter­
face has been designed to operate at a fraction of the 
CPU's frequency or asynchronous to the CPU. These 
options simplify the system design by minimizing the 
portions that must deal with the high frequency signals. 
The second interface is the Optimized Interface which 
is between the Pentium processor and the 82496 cache 
controller and 82491 cache SRAM. This interface is 
tuned for the known configuration options of the chip 
set and includes specially designed input and output 
buffers optimized for the defined electrical environment 
of each signal path. The specification of the optimized 
interface is defined to accommodate the tuning in­
volved. 

The purpose of this application note is to provide addi­
tional explanation of the steps involved in completing a 
chip set design. It includes: 

I. Describing the specifications and how they should be 
used. 

2. Describing Intel's I/O buffer models. 

3. Describing the characteristics of printed circuit 
boards and transmission lines. 

4. Stepping through an example of using the informa­
tion and tools to complete the layout of one signal 
and verify that it meets the published chip set specifi­
cations. 

In addition, all of the information associated with a 
completed chip set optimized interface design example 
is included. This information allows system designers to 
minimize their effort in implementing the same or simi- , 
lar design. 

2.0 AIC SPECIFICATIONS OF THE 
CHIP SET 

The AC/DC specifications for the chip set are pub­
lished in the latest revision of the Pentium TM Processor 
User's Manual Vol. 2: 82496 Cache Controller and 
82491 Cache SRAM Data Book. It includes the specifi­
cations for both the 'uptimized and external interfaces. 
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2.1 Optimized Interface 

The optimized interface is the high-performance inter­
connect between the Pentium processor and the 82496 
cache controller and 82491 cache SRAM. The input 
and output buffers have been tuned for the defined con­
figuration and electrical environment (loading, etc.). 
This tuning is what allows the chip set's CPU-Cache 
core to operate synchronously at 66 MHz. 

There are two types of specifications for signals in the 
optimized interface. The first is Flight Time which is 
used to guarantee that signal timings are met. The sec­
ond is Signal Quality to guarantee reliable operation. 
I/O buffer models have been provided as a tool to en­
sure these specifications are met. In this section, flight 
time and signal quality will be discussed. I/O buffer 
models will be left for the next section. 

2.1.1 FLIGHT TIME SPECIFICATION 

2.1.1.1 Purpose of Flight Time Specification 

The purpose of the flight time specification is to guar­
antee that a signal supplied by a driving component is 
available at the receiving component for sampling. 

It replaces the output valid delay and input setup time. 
The two methods are analogous, except that flight time 
allows the input and output buffer behavior to be 
matched without major impact to designers or the doc­
umentation. In other words, if component A's output is 
slower than expected, but component B's input is faster 
than expected, these two can be traded off without hav­
ing to change the flight time specification. However, if 
output valid delay and input setup time specifications 
had been used the specifications would have to be 
changed. Note that in both cases the time available to 
the system designer. to move the signal from one com­
ponent to the other is the same. 

2.1.1.2 Definition of Flight Time 

Flight Time is the propagation delay of a signal from a 
driving component to any receiving component. It is 
defined as the time difference between the V cc/2 (50%) 
level of an unloaded output signal and the V cc/2 (50%) 
level of a receiving signal whose 50% Vcc to 65% Vcc 
rise time is greater than or equal to IV Ins. Figure 1 
shows the flight time measurement between the 50% 
V cc points on the unloaded driver and receiver wave­
forms. 
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If the rise time between the 50% Vcc and 65% Vee 
points is less than I V Ins, the determination of flight 
time is slightly more difficult and requires more calcu­
lation. In this case the 65% Vcc point is extrapolated 

intel® 
back to the 50% V cc point using a IVins reference 
slope (i.e., subtract 0.75 ns when Vee = 5V). Figure 2 
shows the extrapolation from the 65% Vcc point and 
the resulting flight time measurement. 

Time 
241576-1 

Figure 1. Flight Time Measurement 
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Signal Level 

Vee 

65% Vee - -

- 1 Volltnsec- - -
Reference Slope 

VSSL-__ ~ ________________________________________ ~ 

TIme 
241576-2 

Figure 2. Flight Time Extrapolated from 65% Point 

Thus flight time is the longer ofT50-50 or Textrapolat­
ed. Although Figure 1 and 2 only show low-to-high 
transitions, flight time is the worst case of low-to-high 
and high-to-low transitions. Note on high-tci-low tran­
sitions, 65% Vcc is replaced with 35% Vcc. 

In a system environment it will not usually be possible 
to measure the delay of an unloaded driver. Figure 3 
shows the method for measuring flight time in a system 
environment. As shown, the voltage measured at the 
pin of the loaded driver will have a ledge near the cen­
ter of the transition. According to Transmission Line 
Theory, the time required to reach half the voltage level 
of the ledge is equivalent to the time required for an 
unloaded driver to reach the 50% Vcc level. The oscil­
lation (if any) seen at the ledge defines the measure­
ment uncertainty for this technique. 

To measure flight time via this technique, first measure 
the maximum and minimum voltages of the ledge and 
take the average of these two values, (Vmax + Vmin)/2, 
to arrive at the ledge voltage. Finally, divide the ledge 
voltage by two, (Vmax + Vmin)/4. The result is the 
voltage level that approximately corresponds to the 
point in time at which an unloaded driver's signal 
would reach the 50% Vee level. The flight time is de­
termined by measuring the difference in time between 
the (Vmax + Vmin)/4 point and the extrapolated 50% 
point on the receiver, Textrapolated. The uncertainty 
of this technique is the time difference between the 
Vmin/2 and Vmax/2 points. 

NOTE: 
Figure 3 uses Textrapolated. This assumes the rise 
time between 50% Vcc and 65% Vcc is less than 
1 V Ins. If the rise time is equal to or greater than 
1 V Ins, the flight time should be measured to the 50% 
Vee point, TO-50. 
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Signal Level 

Vee 

Vmax'-I-----
65%V~I--------~--~_i~--~------------------------

Vmin'-t--------t'-----f-t-""""""'-

50% V~ ~----iL---I-_I_-------------------------------

(Vmax+Vmln) 
35%V~~~~~~~~ ______________________________ _ 

Time 
241576-3 

Figure 3. In-System Measurement of Flight Time 

2.1.1.3 Clock Skew 

Clock skew has generally been included in system de­
sign timing analysis. However, as frequencies increase, 
controlling clock skew becomes more important. Clock 
skew is the difference in time of the clock signal arriv­
ing at different components. It is measured at O.8V, 
l.5V, and 2.0V. ' 

In synchronous devices, the clock signal defines the 
point in time in which signals are driven or sampled. It 
is important that all devices have a common reference. 
If the reference varies from component to component, 
the difference must be accounted for to ensure the de­
vices function properly. In other words, clock skew 
must be subtracted from the clock period when per­
forming a timing analysis of a system. 

In the CPU-Cache Chip Set, the maximum clock skew 
between components in the optimized interface is a 
specification. This specification is required a~ a co.mple­
ment of flight time to ensure proper functlOnahty. If 
clock skew exceeds the specified limit, the excess must 
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be subtracted from the available flight time or the clock 
period must be increased. 

2.1.2 SIGNAL QUALITY SPECIFICATIONS 

Acceptable signal quality must be maintained over the 
entire operating range to insure reliable operation of the 
chip set. Signal quality consists of four parameters: 
OverlUndershoot, Time Beyond Supply, Ringback, 
and Settling Time. Figure 4 illustrates these signal qual­
ity parameters and how each is measured for a l.ow-to­
high transition. In addition to the absolute maxlll~ums 
associated with individual signals, each of the sIgnal 
groups defined in the specification must meet maxi­
mum group average of OverlUndershoot and Time Be­
yond Supply. The following sections explain each of 
these in more detail. 

Reliable operation means the signals are sampled cor­
rectly, do not exhibit false transitions, and that the 
long-term reliability of the component is not effected by 
overdriving the inputs. 
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Signal Level 

Vee 

I'-"'---Maximum Ring-back (V ilS)Vee +/- 10% 

65% Vee -

Setting Time 

Time 
241576-4 

Figure 4. Signal Quality Parameter Mea~ured for Low-to-High Transitions 

2.1.2.1 Overshoot 

Overshoot is the maximum absolute voltage a signal 
extends above V cc or below V ss at the pin of the receiv­
ing component. Figure 4 shows the above Vee case of 
overshoot. The overshoot specification is defined for 
use in simulation and assumes that input diodes are not 
included in the input model during simulation. 

The overshoot specification maintains signal reliability 
by limiting the amount of energy that is injected into 
the component. Excessive energy being driven into the 
component can cause both short-and long-term reliabil­
ity problems. They include Vcc or Vss plane shifts, 
electromigration, excessive ringback when the input di­
odes tum off, etc. 

2.1.2.2 Time Beyond Supply 

Time beyond supply is the maximum time a signal ex­
ceeds Vcc or Vss at the pin of the receiving component 
as shown in Figure 4. If the overshoot voltage is less 
than or equal to O.5V, time beyond supply can be ig­
nored. When time beyond supply is being ignored, a 
value of 0 ns should be used forthat signal in calculat­
ing the group average time beyond supply. 

Time beyond supply is a complement to overshoot 
when looking at signal quality. The time the signal is 
beyond the supply is a second factor in limiting the 
energy driven into the component. By limiting the time 
beyond supply, system designers are avoiding or mini­
mizing the risk of the same reliability issues as de­
scribed in the section on overshoot. 
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2.1.2.3 Ringback 

Ringback is the maximum absolute voltage at the pin of 
the receiving component below Vcc or above Vss rela­
tive to Vcc or Vss after the signal has reached its maxi­
mum voltage level. Figure 4 iJlustrates how to measure 
ringback. 

Eliminating ringback maintains signal quality by pre­
venting a signal from re-crossing the threshold, causing 
a false transition to be detected. 

2.1.2.4 Settling Time 

Settling Time is the time required for a signal to settle 
within 10% of its final value referenced from the time 
unloaded driver's initial crossing of the 50% Vcc 
threshold. Figure 4 shows how settling time is mea­
sured on both low-to-high and high-to-low transitions. 

The settling time specification is defined to ensure that 
a signal transition has completed and is no longer oscil­
lating prior to the next transition. This is important to 
avoid forcing a signal to transition a distance signifi­
cantly greater than Vcc/2. For example, if a signal is 
still not settled at the time of its next transition, it may 
be at a voltage above Vcc such as 6.5V. Assuming Vcc 
= 5V, the transition requires the voltage to swing from 
6.5V (instead of 5V) to 2.5V. This added voltage dis­
tance translates into added flight time. 

2.1.2.5 Group Averages 

A Maximum Group Average specification is defined 
for Overshoot and Settling Time for each signal group. 
The group average is calculated by summing the maxi­
mum overshoot level or settling time for each signal in 
the group and dividing by the number of signals in the 
group. 

The purpose of the group average specifications is to 
limit the amount of energy driven into the device. 
While each input can handle a certain amount of ener­
gy as limited by the Overshoot and Time Beyond Sup­
ply specifications, the overall part or portions of the 
part also have limits. These limits are maintained by 
ensuring the energy driven into these portions does not 
exceed a certain level. 

2.2 Externallnterface 

The External Interface is the interface between the 
CPU-Cache core and the rest of the system. It consists 
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of the memory bus and the memory bus controller. 
This interface has been designed so that it can operate 
at a fraction of the CPU's frequency or asynchronous 
to the CPU. These options simplify the system design 
by minimizing the portions that must deal with the 
high frequency signals. 

The specifications for the external interface are defined 
to allow system designers to connect the CPU and 
Cache components to other devices (ASICs, PLDs, 
memory, etc.). The external interface signal specifica­
tions are the more traditional output valid delay and 
float time and input setup and hold time. In addition, 
I/O buffer models have been provided as a tool to assist 
system designers. 

2.2.1 OUTPUT VALID DELAY AND FLOAT TIME 

Output Valid Delay is the amount of time it takes the 
signal to transition referenced from the clock edge. The 
maximum output valid delay is the, earliest point in 
time that the signal can be assumed valid at the pin of 
the device. This timing is referenced from the clock 
edge and is measured at 1.5V as illustrated in Figure 5. 

NOTE: 
This specification is defined assuming CL = 0 pF; 
therefore, system designers must account for all delay 
added by the signal traveling to the receiving device. 

The maximum output valid delay is used by system 
designers to perform a worst case timing analysis to 
ensure that setup times are met at receiving devices. 

The minimum output valid delay is the earliest valid 
data from the previous clock will begin transition after 
the clock edge. This timing is also referenced from the 
clock edge and is measured at 1.5V as illustrated in 
Figure 5. 

The minimum output valid delay is used by system de­
signers to perform a worst case timing analysis to en­
sure that hold times are met at receiving devices. In 
addition, on I/O or tristate pins, it is used to ensure no 
bus contention exists due to multiple devices driving 
the bus simultaneously. 

The maximum Output Float Time is the amount of 
time it takes to float a signal that was driven in the 
previous clock. This timing is also referenced from the 
clock edge and is illustrated in Figure 6. Note that the 
minimum valid delay determines how long data from 
the previous clock remains valid as shown in Figure 6. 
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Signal 

241576-5 

Tx = valid delay 

Figure 5. Output Valid Delay 

Signal 

Tx ,= max. float delay 
Ty = min. valid delay 
Tz = max. valid delay 

241576-6 

Figure 6. Output Float Time 

2.2.2 INPUT SETUP AND HOLD TIME 

Input Setup Time is the amount of time a signal must 
be valid at the component's input pin prior to the clock 
edge it, is sampled. The minimum input setup time is 
the latest point in time that the signal can be assumed 
valid at the pin of the device. This timing is referenced 
to the clock edge and is measured at 1.5V as illustrated 
in Figure 7. 

The input setup time is used by system designers to 
perform a worst case timing analysis to verify that fast 
enough drivers have been chosen for ASICs or other 
devices and that the signals are able to travel across the 
board layout in the allotted amount of time. 

2-679 



AP-481 

Tx = setup time 
Ty = hold time 

eLK 

Signal 

\----
Tx Ty 

VALID 

241576-7 

Figure 7. Input Setup and HoldTlme 

Input Hold Time is the amount of time a signal must be 
valid at the component's input pin after the clock edge 
is sampled. The minimum input hold time is the earliest 
point in time that the signal can start its next transition 
at the pin of the device. This timing is referenced to the 
clock edge and is measured at 1.5V as illustrated in 
Figure 7. 

Ro 

dVldt 

3.0 110 BUFFER MODELS 

3.1 Description of the First Order 110 
Buffer Model 

The first order 1/0 buffer model is a simplified repre­
sentation of the complex input and output buffers used 
in the Pentium processor, 82496 cache controller, and 
82491 cache SRAM. Figure 8 shows the structure of 
the input buffer model and Figure 9 shows the output 
buffer model. Tables 1 and 2 show the parameters used 
to specify these models. 

Lp 

241576-8 

Figure 8. First Order Input Buffer 

Table 1. The Parameters Used In the Specification of the First Order Input Buffer Model 

Parameter Description 

Cin Minimum and maximum value of the capacitance of the input buffer model 

Lp Minimum and maximum value of the package inductance 
; 

Cp Minimum and maximum value of the package capacitance 
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Ro Lp 

dV/dt 

241576-9 

Figure 9. First Order Output Buffer 

Table 2. The Parameters Used In the Specification of the First Order Output Buffer Model 

Parameter Description 

dV/dt Minimum and maximum value of the rate of change of the open circuit voltage source used 
in the output buffer model 

Ro Minimum and maximum value of the output impedance of the output buffer model 

Co Minimum and maximum value of the capacitance of the output buffer model 

Lp Minimum and maximum value of the package inductance 

Cp Minimum and maximum value of the package capacitance 

The first order I/O buffer parameters for the chip set 
are published in the latest revision of the Pentium TM 

Processor Data Book. It includes the minimum and 
maximum values for .each parameter allowing simula­
tions for both the fast and slow condition to be per­
formed. 

The key to the first order model is that it is a simplistic 
representation of the input and output buffers. The pa­
rameters are easy to use in a variety of simulators and 
provide the needed accuracy to complete a chip set de­
sign. In addition, the simplicity greatly reduces the 
compute time required to perform simulations as com­
pared to full transistor and process models. 

4.0 HIGH FREQUENCY DESIGN 
CONSIDERATIONS 

Any board interconnection is a transmission line by 
definition. However, as a general rule, the effects of 

modeling an interconnect/trace as a transmission line 
are negligible at low frequencies. This is because the 
reflections get masked since the propagation is short 
with respect to the signal rise time. In this case, system 
interconnects can be modelled as lumped loads with no 
sacrifice to accuracy. As the frequency at which signals 
change increases, the rise time becomes shorter and 
transmission line properties become significant and 
must be considered. Reflections, interference, and noise 
cause measureable changes in the appearance or behav­
ior of signals at the higher frequencies. They can slow 
the transition time or cause signal quality violations. 
Figures 10 and 11 illustrate the effect of modeling 
traces as lumped loads or as transmission lines. Figure 
10 shows a block diagram of a lumped load model and 
the resulting simulation and Figure 11 shows a block 
diagram of a transmission line model and the resulting 
waveform. The transmission line case shows the effects 
of reflections and how the signal varies at each compo­
nent. These details are not shown in the lumped load 
case. 
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Figure 10. Lumped Load Simulations 
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Cm 

2415('6-13 

Figure 11. Transmission line Simulation 

To predict a trace's behavior and eliminate the negative 
effects, it is important to properly model board inter­
connects as transmission lines .. A model consists of the 

driving component's output Duffer model, the charac­
teristics of the trace, and. the receiving component's in­
put buffer model. The I/O buffers are modelled using 
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the parameters published in the latest revision of the 
Pentium™ Processor User's Manual, Vol. 2: 82496 
Cache Controller and 82491 Cache SRAM Data Book. 
The trace characteristics are a function of the actual 
board and the material used in its construction. Char­
acteristic impedance (Zo) and propagation delay (Tpd) 
are the primary characteristics needed. These two pa­
rameters, along with length, can be used in many simu­
lators to represent the transmission line as shown in 
Figure 12(a). 

Some simulators may not have a single representation 
for a transmission line. These simulators require the 
user to model the transmission line in a more basic 
form. In addition to characteristic impedance and prop­
agation delay, transmission lines can be characterized 
by their characteristic inductance (Lo) and characteris­
tic capacitance (Co). The following equations can be 
used to convert between these four parameters: 

Lo = Zo· Tpd 

Co = Tpd/Zo. 

Zo, Tpd, I 
~L-____________ ~~ 

a. ' 

intel® 
Figure 12(b) illustrates the model of a transmission line 
using Co and Lo. The number of L-C links/inch in the 
chain should be chosen such that (LC)1/2 -< Tr. As a 
good rule of thumb, two to four links per inch is a good 
starting point. The value of Land C is determined by 
dividing the characteristic impedance by the number of 
links/inch. A transmission line also has a resistive com­
ponent, Ro. However, the Ro value is usually assumed 
negligible and omitted from the model. Its only effect is 
to cause a voltage loss between the driver and the re­
ceiver. Since Ro's value is negligible, the voltage loss is 
very small and can also be ignored. 

L = LoIn 

C = CoIn 

n = number of linkslinch 

T 
C 0 

b. 

241576-14 

Figure 12. Representation of a Transmission Line 

In order to complete the model, the actual parameter 
values must be determined. That means the next step is 
to determine the values of Zo and Tpd. To do this the 
designer must understand the construction of the trans­
mission line. In particular that means understanding 
how the printed circuit board is constructed and the 
geometry of the various layers and traces. 
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4.1 Printed Circuit Board 

A printed circuit board consists of some number of sig­
nallayers and power and ground planes separated by a 
dielectric material. An example is illustrated in Figure 
13. 
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Figure 13. Printed Circuit Board 

Although there are many types of transmission lines, 
those most commonly used on printed circuit boards 
are microstrip lines and striplines. Microstrip lines con-

sist of a signal trace that is separated from a power or 
ground plane by a dielectric as shown in Figure 14. 

Microstrip 
w 

Er 
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Figure 14. Microstrip Trace 

The characteristic impedance is a function of the dielec­
tric constant and the board geometry. For a microstrip 
trace this is given by: 

87 5.98h 
Zo = 1/2 In (---) Ohms 

(E, + 1.41) O.8W + t 
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where eE is the relative dielectric constant of the board 
material. The propagation delay is a function of the 
dielectric constant only. For a microstrip trace this is 
given by: 

tpd = 1.017 (0.475 E, + 0.67)1/2 ns I It 

Striplines consist of a signal trace that is located in a 
dielectric material between two power or ground planes 
as shown in Figure 15. 

Stripline 

241576-17 

Figure 15. Stripline Trace 

The characteristic impedance is a function of the dielec­
tric constant and the board geometry. For a stripline 
trace this is given by: 

60 4b 
Zo = -m1n( ) Ohms 

(E,) 0.67 17'(t + o.aW) 

where e,. is the relative dielectric constant of the board 
material. The propagation delay is a function of the 
dielectric constant only. For Ii stripline trace this is giv­
en by: 

tpd = 1.017 (.,)1/2 ns/lt 

Signal traces that are located on the, external layers of 
the board can be modelled using the microstrip charac­
teristics. Signal traces that are located on internal layers 
between the power and ground planes can be modelled 
by using the stripline charaateristics. 

4.2 Transmission Line Behavior 

Now that the parameters needed to represent a trans­
mission line are complete, the next step is to look at 
how the ,transmission line behaves or effects signals that 
are transmitted on it. The four primary effects are sig­
nal propagation and reflection, crosstalk, and skew. 
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4.2.1 SIGNAL PROPAGATION AND 
REFLECTION 

Ideally, a signal that is driven by one devic;e to another 
across a trace will reach the receiving device instantly 
and without any distortion, In reality, this is not the 
case. Because of the resistive, capacitive, and inductive 
components of a transmission line and the attached 
loads, the voltage and current of a signal may change as 
the signal travels along the trace and may vary over 
time. 

For simplicity, the examples that follow will assume 
lossless transmission lines. In other words, the trans­
mission line itself does not cause an attenuation of the' 
voltage as it travels along the trace. The voltage loss 
seen at the receiving end is a function of the resistive 
component of the transmission line which is negligible. 

An example of a signal propagating along a transmis­
sion line is shown in Figure 16. The voltage source at 
the left launches a wave onto the transmission line. The 
voltage of the wave is equal to the voltage division of 
the voltage source resistance and the line inductance. 

Vi = Vin • Zo/(Zo + Rs) 



This waveform is propagated down the transmission 
line without any voltage loss or change in the wave­
form. The 'only effect of the transmission line'is to delay 
the signal from reaching the receiving end. When the 
wave reaches the receiving end, it is reflected back 
towards the source. The reflection is proportional to the 
initial wave by an amount called the Reflective Coeffi­
cient. A reflective coefficient exists for both the source 
and the load. The values are a function of the source or 
load resistance and the lines characteristic impedance. 

PL = (RL - Zo)/(RL + Zo) 
Ps = (Rs - Zo)/(Rs + Zo) 

The value of the initial reflection at the load is: 

Vr = Vi' PL 

Ap·481 

The reflections can be caused by any discontinuity on 
the line. The discontinuity can be caused by a mismatch 
in impedance between the source or load and the char­
acteristic impedance of the trace, branches in the trace, 
vias, or bends and angles in the trace. Here the disconti­
nuity between the source and load are used as an exam­
ple because they are probably the most prominent. 

- Each reflection can attenuate or reinforce the wave de­
pending on the phase of the reflection. The reflections 
continue indefinitely; however, with each reflection the 
magnitude of the voltage decreases and the line ap­
proaches a steady state value. A rule of thumb is that 
by the third or fourth reflection the value is negligible. 

Signal (Wave) Propagation (Resistive Loads) 
Zo 

Ihitial Wave 
Vin 

Reflected Wave 

R. 

~ 
VI~ 
Vr -.r-
I 

Zo 

Vi 

• 
Zo 

----

--
\ 

Vi =V1n 
Zo+Rs 

(Voltage Divider) 

li= Vln 

Zo+Rs 

Vr=VlpL 

pL= ...B!:.:.k 
RL+Zo 

(Reflective CoeffiCient) 
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Figure 16. Signal Propagation Along a Transmission Line with ResIstIve Loads 

Now that the voltage of each reflected waveform can be 
calculated, the next step is to sum these values to deter­
mine the voltage measured on the line at any point in 
time. The superposition principle comes into play. It 
states that the voltage/current at any point on a trans­
mission line equals the sum of the voltages/currents of 
all the signals (waves) that have passed that point. In 

, other words, as each reflection passes the point of mea­
surement, it is added to the previous voltage seen at 
that point. Figure 17 illustrates the voltage seen at the 
midpoint of the circuit shown in Figure 16 over time. 

v Voltage at Une's Center Point 

Vi+Vr 

Vi 

I 
o Td/2 ' Td 3Td/2 
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FIgure 17. Voltage at the MIdpoInt 
of Circuit In FIgure 16 
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From time 0 until Td/2 the voltage is OV at the mid­
point because the initial wave has not yet reached the 
midpoint. At time Td/2, the initial wave reaches the 
midpoint and the voltage is Vi. This wave travels down 
the trace until it reaches the load and a reflection oc­
curs. The reflection begins traveiing back towards the 

source, but does not reach the midpoint until time 3Td/ 
2. At that time the voltage increases by Vr, the reflec­
tions voltage as shown in Figure 17. The following 
equation determines the voltage at any given point on a 
trace at the given time. 

V(x,t) = [Zo / (Zo + Zs)) • { Vin [t - (t - tpd • x)] • U(t --tpd • x) 
+ PL • Vin It - (t - tpd • (2L - x))j • U(t - tpd • (2L - x» 
+ PL • Ps • Vin [t - (t - tpd • (2L + x))j • U(t - tpd • (2L + x» 
+ PL2 • Ps' Vin [t - (t - tpd • (4L - x))j • U(t - tpd • (4L x» 
+ PL2 • ps2 • Vin [t - (t - tpd • (4L + x))] • U(t - tpd • (4L + x» 
+ ... l 

U(x) = unit step function 
Tpd = propagation delay of signal traveling along the transmission line (ns/ft) 

As reflections occur on the line they can cause slower 
signal transitions, overshoot, undershoot, ringing, and 
other undesirable effects. Although many of the effects 
of reflections are negative, sometimes designers take ad­
vantage of constructive reflections to decrease the time 
it takes for the voltage to reach its final value at the 
destination. In general, designers try to minimize the 
magnitude of reflections. 

System designers can do several things to reduce or 
minimize reflections: reduce angles (specifically 90· 

Bad 

angles,in traces, minimize the number of vias, and use 
termination when necessary). 

Figure 18 illustrates how angles can be reduced by us­
ing 135· bends instead of 90· bends. The 135· bend 
approximates a smooth curve more closely than the 90· 
bend. The discontinuity occurs in the 90· bend because 
the trace is wider through the bend and therefore the 
impedance is altered by the geometry of the trace. 
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Figure 18. Eliminate 90" Angles 

Figure 19 illustrates a way to reduce the number of 
discontinuities by minimizing the number of vias. Once 
again, a via causes a change in the path of a signal 
much like the 90" angles do. In addition, the geometry 
of a via is generally wider or thicker than the rest of 
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the trace resulting in a different impedance for that por­
tion of the interconnect. The change of impedance in 
the path causes the discontinuity and the resulting re-
flections. ' 
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Figure 19. Minimize Vias 

It is not always possible to eliminate all the discontinui­
ties or mismatches in impedance. When this is the case, 
it is sometimes necessary to use a technique called Ter­
mination to artificially make the mismatched imped­
ances appear matched. This technique is normally used 
to match a traces characteristic impedance with either 
the 19ad or sources impedance. 

Zo = Zterm + ZL 

and 
Zo = Zterm + Zs 

Several techniques of termination exist. They are Paral­
lel, AC or RC, and Series termination. Each technique 
has its own advantages and disadvantages as summa­
rized in Table 3. 
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Table 3. Termination Techniques 

Type of 
Termination 

Parallel 

AGorAG 

Series 

VI 

4.2.2 CROSSTALK 

Figure 

11 

Crosstalk is another side effect of transmission line in­
terconnnects. Crosstalk is the result of fields from adja­
cent traces interacting with each other. The interaction 
can alter the characteristics of a driven line or cause 
noise to be coupled into passive lines. 

Crosstalk can be characterized by two parameters: Mu­
tual Inductance, Lm, and Mutual Capacitance, em, as 

'shown in Figure 20 and 21, respectively. These two 
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Advantages 

• eliminates reflections 
at receiver 

• good overshoot 
suppression 

• no added delay 

• low power 
consumption 

• full voltage swing 
• eliminates initial 

reflection at receiver 

• no additional loading 
on driver 

• no additional 
charging time 

• low power 
consumption 

• eliminates secondary 
reflection at source 

Disadvantages 

• high power dissipation 
• requires Zo > 100n 

to avoid exceeding dc 
current limit 

• reduced yoltage swing 

• Gterm adds capacitive 
Load to driver 

• added delay due to 
AG time constant 

• component size and 
count 

• added delay 

parameters represent the inductive and capacitive val­
ues that exist between two adjacent lines. The induc­
tance allows a current in one line to induce a voltage in 
a second line. 

Vm2 = Lm • .1111 at 

The capacitance allows a voltage on one line to induce, a 
current in the second. 

1M2 = em • a(V1V2)/ at 



These mutual components have an additive effect to the 
Land C used to characterize each transmission line. To 
see what effect this has, examine the two components 
separately. First, Figure 20 illustrates two parallel 
traces with their inductive components and a mutual 
inductance between the two. 

11- ---.)0 
+V1--

o ._. __ ._-./'vVV \ -,,--.------- --0 

12 ""')0 

/v"'V'-./\ 

+V2--

........ 0 
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Figure 20. Inductive Components of 
Two Parallel Traces 

The voltage seen on each line is given by: 

Vl = VLl + Vm = (Ll • all/at) + (Lm • aI2/at) 
V2 = VL2 + Vm= (L2· aI2/at) + (Lm • all/at) 

To see what effect' this has assume LI = L2 and the 
magnitude of IU 1/.1t = the magnitude of .112/.1t. This 
allows the above equations to be simplified to: 

and 

Vl = V2 = (Ll + Lm)· all/at 

(Current in same direction) 

Vl = -V2 = (Ll - Lm) • all/at 

(Current in oppOSite direction). 

From these equations the effective inductance seen on 
either trace is: 

and 

Leff = Ll + Lm 

(Current in same direction) 

Leff = Ll - Lm 

(Current in opposite direction). 
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Therefore, if the currents are flowing in the same direc­
tion the effective inductance of each trace is incrl1lsed. 
If the currents are in opposite directions the effective 
inductance of each. trace is decreased. 

Secondly, Figure 21 illustrates two parallel traces with 
their capacitive components and a mutual capacitance 
between the two. 

11 

Vl -0 I· I I Cl 
-=-

J 
Cm 

12 

0-
V2 I 

I C2 
-=-
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Figure 21. Capacitive Components of 
Two Parallel Traces 

The current seen in each line is given by: 

11 = ICl + 1M 
= (Cl • aVl/ at) + (Cm • a(Vl - V2) / at) 
= ((Cl + Cm) • aVl/ at) - (Cm • aV2 / at) 

Using the same assumptions that CI = C2 and that the 
magnitude of .1 V 1/.1t = the magnitude of .1 V 2/.1t al­
lows the equations to be simplified to: 

11 = 12 = Cl • aVl/at (Voltage change in the same 
direction on both traces) 

and 

11 = -12 = (Cl + 2Cm) • aVl/ at (Voltage change in the 
oppOSite direction on each trace). 
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From these equations the effective capacitance seen on 
either trace is: 

and 

Calf = C1 (Voltage change in same direction) 

Celf = C1 + 2Cm (Voltage change in opposite 
directions). 

Therefore, if the voltages are changing in the same di­
rection the effective capacitance of each trace is un­
changed or decreases. If the voltages are changing in 
opposite directions the effective capacitance of each 
trace is increased. See Figure 22. 

If Left' and Ceft' are used to determine Zo and Tpd, the 
following results: 

Zo = (Leff/Ceff)1/2 Tpd = (Leff· Ceff)1/2 

Same Direction 

Oppo~ite Direction 

L.n + CeI'" ... ZO+ Tpd? 
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Figure 22. Effect of Changing Voltages In the 
Same or Opposite Directions 

Electrons travel at the speed of light, so Tpd can never 
decrease. Therefore, Tpd either remains constant or in­
creases. 

This altering of Zo and Tpd by crosstalk explains why 
termination is never 100% effective. The crosstalk leads 
to a variation between the targeted Zo and the actual 
Zoo Termination is usually defined to match the target­
ed Zo's. The result is an interconnect that is not per­
fectly matched via termination. 
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5.0 CHIP SET DESIGN 

As simulation tools have improved it has become easier 
to test design assumptions before actually spending the 
time or money to build a printed circuit board. In addi­
tion, the frequencies at which signals switch have also 
increased and complicated the process of designing a 
board that ensures signals reach their destination at the 
correct point in time and maintain a reasonable level of 
signal quality. To better predict signal behavior and 
minimize the need for board rework or revision, many 
designers are simulating their board layouts before 
building a board. The complexity of the optimized in­
terface of the CPU-Cache Chip Set is a prime candidate 
for this type of approach. In this interface designers 
must ensure that the signals accurately travel along the 
interconnects at very high frequencies (i.e., 66 MHz). 
As discussed, transmission line effects become a more 
dominant influence on signals switching at these fre­
quencies. It is important to take these effects into ac­
count to ensure that no specification violations occur. 

A possible scenario for designing the optimized inter­
fa:ce is shown in Figure 23. As always the first step is to 
understand the specifications. This document along 
with the published specifications should help complete 
this step. Based on' these specifications, system geome­
try requirements, and an understanding of the board's 
basic electrical characteristics, a first pass component 
placement and routing can be completed. Once the 
routing is complete or possibly as part of the routing, 
individual traces should be simulated to determine their 
electrical behavior. This includes examining both flight 
time and signal quality for each signal and determining 
if it meets the specification. Any signals that violate the 
specification must be·modified. Portions of this docu­
ment will provide some information and guidelines on 
how to modify or route the traces to meet the specifica­
tions. With each change, the routing should be re-simu­
lated to ensure the specifications are still met. 
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Figure 23. Process for Completing Optimized Interface Design 

Once all the specifications are met, it is time to build 
the board. The goal is that once this board is manufac­
tured and the components are instal,led, it will meet 
specification without any changes. Howevllr, this must 
be verified by making actual measurements on the 
boar~ to ~erify all of the .flight time and signal quality 
speCIfications are met. It IS also beneficial to make sure 
that the actual measurements correlate to the predicted 
results ~rom simula~on. This is especially helpful if any 
corrections are requtred to bring the board within spec-
ification. , 

The next couple of ~tions will describe the require­
ments and guidelines that should be followed while 
making these simulations and measurements. 

5.1 Simulation Environment 

The environment chosen to simulate the optimized in­
terface .is very critical. A number of different options 
are available on the market today. It is the system de­
signer's responsibility,to select the option best suited for 
their design requirements. These requirements will in-

elude the accuracy of the results; as well as, how easy it 
is to import schematics, layout routing, or modelin,g 
parameters. 

5.1.1 SIMULATION REQUIREMENTS 

When simulating the optimized interface to determine 
flight time and signal quality, it is important that the 
appropriate modeling parameters are used. The I/O 
models are provided with minimum and maximum val­
ues for each parameter. Usin,g these values the fast and 
slow corners of the butTer's behavior can be modeled. 
In addition, the printed circuit board can be modeled 
for its fast and slow corners. Table 4 restates the char­
acteristics of a printed circuit board. 

Flight time is determined by simulating with the slow 
corner used for all parameters. In this corner signals 
require the longest amount of time to transition and 
reach their destination. The fast comer is used to simu­
late signal quality. In the fast corner, signals transition 
their fastest and are therefore their noisiest. Table 5 
summarizes the parameter values used to simulate for 
flight time and signal quality. 
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Table 4. Parameters Used to Specify Printed Circuit Board Characteristics 

Parameter Symbol Description 

Characteristic Impedance Zo(O) Minimum and maximum impedance for signal traces on each layer 

Propagation Delay' S (ns/ft) Minimum and maximum propagation delay for signal traces on each 
layer 

Via Capacitance Cvia (pF) Minimum and maximum capacitance of a via used to pass a signal 
from one layer to another of the PC board 

Table 5. Parameter Values Used to Simulate Flight Time and Signal Quality 

Devl,ce Modeling Parameter Flight Time Signal Quality 

Input Buffer Cp, 

Lp 

Cin 

Output Buffer dVldt 

Ro 

Co 

Lp 

Cp 

Printed Circuit Board Zo 

S 
I Cvia 

Other Temperature 

'Vcc 

These values should be used to define the simulation 
model rues used to simulate for flight time and signal 
quality. ' 

While siIitulating the two comers it should become ob­
vious that there will be trade-offs in optimizing for one 
or the other. Some sacrifices in signal quality may be 
required to ensure flight time specifications are met, or 
vice versa. 
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Max Min 

Max Min 

Max Min 

Min Max 

Max Min 

Max Min 

Max Min 

Max Min 

Min Max 

Max Min 

Max Min 

Max Min 

Min Max 

5.2 Routing Signal Traces tor Their 
Optimal Performance 

Priority should be given to optimizing the performance 
of the signals in the optimized interface. For the 2S6K 
byte layout example that Intel completed, the signals 
have been divided into the categories listed in Table 6. 
These categories are based on fanout and connectivity 
characteristics. 
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Table 6. Optimized Interface Signal Categories 

Category Signal 

Low Address A3-A16, HITM#, W/R# 
(connected to PP, CC, and CS) 

High Address 
(connected to PP and CC) A17-31, BTO-3 

PP-CC Control Driven by PP: ADSC#, AP, CACHE#, D/C#, LOCK#, M/IO#, PCD, 
(connected to PP and CC) PWT,SCYC 

Driven byCC: AHOLD, BRDYC1 #, EADS#,INV, KEN#, NA#, 
WB/WT# 

PP-CS Control ADS# 
(connected to PP and CSs) 

CC-CS Control BLAST#, BRDYC2#, BUS#, MAWEA#, MCYC#, WBA, WBTYP, 
(connected to CC and CSs) WBWE#, WRARR#, WAY 

Other CC Control BLEC#, BOFF# 

Byte Enables BEO#-BE7# 

CPU Data and Parity CDO-CD63, CPO-CP7 

PP = Pentium processor 
CC = 8249.6 cache controller 
CS=82491 cache SRAM 

Within each category the routing or topology should be 
defined to minimize delay while maintaining acceptable 
signal quality. To do this and maintain the manufactur­
ability. of the board, rules were defined to govern the 
line lengths for each segment of a topology. To develop 
these rules some analysis of board characteristics and 
signal behavior is necessary. 

5.2.1 RULES FOR OPTIMIZING SIGNAL 
ROUTING 

Both the fast and slow comers must be considered to 
ensure both flight time and signal quality are met by 
optimizing a signal's routing. 

Flight time is minimized by optimizing each intercon­
nect to minimize the distance the signal must travel and 
the loading presented to the driver. The dominant op­
position to minimizing these factors is the printed cir­
cuit board's geometry requirements (i.e., physical dis­
tance between components and component placement) 
and electrical characteristics (propagation delay and 
characteristic impedance). 

The strategy used to optimize each interconnect for sig­
nal quality is to make each net's routing electrically 
symmetric. This is especially important on heavily 
loaded nets. 

Electrically symmetric means the delays of each branch 
within the net are equal when viewed from the driver. 
Figure 24 shows a topology from the 256 Kbyte layout 
example that illustrates this principle. For this topology 
with the Pentium processor driving, the symmetry is 
best when the delay from the Pentium processor to the 
82496 cache controller is equal to the delay from the 
Pentium processor to the farthest 82491 cache SRAM. 
By making these delays equal, the round-trip delays are 
also equal, and therefore any reflections return to the 
Pentium processor simultaneously. By returningsimul­
taneously, the reflections can rapidly cancel each other, 
resulting in the waveform settling quickly. 

If th~e two delays are not equal, asymmetric reflec­
tions return to the Pentium processor at different times, 
and do not cancel each other. The result is a complex 
interference pattern that generates considerable ringing. 
In some cases this ringing can last for more than one 
clock cycle. 

5.2.2 DETERMING THE OPTIMAL NET 

There are two methods of optimizing the line lengths 
and relationships of traces within a net. One uses an 
asymmetry factor [5] to identify the optimal relation­
ship. The other uses settling time to find this relation­
ship. 
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Using the asymmetry factor to optimize the symmetry 
of the net in Figure 24, the input impedance (frequency­
domain) of each branch was calculated from the driver's 
point of view. The brimch impedances were compared to 
each other and the difference was integrated over all 
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frequencies, resulting in a symmetry energy factor 
which quantifies the amount of symmetry in the topolo­
gy. Figure 25 also shows a plot of this factor as a func­
tion of the lengths of segments L_a and L_b. 
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Figure 24. Energy Minimization for a Given Topology 
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Figure 25. Energy Minimization for a Given Topology 

There is a strong correlation between the asymmetry 
factor and the net's signal quality. This is reinforced by 
simulating the topology using values for L~ and L_b 
from the plot in Figure 25. Figure 26 shows the wave­
forms obtained by simulating the topology with ·sym­
metric values for L~ and L_b from along the energy 
minimum. The line of points in the plot of Figure 25 
where the energy minimum occurs corresponds to to-

pologies that are electrically symmetric. An asymmet­
ric topology is obtained by using values for L_a and 
L_b that lie away from the energy minimum. The 
waveform obtained by simulating this asymmetric case 
is also shown· in Figure 26. Notice the difference in 
signal quality in the two plots. The symmetric case is 
much better than the asymmetric. 
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Symmetric (La = 1.8", Lb = 5.9") 

-5 
241576-32 

Asymmetric (La = 1.8", Lb = 4.0") 

-5 
241576-33 

Figure 26. Symmetric Versus Asymmetric Values for La and Lb 
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This technique can be used to optimize the routing of 
all heavily loaded signals in a chip set design. From the 
energy factor plot rules can be defined to govern the 
segment lengths needed to minimize the energy factor 
and obtain the specified signal qUality. 

The 256K layout example that follows used this tech­
nique extensively to route the heavily loaded signals. 

, For each signal group or topology, the asymmetry ener­
gy factor was calculated as a function of the topology's 
segment lengths and a set of rules defined to govern the 
segment lengths required to provide a routing that 
meets the signal quality specifications. 
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Similar results can be determined by using settling time 
to the optimal routing. To optimize the symmetry of a 
net, the settling time is plotted against line length. The 
minimum settling time occurs at the point where the 
net is balanced. Figure 27 shows a settling time plot for 
the net in Figure 24. Settling time is plotted against the 
true length for the segment between the Pentium proc­
essor and. the 82496 for a given length between the Pen, 
tium processor and 82491. For La= 1.8 inches the set­
tling time approach recommends Lb= 5.8-6.0 inches. 

100 
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Figure 27. Settling Time Versus Line Length 

5.2.3 SERPENTINE STRUCTURES 

Serpentine structures are one design technique that can 
be used to assist in balancing the intercol),nect delays 
between the Pentium processor, 82496 cache controller, 
and 82491 cache SRAM components. The structure is 
used to add length to specific traces within the nets. 

The goal of adding this length is to make the net "bal­
. anced" or electrically symmetrical. In particular,. this 
technique has been used to add length to the trace be­
tween the Pentillm processor and 82496 cache control­
ler so that it is electrically symmetric with the traces 
between the Pentium processor and 82491s of the same 
net as shown in Figure 28. 
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Figure 28. Balancing Nets Using Serpentine Structures 

Due to the parallel traces that make up the serpentine, 
cross-coupling may occur between the individual por· 
tions of the serpentine. The cross·cqupling may cause 
the propagation velocity and charaCteristic impedance 
of the serpentine to differ from those of a straight line 
of equivalent length. In general, the propagation veloci· 
ty may be greater and the characteristic impedance less 
for the serpentine structure. To simplify the simulation 
environment for the CPU·cache-chip set design exam· 
pIe. the added trace length was assumed to be equal to 
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the length of trace used to make the serpentine. See 
, Figure 29. ' 

Experiments were' performed to conflI'lll that this as· 
sumption was valid. The experiments involved Time 
Domain Reflectometry (TOR) and Time Domain 

, Transmission (rOT) measurements on various serpen· 
tine configurations. The height of the serpentine, h, and 
the separation, s, were varied. 
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Figure 29. Parameters of a Serpentine Structure 

It was found that as the separation was increased or the 
height decreased the propagation velocity increased. 
Amount of increase varied from being almost negligible 
to being approximately 40% for short, closely spaced 
serpentines. Also, ,it was observed that as the height 
decreases the magnitude of the decrease in impedance 
gets smaller, with the largest decrease in impedance, 
approximately 12%, seen when the height and separa­
tion are at their smallest. The serpentines used in the 
CPU-cache-chip set design example were not the worst 
case configuration. Based on the experiments, tpe ser­
pentines should cause less than 10% decrease in the 
characteristic impedance and less than 30% decrease in 
the propagation delay. 

Both of these variations appear considerable at first 
glance. However, serpentines, as used in the ~PU­
<iache-chip set design example, account for only a small 
percentage of the entire trace length of a net. For exam­
ple, if the serpentine is only 25% of the total trace 
length and the total propagation delay is 2 ns, repre­
senting the trace as a straight line length only intro­
duces a maximum error of about ISO ps. This is deter­
mined by assuming the 25% of trace accounts for 
0.5 ns delay and a 30% decrease is ISO ps. Based on the 
sInall amount of error introduced, it was decided that a 
straight line representation was accurate enough and 
simplified the simulations. 

Note the variation in effects caused by the serpentines. 
Each design should perform similar analysis if a differ­
ent serpentine structure than that used in the CPU­
cache-chip set design example is used. 

If the designer chooses to include the propagation ve­
locity and characteristic impedance variations in the 
simulations, the only change is to represent the serpen­
tine length of trace as a separate length with the differ­
ent characteristics. 

6.0 EXAMPLE: DESIGNING THE A12 
NET FOR THE CPU-CACHE CHIP 
SET 

The AI2 net is one of the more complex nets in the 
optimized interface of the CPU-Cache Chip Set. The 
signal is driven by the Pentium processor to the 82496 
cache controller and all the 82491 cache SRAMs dur­
ing memory reads. In addition, the 82496 cache con­
troller drives this signal to the Pentium processor 
during inquire cycles. 

In routing AI2 net all of the guidelines and techniques 
described were used. An initial routing of the Al2 net 
was made using an H-type routing and attempting to' 
make all of the interconnects as short as possible. The 
resulting topology is shown in Figure 30. 
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Figure 30. Initial Topology for A12 Net 

The Al2 net was simulated assuming the Pentium 
processor is driving the net. Quad Design's TLC was 
used to simulate the Al2 net. For flight time the slow 
corner is used. The slow corner uses the model parame­
ters as defined in Table 5. The actual values can be 
obtained from the Pentium™ Processor User's Manual. 
A TLC control me calls the appropriate model and 
topology mes along witH setting the needed measure­
ment points to complete the flight time simul~tions. 

2-702 

Initially, the line lengths or segments between compo­
nents was assumed to be the straight line distance. In 
other words, the initial routing conserved space and 
used the shortest line possible to connect the compo­
nents. The rising and falling waveforms resulting from 
the TLC simulations of this routing are shown in Fig­
ure J-1. 
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Figure 31. TLC Simulation of A12 Net Using Straight Line Lengths 
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Notice the large amount of ringing that occurs in this 
routing of the net. The excessive ringing can cause fail­
ures in both the signal quality and flight specifications. 
To bring 'the net within specification the routing must 
be improved to better "balance" the net. At first glance. 
the loading on the 82496 cache controller branch is 
much less than the 82491 cache SRAM branch. Split­
ting the 82491 cache SRAM branch into two branches 
and continuing the H-type routing along those branch­
es and lengthening the 82496 cache controller branch 

Lz 

should improve the "balance." The asymmetry e,nergy 
factor. described in Section 5.2. was used to derive the 
relationship between individual trace segments needed 
to balance the net. The relationship is that: 

Lb = 2 • La + Lc + 800 mils; La s; 2000 mils 

1.6 • La + Lc + 1500 mils; La > 2000 mils 

Following these rules ensures that the A 12 net is elec­
trically symmetric. Figure 32 illustrates this improved 
routing. 

/ 
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Figure 32. Improved Topology of A12 Net 

The imprOVed net was also simulated using TLC and 
the resulting waveforms are shown in Figure 33 
through Figure 35. Notice the reduction in ringing. 
With the "balanced" or electrically symmetric routing 
the net exhibits better flight time and signal quality. In 
fact these parameters are now within specification as 
summarized in Table 7. 

The technique for measuring flight time and signal' 
quality are described in detail in Section 2.0. To mea-
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sure flight time one must first determine the 50% point 
of the unloaded Pentium processor driver as shown in 
Figure 33. In the example this occurs at 2.26 ns. Next 
one must determine where the waveform crosses the 
50% Vee point at the receiver as shown in Figure 34. 
This crossing oeeurs at 4.54 ns. The time difference 
between these two points is the 50-50 flight time. The 
50-50 flight time for the A12 net example is 2.28 ns. 



Flight time also assumes the waveform continues 
through the 50% V cc point with a slope of at least 
1 V Ins through the 65% Vcc point. To ensure this, first 
determine the 65% point on the A12 flight time simula­
tion as shown in Figure 35. The 65% Vee point is 
5.32 ns. Next extrapolate using the IVins line to find 
where it crosses the 50% voltage level by subtracting 
0.68 ns from the 65% Vee number. The extrapolated 
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50% Vcc point for the example is 4.64 ns. The time 
difference between the unloaded buffer's 50% point 
and the extrapolated crossing of the 50% point is the 
50-65 flight time. The 50-65 flight time is 2.38 ns. 

The greater of the 50-50 and 50-65 flight times is the 
flight time for the net. In this case, the flight time is 
2.38 ns, the 50-65 flight time. 

Unloaded A12 Flight Time Simulation 
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Figure 33. M,easurlng the 50% Vee Point of the Unloaded Output 
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Figure 34. Measuring the 50% Vee Point at the A121nput of the 82496 
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Figure 35. Measuring the 65% Vee Point at the A121nput of the 82496 
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Figure 36 and 37 illustrate the measurement of the sig­
nal quality parameters for the A 12 net. Overshoot is the 
maximum voltage above Vcc. Time beyond supply is 

measured between points A and B. Ringback is the 
maximum voltage amount that the signal cross back 
across V cc. Settling time is measured from point C and D. 
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Figure 36_ Measuring the 50% Vee Point of the Unloaded Output at the Fast Corner 
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Figure 37. Measuring the Signal Quality of the 82496 

The flight time and signal quality specifications for this 
net are listed in Table 7 along with the values measured 
in the simulation of the net. 

Table 7 Flight Time and Signal Quality Simulated Values 

Signal Flight Time Overshoot 

Spec I TLC Spec I TLC 
A12 28 ns I 2.38 ns 3.0V I 1.89V 

7.0 256K CPU-CACHE CHIP SET 
OPTIMIZED INTERFACE LAYOUT 
DESIGN EXAMPLE 

This chapter contains an example layout design for 
Intel's 256 KbY.'te CPU-Cache Chip Set's optimized in­
terface. Intel has simulated and verified the example 
layout using the latest information. Work is currently 
underway to validate the design by measuring the flight 
time and signal quality parameters on boards based on 
the design example. As updated information becomes 
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Ringback Settling Time 

Spec TLC Spec T TLC 
35% Vcc 0.57V 12.5 ns I 5.76 ns 

available on the components and the boards, Intel plans 
to update this example accordingly. 

The intent of the design example is to provide system 
designers a starting point. It provides one solution of 
how the Pentium processor, 82496 cache controller, 
and 82491 cache SRAM components can be placed and 
routed to ensure flight time and signal quality specifica­
tions are met. It is not the only solution. System design­
ers can alter the layout ,to meet their system require­
ments as long as the flight time and signal quality speci­
fications are met. 



7.1 Layout Objectives 

The 256K layout is an example of a CPU-Cache chip 
set arrangement that meets Intel's chip set specifica­
tions. The layout consists of 1 Pentium processor, 1 
82496 cache controller, and 10 82491 cache SRAMs for 
a 256K second-level cache with parity. Although the 
layout is specifically designed for a chip set with parity, 
we will also discuss conversion to a non-parity layout. 

This example layout follows the chip set's flight time 
and signal quality specifications. In addition to meeting 
those specifications, we had the following objectives: 

1. To design the optimized portion of the interface so 
that the layout is not limited by interconnect per­
formance. By not artificially creating any critical 
paths, the interface can yield maximum performance 
of the chip set. 

2. To be consistent with EMI and thermal require­
ments. 

3. To have the layout be used as a validation and cor­
rection vehicle by Intel. Intel will use the layout to 
validate the optimized interface of the chip set, mea-
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sure flight times and signal quality, and tune input 
and output buffers. 

Provided are complete specifications for a board layout: 
part lists, board layer plots, and the electronic files in 
Gerber format. Also provided are a set of topologies 
and line lengths so it will be easy to understand how the 
layout was generated. 

7.2 Component Placement 

To meet flight time with clock skew restrictions we 
placed the parts in relative proximity to each other. At 
the same time, we ensured that the layout's Memory 
Bus Controller (MBC) interface signals are routable. 
Figure 38 illustrates how the chip set components are 
placed in the layout example. The dot indicates the lo­
cation of pin 1. Figure 38 component side view of the 
layout. 
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Figure 38. Component Placement 

7.3 Signal Routing/Topologies 

Tables 8 and 9 list the signal nets and their correspond­
ing topologies for the optimized and external interfaces 
of the CPU-Cache Chip Set. 

All chip set signals in the optimized interface fall into 
six groups: low addresses, high addresses, Pentium 
processor control, 82496 control, CPU data, and byte 
enables. Within each group are subsets of signals that 
share common origination and destination points. Each 
subset has a unique routing called a "topology." 
Groups, subsets, and topologies are listed in Table 8. 

Topologies are given only for signals that are routed to 
multiple chips. It is the system designer's responsibility 
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for routing the "point-to-point" signals such as 
CADS#. 

Topologies are also supplied for the external interface. 
These topolgies provide channels for routing signals 
from the chip set components to the periphery where 
they can be connected to the memory bus and memory 
bus controller (MBC). However, topologies are not 
supplied for point to point signals in the MBC interface 
(e.g. CRDY#). Instead, the system designer must opti­
mize these for the particular application. 

Table 9 lists the topologies provided for the MBC inter­
face signals which are not point to point. 
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Table 8. Optimized Interface Signal Net/Topology Assignments 

Grouping Routing Requirements Topology 

Low Addresses 

(PA3-PA16) Bused to all core components. Must be 1 
routed to optimize delay and signal quality at 
all points. 

High Addresses 

(PA17-PA31, PBTO-PBT3) Point to point links. Must be kept as short as 4 
possible. 

Pentium™ Processor Control 

(HITM#, W/R#) Same as low addresses. 1 

(ADS#) 3b 

(ADSC#, AP, CACHE#, D/C#, lOCK#, Same as high addresses. 4 
M/IO#, PCD, PWT, SCYC) 

CCControl 

(BRDYC2#, WRARR#, MCYC#, WAY, Must be routed to optimize delay and signal 3 
BUS#, MAWEA#, WBWE#, WBTYP#, quality at the CS. 
WBA, BLAST#) 

(BlEC#) Not routed to parity CSs. 3a 

(BOFF#) 1b 

(AHOlD, EADS#, KEN#, BRDYC1 #,INV, Same as high addresses. 4 
EWBE#, NA#, WB/WT#) 

CPU Data 

(CDO-CD63) Point to point signals. Keep as short as 4 
possible. Keep the total length of each trace 
within 1/2" of each other to minimize skew. 

Byte Enables 

(CBEO#-CBE7#) 5 

Table 9. External Interface Signal Net/Topology Assignments 

Signal Topology 

RESETC50, CRDYO# 10 

CRDY#, RESETC51 11 

MBRDY#, MOClK,MDOE# 12,13 

MFRZ#,MSEl#;MZBT#,MClK ,14 

BRDY#,ClKO 15 

ClK1, BRDY1 #, MEOC1 # 16 

ClK2,BRDY2#,MEOC2# 17 

ClK3, BRDY3#, MEOC3# 18 

MDATAO-63 19 
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Figures 39 through Figure 58 are the topologies which 
are described in Tables 8 and 9. A topology is a graphi­
pal representation how specific sets of signals are rout-

ed. A topology shows the components that share a spe­
cific signal and the relative lengths of the traces be­
tween components. 
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Figure 55. Topology 19 

Figures 56 and 57 provide topologies for the non-parity 
configuration of the 256 Kbyte CPU-Cache Chip Set. 

Refer to Section 7.7.1 for more details on the non-pari­
ty configuration. 
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Routing Topology 1bNP: Non-Parity 
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Figure 57. Topology 1bNP 

7.4 Board/Trace Properties 

Spepific board and trace properties were assumed while 
performing the simulations to optimize the chip set lay· 
out. These properties were used as the specification or 
guideline the board manufacturer was to use in building 
boards. Figure 58 provides the board layer stackup. 

Table 10 lists the minimum and maximum trace char· 
acteristics. These parameters along with the board rna· 
terial determine the spacing between layers and the to· 
tal board thickness. See Table 11. 

Only the inner layers of the board are impedance con· 
trolled. The top and bottom layers are not impedance 
controlled. 
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Figure 58. Board Layer Stackup 

Table 10. Trace Characteristics 

4 Inner Laye!s 2 Outer Layers 

WidthlSpace 5/5 Mils 8/8.5 Mils 

Zo 650 ± 10% 900 + 20% 

Velocity 1.85 to 2.41 nslft 1.35 to 2.05 nslft 

Table 11 Other Printed Circuit Board Geometries 

Via Pad 

Via Hole 

PGAPad 

PGAHole 

Layout Grid 

7.5 Design Notes 

The following design notes accompany this layout ex­
ample: 

1. ~he layout did not specifically address heat dissipa­
tion except to allow space for heat sinks to be at­
tached. Please seethe Pentium™ Processor User's 
Manual for the devices' thermal specifications. The 
Pentium Processor Thermal Design Guidelines appli­
cation note provides some examples of possible ther­
mal solutions. 

2-730 

25 Mils 

10 Mils 

55 Mils 

38 Mils 

5 Mils 

2. All fast-switching signals are routed near the power 
and ground planes on inner layers of the board to 
minimize EMI effects. However, two sets of signals 
are routed on the top layer of the board: 
BRDYCl#, and JTAG signals. BRDYCl# is rout­
ed on top to take advantage of the higher trace veloc­
ity there. JTAG signals are routed on the top layer 
because they are low-speed signals and will probably 
be re-routed by each customer to suit individual 
needs. 



3. Resistor R 1 (0) is used to set the Pentium processor 
configurable output buffers (A3-A20, ADS#, 
W /R #, and HITM #). When the resistor is included 
the buffers are set to the Extra Large size. When it is 
not included (BUSCHK# internally pulled high) the 
buffers are set to Large size. Intel currently recom­
mends the large buffers be used for the 256K layout 
example. The on resistor should be designed into 
your design as Intel may change the recommended 
buffer size once silicon and the system design have 
been characterized. 

4. The 82496 output buffers that drive the 82491 inputs 
must also be configured to be Large. This is done by 
driving 82496 CLDRV[BGT#) (pin N04) high dur­
ing reset. 82496 and 82491 Memory Bus buffer sizes 
must be controlled by the Memory Bus Controller. 

5. Series termination resistors were added to the nets 
PAI7, PAI8, PAI9, and PA20 to control overshoot. 
A value of 240. is currently recommended, but that 
value may change when overshoot is measured on an 
actual board. 

7.6 Explanation of Information 
Provided . 

The following sections outline the design files associat­
ed with the 256Kbyte CPU-Cache Chip Set design ex­
ample that are available from Intel. These files are pro­
vided to simplify the task of porting the design example 

AP-481 

into a specific design. By using these files, designers 
may eliminate or minimize the amount of duplicate ef­
fort when using the design example as the basis for 
their design. The following items are available: 

• Schematics 

• I/O Model Files 

• Board Files 

• Bill of Materials 

• Photoplot Log 

• Netlist Report 
• Placed Component Report 

• Artwork for Each Board Layer 

• Trace Segment Line Lengths 

Hard copies of the schematics and trace segment line 
lengths are provided in the following sections. ASCII 
or soft copies of all the information are available from 
Intel by requesting order number 241663, AP-481 De­
sign Diskettes. 

7.6.1 SCHEMATICS 

Schematics for the 256 Kbyte CPU-Cache Chip Set de­
sign example were created using ViewLogics's Work­
view V 4.1. The schematics are 14 pages long. Both the 
Workview and the postscript files are available from 
Intel as described above. 
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~MCLK 
:: MDOEH-
:::TCK 
:: TMS 
:: BLEC 
=-::aOFF =- TD:IC87 
~ 

.. 0 

.. 3 

7. · 71 · 7 · ,. · 10 

11 

13 

14 

15 

;;C .s-
eL" 

.u. _,,-.. DS-

!.!c /R-.. %TN-

a. IUtSItT 

RDY-
•• BLAST-

40 IIUS-

,"",WBA-
eye .. AY 

~., !waTYP .. aw .. -
RARR-

RDYC 

8RDY-

Bee 
.. R"-

)MoeL" 
!.!c •• 1.-. Z8T-

2& )McLK .. DDR-. 
Te" 

~: ~:C'_ 
:1& .01"1"-

:loITo:J: 

841"91-

COATAO ... 

CDATA1. 54 

C'DATA2 ... 

CDATA3 .. 
CDATA4 .. 
CDATAS .. 
CDATA6 s. 
CDATA? 

., 

MDATA 0" 

MDATA 1 .. 

-.au MDAT 

MDATA 3 • 

MDATA 4 •• 

AS 1:1 MDAT .... MOAT 

MDATA? 

CD(63;O] 
CD48 

CD49 
COSO 
CDS1 
CDS2 
CD53 
CDS"" 
CDSS 

MO[63,OJ 
ND48 
M049 
MOSO 
"D51 
Me-52 

MDS3 
NDS4 
MOSS 

TO:IC82 .. 
241576-75 

--
~ 

c[ 
@ 

~ 
"D 

i: .... 



I\) 

~ 
I\) 

"@) 
2& 
liiiil 
IF 

~ 
~ 
~ 
2& 
~ -

82491 Byte 7 

''--.-----·~·~r.o 82491 'If' •• 1 
PA [ 1. 7 I :z ) PA3 • .,. 2 

PA4 •• 3 
PAS .... 
PA6 
PA7 
PAS 73 "7 

PA9 
PA10 
PA11 10 
PA12 11-
PA1 
PA14 
PA15 
PA16 

CBE7- B_ CD(63, 0] 
~ CLK2A )eLK 

~-MBE7 BB- 11l~~~1I1!~~~~~~~f""""""""""""""""""""'" 
~ ADS IU ~$- CDS 6 

~ WR.- 5. 1'1'1.- CDATAO ... CDS? 

:- H:ITM- %TM- COATA1 54 CDSS 
~ BRDY2A RDY- COATA2 ... CDS9 =- RESETC51 RESBT COATA3 :: eD60 

~ ~~~!; ....... ST- :::::: ., ~~: ~ 
~ BUS - 40 Jaus- COATA6 S3 C063 
~ MAWEA- .. 1 MAWBA- COATA? 57 =- MCYC 4a !Kcvc-

'!" WAY u 
~WBA 
~WBTYP BTYP 

= WBWE BWB- MD(63,0] 
~ WRARR WRAI'tR-

:-BRDYC2 RDYC_ lj!~~~~II!!~~~~~~~I"""""""""-:-:-:-:-:-:-:-:-:-:'" 
=- MBRDYH- 2:r BRDY- MD56 

:-MEOC2- ~ EOC- MDATAO 10 MD57 
~ MFRZ- 24 IMPRZ- MOA'I'A1 U MDSS =- MOCLKH 2'7 ~CLK MDATJItW 10 MD59 =- MS2L- 25 581.- MOATA3 iii MDGO 
:: MZ9T- :11 ZBT- MDATA4 : ... , MD61 
::: HeLl( :16 ~CLK MDATAS 12 M062 

~MDOEH 20 MDATA6:t::'~~~~;:MD:6:3======== ________________________________________________ __ 
= Tel( 3 TCK MDATA7 

= TMS :I. frMs ... TD.J:C89 = BL£C- 34 BLSe: TOO = BOFF :t IIOFP-= TD:ICSS 2,pDl: 

U10 

241576-76 

:.:. 
l' .. 
Q) ... 

_. 
::::J 
c[ 

@l 



-"@ 
:w 
IiiiiI 
IF 

~ 
~ 
~. 
:w 
.~ 

I\) 

.!.! 

.j>. 
(,) 

PA(17:3] 
'I~ 

PA3 
PA4 
PAS 
PA6 
PA7 
PAS 
'PA9 
PAiO 
AAi1 
PA,12 

1M 

.. 
PA13 ~ .0,:" I PA14 '·,3 
PA'1.S 81. .. 

PA16 .!.!. 

CLK3 ~B 
- ~,""E-

ADS- L..!.!l = WR S8 ,R-= HITM- 152 H = BRDY3 - OliO BRDY-= RESETCS1 2. RBSET = CRDY1- 43 = BLAST- S. B = BUS .0 
- MAWEA- .1 

• Mr V
"" 

:;c!""WE"-
:~~t:::::~'~2~CYC-= WAY =- WBA 
:-WBTYP 
:-WBWE-=- WRARR- RARR-=- BRDYC 2 - BROye-=- MBRDYL 
~MEOC3-
=-- MFRZ-
~MOCLKL 
~MSEL .- :~~~-
• MDOEL-

• Tel< 
:. TMS 

82491 Parity 0-3 

COATAO .. 8 CPO 
COATA1 54 CP1 
COATA2". CP2-' 
CDATA3 liS CP3-' 
CDATA.4- ... CBEO­

CDATA!S 51 CaEl. -

CDATA6 CBE2 
COATA? 57 CBE3-

CP(7z0] 

MDATAO 18 MPO 
MDATA1 14 HPJ. MOAT". ,. MP2 MP r 7 , 0 1 

MDATA3 Ii MP3 
MDATA4- 15 

MDATA5 12 

MDATAt> 

MOATA? .. 

0 •• ,"'" ~: r 't- '0>0". I · ! ~~~~;9 
U:''' 

241576-77 

--
c[ 

@J 

» 
'U 
J,. 
011 ... 



I\) 

i! 
~ 

'@ 
aID 
IiiiiI 
IF 

~ 
~. 
~ 
aeJ 
~ -

82491 Parity 4-7 
PA(1713) ~1r---~----~··~¥'~'O;-------------

PA3 c. tA1 82491 

PA4 • ., 

PAS 
PA6 
PA7 
PAS 
PA9 
PA10 75. 

PA11 --;; 9' 
PA12 10 
PA13 11 
PA14 12 
PA1S 13 
PA16 14 

15 

_ CLK3 ~ •• -
30 LK 

_ ADS- t:;c ,"-,,-
a. WR 43 

"'HZTM- IR-a BRDY3- CDATAD·· CP4 

.. RESETCS1 CDATAl.L.!.- CPS ~~_ :::: ='" ~:+I 0.",0, 

.. BUB- ..... .,.- """.,. ... w CBE4'" 
"'MAWEA- ~ aus- CDATAS 51 CBES-
;, MCYC CDATA6 112 CBE6 
;". WAY YC- CDATA7·7 CBE?-

.WBA 
;;,. WBTYP 
;;, WBWE- STYP 

iiiiiI.. WRARR 
;;. BRDYC2 u RR-
;;. MBRDYH BRDYe 
.. MEOC3- :2 ~RDY_ 
.. MFRZ- :3 

iii. MOCLKH 3"7 RZ MDATAOJ~"~ 3M~Pi4~r-1-------------------------':=':~~~ ~ :~:;= 2. ~ ... ~K =:::: ::::~ O~ :. ___ __ •• ~ -0 • ..,,0, 
__ MOOEH- "K MDA.,. ... ..u, ... 
__ ~CK 008- MDATA5~ 
iiiii. TMS : Tel( MDATA6 ~ 
.. BO.... ~B .. ""- MDO..,. .. 7f.!-
.. TD:IC81 0 3"":'tao .... - ~:r·:::·----.,;!!!!~----t------------------------~---------------------------------

2~ ~_'''o,_ ' on -

241576-78 

~ 
l' 
.j:oo 
C» .... 

--
€: 

@> 



I 

:1.0.0.:1.00 · . 
0.:1.00:1.0. · . 

0.1001.0. · . 

1.0.0.100 · . 
0.100:1.0. · . 

0.100ao. · . 
:1.0.0.:1.00 · . 

:1.0.0.1.00 · . 
0.:1.001_ · . 

1.0.0.1.00 · . 
0.:1.0010. · . 

0.1001.0. · . 

0.1.0010. · , 
:1.0 .. 0 :1.00 · . 
0.1.001.0. · , 

:1.0.0.1.00 · . 
1.0.0.:1.00 · . 

a. :1.0010. · . 

:1.0.0.1.00 · , 
0.1.0010. · . 

1.0.0.:1.00 · . 
0.100:1.0. · . 

0.:1.001.0. · , 

•• 1000_ .. 

..1.000 .... . . 

241576-79 
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7.6.2 1/0 MODEL FILES 

All electrical I/O simulations were performed using 
TLC V4.1.13 from Quad Design Technology, Inc. The 
simulations were performed at the fast and slow corners 
to verify all signal quality and flight time specifications 
are met. The files used for these simulations are avail­
able from Intel as described above. These files include 
the topology, model, and control files needed to run the 
simulations for all nets in the optimized interface. 

7.6.3 BOARD FILES 

The board files for the design example were created 
using Allegro V 4.2 from Cadence Design Systems, Inc. 
The files are available from Intel as described above. 
These files may be used to import the design example 
into a specific system design. Note: some changes to the 
layout and nets may be necessary to complete import­
ing these files into a specific system design. 

7.6.4 BILL OF MATERIALS 

The bill of materials file was created using Allegro V 4.2 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

7.6.5 PHOTOPLOT LOG 

The photoplot log file was created using Allegro V 4.2 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

2-746 

7.6.6 NETLIST REPORT 

The netlist report was created using Allegro V 4.2 from 
Cadence Design Systems, Inc. The file is available from 
Intel as described above. 

7.6.7 PLACED COMPONENT REPORT 

The placed component report was created using Alle­
gro V4.2 from Cadence Design Systems, Inc. The file is 
available from Intel as described above. 

7.6.8 ARTWORK FOR EACH BOARD LAYER 

The artwork for the six board layers were created using 
Allegro V 4.2 from Cadence Design Systems, Inc. The 
files are available from Intel in a Gerber format as de­
scribed above. 

7.6.9 TRACE SEGMENT LINE LENGTHS 

Sections 7.6.9.1 to 7.6.9.10 list the segment line lengths 
for each net of the optimized interface. All lengths are 
provide in mils (111000 inch). The stubs listed in the 
following tables are associated with the pin escapes re­
quired for the 82491s. 



7,6,9,1 Low Addresses (Topology 1) 

Routing Topology 1 
L z 

8249112 8249111 
cd 08·15 cd 00·07 

Lz 

/ Lv 

8249119 8249116 8249115 
(parity) cd 40·47 cd 32·39 

0·3 

L z Lv 

/ 

82491110 8249114 8249113 
(parity) cd 24·31 cd 16·23 

4· 7 

L z 

/ 

8249 I 18 8249117 
cd 56·63 cd 48·55 

La <= 2.0': Lb = 2La t Lv t ,0.8' t· 0. I' 

La> 2.0': Lb. 1.61a t Lv t 1.5' t· 0.1' 

/ 

Lv 

/'k 
La 

/ 

Lv 

/ 

Crilical branch p 
non·parlly layo 

'" Pentlum(lm) 
1/ Processor 

L b 

82496 

olnl$ for 
ul 

AP-481 

241576-80 

2-747 



AP-481 

NET PP-CS#5 PP-CS#3 

PA3 1761.4 1768.6 

PA4 1259.6 1278.4 

PA5 1553.6 1573.9 

PA6 1543.1 1540 

PA7 1691.9 1692.4 

PA8 1590.7 1590.2 

PA9 1660.7 1663.1 

PA10 1543.6 1543.1 

PA11 1701.9 1695.5 

PA12 1586.5 1594.3 

PA13 1741.9 1745.5 

PA14 1633.6 1633.1 

PA15 1791.9 1792.6 

PA16 1623.6 1619 
PP = Pentium processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

NET CS#3-CS#4 

PA3 (cont) 1181.4 

PA4 (cont) 1111.4 

PA5 (cont) 1166.5 

PA6 (cont) 1156.5 

PA7 (cont) 1156.5 

PA8 (cont) 1216.5 

PA9 (cont) 1206.5 

PA10 (cont) 1266.5 

PA11 (cont) 1266.5 

PA12 (cont) 1296.5 

PA13 (cont) 1296.5 

PA14 (cont) 1316,5 

PA15 (cont) 1316.5 

PA16 (cont) 1286.5 
PP = Pentium processor 
CC = 82496 cache controller 
CS = 82491 cache SRAM 

2-748 

PP-CC CS # 5-CS # 1 CS#1-CS#2 CS#5-CS#6 CS#6-CS#9 

5513 1184.6 936.5 1186.5 936.5 

4673.2 1113.9 936.5 1113.6 936.5 

5193.7 1164.6 936.5 1176.5 936.5 

5123.2 1152.9 936.5 1156.5 936.5 

5367.6 1152.9 936.5 1156.5 936.5 

5243.7 1215.3 936.5 1216.5 936.5 

5365.2 1210.5 936.5 1206.5 936.5 

5233 1264.1 936.5 1266.5 936.5 

5474.2 1264.1 936.5 1266.5 936.5 

5324.1 1292.4 936.5 1296.5 936.5 

5497.9 1295.3 936.5 1296.5 936.5 

5403.8 1317.8 936.5 1316.5 936.5 

5500.4 1314.8 936.5 1316.5 936.5 

5359.1 1288.0 936.5 1286.5 936.5 

CS#4-CS#10 CS#3-CS#7 CS#7-CS#8 Stubs 

936.5 1184.6 936.5 135.3-135.3 

936.5 1113.9 936.5 75.0-75.0 

936.5 1170.5 936.5 135.3-135.3 

936.5 1158.8 936.5 75.0-75.0 

936.5 1158.8 936.5 135.3-135.3 

936.5 1212.4 936.5 135.3-135.3 

936.5 1207.6 936.5 135.3-135.3 

936.5 1261.2 936.5 75.0-75.0 

936.5 1261.2 936.5 135.3-135.3 

936.5 1292.4 936.5 75.0-75.0 

936.5 1295.3 936.5 135.3-135.3 

936.5 1317.8 936.5 75.0-75.0 

936.5 1314.8 936.5 135.3-135.3 

936.5 1288.0 936.5 75.0-75.0 



7.6.9.2 High Addresses (Topology 4, POint-to-Polnt) 

Routing Topology 4 

Pentoum(lml 
Processor 

NET PP-CC NET PP-CC 

PA17' 689.3 + 2841.7 PA26 4495.1 

PA1S' 647.6 + 3683.1 PA27 3885.5 

PA19' 731.0 + 2763.3 PA28 4689.3 

PA20' 601.7 + 718.6 PA29 3136.1 

PA21 3376.6 PA30 5177.1 

PA22 4347.5 PA31 2518.5 

PA23 3111.5 PA32 3604.4 

PA24 4661.2 PA33 2686.8 

PA25 3029.7 PA34 3952 

PA35 3189.9 

'NOTE: 
240 resistor included on PA[17-20]. 
Lengths are Pentium processor-resistor + resistor-82486, respectively. 
PP = Pentium processor 
CC = 82496 cache controller 
CS = 82491 cache SRAM 

AP-481 

82496 
or 

82491 

241576-81 

NET PP-CC 

ADSC# 3791.7 

AP 4531.6 

CACHE # 3719.8 

DC# 3613.1, 

LOCK # 4710.4 

MIO# 5062 

PCD 3461.3 

PWT 4295.6 

SCVC 3848.2 

WBWT# 3493.3 
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7.6.9.3 Pentium™ Processor Control (Topology 1) 

Routing Topology 1 
Lz 

8249112 8249111 
cd 08·15 cd 00·07 

L z 

/ Lv 

8249119 8249116 82491.5 
(pa"'YI cd 40·47 cd 32·39 

0·3 

L z Lv 

/ 

8249,.,0 8249114 8249113 
(pa"'YI cd 24·31 cd 16·23 

4·7 

Lz 

8249118 8249117 
cd 56·63 cd 48·55 

La <= 2.0': Lb = 2La , Lv '0.8' ,. D. I' 

La> 2.0': Lb = 1.61a + Lv + 1.5' ,. D. I' 

/ 

Lv 

/1 
La 

/ 

Lv 

/ 

e,,';cal branch p olnls lor 
1 non-parity layou 

r---., Penlium(lml 
V Processor 

L b 

82496 

241576-82 

NET PP-CS#5 PP-CS#3 PP-CC CS#5-CS#1 CS#1-CS#2 CS#5-CS#6 CS#6-CS#9 

HITM# 4205.2 4199.7 

WR# 4091.1 4088.2 

NET CS#3-CS#4 

HITM # (cont) 1146.2 

WR# (cont) 1196.7 

PP= Pentium processor 
CC= 82496 cache controller 
CS= 82491 cache SRAM 

2-750 

9147.1 1141.3 936.5 1146.5 936.5 

9149.4 1193.0 936.5 1192.1 936.5 

CS#4-CS#10 CS#3-CS#7 CS#7-CS#8 Stubs 

944.8 1146.6 944.8 ·95.3.;.95.3 

953.1 1193.0 953.1 95.3-95.3 
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7.6.9.4 Pentlum™ Processor Control (Topology 3b No 82496) 

8249112 
cd 08·15 

l z 

82491.9 82491.6 
(parity) cd 40·47 

O· 3 

l z 

82491110 8249114 
(parity) cd 24·31 

4· 7 

8249118 
cd 56·63 

NET CS#3-CS#4 

ADS# (cont) 

PP = Pentium processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

936.5 

Routing Topology 3b 
l z 

/ / 

8249111 
cd 00·07 L h 

l z 

/ /~ 
8249115 ~.nllum(lm) 
cd 32·39 Processor 

/; l z 

/ / lh 

82491.3 

[J cd 16·23 

l z 

/ 

8249117 
cd 48·55 

For non·parlty layoul, 19 = Lh 
241576-83 

CS#1-CS#2 CS#5-CS#6 CS#6-CS#9 

936.5 964.8 983.8 

CS#7-CS#8 Stubs 

936.5 936.5 75.0-75.0 
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7.6.9.5 82496 Control (Topology 3) 

82491'2 
cd 08·15 

L z 

8249119 824911'6 
(par(ly) cd 40·47 

0·3 

lz 

82491110 8249114 
(parlly) cd 24·31 

4· 7 

8249118 
cd 56·63 

Routing Topology 3 
L z 

/ 

8249111 
cd 00·07 

Lz 

/ / 

8249115 
cd 32·39 

L z 

Lh 

L g 

/ /~ 
82491 t3 
cd 16·23 

L z / 
/ 

8249117 
cd 48·55 

Lh=Lg+1.4· +·0.1' For non·parl1y layoul. Lg = Lh 

NET CC-CS#1 CC-CS#5 CC-CS#3 cc-csn 
BLASH 4222.1 2820.0 2819.8 4219.2 

BRDYC2# 4186.4 2802.4 2775.0 4171.6 

BUS# 4607.6 3215.7 3210.0 4611.3 

MAWEA# 4476.4 3058.9 3088.8 4481.3 

MCYC# 4913.9 3507.0 3523.8 4921.5 

WBA 5114.2 3747.8 3719.5 5119.3 

WBTYP 4365.4 2986.2 2973.5 4376.0 

WBWE# 4502.4 3109.1 3113.0 4511.7 

WRARR# 4198.9 2735.0 2802.1 4199.8 

WAY 4818.9 3348.4 3417.4 4816.3 

2-752 

Penlium(lm) 
Processor 

~ 82496 

241576-84 

CS#1-CS#2 CS#5-CS#6 
986.7 1034.5 

969.7 1037.4 

936.5 936.5 

936.5 936.5 

936.5 961.4 

936.5 936.5 

936.5 936.5 

936.5 936.5 

936.5 969.7 

936.5 936.5 



NET CS#6-CS#9 

BLASH 
(cont) 

BRDYC2# (cont) 
BUS# 
(cont) 

MAWEA# (cont) 

MCYC# 
(cont) 

WBA 
(cont) 

WBTYP 
(cont) 

WBWE# 
(cont) 

WRARR# 
(cont) 

WAY 
(cont) 

PP = Pentium processor 
CC = 82496 cache controller 
C5=82491 cache 5RAM 

965.5 

965.5 
936.5 

936.5 

936.5 

936.5 

936.5 

936.5 

936.5 

936.5 

AP-481 

CS#3-CS#4 CS#4-CS#10 CS#7-CS#8 Stubs 

936.5 936.'5 936.5 85.0-85.0 

936.5 936.5 936.5 85.0-85.0 
936.5 936.5 936.5 75.0-75.0 

936.5 936.5 936.5 135.3 -135.3 

936.5 936.5 936.5 75.0-75.0 

936.5 936.5 936.5 75.0-75.0 

936.5 936.5 936.5 135.3-135.3 

936.5 936.5 936.5 135.3-135.3 

936.5 936.5 936.5 135.3-135.3 

936.5 936.5 936.5 75.0-75.0 
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7.6.9.6 82496 Control (Topology 3a Not Connected to Parity 82491's) 

8249119 
(parity) 

O· 3 

82491110 
(parity) 

4· 7 

Routing Topology 3a 
L z 

/ 

8249112 8249111 
cd 08·15 cd 00·07 

L h 

L z 

/ 

8249116 8249115 
cd 40·47 cd 32·39 L 9 

Lz 

/~ 
8249114 8249113 
cd 24·31 cd 16·23 

L z / 
/ / 

8249118 8249117 
cd 56·63 cd 48·55 

Lh = Lg t 1.4' t· 0.1' For .o.·parlty layout, Lg = Lh 

Pe.tlum(tm) 
Processor 

~ 82496 

CS#1-CS#2 

NET CS#6-CS#9 

BLEC# nfa 
(cont) 

PP=Pentium processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

2·754 

936.5 

CS#3-CS#4 CS#4-CS#10 CS#7-CS#8 

936.5 nfa 936.5 

241576-85 

CS#5-CS#6 

936.5 

Stubs 

75.0-75.0 
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7.6.9.7 82496 Control (Topology 1b Pentium™ Processor and 82496 Switch Positions) 

8249119 
(parily) 

0·3 

82491110 
(parrly) 

4·7 

NET CS#6-CS#9 

BOFH 936.5 
(cont) 

PP=Pentium processor 
CC = 82496 cache controller 
CS = 82491 cache SRAM 

8249112 
cd 08-15 

L z 

8249116 
cd 40·47 

L z 

/ 

82491.4 
cd 24·31 

82491'8 
cd 56·63 

CS#3-CS#4 

936.5 

Routing Topology 1b 
L z 

/ 

8249111 
cd 00·07 

Lv· 

/ / 

8249115 
cd 32·39 

Lv 

Lv 

La 

Crill cat branch potnt s 
ul lor non·parity tayo 

Pentium(lm) 
Processor 

/~~ L b 

82491'3 
cd 16·23 

82496 
L z 

/ 

8249117 
cd 48·55 

CS#5-CS#1 CS#1-CS#2 

936.5 936.5 

241576-86 

CS#5-CS#6 

936.5 

CS#4-CS#10 CS#3-CS#7 CS#7-CS#8 Stubs 

936.5 944.8 936.5 75.0-75.0 

2·755 

II 
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7.6.9.8 82496 Control (Topology 4, Polnt-to·Point) 

NET 

AHOLD 

BRDYC1# 

EADS# 

INV 

KEN# 

NA# 

PP=Pentium processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

Routing Topology 4 

Pentlum(lm) 
Processor 

CC-PP 

4549 

3648.5 

3656.4 

4603.5 

4136.9 

3770.3 

7.6.9.9 Byte Enables (TOpology 5) 

Routing Topology 5 

Penllum( lm l L e 
Processor 

2·756 

82496 
or 
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NET PP-Tee Tee-CS#1 Tee-CS#9 Stubs 

CBEO# 3035.4 1634.4 1633.9 112.4135.3 

NET PP-Tee Tee-CS#2 Tee-CS#9 Stubs 

CBE1# 4098.7 1294.8 1293.1 75.0-1-21.0 

NET PP-Tee Tee-CS#3 Tee-CS#9 Stubs 

CBEU 3412.9 1732.0 1682.3 75.0-95.3 

NET PP-Tee Tee-CS#4 Tee-CS#9 Stubs 

CBE3# 3547.8 1194.8 , 1192.1 75.0-75.0 

NET PP-Tee Tee-CS#5 Tee-CS#10 Stubs 

CBE4# 3600.9 2243.5 2242.0 75.0-135.3 

NET PP-Tee Tee-CS#6 Tee-CS#10 Stubs 

CBE5# 4811.9 1339.7 1338.9 75.0-75.0 

NET PP-Tee Tee-CSn Tee-CS#10 Stubs 

CBE6# 4662.0 1663.0 1662.6 75.0-135.3 

NET PP-Tee , Tee.-CS#8 Tee-CS#10 Stubs 

CBEU 4230.0 1167.7 1165.5 75.0-75.0 

PP = Pentium processor 
CC=82496 cache controller 
CS=82491 cache SRAM 

7.6.9.10 CDATA and Parity (Polnt-to-Polnt) 

Routing Topology 4 

82496 
Penll.m(lm) or 
Processor 82491 

241576-89 

-
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Net PP-CS#9 Stub NET PP-CS#10 Stub 

CPO 5722.4 135.3 CP4 5831.1 135.3 

CP1 5842.1 135.3 CP5 5849.8 135.3 

CP2 5854.7 75.0 CPp 5563.8 75.0 

CP3 5712.4 75.0 CP7 5558.6 75.0 

NET PP-CS#1 Stub NET PP-CS#3 Stub NET PP-CS#5 Stub 

COO 5523.3 135.3 CD16 5541.4 135.3 CD32 5507.8 135.3 

CD1 5376.2 135.3 CD17 5781.0 135.3 CD33 5419.5 135.3 

CO2 5476.9 75.0 CD18 5550.7 75.0 CD34 5433.2 75.0 

CD3 5363.3 75.0 CD19 5558.2 75.0 CD35 5756.3 75.0 

CD4 5547.9 135.3 CD20 5449.7 135.3 CD36 5654.1 135.3 

CD5 5393.5 75.0 CD21 5545.2 75.0 CD37 5551.6 75.0 

CD6 5357.9 135.3 CD22 5410.4 135.3 CD38 5357.3 135.3 

CD7 5582.3 75.0 CD23 5533.2 75.0 CD39 5451.6 75.0 

NET PP-CS#2 Stub NET PP-CS#4 Stub NET PP-CS#6 Stub 

CD8 5448.4 135.3 CD24 5804.5 135.3 CD40 5430.0 135.3 

CD9 5516.1 135.3 CD25 5594.4 135.3 CD41 5757.8 135.3 

CD10 5629.1 75.0 CD26 5754.8 75.0 CD42 5378.1 75.0 

CD11 5468.9 75.0 CD27 5705.4 75.0 CD43 5703.8 75.0 

CD12 5451.5 135.3 CD28 5774.5 135.3· CD44 5462.3 135.3 

CD13 5543.2 75.0 CD29 5737.7 75.0 CD45 5755.1 75.0 

CD14 5707.3 . 135.3 CD30 5380.7 135.3 CD46 5568.6 135.3 

CD15 5420.3 75.0 CD31 5608.3 75.0 CD47 5757.2 75.0 

2·758 



NET PP-CS#7 

CD48 5488.3 

CD49 5551.8 

CD50 5697.9 

CD51 5581.1 

CD52 5499.5 

CD53 5704.4 

CD54 5493.6 

CD55 5627.9 

PP = Pentium processor 
CC=82496 cache controller 
CS=82491 cache SRAM 

Stub 

135.3 

135.3 

75.0 

75.0 

135.3 

75.0 

135.3 

75.0 

7.6.10 Pentlum™ PROCESSOR TO 82496 
SEGMENT LENGTH AND ROUTING 
CHANGES 

The example layout described in this application note 
was completed using early revisions to the I/O buffer 
models. This process was necessary to ensure that a 
board was available for the arnval of first silicon. After 
the models were improved based on the model valida­
tion and silicon characterization, the board layout was 

Ap·481 

NET PP-CS#8 Stub 

CD56 5553.9 135.3 

CD57 5663.3 135.3 

CD58 5602.7 75.0 

CD59 5718.3 75.0 

CD60 5451.6 135.3 

CD61 5533.9 75.0 

CD62 5550.4 135.3 

CD63 5766.2 75.0 

resimulated. These simulations have resulted in the rec­
ommendation to change the line length between the 
Pentium processor and 82496 for several nets. These 
changes result in a better tuned routing that meets the 
specifications. In particular, these changes reduce the 
amount of ringback and the ringing that leads to long 
settling times. Table 12 summarizes the recommended 
segment length changes. 

Table 12. Summary of Segment Lengths 

Net/Signal Name Segment Original Length (in.) Recommended Length (in.) 

WRARR# 

WRARR# 

PA4 

PA6 

PA7 

PA10 

PA12 

PA16 

PP= Pentium processor 
CC = 82496 cache controller 
CS=82491 cache SRAM 

CC-CS#3 

CC-CS#5 

PP-CC 

PP-CC 

PP-CC 

pp-CC 

PP-CC 

PP-CC 

Actual system measurements have shown that the orig­
inal segment lengths do not violate the specifications. 
The reduction in ringing is probably due to transmis­
sion line losses which are not accounted for in the simu­
lation. Therefore for completed designs using the exam­
ple layout these changes are not necessary; however, 
Intel does recommend that all future designs that use 
the layout example use these new lengths. 

2.802 2.9 

2.735 2.9 

4.673 4.3 

5.123 4.9 

5.368 5.1 

5.233 4.9 

5.324 5.0 

5.359 4.9 

In addition, a layer change to the BRDYCI # routing 
is recommended. Section 7.5 Design Notes, describes 
that BRDYCI # was routed on an outer layer to reduce 
the propagation delay; however, this resulted in a signal 
quality violation. Since the original routing of the 
board, the flight time specification was relaxed and 
BRDYCI # can now be routed on an inner layer which 
allows it to meet both signal quality and flight time 
specifications. 
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7.6.11 1/0 SIMULATION RESULTS FOR EACH 
NET 

Electrical simulations were performed on each net 
within the optimized interface of the 256 Kbyte CPU­
Cache Chip Set design example. The simulations were 
done at the fast and slow comers to verify that signal 

2-760 
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quality and flight time specifications are met. The simu­
lations were done using TLC V4.1.13 from Quad De­
sign Technology, Inc. using the files described in Sec­
tion 7.6.2. Table 13 summarizes the simulation results 
assuming all the segment length changes listed in Sec­
tion 7.6.10 have been implemented along with the layer 
change.to the BRDYCl # routing. 
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Table 13. Summary of Simulation Results 

Signal Quality 

Net 
Flight Time 

Overl Rlngback Settling Time 
Time Beyond 

(ns) Supply 
Undershoot (V) (V) (ns) 

(ns) 

Specs. Vary by Pin 3.0 1.75 12.5 6.0 

82496 Driving 

A3-16 7.2 2.1 1.0 ar ,,' ":~~~~':;\)~~j at CPU 
""::~~,,,,' X\-~'\;~'_:""\' ~{~\, , ,.,' ?,~'i ,<." »"'''::l, 

A3-16 7.0 2.1 1.0 < >,~,: ,;::\~;;}:}~'~.~::; atSRAM . ':<,~::.: \::,:,~::';:I .2:>"'<\ 
A17-31 2.6 3.0 1.75 10.3 3.6 
at CPU 

BTO-3 2.6 3.0 1.75 10.3 3.6 

AHOLD 1.1 3.0 1.75 9.0 2.1 

AP 1.4 3.0 1.75 9.0 2.1 

BRDYC1# 0.9 2.9 1.7 8.3 1.8 

'EADS# 0.9 2.9 1.7 7.8 1.8 

EWBE# 0.7 2.5 1.4 6.1 1.5 

INV 1.6 2.8 1.5 12.4 2.9 

KEN# 1.0 2.9 1.75 8.5 2.0 

NA# 0.9 2.9 1.7 7.9 1.9 

WB/WT# 0.9 2.8 1.7 7.5 1.8 

BLAST# 2.5 2.2 1.0 6.2 3.3 

BLEC# 2.2 2.1 0.9 5.9 3.1 

BOFF# 2.5 2.6 1.1 12.1 3.0 
at CPU 

BOFF# 2.9 2.6 1.1 12.1 3.0 
atSRAM 

BRDYC2# 2.5 2.2 1.1 6.2 3.7 
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Table 13. Summary of Simulation Results (Continued) 

Signal Quality 

Net 
Flight Time 

Overl Rlngback Settling Time 
Time Beyond 

(ns) Supply 
Undershoot (V) (V) (ns) 

(ns) 

BUS# 2.5 2.1 0.9 6.5 3.3 

MAWEA# 2.6 2.2 i 1.0 8.1 3.4 

MCYC# 2.6 2.1 0.8 6.5 3.3 

WAY 2.5 2.1 0.9 6.4 3.6 

WBA 2.7 2.2 1.0 6.7 3.5 

WBTYP 2.6 2.2 1.0 6.1 3.6 

WBWE# 2.6 2.1 0.9 6.2 3.3 

WRARR# 2.5 2.4 1.1 8.1 3.3 

Pentlum™ Processor Driving 

A3-16 2.5 2.6 1.2 12.8 3.2 
at Controller 

A3-16 2.8 2.6' 1.2 12.8 3.2 
atSRAM 

A17-31 1.5 3.0 

• 
10.6 2.3 

BTO-3 1.5 3.0 10.6 2.3 

DO-63,DPO-7 1.2 min. 3.0 11.5 2.5 
1.4 max. .,:;.F 

ADS# 2.6 2.2 1.0 7.3 3.7 

HITM# 3.0 1.6 ~\~) 4.1 
at Controller 

HITM# 3.2 1.6 j;t '20 S ..., < 4.1 
atSRAM ~; :~:~~~1r., . '\,()<\~\~ 

>"«i~\') .', 
W/R# 3.0 1.6 ~~,~r{~::~'~.i::~<~'} 4.1 
at Controller \.':z; ,:i/ /,><,. 
W/R# 3.2 lsf~~':.':·~~~~~·~;;~\5~ 1.6 ~:'"i\;L~;~i~\r;':'~' 4.1 
atSRAM . ,. ; .. ;.... ;'j;,<,; ,'.' .:< 
ADSC# 1.2 3.0 1.75 7.3 1.7 

AP 1.3 3.0 1.75 8.8 2.1 

CACHE# 1.1 2.9 1.75 7.2 1.7 

D/C# 1.1 2.9 1.75 7.1 1.7 

LOCK # 1.3 3.0 ' .. ,: ··l:~r:;.·· 8.6 2.0 

M/IO# 1.4 3.0 ....• 1Jl. 9.1 2.1 
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Table 13. Summary of Simulation Results (Continued) 

Signal Quality 

Net 
Flight Time 

Overl Ringback Settling Time Time Beyond 
(ns) 

Undershoot (V) (V) (ns) Supply 
(ns) 

PCD 1.1 2.9 1.7 6.9 1.6 

PWT 1.2 3.0 t~':'l~Y':>:':,: ,~ \'." 'Y -' ',;;':', 8.7 1.9 

SCVC 1.2 3.0 1.75 7.4 1.7 

BEO-7# 1.9 r~,;j,f:t~;t'~;~,~:,: ::,\"~". ':" I':C' '.' '.,,' " ,~."':',,~i ;\~':{;,'~~7" ,:' :'1,;~, 3.3 

82491 Driving 

DO-63,DPO-7 1.7 min. 
1.9 max. 3.0 

f' L<~t] I Shading indicates a spec. violation. 

The shaded entries indicate specification violations with 
the example design layout. Intel is continuing to work 
on addressing these violations by either relaxing specifi­
cations or improving the layout design. Note that no 
violations have been measured on the actual board. The 
violations have all been in simulation. 

7.7 Possible Modification to the 
Layout 

7.7.1 NON-PARITY LAYOUT 

Intel has not simulated a non-parity layout example. 
The following suggestions will assist in modifying the 
design example for non-parity implementations. You 
must simulate all paths that are altered when the parity 
components are removed to ensure that flight time and 
signal quality specifications are still met. 

Modify the following aspects of the layout example: 

1. Remove the two leftmost 82491 components, U9 and 
UIO. These are the parity components. 

2. Rework Topologies 1 and lb. Balance the array so 
that the two critical branch points branch out to 
electrically equivalent traces, i.e., adjust Lw to be 
electrically equivalent to Lv +' Lz. Keep the trace 
lesding to the Pentium processor length La. Topolo­
gies INP and IbNP illustrate this (NP = Non­
Parity). Also, retune Lb to be electrically equivalent 
with these new trace lengths. Topologies 1 and Ib 
indicate exactly where the critical branch points are. 

3. Rework topologies 3 and 3b. Make the four traces 
, branching from the 82496 electrically equivalent. 

This may be accomplished by making Lg = Lh for 
these topologies. 

'~'B . ",' ~, 

:< ,:., ~ '~~~~ 12.1 2.7 

4. Remove the Byte-Enable traces that connect to the 
parity chips. 

Making traces electrically equivalent means that reflec­
tions from all branches return to the source at the same 
point in time. In simple cases, electrically equivalent 
traces are the same length. In all cases, simulate the 
effects of changing trace lengths to find the proper trace 
length and routing. 

8.0 512K CPU-CACHE CHIP SET 
OPTIMIZED INTERFACE LAYOUT 
DESIGN EXAMPLE 

This chapter contains an example layout design for 
Intel's 512 Kbyte CPU-Cache Chip Set's optimized in­
terface. Intel has simulated and verified the example 
layout using the latest information. Work is currently 
underway to validate the design by measuring the flight 
time and signal quality parameters on boards based on 
the design example. As updated information becomes 
available on the components and the boards, Intel plans 
to update this example accordingly. 

The intent of the design example is to provide system 
designers a starting point. It provides one solution of 
how the Pentium processor, 82496, and 82491 compo­
nents can be placed and routed to ensure flight time 
and signal quality specifications are met. It is not the 
only solution. System designers can alter t):le layout to 
meet their system requirements lIS long as the flight 
time and signal quality specifications are met. 
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8.1 Layout Objectives 

The 512K layout is an example of a CPU-Cache chip 
set arrangement that meets Intel's chip set specifica­
tions. The layout consists of 1 Pentium processor, 1 
82496 cache controller, and 1882491 cache SRAMs for 
a 512K second-level cache with parity. Although the 
layout is specifically designed for a chip set with parity, 
we will also discuss conversion to a non-parity layout: 

This example layout targets the chip set's flight time 
and signal quality specifications. In ,addition to meeting 
those specifications, we had the following objectives: 

1. To design the optimized portion of the interface so 
that the layout is not limited by interconnect per­
formance. By not artificially creating any critical 
paths, the interface can yield maximum performance 
of the chip set. 

2. To be consistent with EMI and thermal requir\l­
ments. 

3. To have the layout be used as a validation and cor­
rection vehicle by Intel. Intel will use the layout to 
validate the optimized interface of the chip set, mea­
sure flight times and signal quality, and tune input 
and output buffers. ' 

Provided are complete specifications for a board layout: 
part lists, board layer plots, and the electronic files in 
Gerber format, Also provided are a set of topologies 
and line lengths so it will be easy to understand how the 
layout was generated. 

8.2 Component Placement 

To meet flight time with clock skew restrictions we 
placed.the parts in relative proximity to each other. At 
the same time, we ensured that the layout's Memory 
Bus Controller (MBC) interface signals are routable. 
Figure 59 illustrates how the chip set components are 
placed in the layout example. The dot indicates the lo­
cation of pin 1. Figure 59 shows a component side view 
of the layout. 

0 0 

[;] ~ 82491 82491 

cd12-15 cd8-11 004-7 cdO-3 
o 

0 0 

82491 82491 

(Parity) 
cd44-47 1-3 

82491 0 
0 

82491 
(Parity) 

4-7 cd28-31 

0 

82491 

cd60-63 

2·764 

0 0 0 
82491 82491 82491 

cd40-43 cd36-39 cd32-35 

82491 
0 

82491 
0 

82491 0 

;ed24-27 cd20-23 cd16-19 

0 0 0 
82491 82491 82491 

cd56-59 cd52-55 cd48-51 

Figure 59. Component Placement 

PentlumTl• 

Processor 

82496 

o =Pln 1 

o 

24157~-90 
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8.3 Signal Routing/Topologies Topologies are also supplied for the external interface. 
These topolgies provide channels for routing signals 
from the chip set components to the periphery where 
they can be connected to the memory bus and memory 
bus controller (MBC). However, topologies are not 
supplied for point to point signals in the MBC interface 
(e.g. CRDY #). Instead, the system designer must opti­
mize these for the particular application. 

Table 14 and Table 15 list the signal nets and their 
corresponding topologies for the optimized and exter­
nal interfaces of the CPU-Cache Chip Set. 

All chip set signals in the optimized interface fall into 
six groups: low addresses, high addresses, Pentium 
processor control, 82496 control, CPU data, and byte 
enables. Within each group are subsets of signals that 
share common origination and destination points. Each 
subset has a unique routing called a "topology." 
Groups, subsets, and topologies are listed in Table 14. 

Table IS lists the topologies provided for the MBC in­
terface signals which are not point to point. 

Topologies are given only for signals that are routed to 
multiple chips. It is the system designer's responsibility 
for routing the "point-to-point" signals such as 
CADS#. 

Figures 60 through 77 are the topologies which are de­
scribed in Table 14 and 15. A topology is a graphical 
representation how specific sets of signals are routed. A 
topology shows the components that share a specific 
signal and the relative lengths of the traces between 
components. 

Table 14. Optimized Interface Signal Net/Topology ASSignments 

Grouping Routing Requirements Topology 

Low Addreaaes 

(PA3-PA17) Bused to all core components. Must be routed to 1 
optimize delay and signal quality at all points. 

High Addreaaes 

(PA18-PA31, PBTO-PBT3) Point to point links. Must be kept as short as 6 
possible. 

Pentlum™ Processor Control 

(HITM#, W/R#) Same as low addresses. 1 

(ADS#) 5 

(ADSC#, AP, CACHE#, D/C#, Same as high addresses. 6 
LOCK#, MIIO#, PCD, PWT, SCYC) 

CCControl 

(BUS#, MAWEA#, WBWE#, Must be routed to optimize delay and signal quality at 3 
WBTYP#, WBA, BLASH) theCS. 

(BLEC#) Not routed to parity CSs. 4 

(BOFF#) 1 

(AHOLD, EADS#, KEN#, Same as high addresses. 6 
BRDYC1 #, INV, EWBE#, NA#, 
WB/WT#) 

(BRDYCU, WRARR#, MCYC#, Routed differently. 15 
WAY) 

CPU Data 

(CDO-CD63, CPO-CP7) Point to point signals. Keep as short as possible. 6 
Keep within 3" Of each other to minimize skew. 

Byte Enables 

(CBEO# -CBE7 #) 7 
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Table 15. External Interface Signal Net/Topology Assignments 

Signal Topology 

MDATAO-63, ParityO-7 8 

BRDYO#,CLKO 9 

CRDY# 10 

RES ETC 17 

MBRDY#, MOCLK, MDOE# 11 

BRDY1-3# 12 

MEOC1-3# 18 

CLK1-3 13 

MFRZ#, MSEL#,MZBT#, MCLK 14 

RESETCPU 16 
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Routing Topology # 1 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 
0 

cd12·15 cd8·11 cd4·7 cdO·3 

PentlumT .. L L / / / 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Parity) , 

1·3 cd44"47 cd40·43 cd3S·39 cd32·35 \ 
1 / / / / 

0 0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

4·7 cd28·31 cd24·27 cd20·23 cd1S·19 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 
0 

cdSO·S3 cd5S·59 cd52·55 cd48·51 
o =Pln 1 

241576-91 

Figure 60. Topology 1 
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Routing Topology #2 

I I I I 
0 - 0 0 0 

82491 82491 82491 82491 

cd12·15 cd8·11 cd4·7 cdO·3 
0 

/ [ / / I PentlumTll 

0 0 0 0 0 \ Processor 
82491 82491 82491 82491 82491 
(Parity) • 1·3 cd44·47 cd40·43 cd36·39 cd32·35 

L\ 
I I I I I i'.. \ 

0 0 0 0 0 

N. 82491 82491 82491 82491 82491 
(Parity) 

4·7 cd28·31 cd24·27 cd20·23 cd16·19 
82496 

I I I I 
0 0 0 0 

82491 82491 82491 82491 
0 

cd60·63 cd56·59 cd52·55 cd48·51 
o =Pln 1 

241576-92 

Figure 61. Topology 2 
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Routing Topology #3 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 

cd12-15 cd8-11 cd4-7 cdO-3 
0 

PentiumTl• / / / / / \ 
82491° 

0 0 0 0 Processor 
82491 82491 82491 82491 

(Parity) 
1-3 cd44-47 cd40-43 cd36-39 cd32-35 1\ 
/ / / / / \\ 

0 0 0 0 0 

~2'" 
82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pln 1 

241576-93 

Figure 62_ Topology 3 

2-769 



Routing Topology #4 

/ / 
0 0 0 0 

82491 82491 82491 82491 
0 

cd 12 -15 cd 8-11 c d4 - 7 cd 0 - 3 

~ 
PentiumTII / / \ 0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Parity) 

1- 3 cd44-47 cd40-43 cd36-39 cd32-35 

/ / \\ 
0 0 0 0 0 

t) ,we 

82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd 16 -19 

./ 
/ / 

0 0 0 0 

82491 
, 

82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 

o = P in 1 

241576-94 

Figure 63. Topology 4 
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Routing Topology #5 

/ / / / \ 0 0 0 0 

82491 82491 82491 82491 

cd12-15 cd8-11 cd4-7 cdO-3 
0 

, 
/ / / / / Pentlum™ 

0 0 0 0 0 rocessor 
82491 82491 82491 82491 82491 
(Parity) 

1-3 cd44·47 cd40-43 cd36-39 cd32-35 

;-. / / / / / 
0 0 0 0 0 

II 82491 82491 82491 82491 82491 
(Parity) 

4·7 cd28-31 cd24-27 cd20-23 cd16-19 
82496 

J 
~ I / 1 

0 0 0 0 

82491 '82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

241576-95 

Figure 64. Topology 5 
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0 

82491 

cd12-15 

0 0 

82491 82491 
(Parity) 

1-3 cd44-47 

0 0 

82491 82491 
(Parity) 

4-7 cd28-31 

0 

82491 

cd60-63 
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Routing Topology #6 

0 0 

82491 82491 

cd8-11 cd4-7 

0 0 

82491 82491 

cd40-43 cd36-39 

0 0 

82491 82491 

cd24-27 cd20-23 

0 0 

82491 82491 

cd56-59 cd52-55 

Figure 65. Topology 6 
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Routing Topology #7 

0 0 0 0 

82491 82491 82491 82491 

cd12-15 cd8-11 cd4-7 
0 

cdO-3 

--- -- Pentium'" / 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Parity) 

1-3 cd44-47 cd40-43 cd36-39 cd32-35 

0 0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 
82496 

0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 
o =Pin 1 

241576-97 

Figure 66. Topology 7 
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Routing Topology # 10 
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Routing Topology # 15 
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Routing Topology # 16 
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Routing Topology # 17 
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Routing Topology # 18 
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Figure 77. Topology 18 

8.4 Board/Trace Properties 

Specific board and trace properties were assumed while 
performing the simulations to optimize the chip set lay-
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out. These properties were used as the specification or 
guideline the board manufacturer was to use in building 
boards. Figure 78 provides the boa,rd layer stackup. 
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Figure 78. Board Layer Stackup 

Table 16 lists the minimum and maximum trace char· 
acteristics. These parameters along with the board ma­
terial determine the spacing between layers and the to­
tal board thickness. See Table 17. 

Table 16. Trace Characteristics 

4 Inner Layers 2 Outer Layers 

Width/Space 5/5 Mils 8/8.5 Mils 

Zo 65W ±10% 90W ±20% 

Velocity 1.85 to 2.41 ns/ft 1.35 to 2.05 ns/ft 

Table 17. Other Printed Circuit 
Board Geometries 

Via Pad 25 Mils 

Via Hole 10 Mils 

PGAPad 55 Mils 

PGAHole 38 Mils 

Layout Grid 5 Mils 

Only the inner layers of the board are impedance con­
trolled. The top and bottom layers are not impedance 
controlled. 

8.5 Design Notes 

The following design notes accompany this layout ex­
ample: 

1. The layout did not specifically address heat dissipa­
tion except to allow space for heat sinks to be at­
tached. Please see the Pentium™ Processor User's 
Manual for the devices', thermal specifications. The 
Pentium TM Processor Thermal Design Guidelines ap­
plication note provides some examples of possible 
thermal solutions. 

2. All fast-switching signals are routed near the power 
and ground planes on inner layers of the board to 
minimize EMI effects. However, two sets of signals 
are routed on the top layer of the board: 
BRDYCI #, and JTAG signals. BRDYCI # is rout­
ed on top to take advantage of the higher trace veloc­
ity there. JT AG signals are routed on the top layer 
because they are low-speed signals and will probably 
be re-routed by each customer to suit individual 
needs. 

3. Resistor R5 (On) is used to set the Pentium proces­
sor configurable output buffers (A3 - A20, ADS # , 
W /R #, and HITM #). When the resistor is included 
the buffers are set to the Extra Large size. When it is 
not included (BUSCHK # internally pulled high) the 
buffers are set to Large size. Intel currently recom­
mends the x-large buffers be used for the 512K lay­
out example. The on resistor should be designed into 
your design as Intel may change the recommended 
buffer size once silicon and the system design have 
been characterized. 
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4. The 82496 output buffers that drive the 82491 inputs 
must also be configured to be x-large. This is done by 
using a pulldown resistor on 82496 CLDRV[BGT# 1 
(pin N04). 82496 and 82491 Memory Bus buffer 
sizes must be controlled by the Memory Bus Con­
troller. 

5. Series termination resistors were added to the nets 
PAI8, PAI9, and PA20 to control overshoot. A val­
ue of 24W is currently recommended, but that value 
may change when overshoot is measured on an actu-
al board. .. 

8.6 Explanation of Information 
Provided 

The following sections outline the design files associat­
ed with the 512 Kbyte CPU-Cache Chip Set design 
example that are available from Intel. These files are 
provided to simplify the task of porting the design ex­
ample into a specific design. By using these files, de­
signers may eliminate or minimize the amount of dupli­
cate effort when using the design example as the basis 
for their design. The following items are provided: 

• Schematics 

• I/O Model Files 

• Board Files 

2·786 

• Bill of Materials 

• Photoplot Log 

• Netlist Report 
• Placed Component Report 

• Artwork for Each Board Layer 

• Trace Segment Line Lengths 

Hard copies of the schematics and trace segment line 
lengths are provided in the following sections. ASCII 
or soft copies of all the information are available from 
Intel by requesting order number 241663, AP-481 De­
sign Diskettes. 

8.6.1 SCHEMATICS 

Schematics for the 512 Kbyte CPU-Cache Chip Set de­
sign example were created using ViewLogics's Work­
view V4.1. The schematics are 13 pages long. Both the 
Workview and the postscript files are available from 
Intel as described above. 
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8.6.2 I/O MODEL FILES 

All electrical I/O simulations were performed using 
TLC V4.J.l3 from Quad Design Technology, Inc. The 
simulations were performed at the fast and slow corners 
to verify all signal quality and flight time specifications 
are met. The files used for these simulations are avail­
able from Intel as described above. These files include 
the topology, modeJ, and control files needed to run the 
simulations for all nets in the optimized interface. 

8.6.3 BOARD FILES 

The board files for the design example were created 
using Allegro V 4.2 from Cadence Design Systems, Inc. 
The files are available from Intel as described above. 
These files may be used to import the design example 
into a specific system design. Note: some changes to the 
layout and nets may be necessary to complete import­
ing these files into a specific system design. 

8.6.4 BILL OF MATERIALS 

The bill of materials file was created using Allegro V4.2 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

8.6.5 PHOTOPLOT LOG 

The photoplot log file was created using Allegro V 4.2 
from Cadence Design Systems, Inc. The file is available 
from Intel as described above. 

2-800 

8.6.6 NETLIST REPORT 

The netlist report was created using Allegro V4.2 from 
Cadence Design Systems, Inc. The file is available from 
Intel as described above. 

8.6.7 PLACED COMPONENT REPORT 

The placed component report was created using 
Allegro V 4.2 from Cadence Design Systems, Inc. The 
file is available from Intel as described above. 

8.6.8 ARTWORK FOR EACH BOARD LAYER 

The artwork for the six board layers were created using 
Allegro V 4.2 from Cadence Design Systems, Inc. The 
files are available from Intel in a Gerber format as de­
scribed above. 

8.6.9 TRACE SEGMENT LINE LENGTHS 

Sections 8.6.9.1 to 8.6.9.7 Jist the segment line lengths 
for each net of the optimized interface. All lengths are 
provide in mils (1/1000 inch). The stubs listed in the 
following tables are associated with the pin escapes re­
quired for the 82491s. 

The following abbreviations have been used to repre­
sent the different devices: 

PP = Pentium processor 
CC = 82496 cache controller 
CS = 82491 cache SRAM 
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8.6.9.1 Low Addresses and Pentlum™ Processor Control 

Routing Topology # 1 

I / / / 
0 0 0 0 

8 2 4 91 82491 8 2 4 9 1 82491 

cd 12 -15 cd 8-11 cd 4 - 7 cd 0 - 3 0 

". 
Pentiumlll I I 7 L I 

0 0 0 0 0 Processor 
82491 82491 82491 82491 82491 

(Parity) 
1- 3 cd44·47 cd40-43 cd36-39 cd32-35 

1\ 
/ / / / / 

0 0 0 0 0 

82491 82491 82491 82491 82491 
II 

(Parity) 
4-7 cd28-31 cd24-27 cd20-23 cd 1 6 -19 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 

o = Pin 1 

241576-02 

2·801 
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NET PP-Tee CC-Tee Tee-CS#5 Tee-CS#9 

PA3 1211 4398 614.9 634.9 

PA4 771.3 4403 620.8 634.9 

PA5 920.1 4402 ·577.8 637.8 

PA6 1026 4405 577.8 634.9 

PA7 1132 4443 569.1 642 

PA8 1032 4410 563.2 640.8 

PA9 1122 4449 576.7 606.6 

PA10 1000 4478 582.5 597.8 

PA11 1060 4332 585.8 629.9 

PA12 1019 4393 585.8 635.8 

PA13 1077 4434 597.8 637.8 

PA14 968.3 4653 689.1 743.2 

PA15 1233 4402 524.2 580.8 

PA16 1092 4384 597.8 614.9 

PA17 1186 4396 600.8 602.3 

HITM# 3575 4409 430.7· 530.7 

W/R# 3913 4397 674.9 676.6 
-

2-802 
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NET 
CS#9- CS#1- CS#2- CS#3- CS#9- CS#10- CS#11- CS#12-
CS#1 CS#2 CS#3 CS#4 CS#10 CS#11 CS#12 CS#17 

PA3 1111 944.9 936.6 961.4 1124 936.6 944.9 936.6 

PA4 1210 964.9 936.6 975.6 1207 936.6 961.9 936.6 

PA5 1131 944.9 936.6 961.4 1104 936.6 944.9 936.6 

PA6 1165 936.6 936.6 936.6 1177 936.6 936.6 936.6 

PA7 1170 936.6 936.6 936.6 1157, 936.6 936.6 936.6 

PA8 1170 936.6 936.6 936.6 1157 936.6 936.6 936.6 

PA9 1224 936.6 936.6 936.6 1217 936.6 936.6 936.6 

PA10 1211 936.6 936.6 936.6 1207 936.6 936.6 936.6 

PA11 1264 936.6 936.6 936.6 1267 936.6 936.6 936.6 

PA12 1264 936.6 936.6 936.6 1267 936.6 936.6 936.6 

PA13 1293 936.6 936.6 936.6 1297 936.6 936.6 936.6 • PA14 1295 936.6 936.6 .936.6 1297 936.6 936.6 936.6 

PA15 1312 936.6 936.6 936.6 1317 936.6 936.6 936.6 

PA16 1309 936.6 936.6 936.6 1317 936.6 936.6 936.6 

PA17 1297 936.6 936.6 936.6 1287 936.6 936.6 936.6 

HITM# 1141 953.1 953.1 953.1 1147 936.6 996.9 944.9 

W/R# 1193 953.1 953.1 1023 1192 936.6 1003 953.1 

2-803 
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NET 
CS#5- CS#6-7 CS#7- CS#8- CS#5- CS#13- CS#14- CS#15-

Stubs 
CS#6 CS# CS#8 CS#18 CS#,13 CS#14 CS#15 CS#16 

PA3 1129 961.4 953.1 936.6 1122 944.9 936.6 944.9 75.0-75.0 

PA4 1207 969.7 967.3 944.9 1185 959 . 936.6 964.9 135.4- 135.4 

PA5 1136 961.4 953.1 936.6 1145 944.9 936.6 944.9 75.0-75.0 

PA6 1190 936.6 936.6 936.6 1179 936.6 936.6 936.6 135.4- 135.4 

PA7 1176 936.6 936.6 936.6 1179 9,36.6 936.6 936.6 75.0-75.0 

PA8 1177 936.6 936.6 936.6 1176 936.6 936.6 936.6 135.4- 135.4 

PA9 1217 936.6 936.6 936.6 1213 936.6 936.6 936.6 135.4- 135.4 

PA10 1207 936.6 936.6 936.6 1208 936.6 936.6 936.6 135.4 -135.4 

PA11 1267 936.6 936.6 936.6 1,261 936.6 936.6 936.6 75.0- 75.0 

PA12 1267 936.6 936.6 936.6 1261 936.6 936.6 936.6 135.4 -135.4 

PA13 1297 936.6 936.6 936.6 1281 936.6 936.6 936.6 75.0- 75.0 

PA14 1297 936.6 936.6 936.6 1284 936.6 936.6 936.6 135.4 -135.4 

PA15 1317 936.6 936.6 936.6 1318 936.6 936.6 936.6 75.0-75.0 

PA16 1317 936.6 936.6 936.6 1315 936.6 936.6 936.6 135.4 -135.4 

PA17 1287 936.6 936.6 936.6 1288 936.6 936.6 936.6 75.0-75.0 

HITM# 1146 944.9 944.9 964.9 1138 944.9 936.6 936.6 95.4 -95.4 

W/R# 1197 975.6 961.4 953.1 1193 953.1 936.Q 936.6 95.4 -95.4 

2·804 
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Tee-CS#9 CS#9-CS#1 

925.8 936.6 

NET 
CS#9- CS#10- CS#11- CS#12- CS#5- CS#6- CS#7- CS#8-
CS#io CS#11 CS#12 CS#17 CS#6 CS# CS#8 CS#18 

BOFF# 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

CS#5-CS#13 CS#13-CS#14 CS#14-CS#15 CS#15-CS#16 

944.9 936.6 936.6 936.6 

8.6.9.2 82496 Control 

Routing Topology #3 

I I I I 
0 0 0 0 

82491 82491 82491 82491 

cd12·15 cd8·11 c d4· 7 
0 

cdO·3 

~ P"Uom' I I I I / \ 0 0 0 0 0 
\ P"m .. , 8 2 4 9 1 82491 82491 82491 82491 

(Parity) 
1 • 3 cd44·47 cd40·43 cd36·39 cd32·35 

/ / / / / \\ 
0 0 0 0 0 

~249' 
82491 82491 82491 82491 82491 
(Parity) 

4·7 cd28·31 cd24·27 cd20·23 cd 16 ·19 

/ / I I 
0 0 0 0 

82491 82491 82491 82491 
0 

cd60·63 cd56·59 cd52·55 cd48·51 

o = P in 1 
241576-C3 

2-805 
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NET CC- ce- CC- 'CC- CS#1- CS#2- CS#3- CS#9-
CS#1 CS#9 CS#5 CS#13 csn CS#3 CS#4 CS#10 

BLAST # 4225 3085 3089 4186 961.4 967.3 961.4 1020 

BUS# 4318 3216 3210 4311 936.6 936.6 936.6 936.6 

MAWEA# 936.6 936.6 936.6 936.6 936.6 '936.6 ' 936.6 936.6 

WBA 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

WBTYP 4087 2986 2974 4086 936.6 936.6 936.6 936.6 

WBWE 4210 3109 3113 4215 936.6 936.6 936.6 936.6 

NET 
CS#10- CS#11- CS#12- C$#5- CS#6- CS#7- CS#8- CS#13-
CS#11 CS#12 CS#17 CS#6 CS#7 CS#8 CS#18 CS#14 

BLAST # 1011 969.7 969.7 964.9 936.6 961.4 944.9 936.6 

BUS# 936.6 936.6 936.6 ' 936.6 936.6 936.6 936.6 936.6 

MAWEA# 4187 3059 3089 4178 936.6 936.6 936.6 936.6 

WBA 4846 3748 3680 4845 936.6 936.6 936.6 936:6 

WBTYP 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

WBWE 936.6 936.6 936.6 936.6 936.6 936.6 936.6 936.6 

NET 
CS#14- CS#15-

Stubs CS#15 CS#16 

BLAST # 936.6 944.9 85.0-85.0 

BUS# 936.6 936.6 75.0-75.0 

MAWEA# 936.6 936.6 135.4-135.4 

WBA 936.6 936.6 75.0-75.0 

WBTYP 936.6 936.6 135.4-135.4 

WBWE 936.6 936.6 135.4-135.4 

2·806 
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8.6.9.3 82496 Control 

Routing Topology #4 

/ / 
0 0 0 0 

82491 82491 82491 82491 

cd 12·15 cd 8·11 0 
cd 4·7 cdO·3 

~ 
Pentiumlll _L / \ 0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 (Parity) 
1·3 cd44·47 cd40·43 cd36·39 cd32·35 

/ .L , \\ 
0 0 0 0 0 

~ "." 
82491 82491 82491 82491 82491 (Parity) 

4·7 cd28·31 cd24·27 cd20'23 cd16·19 

./ 
j / 

0 0 0 0 

82491 82491 82491 82491 
0 

cd60·63 cd56·59 cd52·55 cd48·51 

o = Pin 1 
241576-C4 

NET 
CC- CC- CC- CC- CS#1- CS#9- CS#5- CS#13-

Stubs CS#1 CS#9 CS#5 CS#13 OS#3 CS#11 CS#7 CS#15 

BLEC- 4222.8 4219.1 4205.9 4206.5 1856.6 1856.6 1856.6 1856.6 75.0 -75.0 

2-807 
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8.6.9.4 Pentlum™ Processor Control 

Routing Topology #5 

/ / / / \ 0 0 0 0 

. 8 24 91 82491 82491 82491 

cd12-15 cd8-11 c d4 -7 
0 

cdO-3 

I / / I / Pen t i u mTII 
0 0 0 o ' 0 rocessor 

82491 82491 82491 82491 82491 
(Parity) 

1 -3 cd44-47 cd40-43 cd36-39 cd32-35 

/ / j / / / 
0 0 0 0 0 

II 82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd16-19 

/ 
82496 

/ / / / 
0 0 0 0 

82491 82491 82491 82491 
0 

cd60·63 cd 56-59 cd52-55 cd48-51 
o = Pin 1 

241576-C5 

NET PP- PP- PP- PP- CS#1- CS#2- CS#3- CS#9- CS#10-
CS#1 CS#9 CS#5 CS#13 CS#2 CS#3 CS#4 CS#10 CS#11 

ADS# 5213.8 4111.6 4108.4 5207.4 936.6 936.6 936.6 964.9 1003.8 

NET CS#11- CS#12- CS#5- CS#6- CS#7- CS#8- CS#13- CS#14- CS#15-
CS#12 CS#17 CS#6 CS#7 CS#8 CS#18 CS#14 CS#15 CS#16 

ADS# 964.9 978 936.6 936.6 936.6 969 961.9 959 961.9 

Stubs 

75.0-75.0 

2-808 
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8.6.9.5 Plitntlum™ Processor and 82496 Control, High Addresses, Pentlum™ Processor Data 

Routing Topology #6 

0 0 0 0 

82491 82491 8 2 4 91 8 2 4 9 1 
0 

cd 12 -15 cd 8-11 cd4-7 c dO-3 

Pen t i u mTII 
0 0 0 0 0 Processor 

82491 82491 82491 82491 82491 
(Parity) 

1- 3 cd44-47 cd40-43 cd36-39 cd32-35 . 

0 0 0 0 0 

82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd 16 -19 
82496 

0 0 0 \ 
0 

82491 82491 82491 82491 
0 

cd60-63 cd 56-59 cd52-55 cd48-51 
o = Pin 1 

241576-C6 
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NET PP-res res-CC NET PP-CC NET PP-CC 

PA18 797.1 2907.3 PA21 3505.2 ADSC# 3880.6 

PA19 824.3 3440.5 PA22 4234.7 AP 4556.5 

PA20 682.6 2881.1 PA23 3478.8 CACHE # 3798.4 

PA24 4011.7 D/C# 3647.4 

PA25 3756.6 LOCK# 4721.2 

PA26 3672.9 M/IO# 5062.1 

PA27 3807.5 PCD 3366 

PA28 4963.9 PWT 4264.2 

PA29 3318.8 SCYC 3798' 

PA30 4535.8 AHOLD 4604.8 

PA31 4097.2 BRDYC1# 3686 

BTO 3604.5 EADS# 3656.5 

BT1 2677 INV 4603.5 

BT2 3952.2 KEN# 4144.8 

BT3 3185.9 NA# 3770.4 

WB/WT# 3493.3 

EWBE# 2475 

NET PP-CS#17 Stubs NET PP-CS#5 Stubs NET PP-CS#11 Stubs 

CPO 7558 135.4 CD16 7121.5 135.4 CD40 692.8 135.4 

CP1 7685.9 135.4 CD17 6878.5 135.4 CD41 7567.4 135.4 

CP2 7675.3 75 CD18 6974.5 75 CD42 6922.3 75 

CP3 7307.4 75 CD19 7021.5 75 CD43 7613.3 75 

NET PP-CS#18 Stubs NET PP-CS#6 Stubs NET PP-CS#12 Stubs 

CD4 7641.3 135.4 CD20 7089.3 135.4 CD44 7018 95.4 

CD5 7698.3 135.4 CD21 6948.1 135.4 CD45 6997.1 135.4 

CD6 7416.4 75 CD22 7064.9 75 CD46 6956.1 75 

CD7 6946.9 .75 CD23 6927.4 75 CD47 7491.6 75 
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NET PP-CS#1 Stubs NET PP-CS#7 Stubs NET PP-CS#13 Stubs 

COO 6920.6 135.4 C024 6968.1 107.1 C048 6961 135.4 

C01 6964.1 135.4 C025 6877.9 135.4 C049 6884.2 135.4 

CO2 7130.1 75 C026 7040.2 75 C050 7072.2 75 

C03 6910.9 75 C027 6891.7 75 C051 6968.3 75 

NET PP-CS#2 Stubs NET PP-CS#31 Stubs NET PP-CS#1 Stubs 

C04 7037.3 135.4 C028 7688.3 135.4 C052 7277.5 135.4 

C05 6869.4 135.4 C029 7872 135.4 C053 6979.9 135.4 

C06 6925 75 C030 7395.9. 75 C054 6921.7 75 

C07 6886.5 75 C03'1 7433.3 75 C055 6920.2 75 

NET PP-CS#1 Stubs NET PP-CS#9 Stubs NET PP-CS#1S Stubs 

C08 6945.5 135.4 C032 7586.8 135.4 C056 6777.1 135.4 

C09 7448.5 135.4 C033 7271.6 135.4 C057 6997.1 135.4 

C010 7790.2 75 C034 7424.6 75 C058 6881.1 75 

C011 6924.1 75 C035 6944.1 75 C059 7130.3 75 

NET PP-CS#4 Stubs NET PP-CS#10 Stubs NET PP-CS#16 Stubs 

CD12 7275.6 135.4 C036 7343 135.4 C060 6919.5 135.4 

C013 7344.7 135.4 C037 6952.2 135.4 C061 6971.3 135.4 

C014 7692.1 75 C038 75.20 75 C062 7274.5 75 

C015 7438.1 75 C039 7403 75 C063. 7019.4 75 
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8.6.9.6 Byte Enables 

Routing Topology #7 

0 0 0 0 

82491 82491 82491 82491 

cd 12 -15 cd 8 - 11 cd 4 -7 . 
0 

c dO -3 -- ---- Pen t i u mTII / 
0 0 0 0 0 Processor 

82491 82491 
(Parity) 

82491 82491 82491 

1-3 cd44-47 cd40-43 cd36-39 cd32-35 

0 0 0 0 0 
82491 82491 82491 82491 82491 
(Parity) 

4-7 cd28-31 cd24-27 cd20-23 cd 16 -19 

82496 

0 0 0 0 

82491 82491 82491 82491 
0 

cd60-63 cd56-59 cd52-55 cd48-51 

o = Pin 1 

241576-67 
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Tee-CS#17 

3011.3 

Tee-CS#18 

4762.9 

Tee-CS# 12 Tee-CS# 18 

440.7 3065.4 

Tee-CS# 14 Tee-CS# 18 

440.7 4338.7 

Tee-CS#18 

2225.6 
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8.6.9.7 82496 Control 

Routing Topology # 15 

0 0 0 0 

82491 82491 82491 82491 

d 12·15 ~ d 8 -II cd4- 7 cdO-3 
0 

I 
Pent i u mlU 

0 0 0 0 0 Processor 
82491 82491 82491 
Parity) 

- 82491 82491 

1-3 d44-47 d 40- 43 d36-39 d32-35 

I I I I J 

0 0 0 0 0 

82491 82491 
Parity) 

82491 82491 82491 

4-7 d28-31 d24·27 d20-23 pd 16-19 1'\ 
I I I ~ 82496 

0 0 0 0 

82491 82491 82491 82491 
0 

d60-63 d56-59 d52-55 d48-51 

I J I I 
o = Pin 1 

241576-ce 

NET CC- Tee- Tee to CS#5 CS#1 CS#1- CS#2- CS#3- CS#9- CS#10-
Tee CS#9 CS#5 toCS#13 toCS#9 CS#2 CS#3 CS#4 CS#10 CS#11 

BRDYC2 2077 598 595 935 932 940 940 940 540 940 

MCYC 1707 540 527 1038 1041 940 940 940 1047 940 

WRARR# 1820 573 576 976 976 940 940 940 940· 940 

WAY 1969 749 747 944 944 940 940 940 940 940 
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NET 
CS#11- CS#12- CS#5- CS#6- CS#7- CS#8- CS#13- CS#14- CS#15-

Stubs CS#12 CS#17 CS#6 CS#7 CS#8 CS#18 CS#14 CS#15 CS#16 

BRDYC2 940 940 940 940 

MCYC 940 940 1047 940 

WRARR# 940 940 940 940 

WAY 940 940 940 940 
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1.0 INTRODUCTION 

As the Intel Architecture evolves, with the addition of 
new generations and models of processors (8086, 8088, 
Intel 286, Inte1386™, Inte1486™, and Pentium™ 
processors), it is essential that Intel provides an increas­
ingly sophisticated means with which software can 
identify the features available on each processor. This 
identification mechanism has evolved in conjunction 
with the Intel Architecture as follows: 

• Originally, Intel published code sequences that 
could detect minor implementation differences to 
identify processor generations. 

• Later, with the advent of the Inte1386 processor, 
Intel implemented processor signature identifica­
tion, which provided the processor family, model, 
and stepping numbers to software at reset. 

• As the Intel Architecture evolved, Intel extended 
the processor signature identification into the 
CPUID instruction. The CPUID instruction not 
only provides the processor signature, but also pro­
vides information about the features supported by 
and implemented on the Intel processor. 

The evolution of processor identification was necessary 
because, as the Intel Architecture proliferates, the com­
puting market must be able to tune processor function­
ality across processor generations and models that have 
differing sets of features. Anticipating that this trend 
will continue with future processor generations, the In­
tel Architecture implementation of the CPUID instruc­
tion i~ extensible. 

This App,lication Note explains how to use the CPUID 
instruction in software applications, BIOS implementa­
tions, and tools. By taking advantage of the CPUID 
instruction, software developers can create software ap­
plications and tools that can execute compatibly across 
the widest range of Intel processor generations and 
models, past, present, and future. 

2-818 

1.1 . Update Support 

, New Intel proc~sor signature and feature bits informa­
tion can be obtained from the user's manual, program­
mer's reference manual or appropriate documentation 
for a processor. In addition, Intel can provide you with 
updated versions of the programming examples includ­
ed in this application note; contact your Intel represent­
ative for more information. 

2.0 DETECTING THE CPUID 
INSTRUCTION 

Intel has provided a straightforward method for detect­
ing whether the CPUID instruction is available., This 
method uses the ID flag in bit 21 of the EFLAGS regis­
ter. If software can change the value of this flag, the 
CPUID instruction is available. The program examples 
at the end of this Application Note show how to use the 
PUSHFD instruction to change the value of the ID 
flag. ' 

3.0 OUTPUTS OF THE CPUID 
INSTRUCTION 

Figure 1 summarizes the outputs of the CPUID in­
struction. 

The CPUID instruction can be executed multiple 
tirites, each time with a different parameter value in the 
EAX register. The output depends on the value in the 
EAX register, as specified in Table 1. To determine the 
highest acceptable value in the EAX register, the pro­
gram should set the EAX register parameter value to O. 
In this case, the CPUID instruction returns the highest 
value that can be recognized in the EAX register. 
CPUID instruction execution should always use a pa­
rameter value that is less than or equal to this highest 
returned value. Currently, the highest value recognized 
by the CPUID instruction is 1. Future processors 
might recognize higher values. 

I 



The processor type, specified in bits 12 and 13, indicate 
whether the processor is an original OEM processor, an 
OverDrive™ processor, or is a dual processor (capable 
of being used in a dual processor system). Table 2 
shows the processor type values that can be returned in 
bits 12 and 13 of theEAX register. 

3.1 Vendor·ID String 

If the EAX register contains a value of 0, the vendor 
identification string is returned in the EBX, EDX, and 
ECX registers. These registers contain the ASCII string 
Genulnelntel. 

OUTPUT IF EAX .0 

Ap·485 

While any imitator of the Intel Architecture can pro­
vide the CPCID instruction, no imitator can legitimate­
ly claim that its part is a genuine Intel part. Therefore, 
the presence ofthe Genulnelntel string is an assur­
ance that the CPUID instruction and the processor sig­
nature are implemented as described in this document. 

HIGH VALUE EAX ~I ______________ I_NT_E_~_R ____________ ~I 

31 

EBX 

VENDORID EDX 

ECX e 
ASCII STRING (WITH HEXADECIMAL ENCODING) 

RESET 

OUTPUT IF EAX = 1 L 
EDX 

PROCESSOR EAX 
SIGNATURE 

MODEL ------.... 

STEPPING 

FEATURE FLAGS EDX*~r ____________ B_IT_A_R_RA __ ~_(_R_._~ __ to_t_a_bl_._5_) __________ ~i 
*EBX and ECX are Intel reserved. Do not use. 

241618-1 

Figure 1. CPUID Instruction Outputs 
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Table 1. Effects of EAX Contents on CPUID Instruction Output 

Parameter Outputs of CPUID 

EAX = 0 EAX +- Highest value recognized 

EBX:EDX:ECX +- Vendor identification string 

EAX = 1 EAX +- Processor signature 

EDX +- Feature flags 

EBX:ECX +- Intel reserved (Do not use.) 

1 < EAX s highest value Currently undefined 

EAX > highest value EAX:EBX:ECX:EDX +- Undefined (Do not use.) 

Table 2. Processor Type 

Bit Position Value 

13,12 00 

01 

10 

11 

NOTE: 
1. Not applicable to Intel 386 and Intel486 processors. 

3.2 Processor Signature 

Beginning with the Inte1386 processor family, the 
processor signature has been available at reset. With 
processors that implement the CPUID instruction, the 
processor signature is available both upon reset and 
upon execution of the CPUID instruction. -Figure 1 
shows the format of the signature for the Intel486 and 
Pentium processor families. Table 3 shows the values 
that are currently defined. (The high-order 18 bits are 
undefined and reserved.) 
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Description 

Original OEM Processor 

OverDrive™ Processor 

Dual Processor(1) 

Intel reserved (Do not use.) 

Older versions of Intel486 SX, Intel486 DX and 
InteIDX2 processors do not support the CPUID in­
struction. Therefore, the processor signature is only 
available upon reset for these processors. Refer to the 
programming examples at the end of this Application 
Note to determine which processors support the 
CPUID instruction. 

On Inte1386 processors, the format of the processor sig­
nature is somewhat different, as Figure ~ shows. Table 
4 gives the current values. 

I 
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Table 3. Intel486TM and Pentium™ Processor Signatures 

Family Model Stepplng(1) Description 

0100 0000 and 0001 )()()()( Intel486 DX Processors 

0100 0010 )()()()( Intel486 SX Processors 

0100 0011 )()()()( Intel487TM Processors(2) '-

0100 0011 )()()()( IntelDX2TM and Intel DX2 OverDrive™ Processors 

0100 0100 )()()()( Intel486 SL Processor(2) 

0100 0101 )()()()( IntelSX2™ Processors 

0100 0111 )()()()( Write-Back Enhanced IntelDX2 Processors 

0100 1000 )()()()( IntelDX4TM and IntelDX4 OverDrive Processors 

0101 0001 )()()()( Pentium™.Processors (510\60,567\66) 

0101 0010 )()()()( Pentium Processors (735\90, 815\ 1 00) 

0101 0011 )()()()( Pentium OverDrive Processors 

0101 0101 )()()()( Reserved for Pentium OverDrive Processor for IntelDX4 
Processor 

0101 0010 )()()()( Reserved for Pentium OverDrive Processor for Pentium Processor 
(510\60,567\66) 

0101 0100 )()()()( Reserved for Pentium OverDrive Processor for Pentium Processor 
(735\90,815\100) 

NOTES: 
1. Intel releases information about stepping numbers as needed. 
2. This processor does not implement the CPUID instruction .. 

RESET 

Model 

0000 

0010 

0010 

0010 

0100 

0000 

NOTE: 

----..... ~ .. EDX 

MAJOR STEPPING -------....... 

MINOR STEPPING ------------' 
241618-2 

Figure 2. Processor Signature Format on Intel386TM Processors 

Table 4. Intel386™ Processor Signatures 

Family 
Major Minor 

Description 
Stepping Stepping(1) 

0011 0000 xxxx Intel386™ DX Processor 

0011 0000 xxxx Intel386 SX Processor 

0011 0000 xxxx Intel386 CX Processor 

0011 0000 xxxx Intel386 EX Processor 

0011 0000 and 0001 xxxx Intel386 SL Processor 

0011 0100 XXXX RAPIDCADTM Processor 

1. Intel releases information abo\.lt minor stepping numbers as needed. 
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3.3 Feature Flags 

When a value of 1 is placed in the EAX register, the 
CPUID instruction loads the BDX register with the 
feature flags. The feature flags indicate which features 
the processor supports. A value of 1 in a feature flag 
can indicate that a feature is either supported or not 
supported, depending on 'the implementation of the 
CPUID instruction for a specific processor. Table 5 
lists the currently defined feature flag values. For 

infel® 
future processors, refer to the programmer's reference 
manual, user's manual, or the appropriate documenta­
tion for the lateSt feature flag values. 

Developers should use the feature flags in applications 
to determine which processor features are supported. 
By using the CPUID feature flags to predetermine 
processor features, software can detect and avoid in­
compatibilities that could result if the features are not 
present. 

. Table 5_ Feature Flag Values 

Bit Name Description When Flag = 1 Comments 

0 FPU Floating-Point Unit On-Chip The processor contains an FPU that supports the 
Intel387 floating-point instruction set. 

1 VME Virtual Mode Extension The processor supports extensions to vir:tual-8086 
mode. 

2(1) (See note) 

3 PSE Page Size Extension The processor supports 4-Mbyte pages. 

4-6(1) (See note) 

7 MCE Machine Check Exception 18 is defined for Pentium processor style 
machine checks, including CR4.MCE for controlling the 
feature. This feature does not define the model-specific 
implementation of the machine-check error logging 
reporting and processor shutdowns. Machine-check 
exception handlers may have to depend on processor 
version to do model-specific processing of the 
exception or test for the presence of the standard 
machine-check feature. 

8 CX8 CMPXCHG88 The 8-byte (64-bit) compare and exchange instructions 
is supported (implicitly locked and atomic). 

9 APIC On-Chip APIC Indicates that an integrated APIC is present and 
hardware enabled. (Software disabling does not affect 
this bit.) 

10-31(1) (See note) 

NOTE: 
1. Some non-essential information regarding Intel486 and Pentium processors is considered Intel confidential and proprie­

tary and is not documented in this publication. This information is provided in the Supplement to the Pentium™ Proces­
sor User's Manual and is available with the appropriate non-disclosure agreements in place. Contact Intel Corporation for 
details. 
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4.0 USAGE GUIDELINES 

This document presents Intel-recommended feature­
detection methods. Software should not try to identify 
features by exploiting programming tricks, undocu­
mented features, or otherwise deviating from the guide­
lines presented in this Application Note. The following 
is a list of guidelines that can help programmers main­
tain the widest range of compatibility for their software. 

• Do not depend on the absence of an invalid opcode 
trap on the CPUID opcode to detect CPUID. Do 
not depend on the absence of an invalid opcode trap 
on the PUSHFD opcode to detect a 32-bit proces­
sor. Test the ID flag, as described in Section 2.0 and 
shown in Section 6.0. 

• Do not assume that a given family or model has any 
specific feature. For example, do not assume that, 
because the family value is 5 (Pentium processor), 
there must be a floating-point unit on-chip. Use the 
feature flags for this determination. 

• Do not assume that the features in the OverDrive 
processors are the same as those in the OEM version 
of the processor. Internal caches and instruction ex­
ecution might vary. 

• Do not use undocumented features of a processor to 
identify steppings or features. For example, the In­
te1386 processor A-step had bit instructions that 
were withdrawn with B-step. Some software at­
tempted to execute these instructions and depended 
on the invalid-opcode exception as a signal that it 
was not running on the A-step part. This software 
failed to word correctly when the Intel486 processor 
used the same opcodes for different instructions. 
That software should have used the stepping infor­
mation in the processor signature. 

• Do not assume that a value of 1 in a feature flag ind 
icates that a given feature is present, even though 
that is the case in the first models of the Pentium 
processor in which the CPUID instruction is imple­
mented. For some feature flags that might be de­
fined in the future, a value of 1 can indicate that the 
corresponding feature is not present. 

• Programmers should test feature flags individually 
and not make assumptions about undefined bits. It 
would be a mistake, for example, to test the FPU bit 
by comparing the feature register to a binary 1 with 
a compare instruction. 
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• Do not assume that the clock of a given family or 
model runs at a specific frequency and do not write 
clock-dependent code, such as timing loops. For in­
stance, an OverDrive Processor could operate at a 
higher internal frequency and still report the same 
family and/or model. Instead, use the system's tim­
ers to measure elapsed time. 

• Processor model-specific registers may differ among 
processors, including in various models of the Penti­
um processor. Do not use these registers unless iden­
tified for the installed processor. 

5.0 BIOS RECOGNITION FOR INTEL 
OVERDRIVETM PROCESSORS 

A system's BIOS will typically identify the processor in 2 
the system and initialize the hardware accordingly. In 
many cases, the BIOS identifies the processor by read-
ing the processor signature, comparing it to known sig-
natures, and, upon finding a mlltch, executing the cor­
responding hardware initialization code. 

The Pentium OverDrive processor is designed to be an 
upgrade to any Intel486 family processor. Because 
there are significant operational differences between 
these two processor families, processor misidentifica­
tion can cause system failures or diminished perform­
ance. Major differences between the Intel486 processor 
and the Pentium OverDrive processor include the type 
of on-chip cache supported (write-back or write­
through), cache organization and cache size. The Over­
Drive processor also has an enhanced floating point 
unit and System Management Mode (SMM) that may 
not exist in the OEM processor. Inability to recognize 
these features causes problems like those described be­
low. 

In many BIOS implementations, the BIOS reads the 
processor signature at reset and compares it to known 
values. If the OverDrive processor's ,signature is not 
among the known values, a match will not occur and 
the OverDrive processor will not be identified. Often 
the BIOS will drop out of the search and initialize the 
hardware based on a default case such as initializing the 
chipset for an Intel486 SX processor. Following are two 
common examples of system failures and how to avoid 
them. 
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Example 1 

If (for the Pentium OverDrive processor) the system's 
hardware is configured to enable the write-back cache 
but the BIOS fails to detect the Pentium OverDrive 
processor signature, the BIOS may incorrectly cause 
the chipset to support a write-through processor cache. 
This results in a data incoherency problem with the bus 
masters. When a bus master accesses a memory loca­
tion (which was also in the processor's cache in a modi­
fied state), the processor will alert the chipset to allow 
it to update this data in memory. But the chipset is not 
programmed for such an event and the bus master in­
stead receives stale data. This usually results in a sys­
tem failure. 

Example 2 

If the BIOS does not recognize the OverDrive proces­
sor's signature and defaults to an Intel486 SX proces­
sor, the BIOS can incorrectly program the chipset to 
ignore, or improperly route, the assertion of the floating 
point error signaled by the processor. The result is that 
floating point' errors will be improperly handled by the 
Pentium OverDrive processor. The BIOS may also 
completely disable math exception handling in the 
OverDrive processor. This can cause installation errors 
in applications that require hardware support for float­
ing point instructions. 

2-824 

Hence, when programming or modifying a BIOS, be 
aware of the impact of future OverDrive processors. 
Intel recommends that you include processor signa­
tures for the OverDrive processors in BIOS identifica­
tion routines to eliminate diminished performance or 
system failures. The recommendations in this applica­
tion note can help a BIOS maintain compatibility 
across a wide range of processor generations and mod­
els. 

6.0 PROPER IDENTIFICATION 
SEQUENCE 

The cpui d3a. asm program example demonstrates 
the correct use of the CPUID instruction. (See Exam­
ple 1.) It also shows how to identify earlier proeessor 
generations that do not implement the processor signa­
ture or CPUID instruction. This program example con­
tains the following two procedures: 

• get_cpu_type identifies the processor type. Fig­
ure 3 illustrates the flow of this procedure. 

• get _ fpu _ type determines the type of floating­
point unit (FPU) or math coprocessor (MCP). 

This procedure has been tested with 8086, 80286, 
Inte1386, Inte1486, and Pentium processors. This pro­
gram example is written in assembly language and is 
suitable for inclusion in a run-time library, or as system 
calls in operating systems. 
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Ves 

Ves 

Ves 

Ves 

cpuid_flag = 1; Indicates 
CPUIO Instruction present. 

Execute CPUIO with Input of 0 
to get vendor 10 string and 

Input values for EAX. 

If highest Input value Is at least 1, 
execute CPUIO with Input of 1 In 
EAX to obtain model, stepping, 

family, and faatures. 
Save In cpu_type, stepping, 

model, and feature_flags. 

Figure 3. Flow of Processor geLcpu_type Procedure 
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7.0 USAGE PROGRAM EXAMPLE 

The cpuid3b.asm and cpuid3b.c program exam­
ples demonstrate applications that call get _ cpu_ 
type and get_fpu_ type procedures and interpret 
the returned information. The results, which are dis­
played on the monitor, identify the installed processor 
and features. The cpuid3b.asm example is written 

Main 

End 

·See Figure 3. 

in assembly language and demonstrates an application 
that displays the returned information in the DOS envi­
ronment. The cpuid3b. c example is written in the C 
language. (See Examples 2 and 3.) 

Figure 4 presents an overview of the relationship be­
tween the three program examples. 

Part of 
cpuld3b.c and 
cpuld3b.asm 

241618-4 
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Example 1. Processor Identification Extraction Procedure 

Filename: cpuid3a.asm 
Copyright 1993, 1994 by Intel Corp. 

This program has been developed by Intel Corporation. You 
have Intel's permission to incorporate this source code into 
your product, royalty free. Intel has intellectual property 
rights which it may assert if another manufacturer's processor 
mis-identifies itself as being "GenuineIntel" when the CPUID 
instruction is executed. 

Intel specifically disclaims all warranties, express or 
implied, and all liability, including consequential and other 
indirect damages, for the use of this code, including 
liability for infringement of any proprietary rights, and 
including the warranties of merchantability and fitness for a 
particular purpose. Intel does not assume any responsibility 
for any errors which may appear in this code nor any 
responsibility to update it. 

This code contains two procedures: 
_get_cpu_type: Identifies processor type in _cpu_type: 

0=8086/8088 processor 
2=Intel 286 processor 
3=Inte1386(TM) fa~ily processor 
4=Inte1486(TM) family processor 
S=Pentium(TM) family processor 

_get_fpu_type: Identifies FPU type in _fpu_type: 
O=FPU not present 
l=FPU present· 
2=287 present (only if _cpu_type=3) 
3=387 present (only if _cpu_type=3) 

This program has been tested with the MASM assembler. 
This code correctly detects the current Intel 8086/8088, 
80286, 80386, 80486, and Pentium (tm) processors in the 
real-address mode. 

To assemble this code with TASM, add the JUMPS directive. 
jumps i Uncomment this line for TASM 

TITLE 
DOSSEG 

cpuid3a.asm 

.model small 
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ENDM 

db 
db 

.data 
public 
public 
public 
public 
public 
public 
public 
public 
public 

_cpu_type 
_fpu_type 
_cpuid_flag 
_intel_CPU 
_vendor_id 
intel_id 
_cpu_signature 

features_ecx 
features_edx 
features_ebx 

fp_st~tus 

.code 

.8086 

Ofh 
Oa2h 

_cpu_type 
_fpu_type 
_cpuid_flag 
_intel_CPU 
_vendor_id 
_cpu_signature 
_features_ecx 
_features_edx 
_features_ebx 
db 0 
db 0 
db 0 
db 0 

Hardcoded CPUID instruction 

db II ____________ 11 

db "GenuineIntel" 
dd 0 
dd 0 
dd 0 
dd 0 
dw 0 

i***************************************************** **************** 

public _get_cpu_type 
_get_cpu_type proc 

This procedure determines the type of processor in a system 
and sets the _cpu_type variable with the appropriate 
value. If the CPUID instruction is available, it is used 
to determine more specific details about the processor. 
All registers are used by this procedure, none are preserved. 
To avoid AC faults, the AM bit in CRO must not be set. 

Intel 8086 processor check 
Bits 12-15 of the FLAGS register are always set on the 
8086 processor. 

check_8086: 
pushf 
pop 
mov 
and 

2-828 

ax 
cx" ax 
ax, Offfh 

push original FLAGS 
get original FLAGS 
save original FLAGS 
clear bits 12-15 in FLAGS 
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push 
popf 
pushf 
pop 
and 
cmp 
mov 
je 

ax 

ax 
ax, OfOOOh 
ax, OfOOOh 
_cpu_type, 0 
end_cpu_type 

Intel 2B6 processor check 

save new FLAGS value on stack 
replace current FLAGS value 
get new FLAGS 
store new FLAGS in AX 
if bits 12-15 are set, then 

processor is an BOB6/BOBB 
turn on BOB6/BOBB flag 
jump if ,processor is BOB6/BOBB 

Bits 12-15 of the FLAGS register are always clear on the 
Intel 2B6 processor in real-address mode . 

. 2B6 

cx, OfOOOh 
cx 

ax 

try to set bits 12-15 
save new FLAGS value on stack 
replace current FLAGS value 
get new FLAGS 
store new FLAGS in AX 

check_B02B~: 
or 
push 
popf 
pushf 
pop 
and 
mov 
jz 

ax, OfOOOh 
_cpu_type, 2 
end_cpu_type 

if bits 12-15 are clear 
processor=B02B6, turn on B02B6 flag 
if no bits set, processor is B02B6 

Inte13B6 processor check 
The AC bit, bit #lB, is a new bit introduced in the EFLAGS 
register on the Inte14B6 processor to generate alignment 
faults. 
This bit cannot be set on the Inte13B6 processor. 

.3B6 

eax 
ecx, eax 
eax, 40000h 
eax 

eax 

it is safe to use 3B6 instructions 

push original EFLAGS 
get original EFLAGS 
save original EFLAGS 
flip AC bit in EFLAGS 
save new EFLAGS value on stack 
replace current EFLAGS value 
get new EFLAGS 
store new EFLAGS in EAX 

check_B03B6: 
pushfd 
pop 
mov 
xor 
push 
popfd 
pushfd 
pop 
xor 
mov 

eax, ecx 
_cpu_type, 3 
end,:"cpu_type 

can't toggle AC bit, processor=B03B6 
turn on B03B6 processor flag 

jz 

push 
popfd 

ecx 

Inte14B6 processor check 

jump if B0386 processor 

restoreAC bit in EFLAGS first 

Checking for ability to set/clear ID flag (Bit 21) in EFLAGS 
which indicates the presence of a processor with the CPUID 
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instruction . 

. 486 
check_80486: 

mov 
mov 
xor 
push 
popfd 
pushfd 
pop 
xor 
je 

_cpu_type, 4 
eax, ecx 
eax, 200000h 
eax 

eax 
eax, ecx 
end_cpu_type 

turn on 80486 processor flag 
get original EFLAGS 
flip ID bit in EFLAGS 
save new EFLAGS value on stack 
replace current EFLAGS value 
get new EFLAGS 
store new EFLAGS in EAX 
can't toggle ID bit, 
processor=80486 

Execute CPUID instruction to determine vendor, family, 
model, stepping and features. For the purpose of this 
code, only the initial ,set of CPUID information is save,d. 

mov _cpuid_flag, 1 flag indicating use of CPUID inst. 

2-830 

push ebx save registers 
push esi 
push edi 
mov eax, 0 set up for CPUID instruction 
CPU_ID get and save vendor 

mov dword ptr _vendor_id, ebx 
mov dword ptr _vendor_id[+4), edx 
mov dword ptr _vendor_id[+8), ecx 

mov si, ds 
moves, si 

mov si, offset _vendor_id 
mov di, offset intel_id 

ID 

mov cx, 12 should be length intel_id 
cld set direction flag 
repe 
jne 

cmpsb 
end_cpuid_type 

compare vendor ID to "GenuineIntel" 
if 'not equal, not an Intel ,processor 

indicate an Intel processor mov 
cmp 
jl 

_intel_CPU, 1 
eax, 1 
end_cpuid_type 
eax, 1 

make sure 1 is valid input for CPUID 
if not, jump to end 

mov 
CPU_ID get family/model/stepping/features 
mov _cpu_signature, eax 
mov _features_ebx, ebx 
mov _features_edx, edx 
mov _features_ecx, ecx 

shr eax, 8 ; isolate family 
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and eax, Ofh 

end_cpuid_type: 
pop edi 
pop esi 
pop ebx 

.8086 
end_cpu_type: 

ret 
_get_cpu_type endp 

set _cpu_type with family 

restore registers 

.********************************************************************* , 

public _get_fpu_type 
_get_fpu_type proc 

This procedure determines the type of FPU in a system 
and sets the _fpu_type variable with the appropriate value. 
All registers are used by this procedure, none are preserved. 

;, Coprocessor check 
The algorithm is to determine whether the floating-point 
status and control words are present. If not, no 
coprocessor exists. If the status and control words can 
be saved, the correct coprocessor is then determined 
depending on the processor type. The Intel386 processor can 
work with either an Intel287 NDP or an Intel387 NDP. 
The infinity of the coprocessor must be checked to determine 
the correct coprocessor type. 

fninit 
mov 
fnstsw 
mov 
cmp 
mov 
jne 

reset FP status word 
fp_status, 
fp_status 

5a5ah; initialize temp word to non-zero 

ax, fp_status 
aI, 0 
_fpu_type, 0 
end_fpu_type 

save FP status word 
check FP status word 
was correct status written 
no FPU present 

check_control_word: 
fnstcw fp_status save FP control word 

check FP control word 
selected parts to examine 
was control word correct 

mov ax, fp_status 
and ax, l03fh 
cmp ax, 3fh 
mov _fpu_type, 0 
jne end_fpu_type incorrect control word, no FPU 
mov _fpu_type, 1 

80287/80387 check for the Intel386 processor 
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cmp 
jne 
fldl 
fldz 
fdiv 
fld 
fch$ 
fcompp 
fstsw 
mov 
mov 
sahf 
jz 
mov 

end_fpu_type: 
ret 

_get_fpu_type 

end 

2-832 

_cpu_type, 3 
end_fpu_type 

st 

fp_status 
ax, fp_status 
_fpu_type, 2 

end_fpu_type 
_fpu_type, 3 

endp 

must use default control from FNINIT 
form infinity 
8087/Intel287 NDP say +inf = -inf 
form negative infinity 
Intel387 NDP says +inf <> -inf 
see if they are the same 
look at. status from FCOMPP 

store Intel287 NDP for FPU type 
see if infinities matched 
jump if 8087 or Inte1287 is present 
store Inte1387 NDP for FPU type 
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Example 2. Processor Identification Procedure In Assembly Language 

Filename: cpuid3b.asm 
Copyright 1993, 1994 by Intel Corp. 

This program has been developed by Intel Corporation. You 
have Intel's permission to incorporate this source code into 
your product, royalty free. Intel has intellectual property 
rights which it may assert if another manufacturer's processor 
mis-identifies itself as being "GenuineIntel" when the CPUID 
instruction is executed. 

Intel specifically disclaims all warranties, express or 
implied, and all liability, including consequential and other 
indirect damages, for the use of this code, including 
liability for infringement of any proprietary rights, and 
including the warranties of merchantability and fitness for a 
particular purpose. Intel does not assume any responsibility 
for any errors which may appear in this code nor any 
responsibility to update it. 

This program contains three parts: 
Part 1: Identifies processor type in the variable _cpu_type: 

Part 2: Identifies FPU type in the variable _fpu_type: 
, 

Part 3: Prints out the appropriate message. This part is 
specific to the DOS environment and uses the DOS 
system calls to print out the messages. 

This program has been tested with the MASM assembler. 
If this code is assembled with no options specified and linked 
with the cpuid3a.asm module, it correctly identifies the 
current Intel 8086/8088, 80286, 80386, 80486, and Pentium(tm) 
processors in the real-address mode. 

To assemble this code with TASM, add the JUMPS directive. 
jumps i Uncomment this line for TASM 

TITLE 
DOSSEG 

cpuid3b.asm 

.model small 

.stack 100h 

.data 
extrn 
extrn 
extrn 

_cpu_type: byte 
_fpu_type: byte 
_cpuid_flag: byte 
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extrn 
extrn 
extrn 
extrn 
extrn 
extrn 

_intel_CPU: byte 
_vendor_id: byte 
_cpu_signature: dword 
_features_ecx: dword 
_features_edx: dword 
_features_ebx: dword 

The purpose of this code is to identify the processor and 
coprocessor that is currently in the system. The program 
first determines the processor type. Then it determines 
whether a coprocessor exists in the system. If a 
coprocessor or integrated coprocessor exists, the program 
identifies the coprocessor type. The program then prints 
the processor and floating point processors present and type . 

. code 

.8086 
start: mov ax, @data 

mov ds, ax set segment register 
mov es, ax set segment register 
and sp, not 3 align stack to avoid AC fault 
call _get_cpu_type determine processor type 
call _get_fpu_type 
call print 
mov ax, 4cOOh terminate program 
int 21h 

;*********~************~****************************** **************** 

extrn 

;********************************************************************* 

extrn 

.********************************************************************* , "\ ' 

FPU_FLAG equ OOOlh 
VME_FLAG equ 0002h 
PSE_FLAG equ OOOSh 
MCE_FLAG equ 0080h 
CMPXCH~SB_FLAG equ OlOOh 
APIC_FLAG equ 0200h 

.data 
id_msg db "This system has a$" 
cp_error db "n unknown processor$" 
cp_8086 db "n S086/80S8 processor$" 
cp_286 db "n S0286 processor$" 
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fp.:..8087 
fp_287 
fp_387 

db 

db 
db 
db 

db 
db 
db 

inte1486_msg db 
inte1486dx~sg db 
inte1486sx_msg db 
inteldx2~sg db 
intelsx2~sg db 
inteldx4_msg db 
inteldx2wb_msg db 

db 
pentium_msg db 
unknown_msg db 

; The following 16 
intel_486_0 dw 
intel_486_1 dw 
intel_486_2 dw 
intel_486_3 dw 
intel_486_4 dw 
intel_486_5 dw 
intel_486_6 dw 
intel_486_7 dw 
intel_486_8 dw 
intel_486_9 dw 
intel_486_a dw 
intel_486_b dw 
intel_486_c dw 
intel_486_d dw 
intel_486_e dw 
intel_486_f dw 
; end of array 

family~sg 

model_msg 
stepping_msg 
cr_lf 

turbo_msg 

db 
db 
db 
db 

db 
db 
db 
db 
db 

"n 80386 processorS" 

"n 80486DX, 80486DX2 processor or" 
" 80487SX math coprocessorS" 
"n 80486SX processorS" 

" and an 8087 math coprocessorS" 
" and an 80287 math coprocessorS" 
" and an 80387 math coprocessorS" 

Genuine Inte1486(TM) processorS" 
Genuine Inte1486 (TM) DX processor$"' 
Genuine Inte1486(TM) SX processorS" 
Genuine IntelDX2(TM) processorS" 
Genuine IntelSX2(TM) processorS" 
Genuine IntelDX4(TM) processorS" 
Genuine Write-Back Enhanced" 
IntelDX2(TM) processorS" 

" Genuine Intel Pentium(TM) processorS" 
"n unknown Genuine Intel processorS" 

entries must stay intact as an array 
offset inte1486dx_msg 
offset inte1486dx_msg 
offset inte1486sx_msg 
offset inteldx2_msg 
offset inte1486_msg 
offset intelsx2_msg 
offset inte1486_msg 
offset inteldx2wb_msg 
offset inteldx4_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 
offset inte1486_msg 

13,10, "Processor Family: $" 
13,10, "Model: $" 
13,10, "Stepping: 
13,10,"$" 

13,10,"The processor is an OverDrive(TM)" 
" processorS" 

AP-485 

13,10,"The processor is the upgrade processor" 
" in a dual processor systemS" 
13,10,"The processor contains an on-chip FPU$" 
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mceJllsg 

cmpJllsg 

vmeJllsg 

db 
db 
db 
db 
db 
db 
db 
db 
db 
db 

db 
db 
db 
db 
db 

13,10, "The processor supports Machine Check" 
" Exceptions$" 
13,10, "The processor supports the CMPXCHG8B" 
" instruction$" 
13,lO,"The processor supports Virtual Mode" 
" Extensions$" 
13,10, "The processor supports Page Size" 
" Extensions$" 
13,10, "The processor contains an on-chip" 
" APIC$" 

"t least an 80486 processor." 
13,lO,"It does not contain a Genuine Intel" 
" part and as a result, the",13,lO,"CPUID" 
" detection information cannot be determined" 
" a t this time. $ " 

ASC_MSG MACRO msg 
LOCAL 
add 
cmp 
jle 
add 

ascii_done 
aI, 30h 
aI, 39h 
ascii_done 
aI, 07h 

local label 

; is it 0-9? 

asc~~_done: 

ENDM 

print 

mov byte ptr msg[201, al 
mov dx, offset msg 
mov ah, 9h 
int 21h 

.code 

.8086 
proc 

This procedure prints the appropriatecpufd string and 
numeric processor presence status. If the CPUID instruction 
was used, this procedure prints out the CPUID info. 
All registers are used by this procedure, none are preserved. 

mov 
mov 
int 

cmp 

je 

dx, offset id_msg 
ah, 9h 
21h 

; print initial message 

if set to 1, processor 
supports CPUID instruction 

print detailed CPUID info 

print_86: 
cmp _cpu_type, 0 
jne print_286 

241618-14 

2·836 

I 



intet~ AP-485 

mov dx, offset cp_8086 
mov ah, 9h 
int 21h 
crop _fpu_type, 0 
je end-print 
mov dx, offset fp_8087 
mov ah, 9h 
int 21h 
jmp enCLprint 

print_286: 
crop _cpu_type, 2 
jne print_386 
mov dx, offset cp_286 
mov ah, 9h 
int 21h 
crop _fpu_type, 0 
je enCLprint 

print_287: 
mov dx, offset fp_287 
mov ah, 9h 
int 21h 
jmp end-print 

print_386: 
cmp _cpu_type, 3 
jne print_486 
mov dx, offset cp_386 
mov ah, 9h 
int 21h 
cmp _fpu_type, 0 
je enCLprint 
cmp _fpu_type, 2 
je print_287 
mov dx, offset fp_387 
mov ah, 9h 
int 21h 
jmp end-print 

print_486: 
cmp _cpu_type, 4 . 
jne print_unknown Intel processors will have 
mov dx, offset cp_486sx CPUID instruction 
crop _fpu_type, 0 
je print_486sx 
mov dx, offset cp_486 

print_486sx: 
mov ah, 9h 
int 21h 
jmp enCLprint 
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print_unknown: 
mov dx, offset cp_error 
jmp print_486sx 

print_cpuid_data: 
.486 
crop 
jne 

_intel_CPU, 1 
not_Genuine Intel 

check for genuine Intel 
,processo~ 

print_486_type: 
crop _cpu_type, 4 if 4, print 80486 processor, 
jne print-pentium_type 
mov ax, word ptr _cpu_signature 
shr ax, 4 
and eax, Ofh ; isolate model 
mov dx, intel_486_0Ieax*2] 
jmp print_common 

print-penti~type: 
crop _cpu_type, 5 if 5, print Pentium processor 
jne print_unknown_type 
mov dx, offset pentium_msg 
jmp print_common 

print_unknown_type: 
mov dx, offset unknown_msli!' if neither, print unknown 

print_common: 
mov ah,. 9h 
int 21h 

; print family, model, and stepping 

print_family: 
mov al, _cpu_type 
ASC_MSG family~sg print family msg 

print_model: 
mov 
shr 
and 
ASC_MSG 

ax, 'word ptr _cpu_signature 
ax, 4 
al, Ofh 
model_msg print model msg 

print_stepping: 
mov ax, word ptr ~cpu_signature 
and al, Ofh 
ASC_MSG stepping_msg ; print stepping msg 

print_upgrade: 
ax, word ptr _cpu_signature mov 

test 
jz 

ax, 1000h ; check for turbo upgrade 
check_dp 
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mov 
mov 
int 
jmp 

dx, offset turbo_msg 
ah, 9h 
21h 
print_features 

AP-485 

check_dp: 
test 
jz 
mov 
mo" 
int 

ax, 2000h 
print_features 
dx, offset dp_msg 
ah, 9h 

check for dual processor 

21h 

print_features: 
mov ax, word ptr _features_edx 
and ax, FPU_FLAG check for FPU 
jz check_MCE 
mov dx, offset fpu_msg 
mov ah, 9h 
int 2Th 

check_MCE: 
mov ax, word ptr _features_edx 
and ax, MCE_FLAG ; check for MCE 
jz check_CMPXCHG8B 
mov dx, offset mce_msg 
mov ah, 9h 
int 21h 

check_CMPXCHG8B: 
mov ax, word ptr _features_edx 
and ax, CMPXCHG8B_FLAG ; check for CMPXCHG8B 
jz check_VME 
mov dx, offset cmp_msg 
mov ah, 9h 
int 21h 

check_ VME :' 
mov ax, word ptr _features_edx 
and ax, VME_FLAG ; check for VME 
jz check_PSE 
mov dx, offset vme_msg 
mov ah, 9h 
int 21h 

check_PSE: 
mov ax, word ptr _features_edx 
and ax, PSE_FLAG ; check for PSE 
j z c:heck_APIC 
mov dx, offset pse_msg 
mov ah, 9h 
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int 21h 

check_APIC: 
mov ax, word ptr _features_edx 
and ax, APIC_FLAG ; check for APIC 
jz end-print 
mov dx, offset apic_msg 
mov ah, 9h 
int 21h 

jmp end-print 

not_GenuineIntel: 
mov dx, 
mov 
int 

end-print: 
mov 
mov 
int 
ret 

print endp 

ah, 
21h 

dx, 
ah, 
21h 

offset 
9h 

offset 
9h 

end start 

not_intel 

cr_lf 
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Example 3. Processor Identification Procedure In the C Language 

J* Filename: cpuid3b.c 
/* Copyright 1994 by Intel Corp. 
/* 
/* 
/* 

#define FPU_FLAG OxOOO1 
#define VME_FLAG OxOOO2 
#define PSE_FLAG OxOOO8 
#define MCE_FLAG OxOO80 
#define CMPXCHG8B_FLAG Ox0100 
#define APIC_FLAG Ox0200 

extern char cpu_type; 
extern char fpu_type; 
extern char cpuid_flag; 
extern char intel_CPU; 
extern char vendor_id [12] ; 
extern long cpu_signature; 
extern long features_ecx; 
extern long features_edx; 

AP-485 

*J 
*/ 
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extern long features_ebx; 
main() ( 

} 

get_cpu_type() ; 
get_fpu~type() ; 
print(); 

print() { 
printf (" This system has a"); 
if (cpuid_flag == 0.) { 

switch (cpu_type) { 
case 0: 

printf ("n 8086/8088 processor"); 
if (fpu_type) printf (" and an 8087 math coprocessor") ; 
break; 

case 2: 
printf("n 80286 processor"); 
if (fpu_type) printf (" and an 80287 math coprocessor"); 
break; 

case, 3: 
printf("n 80386 processor"); 
if (fpu_type == 2) 

printf (" and an 80287 math coprocessor"); 
else if (fpu_type) 

printf(" and an 80387 math coprocessor"); 
break; 

case 4: 
if (fpu_type) printf("n 80486DX, 80486DX2 processor or \ 

80487SX math coprocessor"); 

2-842 

else printf ("n 80486sx processor") ; 
break; 

default: 
printf ("n unknown processor") ; 

else 
/* using cpuid instruction */ 
if (intel_CPU) { 

if (cpu_type == 4) { 
swi tch (. (cpu_signature»4) &Oxf) 
case 0: 
case 1: 

printf(" Genuine Inte1486(TM) DX processor"); 
break; 

case 2: 
printf (" Genuine Inte1486 (TM) SX processor"); 
break; 

case 3: 
printf(" Genuine IntelDX2(TM) processor"); 
break; 

case 4: 
printf (" Genuine Inte1486 (TM) process,.,r"); 
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break; 
case 5: 

printf (" Genuine IntelSX2 (TM) processor"); 
break; 

case 7: 
printf(" Genuine Write-Back Enhanced \ 

IntelDX2 (TM) processor"); 
break; 

case 8: 
printf(1I Genuine IntelDX4(TM) processor"); 
break; 

default: 
printf(" Genuine Inte1486(TM) processor"); 

else if (cpu_type == 5) 
printf (" Genuine Intel Pentium(TM) processor"); 

else 
printf("n unknown Genuine Intel processor"); 

printf (" \nProcessor Family: %X ", cpu_type); 

AP-485 

printf (" \nModel: %X", (cpu_signature»4) &Oxf); 
printf (" \nStepping: %X\n", cpu_signature&Oxf); 
if (cpu_signature & Oxl 000 ) 

printf("\nThe processor is an OverDrive(TM) upgrade 
\:processor") ,; 

else if (cpu_signature & 0x2000) 
printf(lI\nThe processor is the upgrade processor \ 

in a dual processor system"); 
if (features_edx & FPU_FLAG) 

printf(lI\nThe processor contains an on-chip FPU"); 
if (features_edx & MCE_FLAG) 

printf("\nThe processor supports Machine Check \ 
Exceptions"); 

if (features_edx & CMPXCHG8B_FLAG) 
printf("\nThe processor supports the CMPXCHG8B \ 

instruction") ; 
if (features_edx & VME_FLAG) 

printf("\nThe processor supports Virtual Mode \ 
Extensions"); 

if (features_edx & PSE_FLAG) 
printf(lI\nThe processor supports Page Size \ 

Extensions ") ; 
if (features_edx & APIC_FLAG) 

printf("\nThe processor contains an on-chip APIC"); 
else { 

printf("t least an 80486 processor.\nlt does not \ 
contain a Genuine Intel part and as a result, the\nCPUID detection \ 
information cannot be determined at this time. ") ; 

} 

printf("\n") ; 

241618-21 

.2-843 

II 



AP-485 

Revision Revision History Oat, 

-001 Original Issue. 05/93 
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ease of use, section added discussing BIOS recognition for OverDrive processors, and 
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NORTH AMERICAN SALES OFFICES 
ALABAMA Intel Corp. *tlntel Corp. "jlntel Corp. 

Intel Corp 
2250 Lucien Way lincroft Center SOOO Quorum Drive 
SuHel00, Room 8 125 HaW Mde Road Suite 750 4024 Medford Dnve Maitland 32751 Red 8ank 07701 Dallas 75240 Huntsvdle 35802 
m!~~gh6::o~f::3GEORGIA Tel (800) 628-8686 

Tel: (205) 883-6137 FAX' (908) 747-0983NEW YORK 
Tel. (800) 628-8686 

FAX' (205) 883-4826 FAX' (214) 233-1325 
jlntel Corp. "Intel Corp "jlntel Corp, 

ARIZONA 20 Technology Park 850 Cross Keys Office Park 20515 SH 249 
tlntet Corp 

Suite 150 Fairport 14450 Suite 401 
410 North 44th Street 

Norcross 30092 Tel: (800) 628-8686 Houston 77070 
Surte 470 

Tet: (800) 628-8686 TWX. 510-253-7391 ~l~~~~~--~~~ PhoeniX 85008 
FAX, (404) 448-0875 FAX' (716) 223·2561 

Tel: (800) 628-868S IDAHO 
"jlntet Corp 

FAX' (713) 376-2891 
FAX: (602) 244'{)446 

Intel Corp 2950 Express Dr South UTAH 
CALIFORNIA 9456 FallVlew Ave., SuHe C Surte130 jlntel Corp 

Boise 83704 Islandls 11722 
Intel Corp Tel' (800) 628-8686 Tel' (800) 628-8686 

428 East 6400 South 
3550 Watt Avenue Suite 135 
Suite 140 

FAX. (208) 377-1052 TWX: 51<J.227-6236 Murray 84107 
Sacramento 95821 ILLINOIS 

FAX (516) 348-7939 Tel: (800) 628-8686 
Tel: (800) 628-8686 *tlntel Corp. OHIO FAX' (801) 268-1457 
FAX: (916) 488-1473 Woodfield Corp. Center III 

~~t~I'lfo°r'J' Dr .. Suite 205 
Intel Corp. 

jlntel Corp. 300 N. Martingale Road 2581 E Cobblestone Way 
9655 Granite Ridge Drive Surte 400 Hudson 44236 ~:~~~O~)T9::_~~~0 3rd Floor, SuHe 4A Schaumburg 60173 Tel: (800) 628·8686 
San Diego 92123 FAX (21S) 528-1026 FAX: (801) 942-8815 
Tel: (800) 628-8686 Tell. (800) 628-8686 
FAX. (619) 467-2460 FAX. (708) 605-9762 "jlntel Corp WASHINGTON 

3401 Park Center Drive jlntel Corp. Intel Corp INDIANA Surte 220 
1781 Fox Drive 

~:r.~~g~:~:.8686 
2800 15Sth Avenue SE 

San Jose 95131 jlntel Corp. SUite 105 

Tel' (800) 628-8686 8041 Knue Road TWX: 810-450·2528 
Bellevue 98007 

FAX. (408) 441-9540 Indianapolis 46250 FAX: (513) 890-8658 
Tel: (800) 628-8686 

~~(~~~~~~~7~~:9 
FAX' (206) 746-4495 

"jlntel Corp, OKLAHOMA WISCONSIN 1551 N Tustin Avenue 
Suite 800 MARYLAND ~Jg\ 'if"&,oadWay ~~Wo~;'cutlve Dr. Santa Ana 92701 "jlntel Corp, Tel: (800) 628-8686 Suite 115 
TWX: 91<J.595-1114 131 National BUSiness Parkway Oklahoma CHy 73162 

SUite 401 

FAX: (714) 541-9157 Surte 200 Tel: (800) 628·8686 
Brookfield 53005 

Annapolis JunettOn 20701 FAX (405) 8~0-9819 
Tel: (800) 628-8686 

tlntal Corp Tel: (600) 628-8686 FAX: (414) 789-2746 
15260 Ventura Boulevard FAX: (301) 206-3678 OREGON 
Suite 360 

MASSACHUSETTS CANADA Sherman Oaks 91403 jlntel Corp. 
Tel: (600) 626-6686 "jlntel Corp 

15254 NW Greenbrier Pkwy 
BRITISH COLUMBIA FAX: (818) 995·6624 Westford Corp Center Building 8 

Beaverton 97006 
Intel Corp. 5 Carlisle Road 

i~l2~~~~~-~~~~ 
Intel Semiconductor of 

120 Burningham 2nd Floor Canada, Ltd. 
SUite 110-114 Westford 01886 FAX: (503) 645-8181 999 Canada Place 
Cardiff, CA 92007 Tel. (800) 628-8686 Suite 404, .11 
Tel: (619) 942-8938 TWX: 710-343-6333 PENNSYLVANIA Vancouver V6C 3E2 
FAX: (619) 942-2849 FAX: (508) 692-7867 

"j Intel Corp. 
Tel' (800) 628-8686 

Intel Corp: MICHIGAN 925 Harvest Drive 
FAX: (604) 844-2813 

300 N. Continental Blvd jlntel Corp 
SUite 200 ONTARIO 

SUlle 100 Blue 8ell19422 
EI Segundo 90245 7071 Orchard Lake Road Tel: (800) 628-8686 tlntel Se'mlConductor of 

Tt..tl~%~~J~~~ 
Suite 100 FAX' (215) 641-0785 Canada, Ltd. 
West Bloomfield 48322 2650 Queensvlew Drive 
Tel (800) 628-8686 SOUTH CAROLINA Suite 250 

COLORADO FAX: (313) 851-8770 Ottawa K28 8H6 

Intel Corp 
Intel Corp. Tel: (800) 628-8686 

"jlntel Corp 7403 Parktane Rd .• Suite 4 FAX: (613) 820-5936 
600 S. Cherry Sf 32255 N. Western Hwy Columbia 29223 
SUite 700 Suite 212, Tri Atria Tel (800) 628-8686 tlntel SemIConductor of 
Denver 80222 Farmington Hills 48334 FAX: (803) 788-7999 Canada, Ltd. 
Tel: (800) 626·8686 Tel. (800) 628-8686 190 Attwell Drive 
TWX' 910-931·2289 FAX (313) 851-8770 Intel Corp. Suite 500 
FAX: (303) 322-8670 100 Executive Center Drive Rexdale M9W 6H8 

MINNESOTA SUite 109, 8163 Tel' (800) 628-8686 
CONNEOTICUT jlntel Corp. 

Greenville 29615 FAX: (416) 675-2436 
Tel, (800) 628·8686 

jlntel Corp . 3500 W 80th St FAX (803) 297-3401 QUEBEC 
40 Old R,dgebury Road SUite 360 
SuH.311 ¥!:rn~d\t~~3_~~~1 TEXAS tlntel Semiconductor of 
Danbury 06811 tlntel Corp 

Canada, Ltd. 
Tel: (800) 628-8686 TWX: 91 <J.576-2867 1 Rue Holiday, Tour West 
FAX: (203) 778-2168 FAX: (612) 831-6497 8911 N CapHal of Texes Hwy. Suite 320 

NEW JERSEY 
Suite 4230 Pt. Claire H9R 5N3 

FLORIDA Austin 78759 Tel: (800) 626-8686 

jlntel Corp. Intel Corp, 
Tel. (800) 628-8686 FAX: 514·694-0064 

800 Fairway Dnve 2001 Route 46, SuHe 310 
FAX: (512) 338-9335 

Suite 160 Parsippany 07054-1315 
Deerfield Beach 33441 Tel' (800) 628-8686 
Tel (800) 628-8686 FAX (201) 402-4893 
FAX: (305) 421-244 

tSales and ServICe Office 
*Fleld Application Location 



NORTH AMERICAN DISTRIBUTORS 
ALABAMA Arrow/Schweber ElectronICs f'l:l7oLa~~;:~~~e~kWY Hamihon Hallmark 

Arrow/Schweber Electronics 
26707 W. Agoura Road 125 Commerce Court, Unit 6 
Calabasas 91302 Irvine 9271~ Cheshire 06410 

1015 Henderson Road Tel' (818) 880·9686 Tel (714) 753·9953 Tel' (203) 271·2844 
Huntsville 35806 FAX (818) 772·8930 FAX (714) 753·9877 ,FAX. (203) 272·1704 
Tel. (205) 837·6955 
FAX. (205) 721-1581 Arrow/SChwaber Electronics Wyle Laboratories Pioneer Standard 

48834 Kal0 Rd , SUite 103 15360 Barranca Pkwy, *200 2 Trap Falls Road 
Hamilton Hallmark Fremont 94538 Irvine 92713 Shelton 06484 
4890 University Square, *1 Tel' (510) 490·9477 Tel. (714) 753·9953 Tel. (203) 929·5600 
Huntsvtlle 35816 FAX (714) 753·9877 
'l"el: (205) 837·8700 Arrow/SChwaber Electronics FLORIDA 
FAX (205) 830·2565 6 Cromwell, *100 Wyle Laboratones 

IrVine 92718 2951 Sunrise Blvd, *175 Anthem Electronics 

~9TJoSt~~~~:ate Dr, ##120 
Tel' (714) 838·5422 Rancho Cordova 95742 598 South Northlake Blvd, #1024 
FAX (714) 454·4206 Tel. (916) 638·5282 Altamonte Spnngs 32701 

Huntsville 35805 
Arrow/Schweber Electronics FAX: (916) 638·1491 Tel' (813) 797·2900 

Tel: (205) 830·9526 ,FAX' (813) 796·4880 
FAX (205) 830·9557 951 t Rldgehaven Court Wyle LEiboratones 

San Diego 92123 9525 Chesapeake Drive Arrow/Schweber ElectronICs 
Pioneer Technologies Group Tel (619) 565·4800 San Diego 92123 400 Fairway Dnve, *102 
4835 University Square, #5 FAX (619) 279·8062 Tel' (619) 565·9171 Deerfield Beach 33441 
HuntsVille 35805 

Arrow/Schweber Electronics 
FAX. (619) 365·0512 Tel: (305) 429·8200 

Tel. (205) 837·9300 FAX. (305) 428·3991 
FAX (205) 837·9358 1180 Murphy Avenue Wyle Laboratories 

San Jose 95131 3000 Bowers Avenue Arrow/Schweber Electronics 
Wyle LaboratOries Tel (408) 441·9700 Santa Clara 95051 r~k~k~~~ ~~j:6 *3101 7800 Governers Drive FAX (408) 453·4810 Tel. (408) 727·2500 
Tower BUilding, 2nd Floor FAX (408) 727·5896 Tel' (407) 333·9300 
Huntsville 35806 Avnet Computer FAX (407) 333·9320 
Tel (205) 830·1119 3170 Pullman Street Wyle LaboratOries 
FAX (205) 830·1520 Costa Mesa 92626 17872 Cowan AVenue Avnet Computer 

Tel (714) 641·4150 Irvine 92714 3343 W, Commercial Boulevard 
ARIZONA FAX (714) 641·4170 Tel: (714) 863·9953 Bldg C/O, SUite 107 

FAX' (714) 263·0473 Ft. Lauderdale 33309 
Anthem ElectrOniCs 

Avnet Computer Tel (305) 730·9110 
1555 W 10th Place, #101 Wyle LaboratOries FAX: (305) 730·0368 
Tempe 85281 1361B West 1901h Street 26010 Mureau Road, *150 
Tel: (602) 966·6600 Gardena 90248 Calabasas 91302 Avne! Computer 
FAX (602) 966·4826 Tel. (800) 426·7999 Tel: (818) 880·9000 3247 Tech Dnve North 

Arrow/Schweber Electronics 
FAX (310) 327·5389 FAX (818) 880·5510 St Petersburg 33716 

Tel. (813) 573·5524 
2415 W Ene'Drive Avnet Computer Zeus Arrow Electronics FAX (813) 572·4324 
Tempe 85282 755 Sunrise Blvd, #150 6276 San Ignacio Ave, #E 
Tel (602) 431·0030 RoseVille 95661 San Jose 95119 Hamilton Hallmark 
FAX' (602) 252·9109 Tel (916) 781·2521 Tel. (408) 629·4789 3350 N.w. 53rd St., #105·107 

Avnet Computer FAX (916) 781·3819 FAX (408) 629·4792 Ft. Lauderdale 33309 
Tel (305) 484·5482 

, 1626 S Edwards Drive Avnet Computer Zeus Arrow ElectrOniCS FAX. (305) 484·2995 
Tempe 85281 1175 Bordeaux Drtve, #A 22700 Savi Ranch Pkwy. 
Tel (602) 902·4600 Sunnyvale 94089 Yorba Linda 92687·4613 Hamllton/Avnet 
FAX (602) 902·4640 Tel (408) 743·3454 Tel (714) 921·9000 10491 7200 St North 

Hamilton Hallmark FAX' (408) 743·3348 FAX (714) 921·2715 Largo 34647 
Tel (813) 541·7440 

4637 S. 36th Place Avnet Computer COLORADO FAX (813) 544·4394 
PhoeniX 85040 21150 Cahfa Street 
Tel' (602) 437·1200 Woodland Hills 91376 Anthem Electronics Hamllton/Avnet 
FAX' (602) 437·2348 Tel (818) 594·8301 373 Inverness Drive South 7079 University Boulevard 

Wyle LaboratOries FAX (818) 594·8333 Englewood 80112 Winter Pari< 32792 
Tel (303) 790·4500 Tel (407) 657·3300 

4141 E Raymond Hamilton Hallmark FAX (303) 790·4532 FAX (407) 678·4414 
PhoeniX 85040 3170 Pullman Street 
Tel (602) 437·2088 Costa Mesa 92626 Arrow/Schweber ElectrOniCs Pioneer Technologies Group 
FAX' (602) 437·2124 Tel' (714) 641·4100 61 Inverness Dr, East, #105 337 Northlake Blvd, #1000 

FAX (714) 641·4122 Englewood 80112 Alta Monte Springs 32701 
CALIFORNIA Tel (303) 799·0258 Tel (407) 834·9090 

Anthem ElectroniCs 
Hamilton Hallmark FAX' (303) 373·5760 FAX. (407) 834·0865 
1175 Bordeaux Drive, #A 

9131 Oakdale Avenue Sunnyvale 94089 Hamilton Hallmark Pioneer Technologies Group 
Chatsworth 91311 Tel' (408) 435·3500 12503 E, Euchd Drive, #20 674 S MIlitary Trail 
Tel (818) 775·1333 FAX (408) 745·6679 Englewood 80111 Deerfield Beach 33442 
FAX (818) 775·1302 

Hamilton Hallmark Tel. (303) 790·1662 Tel. (305) 428·8877 

Anthem ElectrOnics 4545 Vlewfldge Avenue FAX (303) 790·4991 FAX: (305) 481·2950 

1 Oldfield Drive San Diego 92123 Hamilton Hallmark 
Pioneer Technologies Group 

IrVine 92718·2809 Tel (619) 571·7540 710 Wooten Road, #102 
8031·2 Phillips Highway 

Tel (714) 768·4444 FAX (619) 277·6136 Jackeonville 32256 
FAX (714) 768·6456 Colorado Springs 80915 Tel (904) 730·0065 

Hamilton Hallmark Tel (719) 637·0055 
Anthem ElectronICs 21150 Calila St FAX (719) 637·0088 Wyle Laboratories 
580 Menlo Drive, #8 Woodland Hills 91367 1000 112 Circle North 
Rocklin 95677 Tel (818) 594·0404 Wyle LaboratOries St Petersburg 33716 
Tel (916) 624·9744 FAX (818) 594·8234 451 E 124th Avenue Tel (813) 530·3400 
FAX (916) 624·9750 Thornton 80241 FAX (813) 579·1516 

Anthem ElectrOnics 
Hamilton Hallmark Tel (303) 457·9953 
580 Menlo Drive, #2 FAX' (303) 457·4831 GEORGtA 

9369 Carroll Park Drive Rocklin 95762 
San Diego 92121 Tel (916) 624·9781 CONNECTICUT Arrow Commercial Systems Group 
Tel (619) 453·9005 FAX (916) 961·0922 Anthem Electronics 

3400 C. Corporate Way 
FAX (619) 546·7893 Duluth 30136 

\ Anthem Electronics 
Pioneer Standard 61 Mattatuck Heights Road Tel. (404) 623·8825 
5850 Canoga Blvd, #400 Waterburg 06705 FAX (404) 623·8802 

1160 Ridder Park Dnve Woodland Hills 91367 Tel (203) 575·1575 
San Jose 95131 Tel (818) 883·4640 FAX (203) 596·3232 Arrow/Schwaber Electronics 
Tel (408) 452·2219 4250 E Rlvergreen Pkwy" #E 
FAX (408) 441·4504 Pioneer Standard Arrow/Schweber Electronics Duluth 30136 

Arrow Commercial Systems Group 
217 Technology Dr , #110 12 Beaumont Road Tel (404) 497·1300 
IrVine 92718 Wallingford 06492 FAX (404) 476·1493 

1502 Crocker Avenue Tel (714) 753·5090 Tel (203) 265·7741 
Hayward 94544 

Pioneer Technologies Group 
FAX. (203) 265·7988 Avnet Computer 

Tel (510) 489·5371 3425 Corporate Way, #G 
FAX (510) 489·9393 134 RIO Robles Avnet Computer Duluth 30136 
Arrow CommerCial Systems Group 

San Jose 95134 55 Federal Road, #103 Tel (404) 623·5452 
Tel (408) 954·9100 Danbury 06810 FAX (404) 476·0125 14242 Chambers Road ' FAX (408) 954·9113 Tel (203) 797·2880 

Tustin 92680 FAX (203) 791·9050 
Tel (714) 544·0200 
FAX (714) 731·8438 



NORTH AMERICAN DISTRIBUTORS (Contd.) 
Hamilton Hallmark KEH11JCKY :~:12ito;'C:::t, S.W .. '5 NEW JERSEY 
3425 Corporato Way, iIG " 'A Haminon Hallmark Grandville 49418 Anlhom El8Clronics Duluth 30136 1847 Moreor Rd , .G Tol (616) 531·9607 26 Chapin Road, Unh K Tol. (404) 623·5475 

~:~'Iro'tJ) :gg!s~39 FAX. (616) 531-0059 Pino Brook 07058 FAX' (404) 623·5490 Tol: (201) 227·7960 
Pioneer Technologies Group FAX: (606) 288-4936 Avnel Computer FAX. (201) 227·9246 
4250 C Rlvergr .. n Parkway 

MARYLAND 
41650 Gardon Brook Rd. '120 Arrow/Schw_ El8Clronic:s 

Duluth 30136 Novi 48375 4 East Stow Rd., UnII11 
Tol: (404) 623·1003 Anthem Electronics Tol. (313) 347·1820 Mar110n 08053 FAX: (404) 623·0665 7168A Columbia Galeway Drive FAX (313) 347-4067 Tol: (609) 596·8000 
Wyle Laboratones Columbia 21046 

Hamilton Hallmark FAX. (609) 596-9632 
Tol: (410) 995·6640 6025 Tho Comors Pkwy , '111 
FAX: (410) 290·9862 44191 Plymouth Oaks Blvd, .1300 Arrow/Schwaber ElectronICS Norcross 30092 Plymouth 48170 43 Routo 46 East Tol. (404) 441·9045 Arrow Commercial Systems Group Tol: (313) 416-5800 Pino Brook 07058 FAX. (404) 441·9086 
~~:~:ar~:h FAX: (313) 416·5811 Tol: (201) 227·7860 

FAX. (201) 538-4962 ILLINOIS Tol. (301) 6'¥0.16oo Hamilton Hallmark 
Anthem Electronics FAX: (301) 670·0188 41650 Gardon Brook Rd., .100 Avnet Computer 
1300 Remington Road, Suite A NOV149418 1·B Koyslono Avo, Bldg. 36 

Arrow/Schweber ElectronICs Tol. (313) 347·4271 Charry Hili 08003 
r.M~m:;0~l!..~g1~ 9800J Paluxenl Woods Dr FAX: (313) 347-4021 Tol: (609) 424-8961 

Columblil 21046 FAX: (609) 751·2502 FAX: (708) 885·0480 Tol: (301) 596·7800 Pioneer Standard Hamilton Hallmark Arrow/Schweber ElectronICS FAX. (301) 995-6201 
4505 Broadmoor S.E. 1 Koystono Avo., Bldg. 36 1140W. Thomdalo Rd. Avnst Computer Grand Rapids 49512 Cherry Hill 08003 Ilasca 60143 7172 Columbia Galoway Dr , ,G Tol' (616) 698·1800 Tol. (609) 424·0110 Tol: (708) 250·0500 ColumbIa 21045 FAX' (616) 698·1831 FAX: (609) 751·2552 

Avnet Computer Tel' (301) 995·3571 Pioneer Standard Hamlhon Hallmark 1124 Thorndale Avenue FAX. (301) 995-3515 
13485 Siamford CI 10 Lanidex Plaza West Bensenville 60106 Hamilton Hallmark livonia 48150 ParsIppany 07054 Tol: (708) 860·8572 10240 Old Columbia Road Tol' (313) 525·1800 Tol: (201) 515·5300 FAX' (708) 773·7976 Columbia 21046 FAX. (313) 427·3720 FAX. (201) 515·1601 

HamlhonlAvnet Tel' (410) 988·9800 
MINNESOTA 1130 Thorndale Avenue FAX: (410) 381·2036 MTI Systoms 

Bensenville 60106 North Allantic: Industrios Anthem Electronics 43 Routo 46 East 
Tel: (708) 860·7780 Systems Division 7646 Golden Triangle Drivo Pinobrook 07058 
FAX' (708) 860·8530 7125 River Wood Or. Eden Praine 55344 Tol: (201) 882·8780 

Columbia 21046 Tol: (612) 944·5454 FAX: (201) 539·6430 
MTI Systems 

Tel (301) 312·5800 FAX: (612) 944·3045 1140 W. Thorndale Avenue Anthem Electronics 
"asca60143 FAX: (301) 312·5850 Arrow/Schweber Electronics 19017· 120th Avo .. N.E '102 
Tel: (708) 250·8222 Pioneer Technologies Group 10100 Viking Orwe •• 100 Bolhell 98011 
FAX: (708) 250·8275 9100 Gaither Road Eden Prairie 55344· Tel: (206) 483·1700 
pioneer-Standard Gaithersburg 20877 Tel: (612) 941·G280 FAX. (206) 486·0571 
2171 Executive Dr., #200 Tel' (301) 921·0660 FAX: (612) 942·7803 

AddIson 60101 FAX. (301) 670·6746 AVnet Computer Avnet Computer 
1'7761 N.E 781h Placo Tol: (708) 495·9680 Wyle LaboratOries 10000 Wosl 761h Sireel 
Rodmond 98052 FAX: (708) 495·9831 7180 ColumbIa Galoway Dr Eden Pralrio 55344 
Tol. (206) 867·0160 

Wyle Laboratones ColumbIa 21046 Tol: (612) 829·0025 
FAX: (206) 867'()161 

2055 Army TraIl Road, '140 Tel: (410) 312·4844 FAX. (612) 944·2781 

Addison 60101 FAX: (410) 312·4953 Hamitton Hallmark Hamilton Hallmark 
8630 1541h Avenuo T 01: (800) 853·9953 

MASSACHUSETTS 9401 James Ave. South, '140 
Rodmond 98052 FAX: (708) 620-1610 Bloomington 55431 
Tel: (206) 881·6697 

fNDIANA 
Anthem Electronics Tol: (612) 881·2600 

FAX: (206) 867·0159 36 Jonspin Road FAX: (612) 881·9461 
Arrow/Schweber Electronics Wllmlnglon 01887 Pioneer Standard Wyle Laboratories 
7108 Lakeview Parkway West Dr. Tel (508) 657·5170 7625 Goldon Trianglo Dr., ,G 15385 N.E. 90th 51rool 
Indianapolis 46268 FAX' (508) 657-6008 Eden Pralne 55344 Rodmond 98052 
Tol: (317) 299·2071 Arrow/Schweber ElectronICS Tel: (612) 944·3355 Tol: (206) 881-1150 
FAX' (317) 299·2379 25 Uplon Dnvo FAX. (612) 944·3794 FAX' (206) 881-1567 
Avnet "Computer Wilmington 01887 Wyle Laboratories PioneerStandard 485 Gradle Dnve Tel (508) 658·0900 1325 E. 79th Sirool, '1 14·A MadIson Rd. Carmel 46032 FAX' (508) 694·1754 Bloomington 55425 Fairfield 07006 Tol: (317) 575·8029 Avnet Computer Tel: (612) 853·2280 Tol: (201) 575·3510 FAX: (317) 844·4964 10 D Centennial Drive FAX: (612) 853·2298 FAX: (201) 575·3454 
Hamilton Hallmark Peabody 01960 

MfSSOURf 4275W.961h Tel: (508) 532·9886 Wyle Laboratories 
Indianapohs 46268 FAX: (508) 532·9660 Arrow/Schweber Electronics 20 Chapin Road, Bldg 10·13 
Tel' (317) 872·8875 Hamilton Hallmark 2380 Schuolz Road Pinobrook 07058 
FAX (317) 876·7165 10 D Centennial Drive 51 Louis 63141 Tol. (201) 882·8358 

Pioneer-Standard Peabody 01960 Tol. (314) 567·6888 FAX' (201) 882·9109 

9350 Pnorlty Way West Dr Tol. (508) 531·7430 FAX. (314) 567-1164 
NEW MEXICO 

Indianapolis 46250 FAX' (508) 532·9802 Avnel·Computer 
Alliance Electronics, lne. Tol: (317) 573·0880 Pioneer Standard 741 GOddard Avenue 
10510 Research Ave. FAX: (317) 573'()979 Chesterfield 63005 44 Hartwell Avenue 

Tol: (314) 537·2725 Albuquerque 87123 
KANSAS Loxinglon 02173 

FAX' (314) 537·4248 Tel: (505) 292·3360 Tol. (617) 861·9200 FAX: (505) 275·6392 Arrow/Schweber ElectronICS FAX (617) 863·1547 Hamilton Hallmark 
Avnet Computer 9801 Legler Road 

Wyle Laboratories 3783 Rider Trail South 
Lenexa 66219 

f:r~3~:r ~~50 
7801 Acadomy Rd. 

Tol. (913) 541·9542 15 Third Avenue Bldg. 1, suno 204 
FAX. (913) 541·0328 Burlington 01803 

FAX. (314) 291·0362 Albuquerquo 87109 Tel: (617) 272·7300 Tol: (505) 828·9725 Avnet Computer FAX' (617) 272·6809 NEW HAMPSHIRE FAX: (505) 828.()360 15313 W. 951h Sireel 
Lenexa 61219 MICHIGAN Avnet Computer NEW YORK 
Tol. (913) 541·7989 Arrow/Schweber ElectronICs 2 Executive Park Drive 

Anthem Electronics FAX: (913) 541·7904 19880 Haggerty Road Bodford 03102 
47 Mall Drivo Tol: (800) 442·8638 Hamilton Hallmark liVOnia 48152 

FAX: (603) 624·2402 Commack 11725 
10809 LakeView Avenue Tel (800) 231·7902 Tol. (516) 864·6600 
Lenexa 66215 FAX. (313) 462·2686 FAX: (516) 493·2244 
'rei: (913) 888·4747 
FAX: (913) 888·0523 



NORTH AMERICAN DISTRIBUTORS (Contd.) 
Arrow/Schwaber Electronics ~~7:b~~~~:~~o~~~:~n'cs Wyle Laboratories Pioneer Standard 
3375 Brighton Hennetta 9640 Sunshine Court 10530 Rockley Road, #100 
Townlme Rd. Solon 44139 Bldg. G, SUlle 200 Houston 77099 
Rochester 14623 Tel (216) 248-3990 Beaverton 97005 Tel: (713) 495-4700 
Tel (71,6) 427-0300 FAX (216) 248-1106 Tel (503) 643-7900 FAX (713) 495-5642 
FAX (716) 427-0735 

Arrow/Schweber Electronics 
FAX (503) 646-5466 Wyle Laboratories 

Anow/Schwaber ElectronICs 8200 Washmgton Village Or. PENNSYLVANIA 1810 Greenville Avenue 
20 Oser Avenue Centerville 45458 Richardson 75081 
Hauppauge 11788 Tel (513) 435-5563 Anthem Electronics Tel' (214) 235-9953 
Tel (516) 231-1000 FAX (513) 435-2049 355 Business Center Dr FAX (214) 644-5064 
FAX (516) 231-1072 Horsham 19044 

Avnet Computer Tel (215) 443-5150 Wyle laboratones 

~~~~~~~~~ay 7764 Washington Village Dr FAX. (215) 675-9875 4030 West Braker Lane,I#330 
Daylon 45459 

Avnet Computer 
Austm 78758 

Hauppauge 11788 Tel (513) 439-6756 Tel. (512) 345-8853 
Tel' (516) 434-7443 FAX (513) 439-6719 213 Executive Drive, #320 FAX' (512) 345-9330 
FAX. (516) 434-7426 Mars 16046 

Avnst Computer Tel (412) 772-1888 Wyle Laboratories 
:~g\~<;,~~~eRd. 30325 Balnbndge Rd , Bldg A FAX (412) 772-1890 11001 South Wllcrest, #100 

Solon 44139 
Pioneer Technologies Group Houston 77099 

Rochester 14623 Tel (21~) 349-2505 Tel (713) 879-9953 
Tel (716) 272-9110 FAX (216) 349-1894 259 Kappa Dnve FAX (713) 879-6540 
FAX (716) 272-9685 

Hamilton Hallmark 
Pittsburgh 15238 
Tel (412) 782-2300 UTAH Hamllton/Avnet 7760 Washington Village Dr FAX (412) 963-8255 

933 Motor Parkway Daylon 45459 
Pioneer Technologies Group Anthem Electronics 

Hauppauge 11788 Tel (513) 439-6735 1279 West 2200 Soulh 
Tel (516) 434-7470 FAX (513) 439-6711 500 EnterprISe Road Salt Lake City 84119 
FAX: (516) 434-7491 

Hamll10n Hallmark 
Keith Valley Business Center Tel' (801) 973-8555 
Horsham 19044 FAX (801) 973-8909 Hamilton Hallmark 5821 Harper Road Tel (215) 530-4700 

1057 E. Hennetta Road Solon 44139 Arrow/SChweber Electronics 
Rochester 14623 Tel (216) 498-1100 f~~e~a8~!:~o~~e,s1 1946 W Parkway Blvd. 
Tel (716) 475-9130 FAX (216) 248-4803 Sail Lake Crty 84119 
FAX (716)475-9119 

Hamilton Hallmark 
Marhon 08053-3185 Tel (801) 973-6913 

Hamilton Hallmark 777 Dearborn Park Lane, #L 
Tel. (609) 985-7953 FAX (801) 972-0200 

3075 Veterans Mell'fOrial Hwy Worthington 43086 
FAX (609) 985-8757 

Avnet Computer 
Ronkonkoma 11 TnJ Tel (614) 888-3313 TEXAS 1100 E. 6600 Sou1h, #150 
Tel. (516) 737-0600 FAX (614) 888-0767 

Anthem ElectroOics 
Salt Lake City 84121 

FAX (516) 737-0838 Tel. (801) 266-1115 MTI Systems 651 N. Plano Road, #401 FAX (801) 266-0362 MTISystems 23404 Commerce Park Rd. Richardson 75081 
1 Penn Plaza Beachwoocl44122 Tel. (214) 238-7100 Hamilton Hallmark 
250 W. 34th $lree1 Tel (216) 464-6688 FAX (214) 238-0237 1100 Eas1 6600 Soulh, #120 
New York 10119 FAX (216) 464-3564 

Arrow/Schweber ElectronICs 
Salt Lake Clly 84121 

Tel (212) 643-1280 Tel (801) 266-2022 
FAX' (212) 643-1288 Pioneer Standard 11500 Metnc Blvd. #160 FAX. (801) 263-0104 4433 Interpolnt Boulevard Austin 78758 
PIOneer Standard Daylon 45424 Tel' (512) 835-4180 Wyle baboratorles 
68 Corporate Drive Tel (513) 236-9900 FAX. (512) 832-5921 1325 Wes12200 Sou1h, *E 

'Binghamton 13904 FAX (513) 236-8133 
Arrow/Schweber ElectronICs 

West Valley 84119 
Tel (607) 722-9300 Tel' (801) 974-9953 
FAX' (607) 722-9562 Pioneer Standard 3.220 Commander Drive FAX (801) ~72-2524 

4800 E 131s1 Street Carrollton 75006 
Pioneer $tandard Cleveland 44105 Tel (214) 380-6464 WASHINGTON 
60 Crossway Park West , Tel (216) 587-3600 FAX: (214) 248-7208 
Woodbury, Long Island 11797 FAX' (216) 663-1004 Arrow/SChweber ElectroOics 

AlmacArrow ElectronICs 
Tel (516) 921-8700 14360 S E Easlgale Way 
FAX' (516) 921-2143 OKLAHOMA 10899 Klnghurst Dr .. #100 Bellevue 98007 

Houston 77099 Tel (206) 643-9992 Pioneer Standard Arrow/Schweber ElectronICs Tel (713) 530-4700 FAX (206) 643-9709 840 Fairport Park 12101 East 51st Street. #106 
Fairport 14450 Tulsa 74146 Avnet Computer WISCONSIN 
Tel' (716) 381-7070 Tel (918) 252-7537 4004 Behllne, SUite 200 

Arrow/Schweber ElectroOics FAX (716) 381-5955 FAX (918) 254-0917 Daltas 75244 
Tel (214) 308-8181 200 N Patrick, *100 

Zeus Arrow ElectroOics Hamilton Hallmark FAX (214) 308-8129 Brookfield 53045 
100 Midland Avenue 5411 S. 1251h E. Ave, #305 Tel (414) 792-0150 
Port Chester 10573 Tulsa 74146 Avnet Computer FAX: (414) 792-0156 
Tel (914) 937-7400 Tel' (.918) 254-6110 1235 North Loop West, #525 Avnet Computer . FAX (914) 937-2553 FAX (918) 254-6207 Houston 77008 20875 Crossroads Circle, #400 
NORTH CAROLINA Pioneer Standard Tel (713) 867-8572 Waukesha 53186 

9717 E 42nd S1, #105 FAX (713) 861-6851 Tel (414) 784-8205 
Arrow/Schweber ElectroniCs Tulsa 74146 Hamilton Hallmark FAX (414) 784-6006 
5240 Greensdalry Road Tel (918) 665-7840 12211 Technology Blvd Hamilton Hallmark Raleigh 27604 FAX (918) 665-1891 Auslln 78727 Tel (919) 876-3132 2440 S. 1791h S1ree1 
FAX (919) 878-9517 OREGON Tel (512) 258-8848 New Berlin 53146 FAX· (512) 258-3777 Tel (414) 797-7844 
Avnet Computer AlmacArrow ElectroOics Hamilton Hallmark FAX: (414) 797·9259 
2725 Millbrook Rd, #123 1885 N W 1691h Place 11420 Page Mill Road RaleIgh 27604 Beaverton 97006 

Dallas 75234 
P;oneer Standard 

Tel (919) 790-1735 Tel (503) 629-8090 Tel (214) 553-4300 120 BI.hop Way *163 
FAX (919) 872-4972 FAX. (503) 645-0611 Brookfield 53005 FAX. (214) 553-4395 Tel (414) 784-3480 
Hamilton Hallmark Anthem Electronics Hamilton Hallmark FAX. (414) 780-3613 
5234 Greensdalry Road 9090 S W. Gemini Dnve 8000 West glen Raleigh ~7604 Beaverton 97005 Wyle laboratories 
Tel. (919) 878-0819 Tel. (503) 643-1114 Houston 77063 W226 N555 Eastmound Drive 
FAX (919) 878-8729 FAX (503) 626-7928 Tel (713) 781-6100 Waukesha 53186 FAX. (713) 953-8420 Tel. (414) 521-9333 
Pioneer Technologies Group Avnet Computer Pioneer Standard FAX: (414) 521-9498 
2200 Galeway Clr Blvd, #215 9750 SouthWest Nimbus Ave 18260 Kramer Lane Mornsville 27560 Beaverton 97005 Aus1in 78758 ALASKA 
Tel (919) 460-1530 Tel (503) 627-0900 Tel (512) 835-4000 Avnet Computer FAX (919) 460-1540 FAX (503) 526-6242 FAX' (512) 835-9829 1400 West Benson Blvd , #400 
OHIO Hamilton Hallmark Pioneer Standard Anchorage 99503 

Arrow Commercial Systems Group 9750 Southwest Nimbus Ave 13765 Be1a Road reI. (907) 274-9899 

284 Cramer Creek Court Beaverton 97005 Dallas 75244 FAX (907) 277-2639 

Dublin 43017 Tel (503) 526-6200 Tel. (214) 263-3168 
Tel (614) 889-9347 FAX (503) 641-5939 FAX (214) 490-6419 
FAX (614) 889-9680 

·Self Certified Small Business per Federal AcqUisition RegulatIOns 



NORTH AMERICAN DISTRIBUTORS (Contd.) 

CANADA 
ALBERTA 

Avnet Computer 
2816 21st Street, Northeast 
Calgary T2E 6Z2 
Tel (403) 291-3284 
FAX (403) 250-1591 

Zentromcs 
6815 8th Street N.E , .100 
Calgary T2E 7H 
Tel' (403) 295-8838 
FAX. (403) 295-8714 

BRITISH COLUMBIA 

AlmacArrow Electronics 
8544 Baxter Place 
Burnaby V5A 4T8 
Tel (604) 421-2333 
FAX (604) 421-5030 

Hamilton Hallmark 
8610 Commerce Court 
Burnaby VSA 4N6 
Tel (604) 420-4101 
FAX (604) 420-5376 

FINLAND 

Intel Finland OV 
RUOSIIantl9 2 
00390 Helsinki 

, Tel (358) 0 544 644 
FAX (358) 0 544 030 

FRANCE 

Intel Corporation S.A.R L 
1, Rue Edlson-SP 303 
78054 51 Quentln-en-Yvelines 
Cedex 
Tel (33) (1) 30 57 70 00 
FAX' (33) (1) 30 64 60 32 

GERMANY 

Imel GmbH 
Dornacher Strasse 1 
85622 FeldklrchenlMuenchen 
Tel (49) 089/90992-0 
FAX (49) 089/9043948 

Zentronics 

~~~~"e~d?~~Md, *108 
Tel (604) 273-5575 
FAX (604) 273-2413 

ONTARIO 

Arrow/Schwaber ElectronICs 
1093 Meyerslde, Umt 2 
Mississauga LST 1 M4 
Tel. (416) 670-7769 
FAX. (416) 670-7781 

Arrow/Schwaber Electronics 
36 Antares Dr . Unit 100 

~:r(~M~~l~i03 
FAX (613) 723-2018 

Avnst Computer 
Canada System Engineering Group 
151 Superior Blvd 

~~rs(~~~i~~k_~1~k 1 

FAX (416) 677-5091 

Avost Computer 
190 Colonade Road 
Napean K2E 7J5 
Tel. (613) 727-2000 
FAX: (613) 226-1184 

Hamilton Hallmark 
151 Superior Blvd, Umll-6 
MlsslSsauga LST 2L 1 
Tel (416) 564-6060 
FAX' (416) 564-6033 

Hamilton Hallmark 
190 COlonade Road 
Napean K2E 7J5 
Tel (613) 226-1700 
FAX' (613) 226-1184 

Zentromcs 
5600 Keaton Crescent, #1 
Mississauga LSR 3S5 
Tel (416) 507-2600 
FAX (416) 507-2831 

Zentronics 
155 Colonnade Ad I South #17 

~:r.(~M~~l-~~40 
FAX' (613) 226-6352 

QUEBEC 

Arrow/Schwaber Electronics 
1100 SI Regis Blvd. 
Dorval H9P 2T5 
Tel: (514) 421-7411 
FAX: (514) 421-7430 

Arrow Schwaber ElectronICs 
500 Boul. St.-Jean-Baptiste Ave 
Quebec H2E 5R9 
Tel' (418) 871-7500 
FAX: (418) 871-6816 

Avost Computer 
2795 Rue Halpern 
SI Laurenl H4S 1 P8 
Tel: (514) 335-2483 
FAX' (514) 335-2481 

Hamilton Hallmark 
7575 Transeanada Highway '600 
Sl Laurem H4T 2V6 
Tel' (514) 335-1000 
FAX: (514) 335-2481 

Zentronics 
520 McCaffrey Street 
81 Laurent H4T 1 N3 
Tel: (514) 737-9700 
FAX (514) 737-5212 

EUROPEAN SALES OFFICES 
ISRAEL 

Intel Semiconductor Ltd. 
Atldlm Industrial Park-Neve Sharet 
PO Box43202 
Tel-Aviv 61430 
Tel' (972) 03 498080 
FAX (972) 03 491870 

ITALY 

Intel Corporation Italia SpA 
Milanofiorl Palazzo E 
20094 Assago 
Milano 
Tel' (39) (2) 575441 
FAX (39) (2) 3498464 

NETHERLANDS 

Intel Semiconductor B.V. 
Postbus 84130 
3009 CC Rotterdam 
Tel (31) 104071111 
FAX. (31) 104554688 

RUSSIA 

~::~~~~~~~:S?:::a I~ 
121357 Moscow 
Tel' 007-095-4439785 
FAX: 007-095-4459420 
TLX' 612092 small suo 

SPAIN 

Intel Iberia S A. 
Zubaran.28 
28010 Madrid 
Tel (34) (1) 3082552 
FAX. (34) (1) 410 7570 

SWEDEN 

Inlel Swaden A.B 
Dalvagen 24 
17136 Solna 
Tel: (46) 87055600 
FAX: (46) 8278085 

UNrrED KINGDOM 

Inlel Corporalion (U.K.) l1d. 

~~~'do~a~iltshlre SN3 1 RJ 
Tel: (44) (0793) 696000 
FAX (44),(0793) 641440 

EUROPEAN DISTRIBUTORS/REPRESENTATIVES 
AUSTRIA CHS ESTONIA FRANCE 

t"Elbalex GmbH 
Budasteenweg 2 

• Avnet Baltronlc AS "Arrow Electronlque' 1830 Machelen 
Ertnergasse 6 Tel. (32) 2 255 0700 Akadeemia lee 21 F, EE0026 73-79 Rue des Solets 
A-1231 Wien' FAX (32) 2 252 5900 Tallinn Silie 585 
Tel (43) 1816020 Tel: (327) 2 527 349 94663 Rungis Cedex 
FAX (43) 1 81602400 CZECH REPUBLIC FAX. (372) 2 527 556 Tel: (33) 1 49784978 

A*~~:~~:t:~~~i~~:~ 52 
Elbalex FINLAND 

FAX. (33) 1 49780596 

Prechodni 11 "Avne1 EMG SA 
A-1190Wlen CS-140OO Praha 4 t"Computer 2000 79, Rue PIerre Bernard 
Tel' (43) 1 3636500 Tel' (42) 2 692 8087 Pynymilie 3 92310 Cha1llion 
FAX (43) 1 3692273 FAX. (42) 2 471 8203 PO Box44 Tel. (33) 1 49652500 

SF-02231 Espoo FAX: (33) 1 49652769 
BELGIUM DENMARK Tel. (358) 0 887 331 

t"lneloo 
FAX: (358).088733343 tMelroiogie 

"Avnet Nortec AlB Tour d'Asnieres 
Avenue des CroIx de Guerre 94 Transformervej 17 Avnel Nortec OY 4, Avenue Laurent Cely 
1120 Bruxelles DK-2730 Herlev Italahdenkatu 22 92606 Asnieres Cedex 
Tel (32) 2 244 2811 Tel: (45) 42842000 SF-00210 Helsinki Tel (33) 1 40809000 
FAX' (32) 2 216 3304 FAX: (45) 4492 1552 Tel: (358) 0 670 277 FAX (33) 1 4791 0561 
*Diode t"Famell ElectronIC Services AS 

FAX: (358) 0 692 2326 
"Tekelec 

Keiberg 2 Naverland 29 Farnell Electronic Services O.Y Cite des Bruyere6 
MlnelVastraat, 141B2 OK·2600 Glostrup PL. 25 5, Rue Carte Vemet-BP2 
1930 Zaventem Tel: (45) 5254 6645 ~~~~~~~~e~sinki 92310 Sevre. 
Tel (32) 2 725 4660 FAX. (45) 4245 7624 Tel: (33) 1 46232425 
FAX' (32) 2 725 4511 Tel: (358) 0 793100 FAX: (33) 1 45072191 

FAX: (358) 0 7bl 9892 



EUROPEAN DISTRIBUTORS/REPRESENTATIVES 
(Cont'd) 

Inalco ITALY RUSSIA t'lnduslrado AG 
135 Avenue louis Roche Hertlstrassa 31 
92621 Gennevllllers Avnet Adelsy SRL Marisel CH-8304 Wallisellen 
Tol: (33) I 47947680 Via Novara, 570 3 Kroutdskiy Val SI. Tel: (41) I 8328111 
FAX: (33) I 47923468 20100 Milano Seclion2 FAX: (41) I 830 7550 

Tel: (39) 2 38 103 100 109044 Moscow 
CHS FAX: (39) 2 38 002 988 Tel: (~095 276 4718 TURKEY 
11 Rue da C8mbrai Famell Electronic Services SpA FAX: ( 0952764714 

"Empa Electromc Bat 28 
75019 Paris Vlale Mllanoliori EI5 SAUDI ARABIA Besyel Mah E-5 Karayolu Yam 

~~~f~)' 14~gUg~ 
1-20090 Assago 

Hoshanco ~~.~~6~~~:f!kOY Tel: (39) 2 824 701 
FAX. (30) 2 624 2631 Airport Road - PO Box 362 Istanbul 

GERMANY "lasi EleUronica 
Riyadh 11411 Tel· (90) 212 599 3050 
Tel: (966) 1 477 2323 FAX: (90) 212 598 5353 

'Avne. E2000 P I. 00839000155 FAX· (966) 1 4792588 

~~B'::.~~~~n 12 
Viale FuMo Tosti, N.280 Info 
20126 Milano SLOVAKIA Buyukde .. Cod. 10713 

Tel: (49) 89 4511001 Tel: (39) 2 661 431 
EJbatex Bangun Han Gayerttepe 

FAX: (49) 89 45110 129 FAX: (39) 2 8810 1385 

~~~r~n~:'i~~va 
80300 Istanbul 

'Jennyn GmbH Telcom Tel: (902) I 22750780 . 

1m Oach'sstuck 9 Via Lorenteggio 2701A Tel: (42) 7 831 320 FAX (902) I 22723427 

55549 Limburg 20152M,lano FAX: (42) 7 831 320 UNITED KINGDOM Tel: (39) 2 4830 2640 Tel: (49) 6431 5080 
FAX: (39) 2 4830 2010 SLOVENIA 'ArrowIMMD FAX· (49) 8431 508289 
Lifeboat Elbalex 3 Bennet Court 

tMetrologie GmbH Via Galileo Ferraris 2 rL"8~6~ 1 ~ 7 Lubljane 
Bennet Road 

Stelnerstrasse 15 
20147 Soronno Reading RG2 OQX 

81369 Munchon 
Tel: (39) 2 9670 1592 Tel: (30) 61 191 126 Tel: (44) 734 313 232 

Tel: (49) 89742170 FAX: (44) 734 313 255 
FAX: (49) 89 7421 7111 FAX· (39) 2 9670 3113 FAX: (30) 61 192398 

·Proalectron Vertriebs GmbH LATVIA SOUTH AFRICA "Avnst Access 
Jubilee House 

Max·Planck Strasse 1·3 Avnet Banronic t'EBE Jub,l .. Road 
63303 Drelelch Maskavas lela 40142 178 Erasmus Street Letchworth SG6 10H 
Tel: (49) 6103 3043 43 New Bldg - Room 513 Meyerspark Tel: (44) 462 488 500 
FAX (49) 6103 3044 25 LV 1018 Riga Pretoria 0184 FAX. (44) 462 488 567 

tRaab Karcher Elektronik GmbH Tel: (371) 2 211 109 Tel: (27) 12 8037680 
tB~ech sxstems 

~~:;~-:tt~:? 66 
FAX· (371) 2 211 109 FAX: (27) 12 803 8294 

5 he Ste ~ Centre 
NETHERLANDS SPAIN Eastern Ro 

Tel: (49) 2153 7330 Braclmell RG12 2PW 
FAX: (49) 2153 733513 tDatelcom B.V. 'Arrow/ATD Electronica Tel. (44) 344 55 333 

ltesaGmbH Metdoomkadae 22 Albasanl 75-3 FAX· (44) 344 867 270 
Beethoven Strasse 26 3993 AE Houten 28037 Madrid 

Bytech Electromcs 
63526 Ertensee Tel: (31) 3403 57222 Tel. (34) 1 304 1534 

12a Cedaowood 
Tel: (49) 6183 830 FAX: (31) 3403 57220 FAX. (34) 1 3272778 

Chineham Park· Crockford Lane 
FAX: (49) 61838330 "Diode Components l:!~~~~tria, 32-2 

Basingstoke RG12 lRW 

GREECE 
Collbaan 17 Tel. (44) 256 707 107 
3439 NG Nieuwegeln 28100 Alcobandas FAX: (44) 256 707 162 

tErgodata Tel: (31) 3402 91234 Madrid 
'Datrontech PLC 

~~~~~~r~~e~a 
FAX. (31) 3402 3 5924 Tel: (34) I 661 1142 

42-44 Birchen Roa.d 
t-Koning en Hartman 

FAX: (34) I 661 5755 
Aldershot 

Tel: (30) I 951 0922 Energieweg 1 Diode Hants GUtt lLU 
FAX: (30) 1 9593160 2627 AP Delft c/Orense, 34 Tel. (44) 252 313 155 
-Pouliadis ASSociates Corp Tel. (31) 15 609 906 28080 Madrid FAX: (44) 252 341 939 
Arisloteious SI. 3 FAX: (31) 15619194 Tel: (34) I I 5553686 

tMetrol"lJie UK Ltd. 

~~3~u A1~e~~ 
FAX· (34) I 5567159 

NORWAY ~~~~o~~~ouse SWEDEN Tel: (30) 1 9242072 -Avnet Nortec A/S ~~lh(~~~2~~~12EE FAX, (30) I 924 1066 Postboxs 123 tAvnet Computer AB 

HUNGARY 
N-1364 Hvalstad Box 1392 FAX: (44) 494 521 860 

Elbatex ~~x'1~~~U:U~5 ~~g~~n~;~~~~~ 7 CHS 
Gabor Takacs tComputer System Integrated A/S 

Tel: (46) 8 629 1400 Copse Road, St Johns, Woking 
VaCI u. 202 FAX: (46) 8 627 5165 Surrey GU.21 I SX 
H-l 138 Budapest ostbox 198 ~~~(~):U~~94J~4 Hvamsvinqen 24 'Avnet Nortec AB 
Tel: (36) I 1409194 N-2013Sklenen Box 1830 
FAX: (36) 1 1209478 Tel. (47) 63 845 411 S-171 27 Solna UKRAINE 

IRELAND FAX: (47) 63 845 310 Tel: (46) 8 705 1800 
KvasarMicro FAX: (46) 8 836 918 

t'Mlcro Marketing Famell ElectroniC Services AlS Popudrenko Str. 52 
Taney Hall- Egllnlon Terrace Postbox 120 Furuset "Farnell Electronic Services AS 253094 Kiev 
Oundrum ~i~,u~:~89 Ankdammsgatan 32 Tel: (~044 516 8496 
Dubhn 14 

Box 1330 FAX: ( 044 516 8608 
Tel (47) 22 321 270 S-171 26 Solna Tel: (353) 1 2989400 
FAX. (47) 66 846 545 Tel (46) 8 830 020 UNITED ARAB EMIRATES 

FAX: (353) I 2989828 FAX. (46) 8 825 770 
POLAND Graytech 

Arrow Electronics 
SWITZERLAND P.O. Box 50718 

Unit 7 • Newland Business Park Elbatex Duba, 
Nass Road· Condalkln ul. HOla 29/31 M6 tElbatexAG Tel: (971) 434 6952 
Dubhn 22 IlL-00-681 WarSlawa Harclstrasse 72 FAX· (971) 434 6546 
Tel (353) 1 6271949 Tel: (48) 2 623 0602-09 CH-5430 Wen,ng_n 

Jumbo ElectronICS Co. Ltd. FAX. (353) I 459 5490 FAX: (48) 2 623 0605 Tel: (41) 56 275 000 

ISRAEL 
FAX: (41) 56 271240 AI Wah.fbl Bldg. 

PORTUGAL AI Garhoud· P.O. Box 3426 

t'Easlronlcs Limned 
tFabrimex AG Dubai 

ROlams 1 I - P.O B. 39300 ·Arrow/~TO Electronlca LOA ~~:~~~i.PU~Ch Tel. (971) 4 862 4888 

Tel Baruch 
Quinta Grande, Lote 20 - RIC DTO FAX: (971) 4 821 839 
2700 Amedora Tel: (41) I 3868686 Tel-Av,v 61392 Tel· (351) I 471 4182 FAX (41) 1 383 2379 Tel. (972) 3 6458 777 FAX. (351) I 471 5886 FAX: (972) 3 6458 666 tlMITEC 

Zurichstrasse 
CH-8185 Wonkel-Ruti 
Tel (41) I 8620055 
FAX. (41) 1 8620266 

* Technical Distributor 
IVAD 



INTERNATIONAL SALES OFFICES 
AUSTRALIA 

Inlol Australia Ply LId 
Unh 13 
Allambie Grove BUSiness Park 
25 Frenchs Forest Road East 
Fronch. Foresl. NSW. 2086 
Sydnoy 
Tol' 61·2·975·3300 
FAX: 61·2·975·3375 

Intel Australia Pty. Ltd 
711 High Stroot 
lsi Floor 
East Kw. VIC .• 3102 
Melbourne 
Tol: 61·3·810·2141 
FAX: 61·3·819 7200 

BRAZIL 

CHINAIHONG KONG JAPAN 

Intel PRC Corporation Intel Japan K K 
Room 517·518 5-6 Tokodal, Tsukuba-shl 
China World Tower !barald, 300-26 
1 Jian Guo Men Wal Avenue Tel: 0298-47-8511 
Bell109. 100004 FAX' 0298·47·8450 
Republic 01 China 
Tel 861·505·0386 
FAX 861·505-0383 

Intel Semiconductor Ltd: 
321F Two PacWlc Placa 
88 aueensway 
Central 
Hong Kong 
Tol: (852) 844·4555 
FAX. (852) 868·1989 

INDIA 

Intel Japan K K • 
Hachloll ON Bldg 
4-7-14 Myolln-machl 
HachloJi-shl, Tokyo 192 
Tel 0426·48·8770 
FAX' 0426-48-8775 

Inlol Japan K.K: 
Kawa-asa Bldg 
2-11-5 Shin-Yokohama 
Kohoku-ku, Yokohama-shl 
Kanagawa 222 
Tel 045-474·7660 
FAX: 045-471·4394 Intel SemlConductores do Brasil Intel Asia Electronics, Inc 

Rua Florida. 1703·2 and CJ 22 4/2. Samrah Plaza 
CEP 04565-001 Sao Paulo, SP SI Mark's Road Intel Japan K K.* 
Tel: 55-11·530·2296 Bangalore 560001 Ryokuchl·Ekl Bldg 
FAX. 55·11·531·5765 Tel. 91·80·215065 2·4·1 Terauchl 

FAX 91·80·215067 Toyonaka·shl. Osaka 560 
TLX 953-845·2646 INTEL IN Tel. 06·863·1091 

FAX 06·863·1084 

Intel Japan K.K 
Shlnmaru Bldg. 
1-5-1 Marunouchl 
Chlyoda·ku. Tokyo 100 
Tol: 03·3201·3621 
FAX' 03·3201·6850 

Intel Japan K K • 
TK Golanda Bldg. 9F 
8·3·6 Nishi Golanda 

~~:~~8~~~3:g~ 141 
FAX: 03·3493·5951 

KOREA 

\n~e~ ~~~.i.~:~ Bldg. 
61 Yoldo-dong. 

~~~~P1~~~ogf~~KU 
Tel: (2) 784·8186 
FAX: (2) 784·8096 

MEXICO 

~~I J:C~~gi8 de Mexico 

Av. Mexico No. 2798·9B. S.H. 
44680 Guadalajara. Jal. 
Tol. 523·640-1259 
FAX. 523·642·7661 

SINGAPORE 

Intel Singapore Technology, 
LId. 
101 Thomson Road 
.08·05 
United Square 
Singapore 1130 
Tol' (65) 250-7811 
FAX: (65) 250·9256 

TAIWAN 

Inlol Technology Far East 
LId. 
Taiwan Branch 
81h Floor. No 205 
Bank Tower Bldg 
Tung Hua N. Road 
Taipei 
Tel. 886·2·514·4200 
FAX: 886·2·717·2455 

INTERNATIONAL 
DISTRIBUTORS/REPRESENTATIVES 

ARGENTINA GUATEMALA 

Dafsys Consulting S A Ablnltlo 
Chacabuco, 90-S PISO 11 Calle 2-Zona 9 
1 069·8uenos Aires Guatemala City 
Tel: 54·1·342·7726 Tel. 5022·32·4104 
FAX' 54·1·334,1871 FAX 5022·32·4123 

Roycom Eleclronica S.A INDIA 

~;~B~~~~r~~~:san 972-28 Pnya Intemationallimlted 
Tel: 541.304·2018 0·6.11 Floor 
FAX' 541.304·2018 Devalha Plaza 

AUSTRALIA ~~~~~~r:;ge~il Rd. 

NJS Electronics Australia 
1 Al37 Ricketts Road 
Mounl Waverly. VIC 3149 

• Tel: 61·3·558·9868 
TLX: AA 30895 
FAX: 61·3·558·9929 

NSD·Australia 
205 Middleborough Rd. 
Box Hill, Vlctona 3128 
Tel: 03 8900970 
FAX. 03 8990819 

BRAZIL 

Hitech 
Av. Eng. Luiz Carlos Bemm 
801·12 andar 
Sao Paulo. SP 

~:F. ~~~~~~~0355 
FAX: 55·11·240·2650 

Itaucom 
Av Wilhelm Winter, 301 
Jundal, SP Brazd 
Cep 13213·000 
Tel. 55·11·735'3184 
FAXL 55·11·735·3004 

Tel. 91· 80 214027.91·80· 
214395 
FAX 9·80·214105 

Priya International Limited 
ApeeJay House, 4th Floor 
130 Apollo Street 
Bombay 400 023 
Tel. 91·22·2660949. 91·22· 
2665822 

Pnya InternatIonal Limited 
Flat No 8, 10th Floor 
Akashdeep BUlkhng 
Barakhamba Rd 
New Deihl 110 001 
Tel. 91·11·3314512. 91-11· 
3310413 
FAX. 91-11·3719107 

~~J.'bl~~r~,:~~~:! limited 
560·562 Mounl Road. 
Teynampet 
Madras SOO 018 
Tel 91·44·451031.91·44· 
451597 

Priya International limited 
No. 10, II Floor, MlnelVa 

SES Computers and 

Tr~h8~0~~~e~'~a~b~~S 
239 Palace Upper Orchards 

~:~~:~I~~~~gar 
Bangalore 560 080 
Tel. 91·812·348481 
FAX. 91·812·343685 

SES Computers & 
Technologies Pvt Ltd 
Arvlnd Chambers 
194, Andhen·Kuna Road 
Andhen (East) 
Bombay 400 069 
Tel' 91·22·6341584. 91·22· 
6341667 
FAX 91·22·4937524 

SES Computers & 
Technologies Pvt. LId 
605·A Ansal Chambers II 
No.6, BhlkaJI Camaplace 
New Deihl 11 0 066 
Tel 91-11·6881663 
FAX 91-11·6840471 

JAMAICA 

MC Systems 
1 ()"12 Grenada Crescent 
Kingston 5 
Tel (809) 926·0104 
FAX. (809) 929·5678 

JAPAN 

Asahi Electron.cs Co. Ltd 
KMM Bldg 2·14·1 Asano 
Kokuraklta-ku 
Kltakyushu-shi 802 
Tel 093·511·6471 
FAX 093·551·7861 

Ryoyo Eleclro Corp 
Konwa BJdg 
1·12·22 Tsuklli 
Chuo-ku. Tokyo 104 
Tel 03·3546·5011 
FAX. 03·3546·5044 

KOREA 

Samsung Electronics 
Samsung Main Bldg. 
150 Taepyung·Ro·2KA. 
Chung-Ku 
Seoul 100·102 
C.P.O. Box 8780 
Tel. (822) 751·3680 
TWX KORSST K 27970 
FAX' (822) 753·9065 

Tong Baek Electronic Co., 
LId. 
16-58 Hangang.ro 3-ga 

t~I~2~~:'~5~~~ 
FAX. 82·2·715·9374 

MEXICO 

Mexel 
Calle Dtagonal No 27~3er 
PISO 
Col. dal Valle 
MeXICO 0 F. C.P. 03100 
Tol. 525·682·8040 
FAX 525·669·2983 

Dlcopel. SA de C. V 
Fco Pimentel No. 98 
Col. San Rafael I 

MeXICO D.F I C.P 06470 
Tel 525·705·7422 
Fax 525·703·1772 

SAUDI ARABIA 

CHILE 
House Dla Semicon Systems, Inc AAE Systems, Inc 
94 Sarejlnl Devi Rd. Flower HIli Shmmachl 642 N Pastoria Ave. 

OTS 
Rosas 1444 
Santiago 
Tel: 562·697·0991 
FAX: 562·699·3316 

CHINAlHONG KONG 

Novel PreciSion Machinery 
Co .. Lid. 
Room 728 Trade Square 

~~!vt~~~~~~~~n Road 

tt:!iJ8i~~~:~~~~t HX 
FAX: (852) 725·3695 

"Field Appticatlon Location 

Secunderabad 500 003 Hlgashl-kan Sunnyvale, CA 94086 
Tel' 91·842·813120. 91·842· 1·23 Shinmachl. Selagaya·kuU.S.A 
813549 Tokyo 154 Tel: (468) 732·1710 

Tel' 03·3439·1600 FAX' (408) 732·3095 
Priya Intemationaillmlted 
Lords, III Floor 
7/1 Lord Sinha Road 
Calcula 700 071 
Tel 91·33·222378.91·33· 
222379 
FAX. 91-33·224884 

FAX' 03·3439·1601 TLX 494·3405 ME SYS 

Okaya Koki 
2·4·18 Sakae 
Naka·ku. Nagoya-shl 460 
Tel 052·204·8315 
FAX' 052·204·8380 

SINGAPORE 

Electronic Resources Pte, 
Lid. 
17 Harvoy Road 
*03·01 Singapore 1336 
Tol: (65) 283·0868 
TWX: RS 56541 ERS 
FAX: (65) 289·5327 

SOUTH AFRICA 

Electronic Building Elements 
178 Erasmus St 
~ff Wale,,"o~ot SI.I 

T~Y~;sr.~~ 2.~~ :6~J 84 
FAX: 011-2712·803·8294 

TAIWAN 

Micro Electronics Corporation 
12th Floor, Section 3 
285 Nanking East Road 
TaIPei. R.O C. 
Tel: (886) 2·7198419 
FAX: (886) 2·7197916 

Acer Sertek Inc. 
15th Floor, Section 2 
Chien Kuo North Rd. 
Taipei 18479 R O.C. 
Tel: 886·2·501·0055 
TWX' 23756 SERTEK 
FAX: (886) 2·5012521 

URUGUAY 

Inlerta .. SA 
8lvr. Espana 2094 
11200 Montevideo 
Tel. 598·249·4600 
FAX: 598·249·3040 

VENEZUELA 

Unixel C A. 
4 Transversal de Monte 
Cristo 
Ed! AXXA. Plso 1. 01. 1 &2 
Centro Empresarlal 80leita 
Caracas 
Tol.582·238·7749 
FAX: 582·238-1816 



NORTH AMERICAN SERVICE OFFICES 

ALABAMA 

Blffninqham 
Huntsville 

ALASKA 

Anchorage 

ARIZONA 

Phoenix· 
Tucson 

ARKANSAS 

Little Rock 

CALIFORNIA 

Bakersfield 
Brea 
carson-
Fresno 
livermore 
Mar Del Rey 
Ontano· 
Orange 
Sacramento· 
San Diego· 
San Francisco" 
Santa Clara" 
Ventura 
Sunnyvale 
Walnut Creek-
Woodland Hills" 

COLORADO 

Colorado Springs 
Denver 
Englewood" 

CONNECTICUT 

Glastonbury" 

DELAWARE 

NewCastle 

FLORIDA 

Ft Lauderdale 
Heathrow 
Jacksonville 
Melbourne 
Pensacola 
Tampa 
West Palm Beach ' 

ARIZONA 

Computervls.lon Customer 
Education 

PrimeService 
Intel Corporation's North American Preferred Service Provider 

Central Dispatch: 1-800-876-SERV (1-800-876-7378) 

GEORGIA MICHIGAN NORTH OAKOTA UTAH 

Atlanta· Ann Harbor Bismark San Lake City· 
Savannah Benton Harbor 
West Robbins Fhnt OHIO VIRGINIA 

HAw,,(n 
Grand Rapids' Cincinnati- Charlottesville 
Leslie Columbus GlenAllen 

Honolulu Livoma· Daylon Maclean· St. Joseph Independence· Norfolk 
ILLINOIS Troy' Middle Helghls' Virginia Beach 

Buffalo· MINNESOTA Toledo· 
WASHINGTON 

CalumelClfy Bloomington· OREGON 
Chicago Bellevue-
Lansing Duluth Beaverton- Otympla 
Oak Brook MISSOURI Renton 

PENNSYLVANIA Richland 
INDIANA Sprlngflold g:~~~~Yd' 

Spokane 
Carmel· SI. Loul.' NEVADA Verdale 
FI Wayne Minden East Erie WASHINGTON D.C.' 

KANSAS Las Vegas Pillsburgh' 
Reno Wayne- St. John WEST VIRGINIA 

Overland Park· 
NEW HAMPSHIRE SOUTH CAROLINA St. Albans 

~ichila 

KENTUCKY Manchester· Charleston WISCONSIN 
Cherry Point 

Lexington NEW JERSEY Columbia Brookfield" 

LOUISVille Fountain Inn SOUTH Green Bay 

Madisonville 
Edison· DAKOTA Madison 
Hamton Town· Wausau 

LOUISIANA Parsippany· SIOUX Falls 
CANADA 

Baton Rouge NEW MEXICO TENNESSEE 
Metarle Albuquerque Bartlett 

Calgary" 
Edmonton 

MAINE NEW YORK 
Chattanooga Halifax 
KnoXVille London* 

Brunswick Albany' NashVille Montreal-

MARYLAND Amherst" TEXAS Ottawa 
DewlH* Toronto* 

Frederick Fairport" Auslln Vancouver, 8C* 
linthicum" Farmingdale" Bay Clly Winnipeg 
RockVille" New York Clly" Beaumont Regina 

NORTH CAROLINA 
Canyon 

MASSACHUSETTS College Station 
Houston" Boston" Brevard Irving· NatICk· Charlotte 

Norton" Greensboro San AnlonlO 
Springfield Haveluch Tyler 

Raleigh 
Wilmington 

NORTH AMERICAN 
CUSTOMER TRAINING CENTERS 

ILLINOIS 

CompulervlSlOn Customer 
Education 

MA$.sACHUSETTS 

ComputervlSlon Customer 
Education 

2401 W Behrend Dr, SUite 17 
PhoeniX 85027 

1 Oakbrook Terrace 
SUite 600 
Oakbrook 60181 

11 Oak Park Drive 
Bedlord 01730 

Tel 1·800·234·8806 

MINNESOTA 

3500 W 80th Street 
SUite 360 
Bloomington 55431 
Tel' (612) 835·6722 

·Carry-In locations 

Tel. 1·800·234·8806 
Tel 1·800·234·8806 

SYSTEMS ENGINEERING OFFICES 
NEW YORK 

2950 Expressway Dr , South 
Islandia 11722 
Tel. (506) 231·3300 




