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- DATASHEET DESIGNATIONS

Intel uses various datasheet markings to designate each phase of the document as it
relates to the product. The markings appear in the lower inside corner of each datasheet
page. Following are the definitions of each marking:

Datasheet Marking ' _ Description

Product Preview Contains information on products in the design phase of
development. Do not finalize a design with this
information. Revised information will be published
when the product becomes available.

Advanced Information Contains information on products being sampled or in
the initial production phase of development.*

Preliminary Contains preliminary information on new products in
production.* -

No Marking Contains information on products in full production.*

* Specifications within these datasheets are subject to change without notice. Verify with your local Intel
sales office that you have the latest datasheet before finalizing a design.






Pentium™ Processor
Overview

Pentium™ Processor and
Peripherals






in'tel . | . CONTENTS

Table of Contents

Alphanumeric INdeX . .......oviuuiiiiiiiii it i e N

CHAPTER 1

Pentium™ Processor Overview . : ‘
The Pentium™ Family - A Technical Overview ............c.covieqeeinnennnn.

CHAPTER 2

Pentium™ Processor and Peripherals
DATASHEETS

Pentium Processor atiCOMP Index 510\60OMHz ..................oiviiinnnnn,
Pentium Processor at iCOMP Index 567\66MHz ........................c...e.
Pentium Processor at iCOMP Index 610\76MHz ................ciiiinnn. o
Pentium Processor atiCOMP Index 610\76MHz .. .................ooiiiiian,
Pentium Processor atiCOMP Index 735\90MHz ...............coiiiiiinrnnnn.
Pentium Processor atiCOMP Index 815\100MHz ...................covinnnnn.
Future Pentium OverDrive™ Processor for Pentium Processor (510\60, 567\66)-

Based Systems Socket Specification ............ ... i
Pentium Processor Reference Sheet ............ e,
82430LX/82430NX PCISEt ...ttt e e e
82496 Cache Controller and 82491 Cache SRAM for Use with the Pentium

g 0T T |
82497 Cache Controller and 82492 Cache SRAM ..............ccvune. veeeenns
82498 Cache Controller and 82493 Cache SRAM ............cciiiiiiiiinnnne.
82433LX/82433NX Local Bus Accelerator (LBX) ..........cceviiiinnniiennnnes
824341.X/82434NX PCI, Cache and Memory Controller (PCMC) . ................
82420/82430 PClset Bridge Component ............ccoviiiiiiiiiiiiiiiinane,
82374EB/82374SB EISA System Component (ESC)........ccovviiiiiieeeenn
82375EB/82375SB PCI-EISABridge (PCEB) ........cccoviiiiiiiiiiiiiiaienn,
82378 SystemM I/O (SI0) . .oiiiiii i e
82379AB System I/O-APIC (SIO.A) . . ..ottt ittt ettt ettt et
82489DX Advanced Programmable Interrupt Controller ........................

APPLICATION NOTES

AP-38882489DX UsersManual ..........oiiiiininiiiiiiiiniiiieinnanaeeanes
AP-479 Pentium Processor ClockDesign . ...........oooiiiiiiiiiiiiiiinnn,
AP-480 Pentium Processor Thermal Design Guidelines.........................
AP-481 Design with the Pentium Processor, 82496 Cache Controller, and 82491

Cache SRAM CPU-Cache Chipset. .......ccoviiiiiiiiiiiiiiiiiiiiiinnenn,
AP-485 Intel Processor Identification with the CPUID Instruction............. e



-
ALPHANUMERIC INDEX , IntQI ®

Alphanumeric Index

82374EB/82374SB EISA System Component (ESC) ........covviiiiiiineiiinnneeenns 2-406
82375EB/82375SB PCI-EISABridge (PCEB) .. ...ccvvviiiiii i i 2-409
82378 SyStem I/O (SI0) . ittt ittt ettt ettt e e e e e e e 2-411
82379AB System I/0-APIC (SIO.A) .ttt ittt ittt ittt e e 2-563
82420/82430 PClset Bridge Component . . .......cvueiiiniiiiiinieenineeennenns 2-404
82430LX/82430NX PCISOt . . . oottt ettt et e e e e 2-154
82433LX/82433NX Local Bus Accelerator (LBX). ......covuiiiiieeienennnnnnnnns 2-160
824341L.X/82434NX PCl, Cache and Memory Controller (PCMC) .............ccccvvvvnn. 2-213
82489DX Advanced Programmable Interrupt Controller ................coviiiiinian, 2-565
82496 Cache Controller and 82491 Cache SRAM for Use with the Pentium™ Processor .. 2-157
82497 Cache Controllerand 82492 Cache SRAM . ...t iiiiieenenns 2-158
82498 Cache Controllerand 82493 Cache SRAM .........cciiiiiiiiiiiiiiiiiiennens 2-159
AP-388 82489DX User'sManual .. .........oviniiiiiiniiiiiiiiiiiiiiiiiiiiiias 2-579
AP-479 Pentium Processor CIock Design .. ..........c.ueerrieernneruneuneenneennnn. 2-605
AP-480 Pentium Processor Thermal Design GUIABIINGS - .. veeeeeeeeeee e, 2-643
AP-481 Design with the Pentium Processor 82496 Cache Controller, and 82491 Cache

SRAM CPU-Cache Chipset. ...... ..ottt iiiiiiii e 2-670
AP-485 Intel Processor Identification with the CPUID Instruction ....................... 2-816
Future Pentium OverDrive™ Processor for Pentium Processor (510\60, 567\66)-Based

Systems Socket Specification .............c i 2-143
Pentium Processor at iCOMP Index 510\60MHz. .............c.ooviiiiiiiiiinn. 2-1
Pentium Processor atiCOMP INdex 567 66 MHZ . . .. ..o\ oivneieeeieeieiieenaennns 2-1
Pentium Processor at iCOMP Index610\75MHz. ............cooiiiiiiiiiiiiiiiiiinn, 2-32
Pentium Processor at iCOMP Index 610\75 MHz. .. .. e ereeneeeeeaes N 2-80
Pentium Processor atiCOMP Index 735\90MHz. . ..........coiiiiiiiiiiiienenn, 2-80
Pentium Processor atiCOMP Index815\100MHz. ..........cciiiiiiiiiiiiiniiinnns. 2-80
Pentium Processor Reference Sheet ...ttt 2-153
The Pentium Family - A Technical Overview ............oviiiiiiiiiiiiiiniiinninnnn, 1-1



intgl.
1

Pentium™ Processor |
Overview






intgl.

THE Pentium™ FAMILY—A TECHNICAL OVERVIEW

Intel’s new Pentium processor combines the perform-
ance traditionally associated with minicomputers and
workstations with the flexibility and compatibility that
characterize the personal computer platform. Designed
to meet the needs of today’s and tomorrow’s sophisti-
cated software applications, the Pentium processor ex-
tends the range of Intel’s microprocessor architecture
to new heights, blurring previous distinctions between
hardware platforms and creating an entirely new realm
of possibilities for notebook computers, desktop PCs,
and servers. :

This paper begins by presenting an overview of the Pen-
tium processor. Afterwards, it details the key techno-
logical features that enable this Intel solution to meet
the market’s evolving requirements for high perform-
ance, continued software compatibility, and advanced
functionality.

THE WORLD’S BEST PERFORMANCE
FOR ALL PC SOFTWARE

The Pentium processor family includes the highest per-
forming members of Intel’s family of microproces-
sors—the Pentium processor at iCOMPTM index
510\60 MHz, Pentium processor at iCOMP index
567\66 MHz, Pentium processor at iCOMP index
610\75 MHz, Pentium processor at iCOMP index
735\90 MHz, and Pentium processor at iCOMP index
815\100 MHz. While incorporating new features and
improvements made possible by advances in semicon-
ductor technology, the Pentium processor is fully soft-
ware compatible with previous members of the Intel
microprocessor family—thereby preserving the value of
users’ software investments which are worth billions of
dollars. The Pentium processor meets the demands of
computing in a number of areas: advanced operating
systems, such as Windows 4.0*, UNIX*, Windows-
NT*, 0S/2*, Solaris* and NEXTstep*; compute-inten-
sive graphics applications such as 3-D modeling, com-
puter-aided design/engineering (CAD/CAE), large-
scale financial analysis, high-throughput client/server,
handwriting, and voice recognition; network applica-
tions; virtual reality; electronic mail that combines
many of the above areas; and new applications yet to be
developed.

December 1994
Order Number: 242423-001

The Pentium processor family was designed using an
advanced process technology and has features that are
less than a micron (one-millionth of a meter) in size.
The Pentium processor (510\60, 567\66) was devel-
oped utilizing 5V, 0.8 micron technology with 3.1 mil-
lion transistors, while the Pentium processor (610\75,
735\90, 815\100) was designed using 3.3V, 0.6 micron
technology with 3.3 million transistors.

THE PENTIUM PROCESSOR: 1
TECHNICAL INNOVATIONS

A number of innovative product features contribute to’
the Pentium processor’s unique combination of high
performance, compatibility, data integrity and upgrad-
ability. These include:

Superscalar architecture

Separate code and data caches

Branch prediction

High-performance floating-point unit
Enhanced 64-bit data bus

Data integrity features

SL technology power management features
Multiprocessing support

Performance monitoring

Memory page size feature

Intel OverDriveT™ processor upgradability

Superscalar Architecture

The Pentium processor’s superscalar architecture en-
ables the processor to achieve new levels of perform-
ance by executing more than one instruction per clock
cycle. The term “superscalar” refers to a microproces-
sor architecture that contains more than one execution
unit. These execution units—or pipelines—are where
the chip processes the data and instructions that are fed
to it by the rest of the system.

1-1
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The Pentium processor’s superscalar implementation
represents a natural progression from previous genera-
tions of processors in the 32-bit Intel architecture. The
Intel486T™ processor, for example, is able to execute
many of its instructions in one clock cycle, while previ-
ous generations of Intel microprocessors require multi-
ple clock cycles to execute a single instruction.

This ability to execute multiple instructions per clock
cycle is due to the fact that the Pentium processor’s two
pipelines can execute two instructions simultaneously.
As with the Intel486 processor’s single pipeline, the
Pentium processor’s dual pipelines execute integer in-
structions in five stages: prefetch, decode 1, decode 2,
execute and writeback. This permits several instructions
to be in various stages of execution, thus increasing pro-
cessing performance.

The Pentium processor also uses hardwired instruc-
tions to replace many of the microcoded instructions
used in previous microprocessor generations. Hard-
wired instructions are simple and commonly used, and
can be executed by the processor’s hardware without
requiring microcode. This improves performance with-
out affecting compatibility. In the case of more complex
instructions, the Pentium processor’s enhanced ‘micro-
code further boosts performance by employing both
dual integer pipelines to execute instructions.

Separate Code and Data Caches

Another significant advancement is the Pentium proc-
essor’s innovative on-chip cache implementation. On-
chip caches increase performance by acting as tempo-
rary storage places for commonly-used instructions and
data, replacing. the need to go off-chip to the system’s
main memory to fetch information. The Intel486 mi-
croprocessor, for example, contains a single 8-Kbyte
on-chip cache to handle both code and data caching
functions. Intel Pentium Processor designers improved
on this implementation by creating separate on-chip
code and data caches. This increases performance be-
cause bus conflicts are reduced (with a single cache,
conflicts can occur between instruction pre-fetches and
data accesses) and the caches are available more often
when they are needed.

The Pentium processor’s code and data caches each
contain 8 Kbytes of information, and both are orga-
nized as two-way set associative caches—meaning that
they save time by searching only pre-specified 32-byte
segments rather than the entire cache. This perform-
ance-enhancing feature is in turn supplemented by the

intal.

Pentium processor’s 64-bit data bus, which ensures that
the dual caches and superscalar execution pipelines are
continually supplied with data.

The Pentium processor’s data cache uses two other im-

 portant techniques: “writeback” caching and an algo-

rithm called the MESI (Modified, Exclusive, Shared,
Invalid) protocol. The writeback method transfers data
to the cache without going out to main memory (data is
written to main memory only when it is removed from
the cache). In contrast, previous-generation “write-
through” cache implementations transfer data to the
external memory each time the processor writes data to
the cache. The writeback technique increases perform-
ance by reducing bus utilization and preventing need-.
less bottlenecks in the system.

To ensure that data in the cache and in main memory
are consistent, the data cache implements the MESI
protocol. By obeying the rules of the protocol during
reads/writes, the Pentium processor can maintain
cache consistency and circumvent problems that might
be caused by multiple processors using the same data.

Branch Prediction

Branch prediction is an advanced computing technique
that boosts performance by keeping the execution pipe-
lines full. This is accomplished by predetermining the
most likely set of instructions to be executed. The Pen-
tium processor is the first PC-compatible microproces-
sor to use branch prediction, which until now has tradi-
tionally been associated with the mainframe computers.

For a better understanding of this concept, consider a
typical application program. After each pass through a
software loop, the program performs a conditional test
to determine whether to return to the beginning of the
loop or to exit and continue on to the next execution
step. These two choices, or paths, are called branches.
Branch prediction forecasts which branch the software
will require, based on the assumption that the previous
branch that was taken will be used again. The Pentium
processor makes branch predictions using a Branch
Target Buffer (BTB). This software-transparent innova-
tion eliminates the need for recompiling code, thus in-

‘ creasing overall speed and application software per-

formance.

To efficiently predict branches, the Pentium processor
uses two prefetch buffers. One buffer prefetches code in
a linear fashion (for the next execution step) while the
other prefetches instructions based on addresses in the
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Branch Target Buffer (to jump to the beginning of the

loop). As a result, the needed code is always.prefetched
before it is required for execution.

The. Pentium processor’s prediction algorithm can not
only forecast simple branch choices, but also support
more complex branch prediction—for example, within
nested loops. This is accomplished by storing multiple
branch addresses in the Branch Prediction Buffer. The
BTB’s design allows 256 addresses to be recorded, and
thus the prediction algorithm can forecast up to 256
branches.

Hivgh-Performance Floating-Point Unit

The emerging wave of 32-bit compute-intensive soft-
ware applications require a high degree of floating-
point processing power to handle mathematical calcula-
tions. As the floating-point requirements of personal
computer software have steadily increased, advances in
microprocessor technology have been introduced to sat-
isfy these needs. The Intel486 DX processor, for exam-
ple, was the first Intel microprocessor to integrate math
coprocessing functions on-chip; previous-generation In-
tel processors used off-chip math coprocessors when
floating-point calculations were required.

The Pentium processor family takes math computation-
al ability to the next performance level by using an
enhanced on-chip floating-point unit that incorporates
sophisticated eight-stage pipelining and hardwired
functions. A three-stage floating-point instruction pipe-
line is appended to the integer pipelines. Most floating-
point instructions begin execution in one of the integer
pipelines, then move on to the floating-point pipeline.
In addition, common floating-point functions—such as
add, multiply and divide—are hardwired for faster exe-
cution.

As a result of these innovations, the Pentium processor
(815\100) executes floating-point instructions five to
ten times faster than the 33-MHz Intel486 DX proces-
sor, optimizing it for the high-speed numeric calcula-
tions inherent in advanced visual applications such as
CAD and 3D graphics.

Enhanced 64-Bit Data Bus

The data bus is the highway that carries information
‘between the processor and the memory subsystem. Be-
cause of its external 64-bit data bus, the Pentium proc-
essor can transfer data to and from memory at rates up
to 528 Mbytes/second, a more than five-fold increase
over the peak transfer rate of the 66-MHz

THE Pentium™ FAMILY—A TECHNICAL OVERVIEW

Intel486 DX2 microprocessor (105 Mbytes/second).
This wider data bus facilitates high-speed processing by
maintaining the flow of instructions and data to the
processor’s superscalar execution unit. As a result, the
Pentium processor’s (815\100) overall performance is
over two and one-half times that of the Intel486 DX2-
66 microprocessor.

In addition to having a wider data bus, the Pentium
processor implements bus cycle pipelining to increase
bus bandwidth. Bus cycle pipelining allows a second
cycle to start before the first one is completed. This
gives the memory subsystem more time to decode the
address, which allows slower and less-expensive memo-
ry components to be used—resulting in a lower overall
system cost. Burst reads and writes, parity on address
and data, and a simple cycle identification all contrib-
ute to providing better bandwidth and improved system
reliability.

The Pentium processor also has two write buffers, one
corresponding to each pipeline, to enhance the per-
formance of consecutive writes to memory. Write buff-
ers improve performance by allowing the processor to
proceed with the next pair of instructions, even though
one of the current instructions needs to write to memo-
ry while the bus is busy.

Data Integrity Features

Protecting important data and ensuring its integrity has
become increasingly important as mission-critical appli-
cations continue to proliferate. To ensure the Pentium
processor’s reliability, Intel ran millions of simulations
and tests. In addition, designers integrated two ad-
vanced features traditionally associated with main-
frame-class designs—internal error detection and func-
tional redundancy testing—to help preserve data integ-
rity in today’s evolving PC-based networks.

Internal error detection places parity bits on the inter-
nal code and data caches, translation look aside buffers,
microcode, and branch target buffer. This feature helps
detect errors in a manner that remains transparent to
both the user and the system. .

For situations where data integrity is especially crucial,

" the Pentium processor supports Functional Redundan-

cy Checking (FRC). FRC requires the use of two Penti-
um chips, one acting as the master and the other as the
“checker”. The two chips run in tandem, and the
checker compares its output with that of the master
Pentium processor to assure that errors have not oc-
curred. If a discrepancy is discovered, the system is
notified. ‘

1-3
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SL Enhanced Power Management
Features

The Pentium processors (610\75, 735\90, 815\100) in-
corporate new SL technology features for superior pow-
er-management capabilities. These features operate at
two levels: the microprocessor and the system. Power
management at the processor level involves putting the
processor into low power state during non-processor
intensive tasks (such as word processing), or into a very
low-power state when the computer is not in use
(“sleep” mode). At the system level, Intel’s SL technol-
ogy uses system management mode (SMM) to control
the way power is used by the computer (including pe-
ripherals). This mode provides intelligent system man-
agement that allow the microprocessor to slow down,
suspend, or completely shut down various system com-
ponents so as to maximize energy savings. All members
of the Pentium processor family include SMM.

Multiprocessor Support

The Pentium processor is ideal for the increasing wave
of multiprocessing systems. Multiprocessing applica-
tions that combine two or more Pentium processors are
well served by the chip’s advanced architecture, sepa-
rate on-chip code and data caches, chip sets for control-
ling external caches, and sophisticated data integrity
features.

As previously discussed, the Pentium processor family
uses the MESI protocol to maintain cache consistency
among several processors. The Pentium processor also
ensures that instructions are seen by the system in the
order that they were programmed. This strong ordering
helps software designed to run on a single-processor
system to work correctly in a multiprocessing environ-
ment.

The Pentium processors (610\75, 735\90, 815\100)
also include two new multiprocessor (MP) features: a
multiprocessor interrupt controller on-chip and the
dual processor mode. The processor’s on-chip MP in-
terrupt controller can support up to 60 processors. The
dual processor mode enables two processors to share a

single second-level cache, allowing the development of

low-cost shared-cache multiprocessor systems for
workstations and low-end servers.

Performance Monitoring

Performance monitoring is a feature of the Pentium
processor that enables system designers and application
developers to optimize their hardware and software

.
intel.
products by identifying potential code bottlenecks. De-
signers can observe and count clocks for internal proc-
essor events that affect the performance of data reads
and writes, cache hits and misses, interrupts, and bus
utilization. This allows them to measure the effect that
their code has on both the Pentium processor architec-
ture and their product, and to fine-tune their applica-
tion or system for optimal performance. The benefit to
end users is better value and higher performance, due

to the greater synergy between the Pentium processor,
its host system, and application software.

Memory Page Size Feature

The Pentium processor offers the option of supporting
either the traditional memory page size of 4 Kbytes, or
a larger 4-Mbyte page. This feature—which is transpar-
ent to the application software—was provided to re-
duce the frequency of page swapping in complex graph-
ics applications, frame buffers, and operating system
kernels, where the increased page size allows users to
map large, previously unwieldy objects. The larger page
enables an increased page hit rate, which results in
higher performance. .

Upgradability

As with all new implementations of the Intel 32-bit mi-
croprocessor architecture, the Pentium processor has
been designed for easy upgradability using Intel’s up-
grade technology. This innovation protects user invest-
ments by adding performance that helps to maintain
the productivity levels of Intel processor-based systems
over their entire lifespans.

Upgrade technology makes it possible for users to take
advantage of more ‘advanced processor technology in
their existing systems with an easy-to-install, single-
chip performance upgrade. For example, Intel’s first
upgrade options, the OverDrive processors developed
for Intel486 SX and Intel486 DX processors, apply the
same speed-doubling technology used in the develop-
ment of the Intel486 DX2 microprocessor.

Intel’s upgrade processors will also be available for sys-
tems based on the Pentium processor family, ensuring
an easy future upgrade path based on even more ad-
vanced processor technology. In addition, Pentium
processor technology will be the basis of the upgrade
processors now being developed for Intel486 processor-
based systems.

.
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INCREASED PERFORMANCE: BY THE
NUMBERS

The Pentium processor stands alone on the perform-
ance ladder when compared to all other PC-compatible
microprocessors, raising the standard for the Intel 32-
bit architecture. While there are many ways to measure
performance, three different examples are offered here
to demonstrate the Pentium processor’s speed and pro-
cessing power: Intel's iCOMP index, the SPECint92
UNIX benchmark, and the SPECfp92 UNIX bench-
mark.

One indication of\ the Pentium processor’s high per-
formance is provided by Intel’s iCOMP (Intel Compar-
ative Microprocessor Performance) index. The iCOMP

THE Pentium™ FAMILY—A TECHNICAL OVERVIEW'

index, which measures the performance of the members
of the Intel 32-bit architecture, was created so that
computer users can more easily identify relative per-
formance differences among Intel’s microprocessors.
The index is based on four distinct aspects of processor
performance: integer, floating-point, graphics and video
performance. Each of the four elements is considered
for both 16- and 32-bit software, and is weighted rela-
tive to the estimated percentage of time it occupies the
processor’s attention (based on a mix of today’s com-
monly used application software). As shown in Figure
1, the Pentium processor at iCOMP index
815\100 MHz has more than 2.7 times the relative per-
formance of the 66-MHz Intel486 DX2 microproces-
sor, which has an iCOMP rating of 297.

PENTIUM(TM) PROCESSOR
(100 MHz)

PENTIUM PROCESSOR
(90 MH2)

PENTIUM PROCESSOR
(75 MHz)

PENTIUM PROCESSOR
(66 MH2)

PENTIUM PROCESSOR
(60 MHz)

INTELA86(TM) DX2 (66MHz) l

INTELA86 DX2 (S0 MHz) |

a

Y 1 Y ng T 7
800 900

242423-1

Figure 1. ICOMPTM™ Index Ratings for Intel Processors
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SPECint92 is a processor-intensive UNIX benchmark
(Figure 2) that evaluates.desktop performance using a
representative mix of application instructions. With a
SPECint92 rating of 100.0, the Pentium processor at
iCOMP index 815\100 MHz outperforms many work-
station-class, RISC-based processors, including mem-
bers of the IBM, MIPS and Sun SPARC processor
families.

The SPECfp92 UNIX benchmark (Figure 3) is a useful
measure of floating-point performance. The SPECfp92
rating for the Pentiuth processor at iCOMP index
815\100 MHz is 80.6. This is comparable to that of
today’s RISC architectures, and is more than 4.3 times
that of the 66-MHz Intel486 DX2 processor.

100+

90

80+

70

40

30+

20+

SIS SIS

IBM PPC601-66
HP PA 735/99

SuperSPARC 10/51

DEC Alpha-150

Pentium(TM)
Processor (815/100)

Pentium Processor
(735/90)

MIPS R4400SC-150

242423-2

Figure 2. UNIX SPECint92 Benchmark Performance
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Figure 3. UNIX SPECfp92 Benchmark Performance

HIGH PERFORMANCE WHILE
MAINTAINING COMPATIBILITY

The Pentium processor family provides extremely high-
performance because it incorporates the latest state-of-
the-art design principles. With its superscalar architec-
ture, separate code and data caches, branch prediction,
and an enhanced floating-point unit, the Pentium proc-
essor can meet the performance needs of today’s—and
tomorrow’s—applications software. Meanwhile, it
maintains complete compatibility with the $50 billion
installed base of software currently running on mem-
bers of the Intel family.

The Pentium processor’s combination of performance
and compatibility uniquely positions it to meet the
needs of the emerging wave of notebook, desktop, and
server applications. Not only will users experience dra-
matic performance improvements while running their
current software, but they can also anticipate that new
applications will take even further advantage of the
Pentium processor’s high-performance features.
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PENTIUM™ PROCESSOR AT iCOMP INDEX 510\60 MHz
PENTIUM™ PROCESSOR AT iCOMP INDEX 567\66 MHz

m Binary Compatible with Large Software m 273-Pin Grid Array Package

Base
— DOS, 0S/2, UNIX, and WINDOWS m BICMOS Silicon Technology
32-Bit Mi ® Increased Page Size
b oprocessor — 4M for Increased TLB Hit Rate
— 32-Bit Addressing ,
— 64-Bit Data Bus ® Multi-Processor Support
s lar Architect — Multiprocessor Instructions
W Superscalar Architecture — Support for Second Level Cache
— Two Pipelined Integer Units
— Capabile of under One Clock per m Internal Error Detection .
Instruction . — Functional Redundancy Checking
— Pipelined Floating Point Unit - EuI:t inTSeIf Test 4 Checki
m Separate Code and Data Caches — Parity Testing and Checking
— 8K Code, 8K Write Back Data ® IEEE 1149.1 Boundary Scan 2
— 2-Way 32-Byte Line Size Compatibility
— Software Transparent 'm Performance Monitoring
— MESI Cache Consistency Protocol — Counts Occurrence of Internal
m Advanced Design Features Events
— Branch Prediction — Traces Execution through Pipelines

— Virtual Mode Extensions

The Pentium processor (510\60, 567\66) provides the next generation of power for high-end workstations and
servers. The Pentium processor (510\60, 567\66) is compatible with the entire installed base of applications
for DOS, Windows, 0S/2, and UNIX. The Pentium processor's superscalar architecture can execute two
instructions per clock cycle. Branch Prediction and separate caches also increase performance. The pipelined
floating point unit of the Pentium processor (510\60, 567\66) delivers workstation level performance. Sepa-
rate code and data caches reduce cache conflicts while remaining software transparent. The Pentium proces-
sor (510\60, 567\66) has 3.1 million transistors and is built on Intel's 0.8 Micron BiCMOS silicon technology.
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1.0 MICROPROCESSOR
ARCHITECTURE OVERVIEW

The Pentium™ processor (510\60, 567\66) is the
next generation member of the Intel386™ and
Intel486™ microprocessor family. It is 100% binary
compatible with the 8086/88, 80286, Intel386 DX
CPU, Intel386 SX CPU, Intel486 DX CPU, Intel486
SX and the Intel486 DX2 CPUs.

The Pentium processor (510\60, 567\66) contains
all of the features of the Intel486 CPU, and provides
significant enhancements and additions including
the following:

¢ Superscalar Architecture

e Dynamic Branch Prediction

¢ Pipelined Floating-Point Unit
Improved Instruction Execution Time
Separate 8K Code and Data Caches
Writeback MESI Protocol in the Data Cache
64-Bit Data Bus

Bus Cycle Pipelining

Address Parity

Internal Parity Checking

Functional Redundancy Checking
Execution Tracing

Performance Monitoring

IEEE 1149.1 Boundary Scan
System Management Mode

Virtual Mode Extensions

The application instruction set of the Pentium proc- ‘

essor (510\60, 567\66) includes the complete
Intel486 CPU instruction set with extensions to ac-
commodate some of the additional functionality of
the Pentium processor (510\60, 567\66). All appli-
cation software written for the Intel386 and Intel486
microprocessors will run on the Pentium processor
(5610\60, 567\66) without modification. The on-chip
memory management unit (MMU) is completely
compatible with the Intel386 and Intel486 CPUs.

The Pentium processor (510\60, 567\66) imple-
ments several enhancements to increase perform-
ance. The two instruction pipelines and floating-
point unit on the Pentium processor (510\60,
567/66) are capable of independent operation.
Each pipeline issues frequently used instructions in
a single clock. Together, the dual pipes can issue
two integer instructions in one clock, or one floating
point instruction (under certain circumstances, 2
floating point instructions) in one clock.

PRELIMINARY
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Branch prediction is implemented in the Pentium
processor (510\60, 567\66). To support this, the
Pentium processor (510\60, 567\66) implements
two prefetch buffers, one to prefetch code in a linear
fashion, and one that prefetches code according to
the BTB so the needed code is almost always pre-
fetched before it is needed for execution.

The floating-point unit has been completely rede-
signed over the Intel486 CPU. Faster algorithms pro-
vide up to 10X speed-up for common operations in-
cluding add, multiply, and load.

The Pentium processor (510\60, 567\66) includes
separate code and data caches integrated on chip
to meet its performance goals. Each cache is
8 Kbytes in size, with a 32-byte line size and is 2-way
set associative. Each cache has a dedicated Trans-
lation Lookaside Buffer (TLB) to translate linear ad-
dresses to physical addresses. The data cache is
configurable to be writeback or writethrough on a
line by line basis and follows the MESI protocol. The
data cache tags are triple ported to support two data
transfers and an inquire cycle in the same clock. The
code cache is an inherently write protected cache.
The code cache tags are also triple ported to sup-
port snooping and split line accesses. Individual
pages can be configured as cacheable or non-
cacheable by software or hardware. The caches can
be enabled or disabled by software or hardware.

The Pentium processor (510\60, 567\66) has in-
creased the data bus to 64-bits to improve the data
transfer rate. Burst read and burst writeback cycles
are supported by the Pentium processor (510\60,
567\66). In addition, bus cycle pipelining has been

* added to allow two bus cycles to be in progress

simultaneously. The Pentium processor (510\60,
567\66) Memory Management Unit contains option-
al extensions to the architecture which allow
4 Mbyte page sizes.

The Pentium processor (510\60, 567\66) has added
significant data integrity and error detectionh capabili-
ty. Data parity checking is still supported on a byte
by byte basis. Address parity checking, and internal
parity checking features have been added along
with a new exception, the machine check exception.
In addition, the Pentium processor (510\60, 567\66)
has implemented functional redundancy checking to
provide maximum error detection of the processor
and the interface to the processor. When functional
redundancy checking is used, a second processor,
the “checker” is used to execute in lock step with
the “master” processor. The checker samples the
master’s outputs and compares those values with
the values it computes internally, and asserts an er-
ror signal if a mismatch occurs.
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~ As more and more functions are integrated on chip,
the complexity of board level testing is increased. To
address this, the Pentium processor (510\60,
567\66) has increased test and debug capability.
Like many of the Intel486 CPUs, the Pentium proc-
essor (510\60, 567\66) implements IEEE Boundary
Scan (Standard 1149.1). In addition, the Pentium
processor (510\60, 567\66) has specified 4 break-
point pins that correspond to each of the debug reg-
isters and externally indicate a breakpoint match.
Execution tracing provides external indications when
an instruction has completed execution in either of
the two internal pipelines, or when a branch has
been taken.

- ) .
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System management mode has been implemented
along with some extensions to the SMM architec-
ture. Enhancements to the Virtual 8086 mode have
been made to increase performance by reducing the

number of times it is necessary to trap to a virtual
8086 monitor.

Figure 1-1 shows a block diagram of the Pentium
processor (510\60, 567\66).

The block diagram shows the two instruction pipe-
lines, the “u” pipe and the “v” pipe. The u-pipe can
execute all integer and floating point instructions.
The v-pipe can execute simple integer instructions
and the FXCH floating point instructions.

Pentium™ Microprocessor
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Figure 1-1. PentiumT™™ Processor (510\60, 567\66) Block Diagram
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The separate caches are shown, the code cache
and data cache. The data cache has two ports, one
for each of the two pipes (the tags are triple ported
- to allow simultaneous inquire cycles). The data
cache has a dedicated Translation Lookaside Buffer
(TLB) to translate linear addresses to the physical
addresses used by the data cache.

The code cache, branch target buffer and prefetch

buffers are responsible for getting raw instructions
into the execution units of the Pentium processor
(510\60, 567\66). Instructions are fetched from the
code cache or from the external bus. Branch ad-
dresses are remembered by the branch target buff-
er. The code cache TLB translates linear addresses
to physical addresses used by the code cache.

PRELIMINARY
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The decode unit decodes the prefetched instruc-
tions so the Pentium processor (510\60, 567\66)
can execute the instruction. The control ROM con-
tains the microcode which controls the sequence of |
operations that must be performed to implement the
Pentium processor (510\60, 567\66) architecture.

The control ROM unit has direct control over both

pipelines.

The Pentium processor (510\60, 567\66) contains a
pipelined floating point unit that provides a signifi-
cant floating point performance advantage over
previous generations of the Pentium processor
(510\60, 567\66).

The architectural features introduced in this chapter

are more fully described in the Pentium™ Processor
(510\60, 567\66) User’s Manual.

2-5
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2.0 PINOUT

2.1 Pinout and Pin Descriptions

"2.1.1 Pentium™ PROCEQSOR (510\60, 567\66) PINOUT
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Figure 2-1. Pentium™ Processor (510\60, 567\66) Pinout (Top View)
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Figure 2-2. Pentium™ Processor (510\60, 567\66) Pinout (Bottom View)
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Table 2-1. Pentium™ Processor (510\60, 567\66) Pin Cross Reference Table by Pin Name

Signal Location Signal Location Signal Location Signal Location
A3 Ti7 | |BE2# uo6 D18 co6 D54 E20
A4 w19 BE3# VO1 D19 c15 D55 G19
A5 u1s BE4# TO6 D20 D07 D56 H21
A6 | u17 BE5# S04 D21 c16 D57 F20
A7 T16 BE6# Uo7 D22 co7 D58 J18
A8 u16 BE7# Wo1 D23 A10 D59 | H19
A9 T15 " | BOFF# K04 D24 B10 D60 L19
A10 u1s BP2 BO2 D25 cos D61 K19
A1 T14 BP3 BO3 D26 c11 D62 J19
A12 U4 BRDY# | L04 D27 D09 D63 H18
A13 T13 BREQ V02 D28 | D11 D/C# Vo4
A14 u13 | BTO T08 D29 co9 DPO Ho4
A15 T2 BT1 w21 D30 D12 DP1 Co5
A16 u12 BT2 TO7 D31 c10 DP2 A9
A17 ™ 'BT3 W20 D32 D10 DP3 D08
A18 u11 BUSCHK# | T03 D33 c17 DP4 D18
A19 T10 CACHE# | Jo4 D34 c19 DP5 A19
A20 u10 | ek K18 D35 D17 DP6 E19
A21 U21 DO D03 D36 c18 DP7 E21
A22 uo9 D1 E03 D37 D16 EADS# | M03
A23 u20 . D2 E04 D38 D19 EWBE# | A03
A24 uos D3 Fo3 D39 D15 FERR# | HO3
A25 ute D4 co4 D40 D14 FLUSH# | Uo2
A26 T09 D5 GO3 - D41 B19 FRCMC# | M19
A27 v21 D6 B04 D42 D20 HIT# W02
A28 V06 D7 G04 D43 A20 HITM# | Mo4
A29 V20 D8 FO4 D44 D21 HLDA Qo3
A30 W05 D9 c12 D45 A21 HOLD V05
A31 V19 D10 c13 D46 E18 IBT T19
A20M# | UO5 D11 EO05 D47 B20 IERR# | Co02
ADS# PO4 D12 c14 D48 B21 IGNNE# | S20
AHOLD | LO2 D13 D04 D49 F19 INIT T20
AP PO3 D14 D13 D50 c20 INTR N18
APCHK# | W03 D15 D05 D51 F18 INV A01
BEO# uo4 D16 D06 D52 c21 V] Jo2
BE1# | Qo4 D17 B09 D53 G18 v BO1

28 PRELIMINARY
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Table 2-1. Pentium™ Processor (510\60, 567\66) Pin Cross Reference Table by Pin Name (Continued)

Signal Location Signal Location Signal Location Signal Location
KEN# Jo3 RESET | L18 NC L03, N04, Ves | BOS5, BOS,
Q19, R19, B07, BOS,
M/10# B13, B14,
A02 ScYC RO4 Voo | A04, A0S, 813,814
NA# K03 SMI# P18 A06, A07, B17.B18,
NMI N19 SMIACT# | T05 ety £02, Foz2,
» A13, G02, G20,
PCD Wo4 TCK To4 Q:g' 2} g HO2, H20,
| PCHK# | RO3 DI T21 A18. CO1, i%‘; J,fé’é.
PEN# | M18 TDO 521 Do, O, K20, LO1,
PMO/BPO | D02 ™S P19 Go1, G21, 120, Mot
PM1/BP1 | C03 TRST# | S18 HO1, J21 N20, P02,
K21, L21, P20 GO2
PRDY Uo3 WB/WT# | Mo2 M21, No1, 020, R02
N21, PO1 "oy
PWT S03 W/R# NO3 »F01, R20, S02,
P21, QO1,
T02, V07,
Q18, @21,
. V08, V09,
RO1, R21,
V10, V11,
/801, TO4,
V12, V13,
Uo1, W06,
V14, V15,
W07, W08, V18 V17
W09, W10, vis
W11, W12,
W13, W14,
W15, W16,
W17, W18

2.2 Design Notes

For reliable operation, always connect unused in-
puts to an appropriate signal level. Unused active
LOW inputs should be connected to Vcg. Unused
active HIGH inputs should be connected to GND.

No Connect (NC) pins must remain unconnected.
Connection of NC pins may result in component fail-
ure or incompatibility with processor steppings.

NOTE:

The No Connect pin located at LO3 (BRDYC#)
along with BUSCHK# are sampled by the Pentium
processor (510\60, 567\66) at RESET to configure
the 1/0 buffers of the processor for use with the
82496 Cache Controller/82491 Cache SRAM sec-
ondary cache as a chip set (refer to the 82496
Cache Controller/82491 Cache SRAM Data Book
for Use with the Pentium™ Processor (510\60,
567\66) for further information).

PRELIMINARY

2.3 Quick Pin Reference

This section gives a brief functional description of
each of the pins. For a detailed description, see the
Hardware Interface chapter in the Pentium™ Proc-
essor (510\60, 567\66) User's Manual, Vol. 1. Note
that all input pins must meet their AC/DC specifi-
cations to guarantee proper functional behavior.
In this section, the pins are arranged in alphabetical
order. The functional grouping of each pin is listed at
the end of this chapter.

The # symbol at the end of a signal name indicates
that the active, or asserted state occurs when the
signal is at a low voltage. When a # symbol is not
present after the signal name, the signal is active, or
asserted at the high voltage level.

2-9
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Table 2-2. Quick Pin Reference

- Symbol

Type*

Name and Function

A20M #

When the address bit 20 mask pin is asserted, the Pentium™ Processor
(510\60, 567\66) emulates the address wraparound at one Mbyte which
occurs on the 8086. When A20M # is asserted, the Pentium processor
(510\60, 567\66) masks physical address bit 20 (A20) before performing a
lookup to the internal caches or driving a memory cycle on the bus. The effect.
of A20M# is undefined in protected mode. A20M# must be asserted only
when the processor is in real mode.

A31-A3

/0

As outputs, the address lines of the processor along with the byte enables
define the physical area of memory or 1/0 accessed. The external system
drives the inquire address to the processor on A31-A5.

ADS #

The address status indicates that a new valid bus cycle is currently being
driven by the Pentium processor (5610\60, 567\66).

AHOLD

1/0

In response to the assertion of address fold, the Pentium processor (510\60,
567\66) will stop driving the address lines (A31-A3), and AP in the next clock.
The rest of the bus will remain active so data can be returned or driven for
previously issued bus cycles.

AP

170

| Address parity is driven by the Pentium processor (510\60, 567\66) with even

parity information on all Pentium processor (510\60, 567\66) generated cycles
in the same clock that the address is driven. Even parity must be driven back to
the Pentium processor (510\60, 567\66) during inquire cycles on this pin in the
same clock as EADS # to ensure that the correct parity check status is
indicated by the Pentium processor (510\60, 567\66).

APCHK #

The address parity check status pin is asserted two clocks after EADS # is
sampled active if the Pentium processor (510\60, 567\66) has detected a
parity error on the address bus during inquire cycles. APCHK # will remain

active for one clock each time a parity error is detected.

BE7 # -BEO#

The byte enable pins are used to determine which bytes must be written to
external memory, or which bytes were requested by the CPU for the current
cycle. The byte enables are driven in the same clock as the address lines
(A31-3). '

BOFF #

The backoffinput is used to abort all outstanding bus cycles that have not yet
completed. In response to BOFF #, the Pentium processor (510\60, 567\66)
will float all pins normally floated during bus hold in the next clock. The
processor remains in bus hold until BOFF # is negated at which time the
Pentium processor (510\60, 567\66) restarts the aborted bus cycle(s) in their
entirety.

BP[3:2]
PM/BP[1:0]

The breakpoint pins (BP3-0) correspond to the debug registers, DR3-DRO.

“These pins externally indicate a breakpoint match when the debug registers

are programmed to test for breakpoint matches.

BP1 and BP0 are multiplexed with the Performance Monitoring pins (PM1 and.
PMO). The PB1 and PBO bits in the Debug Mode Control Register determine if
the pins are configured as breakpoint or performance monitoring pins. The pins
come out of reset configured for performance monitoring.

BRDY #

The burst ready input indicates that the external system has presented valid
data on the data pins in response to a read or that the external system has
accepted the Pentium processor (510\60, 567\66) data in response to a write

2-10

request. This signal is sampled in the T2, T12 and T2P bus states.
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PENTIUM™ PROCESSOR (510\60, 567\66)

Table 2-2. Quick Pin Reference (Continued)

Symbol

Type*

Name and Function

BREQ

The bus request output indicates to the external system that the Pentium
processor (510\60, 567\66) has internally generated a bus request. This signal is
always driven whether or not the Pentium processor (510\60, 567\66) is driving
its bus.

BT3-BTO

The branch trace outputs provide bits 2-0 of the branch target linear address
(BT2-BTO0) and the default operand size (BT3) dunng a branch trace message
special cycle.

BUSCHK #

The bus check input allows the system to signal an unsuccessful completion of a
bus cycle. If this pin is sampled active, the Pentium processor (510\60, 567\66)
will latch the address and control signals in the machine check registers. If in
addition, the MCE bit in CR4 is set, the Pentium processor (510\60, 567\66) will
vector to the machine check exception.

CACHE #

For Pentium processor (510\60, 567\66)-initiated cycles the cache pin indicates
internal cacheability of the cycle (if a read), and indicates a burst writeback cycle
(if a write). If this pin is driven inactive during a read cycle, Pentium processor
(510\60, 567\66) will not cache the returned data, regardless of the state of the
KEN# pin. This pin is also used to determine the cycle length (number of
transfers in the cycle).

CLK

The clock input provides the fundamental timing for the Pentium processor
(510\60, 567\66). Its frequency is the internal operating frequency of the Pentium
processor (510\60, 567\66) and requires TTL levels. All external timing
parameters except TDI, TDO, TMS and TRST# are specnfled with respect to the
rising edge of CLK.

D/C#

The Data/Code output is one of the primary bus cycle definition pins. It is driven
valid in the same clock as the ADS # signal is asserted. D/C# distinguishes
between data and code or special cycles.

D63-D0

1/0

These are the 64 data lines for the processor. Lines D7-D0 define the least
significant byte of the data bus; lines D63-D56 define the most significant byte of
the data bus. When the CPU is driving the data lines, they are driven during the
T2, T12, or T2P clocks for that cycle. During reads, the CPU samples the data bus
when BRDY # is returned.

DP7-DPO

i Y/e]

These are the data parity pins for the processor. There is one for each byte of the
data bus. They are driven by the Pentium processor (510\60, 567\66) with even
parity information on writes in the same clock as write data. Even parity
information must be driven back to the Pentium processor (5610\60, 567\66) on
these pins in the same clock as the data to ensure that the correct parity check
status is indicated by the Pentium processor (510\60, 567\66). DP7 applies to
D63-D56, DPO applies to D7-DO0.

EADS#

This signal indicates that a valid external address has been driven onto the
Pentium processor (510\60, 567\66) address pins to be used for an inquire cycle.

EWBE #

The external write buffer empty input, when inactive (high), indicates that a write
cycle is pending in the external system. When the Pentium processor (510\60,
567\66) generates a write, and EWBE # is sampled inactive, the Pentium
processor (510\60, 567\66) will hold off all subsequent writes to all E or M-state
lines in the data cache until all write cycles have completed, as indicated by
EWBE # being active.

PRELIMINARY
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Table 2-2. Quick Pin Reference (Continued)

Symbol

Type*

Name and Function

FERR#

The floating point error pin is driven active when an unmasked floating point error
occurs. FERR # is similar to the ERROR # pin on the Intel387™ math
coprocessor. FERR # is included for compatibility with systems using DOS type
floating point error reporting.

FLUSH#

When asserted, the cache flush input forces the Pentium processor (510\60,
567\66) to writeback all modified lines in the data cache and invalidate its internal
caches. A Flush Acknowledge special cycle will be generated by the Pentium
processor (510\60, 567\66) indicating completion of the writeback and
invalidation.

If FLUSH # is sampled low when RESET transitions from high to low, tristate test
mode is entered.

FRCMC #

The Functional Redundancy Checking Master/Checker mode input is used to
determine whether the Pentium processor (510\60, 567\66) is configured in
master mode or checker mode. When configured as a master, the Pentium
processor (510\60, 567\66) drives its output pins as required by the bus protocol.
When configured as a checker, the Pentium processor (510\60, 567\66) tristates
all outputs (except IERR # and TDO) and samples the output pins.

The configuration as a master/checker is set after HESET and may not be
changed other than by a subsequent RESET.

HIT#

The hitindication is driven to reflect the outcome of an inquire cycle, If an inquire
cycle hits a valid line in either the Pentium processor (510\60, 567\66) data or
instruction cache, this pin is asserted two clocks after EADS # is sampled asserted.
If the inquire cycle misses Pentium processor (510\60, 567\66) cache, this pinis .
negated two clocks after EADS #. This pin changes its value only as a result of an
inquire cycle and retains its value between the cycles.

HITM#

The hit to a modiified line output is driven to reflect the outcome of an inquire cycle.

Itis asserted after inquire cycles which resulted in a hit to a modified line in the data
cache. Itis used to inhibit another bus master from accessing the data until the line
is completely written back.

HLDA

The bus hold acknowledge pin goes active in response to a hold request driven to
the processor on the HOLD pin. It indicates that the Pentium processor (510\60,
567\66) has floated most of the output pins and relinquished the bus to another
local bus master. When leaving bus hold, HLDA will be driven inactive and the
Pentium processor (510\60, 567\66) will resume driving the bus. If the Pentium
processor (510\60, 567\66) has bus cycle pending, it will be driven in the same
clock that HLDA is deasserted.

HOLD

In response to the bus hold request, the Pentium processor (510\60, 567\66) will
float most of its output and input/output pins and assert HLDA after completing all
outstanding bus cycles. The Pentium processor (510\60, 567\66) will maintain its
bus in this state until HOLD is deasserted. HOLD is not recognized during LOCK
cycles. The Pentium processor (510\60, 567\66) will recognize HOLD during reset.

BT

The instruction branch taken pin is driven active (high) for one clock to indicate that
a branch was taken. This output is always driven by the Pentium processor
(510\60, 567\686).

2-12
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Table 2-2. Quick Pin Reference (Continued)
Symbol | Type* . Name and Function

IERR # 0] The internal error pin is used to indicate two types of errors, internal parity errors
and functional redundancy errors. If a parity error occurs on a read from an internal
array, the Pentium processor (510\60, 567\66) will assert the IERR # pin for one
clock and then shutdown. If the Pentium processor (510\60, 567\66) is configured
as a checker and a mismatch occurs between the value sampled on the pins and
the corresponding value computed internally, the Pentium processor (510\60,
567\66) will assert IERR# two clocks after the mismatched value is returned.

IGNNE # | This is the ignore numeric error input. This pin has no effect when the NE bit in CRO
is set to 1. When the CRO.NE bit is 0, and the IGNNE # pin is asserted, the Pentium
processor (510\60, 567\66) will ignore any pending unmasked numeric exception
and continue executing floating point instructions for the entire duration that this pin
is asserted. When the CRO.NE bit is 0, IGNNE # is not asserted, a pending
unmasked numeric exception exists (SW.ES = 1), and the floating point instruction
is one of FINIT, FCLEX, FSTENV, FSAVE, FSTSW, FSTCW, FENI, FDISI, or
FSETPM, the Pentium processor (510\60, 567\66) will execute the instruction in
spite of the pending exception. When the CRO.NE bit is 0, IGNNE # is not asserted,
a pending unmasked numeric exception exists (SW.ES = 1), and the floating point
instruction is one other than FINIT, FCLEX, FSTENV, FSAVE, FSTSW, FSTCW,
FENI, FDISI, or FSETPM, the Pentium processor (510\60, 567\66) will stop
execution and wait for an external interrupt.

INIT I The Pentium processor (510\60, 567\66) initialization input pin forces the Pentium
processor (510\60, 567\66) to begin execution in a known state. The processor
state after INIT is the same as the state after RESET except that the internal
caches, write buffers, and floating point registers retain the values they had prior to
INIT. INIT may NOT be used in lieu of RESET after power-up.

If INIT is sampled high when RESET transitions from high to low the Pentium
processor (510\60, 567\66) will perform built-in self test prior to the start of
program execution.

INTR | An active maskable interrupt input indicates that an external interrupt has been
generated. If the IF bit in the EFLAGS register is set, the Pentium processor
(510\60, 567\66) will generate two locked interrupt acknowledge bus cycles and
vector to an |nterrupt handler after the current instruction execution is completed.
INTR must remain active until the first interrupt acknowledge cycle is generated to
assure that the interrupt is recognized.

INV | The invalidation input determines the final cache line state (S or 1) in case of an
inquire cycle hit. It is sampled together with the address for the inquire cycle in the
clock EADS # is sampled active.

V) (0] The u-pipe instruction complete output is driven active (high) for 1 clock to indicate
that an instruction in the u-pipeline has completed execution. This pin is always
driven by the Pentium processor (510\60, 567\66).

v (o] The v-pipe instruction complete output is driven active (high) for one clock to
indicate that an instruction in the v-pipeline has completed execution. This pin is
always driven by the Pentium processor (510\60, 567\66).

KEN # | The cache enable pin is used to determine whether the current cycle is cacheable
or not and is consequently used to determine cycle length. When the Pentium

" processor (510\60, 567\66) generates a cycle that can be cached (CACHE #
asserted) and KEN # is active, the cycle will be transformed into a burst line fill
cycle.

I PRELIMINARY ‘ 213



PENTIUM™ PROCESSOR (510\60, 567\66) Intel o

Table 2-2. Quick Pin Reference (Continued)
Symbol Type* Name and Function

LOCK# o The bus lock pin indicates that the current bus cycle is locked. The Pentium
processor (510\60, 567\66) will not allow a bus hold when LOCK # is asserted
(but AHOLD and BOFF # are allowed). LOCK# goes active in the first clock of
the first locked bus cycle and goes inactive after the BRDY # is returned for the
last locked bus cycle. LOCK# is guaranteed to be deasserted for at least.one
clock between back to back locked cycles.

M/10# (o} Thé Memory/Input-Output is one of the primary bus cycle definition pins. It is
driven valid in the same clock as the ADS # signal is asserted. M/IO #
distinguishes between memory and 1/0 cycles.

NA # | An active next address input indicates that the external memory system is
ready to accept a new bus cycle although all data transfers for the current cycle
have not yet completed. The Pentium processor (510\60, 567\66) will drive out
a pending cycle two clocks after NA # is asserted. The Pentium processor -
(510\60, 567\66) supports up to 2 outstanding bus cycles.

NMI | The non-maskable interrupt request signal indicates that an external non-
maskable interrupt has been generated.
PCD (o} The page cache disable pin reflects the state of the PCD bit in CR3, the Page

Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an
external cacheability indication on a page by page basis.

PCHK # (0] The parity check output indicates the result of a parity check on a data read. It
is driven with parity status two clocks after BRDY # is returned. PCHK #
remains low one clock for each clock in which a parity error was detected.
Parity is checked only for the bytes on which valid data is returned.

PEN# | The parity enable input (along with CR4.MCE) determines whether a machine
check exception will be taken as a result of a data parity error on a read cycle.
If this pin is sampled active in the clock a data parity error is detected, the
Pentium processor (510\60, 567\66) will latch the address and control signals
of the cycle with the parity error in the machine check registers. If in addition
the machine check enable bit in CR4 is set to ““1”, the Pentium processor
(510\60, 567\66) will vector to the machine check exception before the
beginning of the next instruction.

PM/BP[1:0]B (o] These pins function as part of the Performance Monitoring feature.

Pl3:2] The breakpoint pins BP[1:0] are multiplexed with the Performance Monitoring
pins PM[1:0]. The PB1 and PBO bits in the Debug Mode Control Register
determine if the pins are configured as breakpoint or performance monitoring
pins. The pins come out of reset configured for performance monitoring.

PRDY (0] The PRDY output pin indicates that the processor has stopped normal
execution in response to the R/S# pin going active, or Probe Mode being
| entered. .
PWT O The page write through pin reflects the state of the PWT bit in CR3, the Page

Directory Entry, or the Page Table Entry. The PWT pin is used to provide an
external writeback indication on a page by page basis.

R/S# | The R/S# input is an asynchronous, edge sensitive interrupt used to stop the
) normal execution of the processor and place it into an idle state. A high to low
transition on the R/S# pin will interrupt the processor and cause it to stop
execution at the next instruction boundary.
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Table 2-2. Quick Pin Reference (Continued)

Symbol

Type*

Name and Function

RESET

Reset forces the Pentium processor (510\60, 567\66) to begin execution at a
known state. All the Pentium processor (510\60, 567\66) internal caches will be
invalidated upon the RESET. Modified lines in the data cache are not written back.

FLUSH#, FRCMC# and INIT are sampled when RESET transitions from high to
low to determine if tristate test mode or checker mode will be entered, or if BIST
will be run.

SCYC

The split cycle output is asserted during misaligned LOCKed transfers to indicate
that more than two cycles will be locked together. This signal is defined for locked
cycles only. It is undefined for cycles which are not locked.

SMI#

The system Management Interrupt causes a system management interrupt
request to be latched internally. When the latched SMI # is recognized on an
instruction boundary, the processor enters System Management Mode.

SMIACT #

An active system management interrupt active output indicates that the processor
is operating in System Management Mode (SMM).

TCK

The testability clock input provides the clocking function for the Pentium processor
(510\60, 567\66) boundary scan in accordance with the IEEE Boundary Scan
interface (Standard 1149.1). Itis used to clock state information and data into and
out of the Pentium processor (510\60, 567\66) during boundary scan.

TDI

The test data input is a serial input for the test logic. TAP instructions and data are
shifted into the Pentium processor (510\60, 567\66) on the TDI pin on the rising
edge of TCK when the TAP controller is in an appropriate state.

TDO

The test data output is a serial output of the test logic. TAP instructions and data
are shifted out of the Pentium processor (510\60, 567\66) on the TDO pin on the
falling edge of TCK when the TAP controller is in an appropriate state.

TMS

The value of the test mode select input signal sampled at the rising edge of TCK
controls the sequence of TAP controller state changes.

TRST#

When asserted, the test reset input allows the TAP controller to be
asynchronously initialized.

W/R#

Write/Read is one of the primary bus cycle definition pins. It is driven valid in the
same clock as the ADS # signal is asserted. W/R # distinguishes between write
and read cycles.

WB/WT #

The writeback/writethrough input allows a data cache line to be defined as write
back or write through on a line by line basis. As a result, it determines whether a
cache line is initially in the S or E state in the data cache.

NOTE:

*The pins are classified as Input or Output based on their function in Master Mode. See the Functional Redundancy Check-
ing section in the “Error Detection” chapter of the Pentium™ Processor (510\60, 567\66) User’s Manual, Vol. 1, for further

information.
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2.4 Pin Reference Tables

Table 2-4. Input Pins

intel.

Active

Synchronous/

Internal

Table 2-3. Output Pins Name Qualified
Level | Asynchronous | resistor
Active
Name Level When Floated . A20M # LOW | Asynchronous
ADS# LOW | BusHold, BOFF# AHOLD | HIGH | Synchronous
APCHK # LOW BOFF # LOW | Synchronous
BE7#-BEO# | LOW | Bus Hold, BOFF# BRDY# |LOW | Synchronous Bus
State T2,
BREQ HIGH T12, T2P
BT3-BTO n/a BUSCHK# | LOW | Synchronous Pulup |BRDY#
CACHE # LOW Bus Hold, BOFF # CLK n/a
FERR# LOW EADS # LOW. | Synchronous
HIT# LOW EWBE # LOW | Synchronous BRDY #
HITM# LOW FLUSH# |LOW | Asynchronous
HLDA HIGH FRCMC# [LOW |Asynchronous
BT HIGH HOLD HIGH | Synchronous
IERR # LOW IGNNE# |LOW ASynchronous
V] HIGH INIT HIGH | Asynchronous
v HIGH INTR HIGH | Asynchronous
LOCK# | Low Bus Hold, BOFF # INV HIGH | Synchronous EADS #
M/IO#, n/a Bus Hold, BOFF # KEN# LOW | Synchronous First
D/C#, BRDY #/
W/R# NA#
PCHK # LOW NA # LOW | Synchronous Bus
BP3-2, HIGH .?g‘t?;f’
PM1/BP1, .
PMO0/BPO NMI HIGH | Asynchronous
PRDY HIGH PEN# LOW | Synchronous BRDY #
PWT, PCD HIGH Bus Hold, BOFF # R/S# n/a Asynchronous Pullup
SCYC HIGH Bus Hold, BOFF # RESET  |HIGH | Asynchronous
SMIACT # LOW SMi# LOW | Asynchronous Pullup
TDO n/a All states except TCK n/a Pullup
__ | Shift-DR and Shift-IR TDI n/a Syn'chronous/TCK Pullup | TCK
NOTE: ( T™S n/a | Synchronous/TCK | Pullup | TCK
All output and input/output pins are floated during tri- -
state test mode and checker mode (except IERR #). TRST# LOW | Asynchronous Pullup
WB/WT# |n/a Synchronous First
BRDY #/

2-16
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Table 2-5. Input/Output Pins

Name Active Level When Floated (whc::aal::iier::u 1)
A31-A3 ‘ n/a Address hold, Bus Hold, BOFF # EADS #
AP n/a Address hold, Bus Hold, BOFF # EADS #
D63-D0 . n/a Bus Hold, BOFF # . BRDY #
DP7-DPO n/a Bus Hold, BOFF # BRDY #

NOTE:

All output and input/output pins are floated during tristate test mode (except TDO) and checker mode (except IERR# and
TDO).
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2.5 Pin Grouping Accordmg to
Function

Table 2-6 organizes the pins with respect to their
function.

Table 2-6. Pin Functional Grouping

Function Pins
Clock CLK
Initialization RESET, INIT .
Address Bus A31-A3, BE7 #-BEO #
Address Mask A20M #
Data Bus D63-D0
Address Parity AP, APCHK #
Data Parity DP7-DP0, PCHK #,

PEN #

Internal Parity Error IERR#
System Error BUSCHK #

Bus Cycle Definition | M/IO#,D/C#,W/R#,
CACHE #, SCYC,
LOCK #

Bus Control ADS #, BRDY #, NA#

Page.Cacheability PCD, PWT

Cache Control KEN#, WB/WT #

Cache Snooping/ AHOLD, EADS #, HIT #,

Consistency HITM#, INV

Cache Flush FLUSH #

Write Ordering EWBE #

Bus Arbitration BOFF #, BREQ, HOLD,

: HLDA

Interrupts INTR, NMI

Floating Point Error | FERR#, IGNNE #

Reporting

System SMI#, SMIACT #

Management Mode

Functional FRCMC# (IERR#)

Redundancy

Checking

TAP Port TCK, TMS, TDI, TDO,
TRST#

Breakpoint/ PM0/BPO, PM1/BP1,

Performance BP3-2

Monitoring

| Execution Tracing BT3-BTO, IU, IV, IBT
Probe Mode R/S#, PRDY
2-18

c |
intel.
2.6 Output Pin Grouping According to
when Driven
This section groups the output pins according to
when they are driven.

Group 1

The following output pins are driven active at the
beginning of a bus cycle with ADS#. A31-A3 and
AP are guaranteed to remain valid until AHOLD is
asserted or until the earlier of the clock after NA# or
the last BRDY #. The remaining pins are guaranteed
to remain valid until the earlier of the clock after
NA# or the last BRDY #:

A31-A3, AP, BE7#-0#, CACHE#, M/IO#,
W/R#, D/C#, SCYC, PWT, PCD.

Group 2

As outputs, the following pins are driven in T2, T12,

and T2P. As inputs, these pins are sampled with
BRDY #:

D63-0, DP7-0.

Group 3

These are the status output pins. They are always
driven:

BREQ, HIT#, HITM#, IU, IV, IBT, BT3-BTO,
PMO0/BP0O, PM1/BP1, BP3, BP2, PRDY, SMIACT #.
Group 4

These are the glitch free status output pins.

APCHK #,
PCHK#.

FERR#, HLDA, I|ERR#, LOCK#,

3.0 ELECTRICAL SPECIFICATIONS

3.1 Power and Ground

For clean on-chip power distribution, the Pentium
processor (510\60, 567\66) has 50 Vgc (power)
and 49 Vgg (ground) inputs. Power and ground con-
nections must be made to all external Vg and Vgg
pins of the Pentium processor (510\60, 567\66). On
the circuit board, all VCC pins must be connected to
a Vgc plane. All Vss pins must be connected to a
Vss plane
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3.2 Decoupling Recommendations

Liberal decoupling capacitance should be placed
near the Pentium processor (510\60, 567\66). The
Pentium processor (510\60, 567\66) driving its
large address and data buses at high frequencies
can cause transient power surges, particularly when
driving large capacitive loads.

Low inductance capacitors (i.e. surface mount ca-
pacitors) and interconnects are recommended for
best high frequency electrical performance. Induc-
tance can be reduced by connecting capacitors di-
rectly to the Vo and Vgg planes, with minimal trace
length between the component pads and vias to the
plane. Capacitors specifically for PGA packages are
also commercially available.

These capacitors should be evenly distributed
among each component. Capacitor values should
be chosen to ensure they eliminate both low and
high frequency noise components.

3.3 Connection Specifications

All NC pins must remain unconnected.

For reliable operation, always connect unused in-
puts to an appropriate signal level. Unused active
low inputs should be connected to Vgc. Unused ac-
tive high inputs should be connected to ground.

PRELIMINARY
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3.4 Maximum Ratings

Table 3-1 is a stress rating only. Functional opera-
tion at the maximums is not guaranteed. Functional
operating conditions are given in the A.C. and D.C.
specification tables.

Extended exposure to the maximum ratings may af-
fect device reliability. Furthermore, although the
Pentium processor (510\60, 567\66) contains pro-
tective circuitry to resist damage from static electric
discharge, always take precautions to avoid high
static voltages or electric fields.

Table 3-1. Absolute Maximum Ratings

Case temperature | —65°Cto +110°C

under bias

Storage —65°Cto +150°C

temperature

Voltage on any
pin with respect
to ground

—0.5VgctoVee + 0.5 (V)

Supply voltage —0.5Vto +6.5V

‘with respect to

Vss

2-19
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3.5 D.C. Specifications

intel®

Table 3-2 lists the D.C. specifications associated with the Pentium processor (510\60, 567\66).

Table 3-2. Pentium™ Processor ('510\60, 567\66) D.C. Specifications
Vec = See Notes 10, 11; Tcage = See Notes 12, 13

Symbol Parameter Min Max- L Unit Notes

ViL Input Low Voltage -03 - +0.8 \" TTL Level

ViH Input High Voltage ‘ 2.0 Vee + 0.3 Vv TTL Level

VoL Output Low Voltage +0.45 \" TTL Level, (1)

VoH Output High Voltage 2.4 V | TTLLevel, 2

lce Power Supply Current 3200 mA | 66MHz(7),(8)
2910 mA 60 MHz, (7), (9)

I Input Leakage Current 15 . UA 0 <V|N<Vcc, (4)

Lo Output Leakage Current +15 uA 0 < Vourt < Vg Tristate, (4)

L Input Leakage Current —400 uA ViN = 0.45V, (5)

i1 Input Leakage Current 200 uA ViN = 24V, (6)

CiN ‘Input Capacitance 15 pF

Co Output Capacitance 20 . pF

Civo 1/0 Capacitance 25 pF

CoLk CLK Input Capacitance 8 pF

CriN Test Input Capacitance 15 pF

Crout Test Output Capacitance 20 - pF -

Crek Test Clock Capacitance 8 pF

NOTES:

1. Parameter measured at 4 mA load.

2. Parameter measured at 1 mA load.

4. This parameter is for input without pullup or pulldown.
5. This parameter is for input with pullup. *

6. This parameter is for input with pulldown.

7. Worst case average Icc for a mix of test patterns.

'

8. (16W max.) Typical Pentium processor (510\60, 567\66) supply current is 2600 mA (13W) at 66 MHz.
9. (14.6W max.) Typical Pentium processor (510\60, 567\66) supply current is 2370 mA (11.9W) at 60 MHz.

10. Veg = 5V * 5% at 60 MHz.

11. Vo = 4.9V to 5.40V at 66 MHz.
12. Tcage = 0°C to +80°C at 60 MHz.
13. Teage = 0°C to +70°C at 66 MHz.

3.6 A.C. Specifications

The 66 MHz and 60 MHz A.C. specifications given in
Tables 3-3 and 3-4 consist of output delays, input
setup requirements and input hold requirements. All
A.C. specifications (with the exception of those for
the TAP signals) are relative to the rising edge of the
CLK input.

" Al timings are referenced to 1.5 volts for both “0”
and “1” logic levels unless otherwise specified.

2-20

Within the sampling window, a synchronous input
must be stable for correct Pentium processor
(610\60, 567\66) operation.

Care should be taken to read all notes associated
with a particular timing parameter. In addition, the
following list of notes apply to the timing specifica-
tion tables in general and are not associated with
any one timing. They are 2, 5, 6, and 14.
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. Table 3-3. 66 MHz Pentium™ Processor (510\60, 567\66) A.C. Specifications
Voo = 4.9V 10 5.40V; Teage = 0°Cto +70°C; C = O pF

Symbol Parameter Min Max Unit | Figure Notes
Frequency 33.33 | 66.66 | MHz 1x CLK
t9 . | CLK Period 15 ns 3.1
t1a CLK Period Stability +250 ps (18), (19), (20), (21)
t2 CLK High Time 4 ns 3.1 @2V, (1)
t3 CLK Low Time 4 ns 3.1 @0.8V, (1)
t4 CLK Fall Time 0.15 1.5 ns 3.1 (2.0v-0.8V), (1)
ts CLK Rise Time 0.15 1.5 ns 3.1 (0.8v-2.0V), (1)
te ADS #, A3-A31, BT0-3, PWT, 1.5 8.0 ns 3.2
PCD, BEO-7#, M/IO#, D/C#, .
W/R#, CACHE #, SCYC, LOCK #
Valid Delay
tea AP Valid Delay 1.5 9.5 ns ‘3.2
ty ADS#, AP, A3-A31, BT0-3, 10 ns 3.3 (1)

PWT, PCD, BEO-7#, M/10#,
D/C#,W/R#, CACHE #, SCYC,
LOCK# Float Delay

ts PCHK#, APCHK#, IERR #, 1.5 8.3 ns 3.2 (4)
FERR# Valid Delay

tg BREQ, HLDA, SMIACT # Valid 1.5 8.0 ns 3.2 4)
Delay

t10 HIT #, HITM# Valid Delay 1.5 8.0 ns 3.2

t11 PMO0-1, BP0-3, IU, IV, IBT Valid 1.5 10 ns 3.2
Delay

t11a PRDY Valid Delay 1.5 8.0 ns 3.2

t2 D0-D63, DP0-7 Write Data Valid 15 9 . ns 3.2
Delay

t13 D0-63, DP0-7 Write Data Float 10 ns 3.3 (1)
Delay

ti4 A5-A31 Setup Time 6.5 |. ns 3.4

ti5 A5-A31 Hold Time 1.5 ns 3.4

t1s EADS #, INV, AP Setup Time 5 . ns 34

t17 .| EADS#, INV, AP Hold Time 1.5 ns | 3.4

t1g KEN#, WB/WT# Setup Time 5 ns 3.4

t18a NA# Setup Time 45 ns 34

t19 KEN#, WB/WT#, NA# Hold 1.5 ns 34
Time

too BRDY # Setup Time 5 ns 34

t21 BRDY # Hold Time 15 , ns 3.4

to2 AHOLD, BOFF # Setup Time 5.5 ns 34

tos AHOLD, BOFF # Hold Time 1.5 ns 3.4
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Table 3-3. 66 MHz Pentium™ Processor (510\60, 567\66) A.C. Specifications
Veg = 4.9V 10 5.40V; Tgage = 0°Cto +70°C; C = 0 pF (Continued)

Symbol

‘Parameter Min | Max | Unit | Figure Notes
tog BUSCHK #, EWBE #, HOLD, PEN # 5 ns 34
Setup Time .
tas BUSCHK #, EWBE #, HOLD, PEN # ' 1.5 ns 34
Hold Time
tos A20M#, INTR, Setup Time 5 ns 34 (12), (16)
to7 A20M#, INTR, Hold Time 1.5 ns 34 (13)
tog INIT, FLUSH #, NMI, SMI#, IGNNE # 5 ns 34 (16), (17)
Setup Time .
tog INIT, FLUSH #, NMI, SMI#, IGNNE # 1.5 ns 34
Hold Time
t30 INIT, FLUSH #, NMI, SMI#, IGNNE # 2 CLKs (15), (17)
Pulse Width, Async
t31 R/S# Setup Time 5 ns 3.4 (12), (16), (17)
t32 R/S# Hold Time 15 ns 34 (13)
t33 R/S# Pulse Width, Async. 2 CLKs (15), (17)
tas D0-D63 Read Data Setup Time 38 ns 3.4
t34a DP0-7 Read Data Setup Time 3.8 ns 3.4
t3s D0-D63, DP0-7 Read Data Hold Time 2 ns 3.4
t3s RESET Setup Time 5 ns 35 (11), (12), (16)
ta7 RESET Hold Time 1.5 ns 3.5 (11), (13)
t3g RESET Pulse Width, Vgc & CLK Stable 15 CLKs 3.5 (11)
tag RESET Active After Ve & CLK Stable 1 ms -3.5 power up, (11)
L71)) Pentium processor (510\60, 567\66) 5 ns 35 (12), (16), (17)
Reset Configuration Signals (INIT,
FLUSH#, FRCMC#) Setup Time
t4q Pentium processor (510\60, 567\66) 15 ns 35 (13)
Reset Configuration Signals (INIT,
FLUSH#, FRCMC#) Hold Time
ta2 Pentium processor (510\60, 567\66) 2 CLKs 3.5 (16)
Reset Configuration Signals (INIT,
FLUSH#, FRCMC#) Setup Time, Async.
ta3 Pentium processor (510\60, 567\66) 2 CLKs 3.5
Reset Configuration Signals (INIT,
FLUSH#, FRCMC#) Hold Time, Async.
tas TCK Frequency 16 MHz
s TCK Period 625 ns 3.1
2-22
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Table 3-3. 66 MHz Pentium™ Processor (510\60, 567\66) A.C. Specifications
Vee = 4.9V t0 5.40V; Tgage = 0°C to +70°C; C. = 0 pF (Continued)

Symbol Parameter Min | Max | Unit | Figure Notes
tas TCK High Time 25 ns 3.1 @2v, (1)
ta7 TCK Low Time 25 ns 3.1 @0.8V, (1)
tas TCK Fall Time 5 ns 3.1 (2.0v-0.8V), (1), (8), (9)
tag TCK Rise Time : 5 ns ‘341 (0.8V-2.0V), (1), (8), (9)
tso TRST# Pulse Width 40 ns 3.7 Asynchronous, (1)
ts1 TDI, TMS Setup Time 5 ns 3.6 (7)
tso TDI, TMS Hold Time 13 ns 3.6 @
ts3 TDO Valid Delay 3 20 ns 3.6 8) ,
t54 TDO Float Delay 25 ns 3.6 (1), (8)
tss All Non-Test Outputs Valid Delay 3 20 ns 3.6 (3), (8), (10) 2
tse All Non-Test Outputs Float Delay 25 ns 3.6 (1), (3), (8), (10)
ts7 All Non-Test Inputs Setup Time 5 ns 3.6 3), (7), (10)
tsg All Non-Test Inputs Hold Time 13 ns 3.6 (3), (7), (10)
NOTES:

1. Not 100% tested. Guaranteed by design/characterization.

2. TTL input test waveforms are assumed to be 0 to 3 Volt transitions with 1Volt/ns rise and fall times.

3. Non-Test Outputs and Inputs are the normal output or input signals (besides TCK, TRST #, TDI, TDO, and TMS). These
timings correspond to the response of these signals due to boundary scan operations.

4. APCHK #, FERR#, HLDA, IERR#, LOCK#, and PCHK# are glitch free outputs. Glitch free signals monotonically tran-
sition without false transitions (i.e. glitches).

5. 0.8 V/ns < CLK input rise/fall time < 8 V/ns.

6. 0.3 V/ns < Input rise/fall time < 5 V/ns.

7. Referenced to TCK rising edge.

8. Referenced to TCK falling edge. ,

9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 16 MHz.

10. During probe mode operation, use the normal specified timings. Do not use the boundary scan timings (tss.sg).

11. FRCMC# should be tied to Vgc (high) to ensure proper operation of the Pentium processor (510\60, 567\66) as a
master Pentium processor (510\60, 567\66).

12. Setup time is required to guarantee recognition on a specific clock.

13. Hold time is required to guarantee recognition on a specific clock.

14. All TTL timings are referenced from 1.5 V.

15. To guarantee proper asynchronous recognition, the signal must have been deasserted (inactive) for a minimum of 2
clocks before being returned active and must meet the minimum pulse width.

16. This input may be driven asynchronously.

17. When driven asynchronously, NMI, FLUSH#, R/S#, INIT, and SMI# must be deasserted (inactive) for a minimum of 2
clocks before being returned active..

18. Functionality is guaranteed by design/characterization.

19. Measured on rising edge of adjacent CLKs at 1.5V.

20. To ensure a.1:1 relationship between the amplitude of the input jitter and the internal and external clocks, the jitter
frequency spectrum should not have any power spectrum peaking between 500 KHz and /5 of the CLK operating frequency.
21. The amount of jitter present must be accounted for as a component of CLK skew between devices.
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Table 3-4. 60 MHz Pentium™ Processor (510\60, 567\66) A.C. Specifications
Voc = 5V £5%; Teage = 0°Cto +80°C; C = 0 pF

Symbol Parameter Min Max | Unit | Figure Notes
Frequency 33.33 60 MHz . | 1xCLK
t4 CLK Period 16.67 ns 3.1
t1a CLK Period Stability +250 | ps (18), (19), (20), (21)
to CLK High Time 4 ns 3.1 @2V, (1)
ta CLK Low Time 4 ns 3.1 @0.8V,(1)
N CLK Fall Time 015 | 1.5 ns 3.1 | (2.0v-0.8V), (1)
ts CLK Rise Time : 0.15 1.5 ns 3.1 (0.8V-2.0V), (1)
te ADS #, A3-A31, BT0-3, PWT, PCD, 1.5 9.0 ns 3.2
BEO-7#, M/I0O#,D/C#, W/R#,
CACHE #, SCYC, LOCK # Valid Delay
t6a AP Valid Delay 15 | 105 | ns 3.2
t7 ADS#, AP, A3-A31, BT0-3, PWT, 11 ns 33 | (1)
PCD, BEO-7#, M/IO#, D/C#, W/R#,
CACHE #, SCYC, LOCK # Float Delay
ts | PCHK#, APCHK #, IERR#, FERR # 1.5 9.3 ns 3.2 4)
Valid Delay
tg BREQ, HLDA, SMIACT # Valid Delay 1.5 9.0 ns 32 |4
t1o HIT #, HITM# Valid Delay 1 15 9.0 | ns 3.2
1 PM0-1, BPO-3, IU, IV, IBT Valid Delay 1.5 11 ns 3.2
t11a | PRDY Valid Delay 15 | 90 | ns | 32
t12 D0-D63, DPO-7 Write Data Valid Delay | 1.5 10 ns 3.2
tia D0-D63, DP0-7 Write Data Float Delay 11 | ns 3.3 (1)
ti14 A5-A31 Setup Time 7 ns 3.4
tis A5-A31 Hold Time 1.5 ns 34
tie EADS#, INV, AP Setup Time 5.5 ns 3.4
t7 EADS#, INV, AP Hold Time 1.5 ns 34
tis KEN#, WB/WT # Setup Time 5.5 ns 34
tiga NA# Setup Time 5.0 ns 34
t1g KEN#, WB/WT#, NA# Hold Time 1.5 ns | 3.4
too BRDY # Setup Time 5.5 ns 34
tq BRDY# Hold Time 15 ns | 3.4
to | AHOLD, BOFF# Setup Time | s ns | 34
tog AHOLD, BOFF # Hold Time 1.5 ns 3.4
tos BUSCHK #, EWBE #, HOLD, PEN # 5.5 ns 34
‘Setup Time '
tos BUSCHK #, EWBE #, HOLD, PEN # 1.5 ns 34
Hold Time
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Table 3-4. 60 MHz Pentium™ Processor (510\60, 567\66) A.C. Specifications
Vec = 5V £5%; Tcase = 0°C to +80°C; C "= 0 pF (Continued)

PENTIUMTﬁ PROCESSOR (510\60, 567\66)

I PRELIMINARY

Symbol Parameter Min | Max | Unit | Figure Notes
tos A20M#, INTR, Setup Time 55" ns 34 (12), (16)
to7 A20M #, INTR, Hold Time 1.5 ns 34 (13)
tog INIT, FLUSH #, NMI, SMI#, IGNNE # 5.5 ns 34 (16), (17)
Setup Time .
tog INIT, FLUSH #, NMI, SMI#, IGNNE # 15 ns 3.4
Hold Time
t30 INIT, FLUSH#, NMI, SMI#, IGNNE# 2 CLKs (15), (17)
Pulse Width, Async
t31 R/S# Setup Time i ns 3.4 (12), (16), (17)
t32 R/S# Hold Time 1.5 ns 3.4 (13)
t33 R/S# Pulse Width, Async. 2 CLKs (15), (17)
t34 D0-D63 Read Data Setup Time 43 ns 34
34a DP0-7 Read Data Setup Time 43 ns 34
tas D0-D63, DPO-7 Read Data Hold Time 2 ns 3.4
tag RESET Setup Time 55 ns | 35 | (11),(12),(16)
t37 RESET Hold Time 1.5 ns 35 (11), (13)
t3g RESET Pulse Width, Voo & CLK Stable 15 CLKs 35 (11)
tag RESET Active after Voc & CLK Stable 1 ms 3.5 Power Up, (11)
ta0 Pentium Processor (510\60, 567\66) 5.5 ns 35 (12), (16), (17)
Reset Configuration Signals (INIT, '
FLUSH #, FRCMC #) Setup Time
41 Pentium Processor (510\60, 567\66) 15 ns 3.5 (13)
Reset Configuration Signals (INIT,
FLUSH#, FRCMC#) Hold Time
ta2 Pentium Processor (510\60, 567\66) 2 CLKs 3.5 (16)
Reset Configuration Signals (INIT,
FLUSH#, FRCMC #) Setup Time,
Async.
43 Pentium Processor (510\60, 567\66) 2 CLKs 3.5
Reset Configuration Signals (INIT,
FLUSH#, FRCMC#) Hold Time,
Async.
taa TCK Frequency 16 MHz
ts5 TCK Period 62.5 ns 3.1
ts6 TCK High Time 25 ns 3.1 @2V, (1)
ta7 TCK Low Time 25 ns 3.1 @0.8V, (1)
tag TCK Fall Time 5 ns 3.1 (2.0V-0.8V),
.| (1), (8),09)
tag TCK Rise Time 5 ns 3.1 (0.8V-2.0V),
(1), (8), (9)
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Table 3-4. 60 MHz Pentium™ Processor (510\60, 567\66)‘ A.C. Specifications
Voo = 5V £5%; Toase = 0°C to +80°C; C. = 0 pF (Continued)

Symbol Parameter Min Max | Unit Figure Notes

tso _ TRST# Pulse Width ' 40 ns 3.7 Async, (1)

t51 TDI, TMS Setup Time ‘ 5 ns - 3.6 @)

ts2 TDI, TMS Hold Time 13 ns 3.6 (7

ts3 TDO Valid Delay 3 20 ns 3.6 8)

ts4 TDO Float Delay 25 ns 3.6 (1), (8)

tss " | All Non-Test Outputs Valid Delay 3 20 ns 3.6 (3), (8), (10)

tse All Non-Test Outputs Float Delay 25 ns 36 | (1)), (), (10)

ts7 All Non-Test Inputs Setup Time "5 ns 3.6 (3), (7), (10)

tss All Non-Test Inputs Hold Time 13 ns ‘3.6 3), (7), (10)
NOTES:

1. Not 100% tested. Guaranteed by design/characterization.

2. TTL input test waveforms are assumed to be 0 to 3 Volt transitions with 1Volt/ns rise and fall times.

3. Non-Test Outputs and Inputs are the normal output or input signals (besides TCK, TRST#, TDI, TDO, and TMS). These
timings correspond to the response of these signals due to boundary scan operataons

4. APCHK#, FERR#, HLDA, IERR#, LOCK#, and PCHK# are glitch free outputs. Glitch free signals monotonically tran-
sition without false transitions (i.e. glitches).

5. 0.8 V/ns < CLK input rise/fall time < 8 V/ns.

6. 0.3 V/ns < Input rise/fall time < 5 V/ns.

7. Referenced to TCK rising edge.

8. Referenced to TCK falling edge.

9. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 16 MHz.

10. During probe mode operation, use the normal specified timings. Do not use the boundary scan timings (tss.5g).

11. FRCMC# should be tied to Vgg (high) to ensure proper operation of the Pentium processor (510\60 567\66) as a
master Pentium processor (510\60, 567\66).

12. Setup time is required to guarantee recognition on a specific clock.

13. Hold time is required to guarantee recognition on a specific clock.

14. All TTL timings are referenced from 1.5 V.

15. To guarantee proper asynchronous recognition, the signal must have been deasserted (inactive) for a minimum of 2
clocks before being returned active and must meet the minimum pulse width.

16. This input may be driven asynchronously.

17. When driven asynchronously, NMI, FLUSH#, R/S#, INIT, and SMI# must be deasserted (inactive) for a minimum of 2
clocks before being returned active.

18. Functionality is guaranteed by design/characterization.

19, Measured on rising edge of adjacent CLKs at 1.5V.

20. To ensure a 1:1 relationship between the amplitude of the input jitter and the internal and external clocks, the jitter
frequency spectrum should not have any power spectrum peaking between 500 KHz and 1 of the CLK operating frequency.
21. The amount of jitter present must be accounted for as a component of CLK skew between devices.
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Each valid delay is specified for a 0 pF load. The system designer should use |/O buffer modeling to account
for signal flight time delays.

Tv = 5, 149
Tw = t4, 148
Tx = t3, t47 241595-5
Ty = t1, 45
Tz = t2, 46
Figure 3-1. Clock Waveform
sana /[ /[ LR [/
241595-6

Tx = 6, t6a, 8, t9, t10, t11, t11a, t12

" Figure 3-2. Valid Delay Timings

15v |/ 15v )

Y

Signal

Tx = 17, t13

241595-7
Ty = témin, t12min

Figure 3-3. Float Delay Timings
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Tx = t14, 116, 118, t18a, 120, 22, t24, 126, 128, 131, 134, t34a
Ty = t15, 117, 119, t21, 123, 125, 127, 129, 132, t35

CLK

S BANANANANAN

241595-8

Figure 3-4. Setup and Hold Timings

1.5v \ 1.5v r\—/—
CLK
Tz o 00 Tv
/ . Ty

1.5v \
RESET (
Tt = 40 - -
R‘ = g; Config * . * VALID X
:'r.w = w2 f ™ T
X = t43 241595-9
Ty = 38, t39
Tz = 136
Figure 3-5. Reset and Configuration Timings
TCK
' Tv T Tw

LAY ) AN

™S )

N Tx Tu

™o AAANMVVANNNK XAIITO—

) Ty v Tz

Output
- Sipet NNV URNNTX XC X
Ts = 158 Tr Ts |
Tu = t54
Tv = t51 BN ¢ ARMMRRNY
Tw = 52 9
Tx = t63 241595-10
Ty = 55
Tz = t56

Figure 3-6. Test Timings
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Tx = t50 241595-11

Figure 3-7. Test Reset Timings

4.0 MECHANICAL SPECIFICATIONS

The Pentium processor (510\60, 567\66) is pack-
aged in a 273 pin ceramic pin grid array (PGA). The
pins are arranged in a 21 by 21 matrix and the pack-
age dimensions are 2.16” X 2.16" (Table 4-1).

Figure 4-1 shows the package dimensions for the
Pentium processor (510\60, 567\66). The mechani-
cal specifications are provided in Table 4-2.

‘Table 4-1. Pentium™ Processor (510\60, 567\66) Package Information Summary

Package | Total Pin \ Estimated
Type Pins Array Package Size Wattage
Pentium PGA 273 21 X 21 2.16" X 2.16" 16
Processor . 5.49cm X 5.49cm
(510\60, 567\66)
NOTE:
See D.C. Specifications for more detailed power specifications.
SEATING
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Figure 4-1. Pentium™ Processor (510\60, 567\66) Package Dimensions
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Figure 4-2. Pentium™ Processor (510\60, 567\66) Package Dimensions

Table 4-2. Pentium™ Processor (510\60, 567\66) Mechanical Specifications

Family: Ceramic Pin Grid Array Package

Symbol Millimeters Inches
Min Max Notes Min Max Notes
A 3.91 4.70 Solid Lid 0.154 0.185 Solid Lid
A1 0.38 0.43 Solid Lid 0.015 0.017 Solid Lid
A2 2.62 4.30 0.103 0.117
A4 0.97 1.22 0.038 0.048
B 0.43 0.51 0.017 0.020
D 54.66 55.07 2.152 2.168
D1 50.67 50.93 A 1.995 2.005
D2 37.85 38.35 Spreader Size 1.490 1.510 Spreader Size
D3 40.335 40.945 Braze 1.588 . 1.612 Braze
D4 8.382" 0.330
E1 2.29 2.79 0.090 0.110
F 0.127° Flatness of 0.005 Flatness of
spreader spreader
measured measured
diagonally diagonally
L 2.54 3.30 0.120 0.130
N 273 Total Pins 273 Total Pins .
s1 1.651 2.16 " 0.065 | 0.085
2-30
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5.0 THERMAL SPECIFICATIONS

The Pentium processor (510\60, 567\66) is speci-
fied for proper operation when T¢ (case tempera-
ture) is within the specified range. To verify that the
proper Tg is maintained, it should be measured at
the center of the top surface (opposite of the pins) of
the device in question. To minimize the measure-
ment errors, it is recommended to use the following
approach:

e Use 36 gauge or finer diameter k, t, or j type ther-
mocouples. The laboratory testing was done us-
ing a thermocouple made by Omega (part num-
ber: 5TC-TTK-36-36).

PENTIUMT™ PROCESSOR (510\60, 567\66)

e Attach the thermocouple bead or junction to the
center of the package top surface using high
thermal conductivity cements. The laboratory
testing was done by using Omega Bond (part
number: OB-100).

® The thermocouple should be attached at a 90 de-
grees angle as shown in Figure 5-1. When a heat
sink is attached, a hole (no larger .than 0.15")
should be drilled through the heat sink to allow
probing the center of the package as shown in
Figure 5-1.

o If the case temperature is measured with a heat
sink attached to the package, drill a hole through
the heat sink to route the thermocouple wire out.

e

241595-13

Figure 5-1. Technique for Measuring Tcage

An ambient temperature Tp is not specified directly.
The only restriction is that Tg is met. To determine
the allowable Tp values, the following equations
may be used: )

Ty=TC + (P* 6y0)

TA=Ty— (P* 6,4

6ca = 6yp — 6c

Ta=Tc— (P*6ca)

where, T,, Ta, and Tg = Junction, Ambient and
Case Temperature, respectively.
040, 04a and 6cp = Junction-to-Case,
Junction-to-Ambient, and Case-to-Ambient
Thermal Resistance, respectively.

P = Maximum Power Consumption

Table 5-1 lists the 0 ¢ and 6¢ca values for the Penti-
um processor (510\60, 567\66).

Table 5-1. Junction-to-Case and Case-to-Ambient Thermal Resistances for the Pentium™ Processor
' (510\60, 567\66) (With and Without a Heat Sink)

buc Oca vs Airflow (ft/min)
) 0 200 400 600 800 1000
With 0.25" Heat Sink 0.6 8.3 5.4 3.5 2.6 21 1.8
With 0.35"” Heat Sink 0:6 7.4 4.5 3.0 2.2 1.8 1.6
With 0.65" Heat Sink ° 0.6 5.9 3.0 1.9 15 1.2 1.1
Without Heat Sink 1.2 10.5- 79 | 55 3.8 28 24

NOTES:

1. Heat Sink: 2.1 sq. in. base, omni-directional pin Al heat sink with 0.050 in. pin width, 0.143 in pin-to-pin center spacing and
0.150 in. base thickness. Heat sinks are attached to the package with a 2 to 4 mil thick Iayer of typical thermal grease. The
thermal conductivity of this grease is about 1.2 w/m °C.
2. 6¢a values shown in Table 5-1. are typical values.The actual 6ca values depend on the air flow in the system (which is
typically unsteady, non uniform and turbulent) and thermal interactions between Pentium™ processor (510\60, 567\66) and
surrounding components though PCB and the ambient.

PRELIMINARY
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ICOMPT™ INDEX 610\75 MHz

| cbmpatible with Large Software Base
— MS-DOS%, Windowsi, 0S/2%, UNIX:

m 32-Bit CPU with 64-Bit Data Bus

m Superscalar Architecture
- Two Pipelined Integer Units Are
Capable of 2 Instructions/Clock
— Pipelined Floating Point Unit

m Separate Code and Data Caches
— 8K Code, 8K Writeback Data
— MESI Cache Protocol ‘ - n

B Advanced Design Features
— Branch Prediction
— Virtual Mode Extensions

3.3V BICMOS Silicon Technology

4M Pages for Increased TLB Hit Rate
IEEE 1149.1 Boundary Scan

Internal Error Detection Features

SL Enhanced Power Management
Features

— System Management Mode

— Clock Control

Fractional Bus Operation
— 75-MHz Core/50-MHz Bus

The Pentium™ processor is fully compatible with the entire installed base of applications for DOSH,
Windowsi, 0S/2%, and UNIX¥, and all other software that runs on any earlier Intel 8086 family product. The
Pentium processor’s superscalar architecture can execute two instructions per clock cycle. Branch prediction
and separate caches also increase performance. The pipelined floating-point unit delivers workstation level
performance. Separate cade and data caches reduce cache conflicts while remaining software transparent.
The Pentium processor (610\75) has 3.3 million transistors, is built on Intel’'s advanced 3.3V BiCMOS silicon
technology, and has full SL Enhanced power management features, including System Management Mode
(SMM) and clock control. The additional SL Enhanced features, 3.3V operation, and the TCP package, which
are not available in the Pentium processor (510\60, 567\66), make the Pentium proces sor (610\75) TCP

ideal for enabling mobile Pentium processor designs.

242323-21

1 Other brands and trademarks are the property of their respective owners.
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PENTIUM™ PROCESSOR (610\75)

1.0 INTRODUCTION

Intel is now manufacturing its latest version of the
Pentium™ processor family that is designed specifi-
cally for mobile systems, with a core frequency of
75 MHz and a bus frequency of 50 MHz. The
Pentium processor (610\75) is provided in the TCP
(Tape Carrier Package) and SPGA packages, and
has all of the advanced features of the Pentium
processor (735\90, 815\100).

The new Pentium processor (610\75) TCP package
has several features which allow high-performance
notebooks to be designed with the Pentium proces-
sor, including the following:

® TCP package dimensions are ideal for small
form-factor designs.

e The TCP package has superior thermal resist-
ance characteristics.

® 3.3V V(¢ reduces power consumption by half (in
both the TCP and SPGA packages).

® The SL Enhanced feature set, which was initially
implemented in the Intel486™ CPU.

The architecture and internal features of the Penti-
um processor (610\75) TCP and SPGA packages
are identical to those of the Pentium processor
(735\90, 815\100), although several features have
beeén eliminated for the Pentium processor (610\75)
TCP, as described in section 1.1.

This document should be used in conjunction with
the Pentium processor documents listed below.

2-34
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List of related documents:

® Pentium™ Family User's Manual, Vol. 1: Data
Book (Order Number: 241428)

® Pentium™ Family User's Manual, Vol. 3: Archi-
tecture and Programming Manual (Order Num-
ber: 241430)

1.1 Pentium™ Processor (610\75)
SPGA Specifications and Dif
ferences from the TCP Package

This section provides references to the Pentium

. processor (610\75) SPGA specifications and de-

scribes the major differences between the Pentium
processor (610\75) SPGA and TCP packages.

All Pentium processor (610\75) SPGA specifica-
tions, with the exception of power consumption, are
identical to the Pentium processor (735\90,
815\100) specifications provided in the Pentium™
Family User's Manual, Volume 1: Data Book. See
Tables 8 and 11 in sectio n 4.2 for the Pentium proc-
essor (610\75) SPGA and TCP power specifica-
tions.

The following features have been eliminated for the
Pentium processor (610\75) TCP: the Upgrade fea-
ture, the Dual Processing (DP) feature, and the Mas-
ter/Checker functional redundancy feature. Table 1
lists the corresponding pins which exist on the Penti-
um processor (610\75) SPGA but have been re-
moved on the Pentium processor (610\75) TCP.
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Table 1. SPGA Signals Removed in TCP

Signal Function

ADSC# Additional Address Status. This signal is mainly used for large or standalone L2 cache memory
subsystem support required for high-performance desktop or server models.

BRDYC# | Additional Burst Ready. This signal is mainly used for large or standalone L2 cache memory
subsystem support required for high-performanc® desktop or server models. *

CPUTYP | CPU Type. This signal is used for dual processing systems.

D/P# Dual/Primary processor identification. This signal is only used for an Upgrade processor.

FRCMC# | Functional Redundancy Checking. This signal is only used for error detection via processor
redundancy, and requires two Pentium processors (master/checker). \

PBGNT# | Private Bus Grant. This signal is only used for dual processing systems.

PBREQ# | Private Bus Request. This signal is used only for dual processing systems. '

PHIT # Private Hit. This signal is only used for dual processing systems.

PHITM# | Private Modified Hit. This signal is only used for dual processing systems.

The 1/0 buffer models provided in section 4.4 of this
document apply to both the Pentium processor
(610\75) TCP and SPGA packages, although the
capacitance (Cp) and inductance (Lp) parameter val-
ues differ between the two packages. Also, the ther-
mal parameters, Tcase max and 8ca, differ between
the TCP and SPGA packages. For Pentium proces-
sor (610\75) SPGA values, refer to Chapters 24 and
26 of the Pentium™ Family User’s Manual, Volume
1: Data Book.

2.0 MICROPROCESSOR
ARCHITECTURE OVERVIEW

The Pentium™ processor at iCOMP™ rating
610\75 MHz extends the Intel Pentium family of mi-
croprocessors. It is compatible with the 8086/88,
80286, Intel386™ DX CPU, Intel386 SX CPU, In-
tel486™ DX CPU, Intel486 SX CPU, Intel486 DX2
CPUs, the Pentium processor at iCOMP Index
510\60 MHz and iCOMP Index 567\66 MHz, and
the Pentium processor at iCOMP Index 735\90 MHz
and iCOMP Index 815\100 MHz.

The Pentium processor family consists of the new
Pentium processor at iCOMP rating 610\75 MHz,
described in this document, the original Pentium
processor (510\60, 567\66), and the Pentium proc-
essor (735\90, 815\100). The name ‘“Pentium

processor (610\75)” will be used in this document to
refer to the Pentium processor at iCOMP rating
610\75 MHz. “Pentium Processor” will be used in
this document to refer to the entire Pentium proces-
sor family in general.

“The Pentium processor family architecture contains

all of the features of the Intel486 CPU family, and
provides significant enhancements and additions in-
cluding the following:

e Superscalar Architecture

Dynamic Branch Prediction

Pipelined Floating-Point Unit

Improved Instruction Execution Time
Separate 8K Code and 8K Data Caches
Writeback MESI Protocol in the Data Cache
64-Bit Data Bus

Bus Cycle Pipelining

Address Parity

Internal Parity Checking

Execution Tracing

Performance Monitoring

|EEE 1149.1 Boundary Scan

System Management Mode

Virtual Mode Extensions
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2.1 Pentium™ Processor Family
Architecture

The application instruction set of the Pentium proc-
essor family includes the complete Intel4d86 CPU
family instruction set with extensions to accommo-
date some of the additional functionality of,t the
Pentium processors. All application software written
for the Intel386 and Intel486 family microprocessors
will run on the Pentium processors without modifica-
tion. The on-chip memory management unit (MMU)
is completely compatible with the Intei386 family
and Intel486 family of CPUs.

The Pentium processors implement several en-
hancements to increase performance. The two
instruction pipelines and floating-point unit on
Pentium processors are capable of independent op-
eration. Each pipeline issues frequently used instruc-
tions in a sirigie clock. Together, the dual pipes can
issue two integer instructions in one clock, or one
floating point instruction (under certain circum-
stances, two floating-point instructions) in one clock.

Branch prediction is implemented in the Pentium
processors. To s upport this, Pentium processors im-
plement two prefetch buffers, one to prefetch code
in a linear fashion, and one that prefetches code
according to the BTB so the needed code is almost
always prefetched before it is needed for execution.

The floating-point unit has been completely rede-
signed over the Intel486 CPU. Faster algorithms pro-
vide up to 10X speed-up for common operations in-
- cluding add, multiply, and load.

Pentium processors include separate code and data
caches integrated on-chip to meet performance
goals. Each cache is 8 Kbytes in size, with a 32-byte
line size and is 2-way set associative. Each cache
has a dedicated Translation Lookaside Buffer (TLB)
to translate linear addresses to physical addresses.
The data cache is configurable to be writeback or
writethrough on a line-by-line basis and follows the
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- MESI protocol. The data cache tags are triple ported

to support two data transfers and an inquire cycle in
the same clock. The code cache is an inherently
write-protected cache. The code cache tags are
also triple ported to support snooping and split line
accesses. Individual pages can be configured as
cacheable or non-cacheable by software or hard-
ware. The caches can be enabled or disabled by
software or hardware.

The Pentium processors have increased the data
bus to 64 bits to improve the data transfer rate. Burst
read and burst writeback cycles are supported by
the Pentium processors. In addition, bus cycle pipe-
lining has been added to allow two bus cycles to be
in progress simultaneously. The Pentium proces-
sors’ Memory Management Unit contains optional
extensions to the architecture which allow 2-Mbyte
and 4-Mbyte page sizes.

The Pentium processors have added significant data
integrity and error detection capability. Data parity
checking is still supported on a byte-by-byte basis.
Address parity checking, and internal parity checking
features have been added along with a new excep-
tion, the machine check exception.

As more and more functions are integrated on chip,
the complexity of board level testing is increased. To
address this, the Pentium processors have in-
creased test and debug capability. The Pentium
processors implement IEEE Boundary Scan (Stan-
dard 1149.1). In addition, the Pentium processors
have specified 4 breakpoint pins that correspond to
each of the debug registers and externally indicate a
breakpoint match. Execution tracing provides exter-
nal indications when an instruction has completed
execution in either of the two internal pipelines, or
when a branch has been taken.

System Management Mode (SMM) has been imple-
mented along with some extensions to the SMM ar-
chitecture. Enhancements to the virtual 8086 mode
have been made to increase performance by reduc-
ing the number of times it is necessary to trap to a
virtual 8086 monitor.
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Figure 1. Pentium™ Processor Block Diagram
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The block diagram shows the two. instruction pipe-
lines, the “u” pipe and the “v” pipe: The u-pipe can
execute all integer and floating point instructions.
The v-pipe can execute simple integer instructions
and the FXCH floating-point instructions.

The separate caches are shown, the code cache
and data cache. The data cache has two ports, one
for each of the two pipes (the tags are triple ported
to allow simultaneous inquire cycles). The data
cache has a dedicated Translation Lookaside Buffer
(TLB) to translate linear*addresses to the physical
addresses used by the data cache.

The code cache, branch target buffer and prefetch
_buffers are responsible for getting raw instructions
into the execution units of the Pentium processor.
Instructions are fetched from the code cache or
from the external bus. Branch addresses are
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remembered by the branch target buffer. The code

cache TLB translates linear addresses to physical
addresses used by the code cache.

The decode unit decodes the prefetched ‘instruc-
tions so the Pentium processor can execute the in-
struction. The control ROM contains the microcode
which controls the sequence of operations that must
be performed to implement the Pentium processor
architecture. The control ROM unit has direct control
over both pipelines.

The Pentium processors contain a pipelined floating-
point unit that provides a significant floating-point
performance advantage over previous generations
of processors.

The architectural features introduced in this section
are more fully described in the Pentium™ Family
User’s Manual.



"“‘tel R PENTIUMT™ PROCESSOR (610\75)

3.0 TCP PINOUT

3.1 TCP Pinout and Pin Descriptions

3.1.1 Pentium™ Procegsor (610\75) TCP PINOUT
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Figure 2. Pentium™ Processor (610\75) TCP Pinout
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3.1.2 PIN CROSS REFERENCE TABLE FOR Pentium™ Processor (610\75) TCP

In

tal.

~ Table 2. TCP Pin Cross Reference by Pin Name

. - Address
A3 219 A9 234 A15 251 A21 200 A27 208
Ad 222 A10 237 A16 254 A22 201 A28 211
A5 223 A1, 238 A17 255 A23 202 A29 212
A6 227 A12 242 A18 259 A24 205 A30 213
A7 228 A13 245 A19 262 A25 206 A31 214
A8 231 Al14 248 A20 265 A26 207
' Data
DO 152 D13 132 D26 107 D39 87 D52 62
D1 151 D14 131 D27 106 D40 83 D53 61
D2 150 D15 128 D28 105 D41 82 D54 56
D3 149 D16 126 D29 102 D42 81 D55 55
D4 146 D17 125 D30 101 D43 78 D56 53
D5 145 D18 122 D31 100 D44 77 D57 48
D6 144 D19 121 D32 96 D45 76 D58 47
D7 143 D20 120 D33 95 D46 75 D59 46
D8 139 D21 119 D34 94 D47 72 D60 45
D9 138 D22 116 D35 93 D48 70 D61 40
D10 137 D23 115 D36 90 D49 69 D62 39
D11 134 D24 113 D37 89 D50 64 D63 38
D12 133 D25 108 D38 88 D51 63
2-40
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Table 2. TCP Pin Cross Reference by Pin Name (Continued)

Control

A20M # 286 BREQ 312 HITM# 293 PM1/BP1 29
ADS # 296 BUSCHK # 288 HLDA 311 PRDY 318
AHOLD 14 CACHE # 21 HOLD 4 PWT - 299
AP 308 D/C# 298 IERR # 34 R/S# 198
APCHK # 315 DPO 140 IGNNE # 193 RESET 270
BEO# 285 DP1 127 INIT . 192 SCYC 273
BE1# 284 DP2 114 INTR/LINTO 197 SMI# 196
BE2# 283 DP3 99 INV 15 SMIACT # 319
BE3# 282 DP4 84 KEN # 13 TCK 161
BE4 # 279 DP5 7 LOCK # 303 TDI 163
BE5 # 278 DP6 54 M/IO# 22 TDO 162
BE6# 277 DP7 37 NA# 8 TMS 164
BE7# 276 EADS # 297 NMI/LINTA 199 TRST# 167
BOFF # 9 EWBE # 16 PCD 300 W/R# 289
BP2 28 FERR# 31 PCHK # 316 WB/WT # 5
BP3 25 FLUSH # 287 PEN # 191
BRDY # 10 HIT# 292 PMO0/BPO 30

APIC Clock Control
PICCLK 155 PICD1 158 BF 186 STPCLK # 181
PICDO 156 [APICEN] CLK 272
[DPEN#]
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Table 2. TCP Pin Cross Reference by Pin Name (Continued)

intgl.

Vce
1* 35 73 123 168* 190* 230 257* 295
2 41* 79 129 170* 195* 232* 258 301
6* 43 85 135 172* 204 236 260* 304*
11* 49* 91 141 174* 210 240* 264 306
17* 51 . 97 147 177+ 216 241 266* 309*
19 57* 103 153* 178 217* 243* 268* 313
23 59 109 157* 18 0* 221 247 275 317*
27 65* 111* 160 183* 225* 249* 281
33* 67 117 165* 188* 226 253 - 291
Ves
3 50 - 104 166 209 250 302
7 52 110 169 215 252 305
12 58 112 171 218 256 307
18 60 118 173 220 261 310
20 66 124 176 224 263 314
24 68 130 179 229 267 320
26 74 136 182 233 269
32 80 142 187 235 274
36 86 148 189 239 280
42 92 154 194 244 290
44 98 159 203 246 204
NC
175 184 185 271
>NOTE:

*These Vg pins are 3.3V supplies for the Pentium processor (610\75) TCP but will be lower voltage pins on future offerings
of this microprocessor family. All other Vg pins will remain at 3.3V.

3.2 Design Notes

For reliable operation, always connect unused in-
puts to an appropriate signal level. Unused active
low inputs. should be connected to Vgc. Unused ac-
tive HIGH inputs should be connected to GND (Vgg).
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No Connect (NC) pins must remain unconnected.
Connection of NC pins may result in component fail-
ure or incompatibility with processor steppings.

3.3 Quick Pin Reference

This section gives a brief functional description of
each of the pins. For a detailed description, see the
“Hardware Interface” chapter in the Pentium™
Family User’s Manual, Volume 1.
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Note that all input pins must meet their AC/DC The # symbol at the end of a signal name indicates
specifications to guarantee proper functional that the active, or asserted state occurs when the

behavior.

signal is at a low voltage. When a # symbol is not
present after the signal name, the signal is active, or
asserted at the high voltage level.

Table 3. Quick Pin Reference

Symbol

Type

Name and Function

A20M #

When the address bit 20 mask pin is asserted, the Pentium processor (610\75)
emulates the address wraparound at 1 Mbyte which occurs on the 8086. When
A20M# is asserted, the Pentium processor (610\75) masks physical address bit 20
(A20) before performing a lookup to the internal caches or driving a memory cycle
on the bus. The effect of A20M # is undefined in protected mode. A20M # must be
asserted only when the processor is in real mode.

A31-A3

1/0

As outputs, the address lines of the processor along with the byte enables define
the physical area of memory or I/0 accessed. The external system drives the
inquire address to the processor on A31-A5.

ADS# -

The address status indicates that a new valid bus cycle is currently being driven by
the Pentium processor (610\75).

AHOLD

In response to the assertion of address hold, the Pentium processor (610\75) will
stop driving the address lines (A31-A3), and AP in the next clock. The rest of the
bus will remain active so data can be returned or driven for previously issued bus
cycles.

AP

1710

Address parity is driven by the Pentium processor (610\75) with even parity
information on all Pentium processor (610\75) generated cycles in the same clock
that the address is driven. Even parity must be driven back to the Pentium
processor (610\75) during inquire cycles on this pin in the same clock as EADS #
to ensure that correct parity check status is indicated by the Pentium processor
(610\75).

APCHK#

| address bus durlng inquire cycles. APCHK # will remain active for one clock each

The address parity check status pin is asserted two clocks after EADS # is
sampled active if the Pentium processor (610\75) has detected a parity error on the

time a parity error is detected.

[APICEN]
PICD1

The Advanced Programmable Interrupt Controller Enable pin enables or
disables the on-chip APIC interrupt controller. If sampled high at the falling edge of
RESET, the APIC is enabled. APICEN shares a pin with the Programmable
Interrupt Controller Data 1 signal.

BE7#-BE5#
BE4#-BEO#

V70

The byte enable pins are used to determine which bytes must be written to
external memory, or which bytes were requested by the CPU for the current cycle.
The byte enables are driven in the same clock as the address lines (A31-3).

The lower four byte enable pins (BE3# -BEO #) are used on the Pentium processor
(610\75) also as APIC ID inputs and are sampled at RESET for that function.
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Table 3. Quick Pin Reference (Continued)

Symbol

Type

Name and Function

[BF]

Bus Frequency determines the bus-to-core frequency ratio. BF is sampled at
RESET, and cannot be changed until another non-warm (1 ms) assertion of RESET.
Additionally, BF must not change values while RESET is active. For proper operation
of the Pentium processor (610\75) this pin should be strapped high or low. When BF
is strapped to Vg, the processor will operate at a 2 to 3 bus to core frequency ratio.
When BF is strapped to Vgg, the processor will operate at a 1 to 2 bus to core
frequency ratio. If BF is left floating, the Pentium processor (610\75) defaults to a

2 to 3 bus ratio. Note the Pentium processor (610\75) will not operate ata 1 to 2

bus to core frequency ratio.

BOFF #

The backoff input is used to abort all outstanding bus cycles that have not yet
completed. In response to BOFF #, the Pentium processor (610\75) will float all pins
normally floated during bus hold in the next clock. The processor remains in bus hold
until BOFF # is negated at which time the Pentium processor (61 0\75) restarts the
aborted bus cycle(s) in their entirety.

BP[3:2]
PM/BP[1:0]

The breakpoint pins (BP30-0) correspond to the debug registers, DR3-DRO. These
pins externally indicate a breakpoint match when the debug registers are
programmed to test for breakpoint matches.

BP1 and BP0 are multiplexed with the performance monitoring pins (PM1 and
PMO). The PB1 and PBO bits in the Debug Mode Control Register determine if the
pins are configured as breakpoint or performance monitoring pins. The pins come out
of RESET configured for performance monitoring.

BRDY #

.The burst ready input indicates that the external system has presented valid data on

the data pins in response to a read or that the external system has accepted the
Pentium processor (610\75) data in response to a write request. This signal is
sampled in the T2, T12 and T2P bus states.

BREQ

The bus request output indicates to the external system that the Pentium processor
(610\75) has internally generated a bus request. This signal is always driven whether
or not the Pentium processor (610\75) is driving its bus.

BUSCHK#

The bus check input allows the system to signal an unsuccessful completion of a
bus cycle. If this pin is sampled active, the Pentium processor (610\75) will latch the
address and control signals in the machine check registers. If, in addition, the MCE
bit in CR4 is set, the Pentium processor (610\75) will vector to the machine check
exception.

CACHE #

| For Pentium processor (610\75)-initiated cycles the cache pin indicates internal

cacheability of the cycle (if a read), and indicates a burst writeback cycle (if a write). If
this pin is driven inactive during a read cycle, the Pentium processor (610\75) will not
cache the returned data, regardiess of the state of the KEN# pin. This pin is also
used to determine the cycle length (number of transfers in the cycle).
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Table 3. Quick Pin Reference (Continued)

Symbol

Name and Function

CLK

The clock input provides the fundamental timing for the Pentium processor (610\75).Its
frequency is the operating frequency of the Pentium processor (610\75) external bus
and requires TTL levels. All external timing parameters except TDI, TDO, TMS, TRST #,
and PICDO-1 are specified with respect to the rising edge of CLK.

D/C#

The data/code output is one of the primary bus cycle definition pins. It is driven valid in
the same clock as the ADS # signal is asserted. D/C# distinguishes between data and
code or special cycles.

D63-D0

170

These are the 64 data lines for the processor. Lines D7-DO0 define the least significant
byte of the data bus; lines D63-D56 define the most significant byte of the data bus.
When the CPU is driving the data lines, they are driven during the T2, T12, or T2P
clocks for that cycle. During reads, the CPU samples the data bus when BRDY # is
returned.

DP7-DPO

170

These are the data parity pins for the processor. There is one for each byte of the data
bus. They are driven by the Pentium processor (610\75) with eéven parity information on
writes in the same clock as write data. Even parity information must be driven back to
the Pentium processor (610\75) on these pins in the same clock as the data to ensure
that the correct parity check status is indicated by the Pentium processor (610\75).
DP7 applies to D63-D56; DPO applies to.D7-D0.

[DPEN #]
PICDO

1/0

Dual processing enable is an output of the Dual processor and an input of the Primary
processor. The Dual processor drives DPEN# low to the Primary processor at RESET
to indicate that the Primary processor should enable dual processor mode. Since the
dual processing feature is not supported on the Pentium processor (610\75) TCP
package, DPEN# should never be asserted (low) at RESET. DPEN # shares a pin with
PICDO.

EADS #

This signal indicates that a valid external address has been driven onto the Pentium
processor (610\75) address pins to be used for an inquire cycle.

EWBE #

The external write buffer empty input, when inactive (high), indicates that a write
cycle is pending in the external system. When the Pentium processor (610\75)
generates a write, and EWBE # is sampled inactive, the Pentium processor (610\75)
will hold off all subsequent writes to all E- or M-state lines in the data cache until all
write cycles have completed, as indicated by EWBE # being active.

FERR#

The floating point error pin is driven active when an unmasked floating point error
occurs. FERR # is similar to the ERROR # pin on the Intel387™ math coprocessor.
FERR# is included for compatibility with systems using DOS-type floating point error
reporting.

2-45




' -
PENTIUMT™ PROCESSOR (610\75) | Intel o

Table 3. Quick Pin Reference (Continued)

Symbol

Type

Name and Function

FLUSH#

When asserted, the cache flush input forces the Pentium processor (610\75) to write
back all modified lines in the data cache and invalidate its internal caches. A Flush
Acknowledge special cycle will be generated by the Pentium processor (610\75)
indicating completion of the writeback and invalidation.

If FLUSH # is sampled low when RESET transitions from high to low, tristate test mode
is entered. '

HIT#

The hit indication is driven to reflect the outcome of an inquire cycle. If an inquire cycle
hits a valid line in either the Pentium processor (610\75) data or instruction cache, this
pin is asserted two clocks after EADS # is sampled asserted. If the inquire cycle misses
the Pentium processor (610\75) cache, this pin is negated two clocks after EADS #.
This pin changes its value only as a result of an inquire cycle and retains its value
between the cycles.

HITM#

The hit to a modified line output is driven to reflect the outcome of an inquire cycle. Itis
asserted after inquire cycles which resulted in a hit to a modified line in the data cache. It
is used to inhibit another bus master from accessing the data until the line is completely
written back.

HLDA

The bus hold acknowledge pin goes active in response to a hold request driven to the
processor on the HOLD pin. It indicates that the Pentium processor (610\75) has floated
most of the output pins and relinquished the bus to another local bus master. When
leaving bus hold, HLDA will be driven inactive and the Pentium processor (610\75) will
resume driving the bus. If the Pentium processor (610\75) has a bus cycle pending, it
will be driven in the same clock that HLDA is de-asserted.

HOLD

In response to the bus hold request, the Pentium processor-(610\75) will float most of
its output and input/output pins and assert HLDA after completing all outstanding bus
cycles. The Pentium processor (610\75) will maintain its bus in this state until HOLD is
de-asserted. HOLD is not recognized during LOCK cycles. The Pentium processor
(610\75) will recognize HOLD during reset.

IERR#

The internal error pin is used to indicate internal parity errors. If a parity error occurs on
aread from an internal array, the Pentium processor (610\75) will assert the IERR # pin
for one clock and then shutdown. '

IGNNE #

This is the ignore numeric error input. This pin has no effect when the NE bit in CRO is
set to 1. When the CRO.NE bit is 0, and the IGNNE # pin is asserted, the Pentium
processor (610\75) will ignore any pending unmasked numeric exception and continue
executing floating-point instructions for the entire duration that this pin is asserted. When
the CRO.NE bit is 0, IGNNE # is not asserted, a pending unmasked nume ric exception
exists (SW.ES = 1), and the floating-point instruction is one of FINIT, FCLEX, FSTENV,
FSAVE, FSTSW, FSTCW, FENI, FDISI, or FSETPM, the Pentium processor (610\75) will
execute the instruction in spite of the pending exception. When the CRO.NE bit is 0,
IGNNE # is not asserted, a pending unmasked numeric exception exists (SW.ES = 1),
and the floating-point instruction is one other than FINIT, FCLEX, FSTENV, FSAVE,
FSTSW, FSTCW, FENI, FDISI, or FSETPM, the Pentium processor (610\75) will stop
execution and wait for an external interrupt.
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Table 3. Quick Pin Reference (Continued)

Symbol Type Name and Function

INIT | The Pentium processor (610\75) initialization input pin forces the Pentium

- | processor (610\75) to begin execution in a known state. The processor state after
INIT is the same as the state after RESET except that the internal caches, write
buffers, and floating point registers retain the values they had prior to INIT. INIT may
NOT be used in lieu of RESET after power up.

If INIT is sampled high when RESET transitions from high to low, the Pentium
processor (610\75) will perform built-in self test prior to the start of program
execution.

INTR/LINTO | An active maskable Interrupt input indicates that an external interrupt has been
generated. If the IF bit in the EFLAGS register is set, the Pentium processor (610\75)
will generate two locked interrupt acknowledge bus cycles and vector to an interrupt
handler after the current instruction execution is completed. INTR must remain active
-until the first interrupt acknowledge cycle is generated to assure that the interrupt is
recognized.

If the local APIC is enabled, this pin becomes local interrupt 0.

INV | The invalidation input determines the final cache line state (S or I) in case of an
inquire cycle hit. It is sampled together with the address for the inquire cycle in the
clock EADS # is sampled active.

KEN # | The cache enable pin is used to determine whether the current cycle is cacheable or
not and is consequently used to determine cycle length. When the Pentium
processor (610\75) generates a cycle that can be cached (CACHE # asserted) and
KEN # is active, the cycle will be transformed into a burst line fill cycle.

LINTO/INTR | If the APIC is enabled, this pin is local interrupt 0. If the APIC is disabled, this pin is
interrupt.
LINT1/NMI | If the APIC is enabled, this pin is local interrupt 1. If the APIC is disabled, this pin is

non-maskable interrupt.

LOCK# O | The bus lock pin indicates that the current bus cycle is locked. The Pentium
processor (610\75) will not allow a bus hold when LOCK # is asserted (but AHOLD
and BOFF # are allowed). LOCK # goes active in the first clock of the first locked bus
cycle and goes inactive after the BRDY # is returned for the last locked bus cycle.
LOCK # is guaranteed to be de-asserted for at least one clock between back-to-back
locked cycles.

M/I0# (o] The memory/input-output is one of the primary bus cycle definition pins. It is driven
valid in the same clock as the ADS# signal is asserted. M/IO # distinguishes
between memory and 1/0 cycles.
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Table 3. Quick Pin Reference (Continued) -

Symbol

Type

Name and Function

NA#

An active next address input indicates that the external memory system is ready to
accept a new bus cycle although all data transfers for the current cycle have not yet
completed. The Pentium processor (610\75) will issue ADS # for a pending cycle two
clocks after NA# is asserted. The Pentium processor (610\75) supports up to 2
outstanding bus cycles.

NMI/LINT1

The non-maskabile interrupt request signal indicates that an external non-maskable
interrupt has been generated.

If the local APIC is enabled, this pin becomes local interrupt 1.

'PCD

The page cache disable pin reflects the state of the PCD bit in CR3, the Page
Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an
external cacheability indication on a page-by-page basis.

PCHK #

The parity check output indicates the result of a parity check on a data read. It is
driven with parity status two clocks after BRDY # is returned. PCHK # remains low
one clock for each clock in which a parity error was detected. Parity is checked only
for the bytes on which valid data is returned.

PEN#

The parity enable input (along with CR4.MCE) determines whether a machine check
exception will be taken as a result of a data parity error on a read cycle. If this pin is
sampled active in the clock a data parity error is detected, the Pentium processor
(610\75) will latch the address and control signals of the cycle with the parity error in
the machine check registers. If, in addition, the machine check enable bit in CR4 is
set to “1”, the Pentium processor (610\75) will vector to the machine check
exception before the beginning of the next instruction.

PICCLK

The APIC interrupt controller serial data bus clock is driven into the programmable
interrupt controller clock input of the Pentium processor (610\75).

PICDO-1
[DPEN#]
[APICEN]

1710

Programmabile interrupt controller data lines 0-1 of the Pentium processor
(610\75) comprise the data portion of the APIC 3-wire bus. They are open-drain
outputs that require external pull-up resistors. These signals share pins with DPEN #
and APICEN. ‘ . ‘

PM/BP[1:0]

These pins function as part of the performance monitoring feature.

The breakpoint 1-0 pins are multiplexed with the performance monitoring 1-0 pins.
The PB1 and PBO bits in the Debug Mode Control Register determine if the pins are
configured as breakpoint or performance monitoring pins. The pins come out of
RESET configured for performance monitoring.

PRDY

The probe ready output pin indicates that the processor has stopped normal
execution in response to the R/S# pin going active, or Probe Mode being entered. '

PWT

The paQe writethrough pin reflects the state of the PWT bit in CR3, the page
directory entry, or the page table entry. The PWT pin is used to provide an external
writeback indication on a page-by-page basis.
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Table 3. Quick Pin Reference (Continued)

Symbol

Name and Function

R/S#

The run/stop input is an asynchronous, edge-sensitive interrupt used to stop the
normal execution of the processor and place it into ‘an idle state. A high to low
transition on the R/S# pin will interrupt the processor and cause it to stop execution
at the next instruction boundary.

RESET

RESET forces the Pentium processor (610\75) to begin execution at a known state.
All the Pentium processor (610\75) internal caches will be invalidated upon the
RESET. Modified lines in the data cache are not written back. FLUSH# and INIT are
sampled when RESET transitions from high to low to determine if tristate test mode
will be entered, or if BIST will be run.

SCYC

The split cycle output is asserted during misaligned LOCKed transfers to indicate
that more than two cycles will be locked together. This signal is defined for locked
cycles only. It is undefined for cycles which are not locked.

SMi#

The system management interrupt causes a system management interrupt request
to be latched internally. When the latched SMI # is recognized on an instruction
boundary, the processor enters System Management Mode.

SMIACT #

An active system management interrupt active output indicates that the processor
is operating in System Management Mode.

STPCLK #

Assertion of the stop clock input signifies a request to stop the internal clock of the
Pentium processor (610\75) thereby causing the core to consume less power. When
the CPU recognizes STPCLK #, the processor will stop execution on the next
instruction boundary, unless superseded by a higher priority interrupt, and generate a
Stop Grant Acknowledge cycle. When STPCLK # is asserted, the Pentium processor
(610\75) will still respond to external snoop requests.

TCK

The testabillity clock input provides the clocking function for the Pentium processor
{610\75) boundary scan in accordance with the IEEE Boundary Scan interface
(Standard 1149.1). It is used to clock state information and data into and out of the
Pentium processor (610\75) during boundary scan.

TDI

The test data input is a serial input for the test logic. TAP instructions and data are
shifted into the Pentium processor (610\75) on the TDI pin on the rising edge of TCK
when the TAP controller is in an appropriate state. ’

TDO

The test data output is a serial output of the test logic. TAP instructions and data are
shifted out of the Pentium processor (610\75) on the TDO pin on TCK’s falling edge -
when the TAP controller is in an appropriate state.

T™MS

The value of the test mode select input signal sampled at the rising edge of TCK
controls the sequence of TAP controller state changes.

TRST#

When asserted, the test reset input allows the TAP controller to be asynchronously
initialized.
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Table 3. Quick Pin Reference (Continued)

intal.

Symbol | Type Name and Function

Vee | The Pentium processor (610\75) has 79 3.3V power inputs.

Vss | The Pentium processor (610\75) has 72 ground inputs.

W/R# (0] Write/read is one of the primary bus cycle definition pins. It is driven valid in the same
clock as the ADS # signal is asserted. W/R # distinguishes between write and read
cycles.

WB/WT # | The writeback/writethrough input allows a data cache line to be defined as writeback
or writethrough on a line-by-line basis. As a result, it determines whether a cache line is
initially in the S or E state in the data cache.

3.4 Pin Reference Tables

Table 4. Output Pins

Name ) Active Level When Floated

ADS # Low Bus Hold, BOFF #

APCHK # Low

BE7 #-BES# Low Bus Hold, BOFF #

BREQ High

CACHE # Low Bus Hold, BOFF #

FERR# Low

HIT# Low

HITM# Low

HLDA High

IERR # Low

LOCK # Low . Bus Hold, BOFF #

M/IO#,D/C#,W/R# n/a Bus Hold, BOFF #

PCHK # ' Low

BP3-2, PM1/BP1, PM0/BP0 " High

PRDY High ,

PWT, PCD High Bus Hold, BOFF #

SCYC High Bus Hold, BOFF #

SMIACT # Low

TDO n/a All states except Shift-DR and Shift-IR
NOTE:

All output and input/output pins are floated during tristate test mode (except TDO).
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Table 5. Input Pins

Name Active Level i{;‘::;:::::: Internal resistor Qualified
A20M # Low Asynchronous
AHOLD High Synchronous
BF High Synchronous/RESET Pullup
BOFF # Low Synchronous
BRDY # Low Synchronous Bus State T2, T12, T2P
BUSCHK # Low Synchronous Pullup BRDY #
CLK n/a
EADS # Low Synchronous
EWBE # Low Synchronous BRDY #
FLUSH # Low Asynchronous
HOLD High Synchronous
IGNNE # Low Asynchronous
INIT High Asynchronous
INTR High Asynchronous
INV High Synchronous EADS#
KEN # Low Synchronous First BRDY # /NA#
NA# Low Synchronous Bus State T2,TD,T2P
NMI High Asynchronous
PEN# Low Synchronous BRDY#
PICCLK High Asynchronous Pullup
R/S# n/a Asynchronous Pullup
RESET High Asynchronous
SMi# Low Asynchronous Puliup
STPCLK # Low Asynchronous Pullup
TCK n/a Pullup
TDI n/a Synchronous/TCK Pullup TCK
T™MS n/a Synchronous/TCK Pullup TCK
TRST # Low Asynchronous Pullup .
WB/WT # n/a Synchronous First BRDY # /NA #
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Table 6. Input/Output Pins

intal.

Name evel When Floated (whg:aal::';::)ut) Aseiotor
A31-A3 n/a Address Hold, Bus Hold, BOFF # EADS#
AP n/a Address Hold, Bus Hold, BOFF # EADS #
BE4#-BEO# Low Bus Hold, BOFF # RESET Pulldown*
D63-D0 n/a Bus Hold, BOFF # BRDY #
DP7-DPO n/a Bus Hold, BOFF # BRDY #
PICDO[DPEN #] Pullup
PICD1[APICEN] Pulldown

NOTES:

All output and input/output pins are floated during tristate test mode (except TDO).

*BE3#-BEO# have pulldowns during RESET only.
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3.5 Pin Grouping According to Function

PENTIUM™ PROCESSOR (610\75)

Table 7 organizes the pins with respect to their function.
Table 7. Pin Functional Grouping

Function Pins
Clock CLK
Initialization RESET, INIT
Address Bus A31-A3, BE7 #-BEO#
Address Mask A20M #
Data Bus Dé3-D0
Address Parity AP, APCHK #
APIC Support PICCLK, PICDO-1
Data Parity DP7-DPO, PCHK #, PEN #
Internal Parity Error IERR#
System Error BUSCHK #

Bus Cycle Definition M/10#, D/C#, W/R#, CACHE #, SCYC, LOCK#
Bus Control ADS#, BRDY #, NA#

Page Cacheability PCD, PWT

Cache Control KEN#, WB/WT #

Cache Snooping/Consistency AHOLD, EADS #, HIT#, HITM#, INV
Cache Flush FLUSH #

Write Ordering EWBE #

Bus Arbitration - BOFF #, BREQ, HOLD, HLDA
Interrupts INTR, NMi

Floating Point Error Reporting " FERR#, IGNNE #

System Management Mode SMI#, SMIACT #

TAP Port TCK, TMS, TDI, TDO, TRST #
Breakpoint/Performance Monitoring PMO0/BPO, PM1/BP1, BP3-2
Clock Control STPCLK#

Probe Mode R/S#, PRDY
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4.0 Pentium™ Processor '
(610\75) TCP
ELECTRICAL SPECIFICATIONS

4.1 Absolute Maximum Ratings

The following values are stress ratings only. Func-
tional operation at the maximum ratings is not im-
plied or guaranteed. Functional operating conditions
are given in'the AC and DC specification tables.

Extended exposure to the maximum ratings may af-
fect device reliability. Furthermore, although the °
Pentium processor (610\75) contains protective cir-
cuitry to resist damage from static electric discharge,
always take precautions to avoid high static voltages
or electric fields.

Case temperature under bias . ..... —65°C to 110°C
Storage temperature ........... —65°Cto +150°C
3V Supply voltage ‘
with respecttoVgg ............ —0.5Vto +4.6V
3V Only Buffer DC Input ‘
Voltage................... —0.5Vto Vg +0.5;
not to exceed 4.6V(2)
5V Safe Buffer

DC Input Voltage. .............. —0.5V to 6.5V(1.3)

NOTES:

™ . ' ‘ B
mtel .
1. Applies 1o CLK and PICCLK.

2. Applies to all Pentium processor (610\75) inputs
except CLK and PICCLK.

3. See Table 9.

WARNING
Stressing the device beyond the “Absolute Maxi-
mum Ratings” may cause permanent damage.
These are stress ratings only. Operation beyond
the “Operating Conditions” is not recommended
and extended exposure beyond the “Operating
Conditions” may affect device reliability.

4.2 DC Specifications

Tables 8, 9, and 10 list the DC specifications which
apply to the Pentium processor (610\7 5). The Pen-
tium processor (610\75) is a 3.3V part internally.
The CLK and PICCLK inputs may be a 3.3V or 5V
inputs. Since the 3.3V (5V safe) input levels defined
in Table 9 are the same as the 5V TTL levels, the
CLK and PICCLK inputs are compatible with existing
5V clock drivers. The power dissipation specification
in Table 11 is provided for design of thermal solu-
tions during operation in a sustained maximum level.
This is the worst-case power the device would dissi-
pate in a system for.a sustain ed period of time. This
number is used for design of a thermal solution for
the device.

Table 8. 3.3V DC Specifications

Toase = 010 95°C; Voo = 3.3V £5%

Symbol Parameter Min Max Unit Notes

Vis Input Low Voltage -0.3 0.8 V. TTL Level (3)

ViH3 Input High Voltage 2.0 Vgg+0.3 \' TTL Level®)

VouLs Output Low Voltage 0.4 \ TTL Level(1) (3)

VoH3 Output High Voltage 24 \" “TTL Level(2 (3)

lcca Power Supply Current 2650 mA @75 MHz(4)
NOTES: '

1. Parameter measured at 4 mA.
2. Parameter measured at 3 mA.

3. 33V TTL levels apply to all signals except CLK and PICCLK.

4. This value should be used for power supply design. It was determined usi ng a worst-case instruction mix and Vee + 5%.
Power supply transient response and decoupling capacitors must be sufficient to handle the instantaneous current chang-
es occurring during transitions from stop clock to full active modes. For more information, refer to section 4.3.2.
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Table 9. 3.3V (5V Safe) DC Specifications

Symbol Parameter Min Max Unit Notes
ViLs Input Low Voltage -0.3 0.8 \" TTL Level (1)
ViHs Input High Voltage 2.0 5.55 \" TTL Level (1)
‘NOTES:
1.Applies to CLK and PICCLK only.
Table 10. Input and Output Characteristics
Symbol Parameter Min Max Unit Notes
CiN Input Capacitance 15 pF 4)
Co Output Capacitance 20 pF 4)
Ci/o 170 Capacitance 25 pF (4)
Cecik CLK Input Capacitance 15 pF (A
CTiN Test Input Capacitance 15 pF 4)
Crout Test Output Capacitance 20 pF 4)
Crek Test Clock Capacitance 15 pF (4)
Iy Input Leakage Current +15 pA 0 < VN < Vees(®)
ILo /Output Leakage Current +15 pA 0 < V)N < Vet
~liH Input Leakage Current 200 pA ViN = 2.4V0)
I Input Leakage Current —400 pA ViN = 0.4V(Q)
. NOTES:

1. This parameter is for input without pull up or pull down.
2. This parameter is for input with pull up.

3. This parameter is for input with pull down.
4. Guaranteed by design.
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Table 11. Power Dissipation Requirements for Thermal Solution Design

Parameter * Typical(1) Max(?) Unit Notes
Active Power Dissipation 3 , ‘8.0 Watts " @ 75 MHz
Stop Grant and Auto Halt . , 1.2 Watts @ 75 MHz(®)
Powerdown Power Dissipation ’
Stop Clock Power Dissipation 0.02 <.05 Watts (4) (5)
NOTES: :

1. This is the typical power dissipation in a system. This value was t he average value measured in a system using a typical
device at Vgg = 3.3V running typical applications. This value is highly dependent upon the specific system configuration.

2. Systems must be designed to thermally dissipate the maximum active power dissipation. It is determined using a worst-
case instruction mix with Vog = 3.3V. The use of nominal Vgg in this measurement takes into account the thermal time
constant of the package.

3. Stop Grant/Auto Halt Powerdown Power Dissipation is determined by asserting the STPCLK# pin or executing the HALT
instruction. '

4. Stop Clock Power Dissipation is determined by asserting the STPCLK# pin and then removing the external CLK input.

5. Complete characterization of the specification was still in process at the time of print. Please contact Intel for the latest
information. The final specification may be less than 50 mW. g

4.3 AC Specifications

The AC specifications of the Pentium processor
(610\75) consist of setup times, hold times, and val-
id delays at O pF.

WARNING
Do not exceed the Pentium processor (610\75) in-
ternal maximum frequency of 75 MHz by either se-
lecting the 1/2 bus fraction or providing a clock
greater than 50 MHz.

4.3.1 POWER AND GROUND

For clean on-chip power distribution, the Pentium

processor (610\75) has 79 Vg (power) and 72 Vgg
(ground) inputs. Power and ground connections .

must be made to all external Vg and Vgg pins of the
Pentium processor (610\75). On the circuit board all
Ve pins must be connected to a 3.3V Vg plane.
All Vgg pins must be connected to a Vgg plane.

4.3.2 DECOUPLING RECOMMENDATIONS

Liberal decoupling capacitance should be placed
near the Pentium processor (610\75). The Pentium
processor (610\75) driving its large address and
data buses at high frequencies can cause/transient
power surges, particularly when driving large capaci-
tive loads.

Low inductance capacitors and interconnects are
recommended for best high frequency electrical
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performance. Inductance can be reduced by short-
ening circuit board traces between the Pentium
processor (610\75) and decoupling capacitors as
much as possible.

These capacitors should be evenly distributed
around each component on the 3.3V plane. Capaci-
tor values should be chosen to ensure they elimi-
nate both low and high frequency noise compo-
nents.

For the Pentium processor (610\ 75), the power
consumption can transition from a low level of power
to a much higher level (or high to low power) very
rapidly. A typical example would be entering or exit-
ing the Stop Grant state. Another example would be
executing a HALT instruction, causing the Pentium
processor (610\75) to enter the Auto HALT Power-
down state, or transitioning from HALT to the Nor-
mal state. All of these examples may cause abrupt
changes in the power being consumed by the Penti-
um processor (610\75). Note that the Auto HALT
Powerdown feature is always enabled even when
other power management features are not imple-
mented.

Bulk storage capacitors with a low ESR (Effective
Series Resistance) in the 10 uf to 100 uf range are
required to maintain a regulated supply voltage dur-
ing the interval between the time the current load
changes and the point that the regulated power sup-
ply output can react to the change in load. In order
to reduce the ESR, it may be necessary to place
several bulk storage capacitors in parallel.
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These capacitors should be placed near the Penti-
um processor (610\75) (on the 3.3V plane) to en-
sure that the supply voltage stays within specified
limits during changes in the supply current during
operation.

4.3.3 CONNECTION SPECIFICATIONS

All NC pins must remain unconnected.

For reliable operation, always connect unused in-
puts to an appropriate signal level. Unused active
low inputs should be connected to V. Unused ac-

PENTIUM™ PROCESSOR (610\75)

4.3.4 AC TIMINGS FOR A 50-MHZ BUS

The AC specifications given in Table 12 consist of
output delays, input setup requirements and input
hold requirements for a 50-MHz external bus. All AC
specifications (with the exception of those for the
TAP signals and APIC signals) are relative to the
rising edge of the CLK input.

All timings are referenced to 1.5V for both “0” and
“1” logic levels unless otherwise specified. Within
the sampling window, a synchronous input must be
stable for correct Pentiu m processor (610\75) oper-
ation.

tive high inputs should be connected to ground.

Table 12. Pentium™ Processor (610\75) TCP
AC Specifications for 50-MHz Bus Operation
Voe = 3.3Vx 5%, Tcase = 0°C to 95°C, C = 0 pF

Symbol Parameter Min | Max | Unit | Figure Notes
Frequency 25.0 | 50.0 | MHz Max Core Freq. =
~ 75MHz @ 2/3
ta CLK Period 20.0 | 40.0 nS 3
t1p CLK Period Stability 250 pS (1), (25)
ta CLK High Time 4.0 nS 3 @2V, (1)
t3 .CLK Low Time 4.0 nS 3 @0.8V, (1)
ta CLK Fall Time 015 | 1.5 nS 3 (2.0vV-0.8V), (1), (5)
ts CLK Rise Time 015 | 15 nS 3 (0.8V-2.0V), (1), (5)
tea PWT, PCD, M/IO#, 1.0 7.0 nS 4
CACHE # Valid Delay ‘
teb AP Valid Delay 1.0 8.5 nS
tec A3-A31, BEO-7# Valid Delay 07 | 70 nS 4
ted D/C#, SCYC, LOCK# ValidDelay | 0.9 | 7.0 nS
tse ADS# Valid Delay 0.8 7.0 nS
tet W/R# Valid Delay 05 | 7.0 nS
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Voo = 8.3V 5%, Toasg = 0°C to 95°C, C = 0 pF

Table 12. Pentium™ Processor (610\75) TCP

AC Specifications for 50-MHz Bus Operation (Continued)

Symbol Parameter Min | Max | Unit | Figure | Notes
t7 ADS#, AP, A3-A31, PWT, PCD, 10.0 | nS 5 1)
BEO-7+#, M/10#, D/C#, W/R#,
CACHE #, SCYC, LOCK #
Float Delay
tg APCHK#, IERR #, FERR#, PCHK # Valid Delay | 1.0 8.3 nS 4 4)
toa BREQ, HLDA, SMIACT # Valid Delay 1 1.0 8.0 nS 4 4)
t10a HIT # Valid Delay 1.0 | 80 | nS 4
tiob HITM# Valid Delay 05 | 60 | ns 4
YH1a PMO0-1, BP0-3 Valid Delay 1.0 | 100 nS 4,
t11b PRDY Valid Delay 1.0 8.0 nS 4
t12 D0-D63, DPO-7 Write 1.3 8.5 nS 4
Data Valid Delay
t13 D0-D63, DP0-3 Write 10.0 nS 5 1)
. Data Float Delay
t14 A5-A31 Setup Time 6.5 nS 6" (26)
t1s A5-A31 Hold Time 1.0 nS 6
t16a INV, AP Setup Time 5.0 nS 6 .
t16b EADS# Setup Time 6.0 nS 6
t17 EADS#, INV, AP Hold Time 1.0 nS 6
t18a. KEN# Setup Time 5.0 nS 6
t18b NA#, WB/WT# Setup Time 4.5 nS 6
t19 KEN#, WB/WT #, NA# Hold Time 1.0 nS 6
t20 BRDY # Setup Time 5.0 nS 6
toq BRDY # Hold Time 1.0 nS 6
to2 BOFF # Setup Time 5.5 nS 6
t22a AHOLD Setup Time 6.0 nS 6
to3 AHOLD, BOFF # Hold Time 1.1 nS 6
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Vee = 3.3Vt 5%, Tcase = 0°C to 95°C, C = O pF
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Table 12. Pentium™ Processor (610\75) TCP
AC Specifications for 50-MHz Bus Operation (Continued)

Symbol Parameter Min | Max Unit Figure Notes

to4 BUSCHK #, EWBE #, HOLD, 5.0 nS 6
PEN# Setup Time

tos BUSCHK #, EWBE #, 1.0 nS 6
PEN# Hold Time

tosa HOLD Hold Time 1.5 nS 6

toe A20M#, INTR, STPCLK # 5.0 nS 6 (12), (16)°
Setup Time

to7 A20M#, INTR, STPCLK # 1.0 nS 6 (13)
Hold Time

tog INIT, FLUSH#, NMI, SMI#, 5.0 nS 6 (12), (16), (17)

' IGNNE# Setup Time

too INIT, FLUSH #, NMI, SMi #, 1.1 nS 6 (13)
IGNNE # Hold Time

tao INIT, FLUSH #, NMI, SMI#, 2.0 CLKs 6 (15), (17)
IGNNE # Pulse Width, Async

31 - R/S# Setup Time 5.0 nS 6 (12), (16), (17)

t32 R/S# Hold Time 1.0 nS 6 (13)

t33 R/S# Pulse Width, Async. 2.0 CLKs 6 (15), (17)

t3a D0-D63, DP0-7 Read Data 3.8 nS 6
Setup Time

t35 D0-D63, DP0-7 Read Data Hold Time | 2.0 nS 6 _

t36 RESET Setup Time 5.0 nS 7 (11), (12), (16)

ta7 RESET Hold Time 1.0 nS 7 . (11),(13)

t3s RESET Pulse Width, Vcc & 15 CLKs 7 (11), (17)
CLK Stable

t30 RESET Active After Vcc & 1.0 mS 7 Power up
CLK Stable )

ta0 Reset Configuration Signals 5.0 nS 7 (12), (16), (17)
(INIT, FLUSH #) Setup Time

t4q Reset Configuration Signals 1.0 nS 7 (13)
(INIT, FLUSH #) Hold Time
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Table 12. Pentium™ Processor (610\75) TCP
AC Specifications for 50-MHz Bus Operation (Continued)
Vee = 3. 3Vi 5%, Tcase = 0°C to 95°C, G| = 0 pF .

intel.

Symbol Parameter “Min | Max | Unit Flgurd Notes
t42a Reset Configuration Signals 20 CLKs* 7 To RESET falling
(INIT, FLUSH #) Setup Time, Async. edge (16)
tazp Reset Configuration Signals 2.0 CLks | 7 To RESET falling
_(INIT, FLUSH#, BRDY #, edge (27) !
BUSCHK #) Hold Time, Async.
tazc Reset Configuration Signal 3.0 CLKs 7 To RESET falling
(BRDY #, BUSCHK #) Setup edge (27) ‘
Time, Async.
ta24 Reset Configuration Signal 1.0 ns To RESET falling
BRDY # Hold Time, RESET edge (1), (27)
driven synchronously
t43a BF Setup Time 1.0 ms 7 (22) to RESET
falling edge
t3p BF Hold Time 2.0 CLKs 7 (22) to RESET falling
i ' edge
t43¢ APICEN Setup Time 2.0 | CLKs 7 To RESET falling
. edge
434 APICEN Hold Time 2.0 CLKs 7 To RESET falling
. . edge
ta4 TCK Frequency 16.0 | MHz
a5 TCK Period 62.5 ns 3
e TCK High Time 25,0 ns 3 | eav,(1)
ta7 TCK Low Time 25.0 ns 3 @0.8V, (1)
ts TCK Fall Time 5.0 ns 3 (2.0vV-0.8V), (1), (8), (9)
tag" TCK Rise Time 5.0 ns 3 (0.8V-2.0V), (1), (8), (9)
150 TRST # Pulse Width 40.0 ns 9 | (1), Asynchronous
ts1 TDI, TMS Setup Time 5.0 ns 8 7)
ts2 TDI, TMS Hold Time 13.0 ns 8 "
ts3 TDO Valid Delay 30 | 200]| ns 8 ®)
tsy TDO Float Delay 250 | ns 8 | (1,0
tss5 All Non-Test Outputs Valid Delay 3.0 | 20.0 ns 8 (3), (8), (10).
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Table 12. Pentium™ Processor (610\75) TCP

AC Specifications for 50-MHz Bus Operation (Continued)
Vee = 3.3Vt 5%, Toase = 0°C to 95°C, C. = 0 pF

Symbol Parameter | Min Max Unit | Figure Notes

tse All Non-Test Outputs Float Delay 25.0 ns 8 (1), (3), (8), (10)

ts7 All Non-Test Inputs Setup Time 5.0 ns 8 (3), (7), (10)

tsg ‘I All Non-Test Inputs Hold Time 13.0 ns 8 3), (7), (‘i 0)

APIC AC Specifications

te0a PICCLK Frequency 20 16.66 | MHz

teob PICCLK Period 60.0 | 500.0 ns 3

teoc PICCLK High Time 9.0 ns 3

te0d PICCLK Low Time 9.0 . ns 3

ts0e PICCLK Rise Time 1.0 5.0 ns 3

teof PICCLK Fall Time 1.0 5.0 ns 3

teog PICDO-1 Setup Time 3.0 " ns 6 to PICCLK

ts0h PICDO-1 Hold Time 25 ns 6 to PICCLK

t60i PICDO-1 Valid Delay (LtoH) 40 | 380 ns 4 from PICCLK, (28)

t60j PICDO-1 Valid Delay (HtoL) 4.0 22.0 ns 4 from PICCLK, (28)
NOTES:

Notes 2, 6, and 14 are general and apply to all standard TTL signals used with the Pentium Processor family.

Notes 11, 18, 19, 20, 23, and 24 do not apply to the TCP package and have been removed in this document.

. Not 100% tested. Guaranteed by design.

. TTL input test waveforms are assumed to be 0 to 3V transitions with 1V/ns rise and fall times.

. Non-test outputs and inputs are the normal output or input signals (besides TCK, TRST#, TDI, TDO, and TMS). These
timings correspond to the response of these signals due to boundary scan operations.

. APCHK #, FERR#, HLDA, IERR#, LOCK#, and PCHK# are glitch-free outputs. Glitch-free signals monotomcally tran-
sition without false transitions (i.e., glitches).

. 0.8V/ns < CLK input rise/fall !lme < 8V/ns.

. 0.3V/ns < input rise/fall time < 5V/ns. .

. Referenced to TCK rising edge.

. Referenced to TCK falling edge
. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 33 MHz.

10 During probe mode operatlon, do not use the boundary scan timings (ts5-sg).

12. Setup time is required to guarantee recognition on a specific clock.

13. Hold time is required to guarantee recognition on a specific clock.

14. All TTL timings are referenced from 1.5V.

15. To guarantee proper asynchronous recognition, the signal must have been de-asserted (inactive) for a minimum of 2

clocks before being returned active and must meet the minimum pulse width.
16. This input may be driven asynchronously.
17. When driven asynchronously, RESET, NMI, FLUSH#, R/S#, INIT, and SMi# must be de-asserted (inactive) for a mini-
mum of 2 clocks before being returned active.

CONOO » W=
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21. The D/C#, M/IO#, W/R#, CACHE #, and A5-A31 signals are sampled only on the CLK that ADS # is active.

22. BF should be strapped to Vgc or Vgs.

25, These signals are measured on the rising edge of adjacent CLKs at 1.5V. To ensure a 1:1 relationship between the
amplitude of the input jitter and the internal and external clocks, the jitter frequency spectrum should not have any power
spectrum peaking between 500 KHz and 1/3 of the CLK operating frequency. The amount of jitter present must be
accounted for as a component of CLK skew between devices.

26. Timing t44 is required for external snooping (e.g., address setup to the CLK in which EADS # is sampled active).

27. BUSCHK # is used as a reset configuration signal to select buffer size. -

-28. This assumes an external pullup resistor to Vgc and a lumped capacitive load. The pullup resistor must be between
150 ohms and 1K ohms, the capacitance must be between 20 pF and 240 pF, and the RC product must be between
3 ns and 36 ns.

** Each valid delay is specified for a 0 pF load. The system designer should use 1/0 buffer modeling to account for signal

flight time delays.

242323-3
Ty = 15, 149, 1606
Tw = t4, 18,160f
Ty = 13, 147, t60d
Ty = t1, 145, t60b
T, = 12, 146, t60c

. : Figure 3. Clock Waveform
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Signal‘ /// // 1.5V VALID ‘ *///

242323-4
Ty = 16, 18, 19, 110, t11, t12, t60i

Figure 4. Valid Delay Timings

242323-5

- OO0
Ty = 17,113

Ty ='t6 min, t12 min

Figure 5. Float Delay Timings
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intel.

CLK

1.5V

- NN \\J< >l<\\

A\

Tx = t14, 116, t18, 120, t22, t24, 126, 128, t31, t34, t60g (to PICCLK)
Ty = t15, t17, t19, t21, 123, 125, t27, 129, 132, t35, t60h (to PICCLK)

242323-6

Figure 6. Setup and Hold Timings

CLK

—> <+
RESET T; \.. 15v
< p
T' H_ . T“
Config VALID
Tw
< > 4> T
242323-7
Tt = t40
Ty = t41
Ty =137
Tw = 142, 1433, t43c .
Ty = t43b, t43d
T, = 38, t39
T, = 136
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signals  —> 0NN\ WK AN
I, = 157 242323-8
T = 158
Ty = 154
Ty = 151
| Tw =152
Ty = 153
Ty = 155
T, = 156
Figure 8. Test Timings
Ty >
TRST# 1.5V
T, = 180 242323-9

Figure 9. Test Reset Timings
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4.4 1/0 Buffer Models

This section describes the 1/0 buffer models of the
Pentium processor (610\75).

The first order 1/0 buffer model is a simplified repre-
sentation of the complex input and output buffers
used in the Pentium processor (610\75). Figures 10
and 11 show the structure of the input buffer model
and Figure 12 shows the output buffer model. Ta-
bles 13 and 14 show the parameters used to specify
these models. -

-

Intel .
Although simplified, these buffer models will accu-
rately model flight time and signal quality. For these

parameters, there is very little added accuracy in a
complete transistor model.

The following two models represent the input buffer
models. The first model, Figure 10, represents all of
the input buffers of the Pentium processor (610\75)
except for a special group of input buffers. The sec-
ond model, Figure 11, represents these special buff-
ers. These buffers are the inputs: AHOLD, EADS #,
KEN#, WB/WT#, INV, NA#, EWBE#, BOFF#,
CLK, and PICCLK.

\
/1

cc
R s
D2
—l__ C;
D1 T~ n
R L)
v,

242323-10

Figure 10. Input Buffer Model, Except Special Group
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6 x Rg

D2
D2
D2

D2

D2

D2

D1

242323-11

Figure 11. Input Buffer Model for Special Group
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Table 13. Parameters Used in the Specification of the First Order input Buffer Model

Parameter ' Description

Cin Minimum and Maximum value of the capacitance of the input buffer model.
Lp Minimum and Maximum value of the package inductance.

Cp Minimum and Maximum value of the package capacitance.

Rs Diode Series Resistance

D1, D2 Ideal Diodes

Flgure 12 shows the structure of the output buffer model. This model is used for all of the output buffers of the
Pentium processor (610\75).

Ro

;TS

—— Cp

dv/dt

/1

=
v | A /

Figure 12. First Order Output Buffer Model

242323-12

Table 14. Parameters Used in the Specification of the First Order Output Buffer Mo&el

Parameter \ , \ ‘ Description
dv/dt Mlmmum and maximum value of the rate of change of the open circuit voltage source used in
the output buffer model.
Ro Minimum and maximum value of the output impedance of the output buffer model.
Co Minimum and Maximum value of the capacitance of the output buffer model.
Lp . .| Minimum and Maximum value of the package inductance.
Cp Minimum and Maximum value of the package capacitance.
In addition to the input and output buffer parameters, Note, however, some signal quality specifications re-

input protection diode models are provided for add- quire that the diodes be removed from the input
ed accuracy. These diodes have been optimized to model. The series resistors (Rs) are a part of the
provide ESD protection and provide some level of diode model. Remove these when removing the di-
clamping. Although the diodes are not required for odes from the input model.

simulation, it may be more difficult to meet specifica- ‘

tions without them.
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4.4.1 BUFFER MODEL PARAMETERS configurable output buffer EB2. Table 15 shows the
drive level for BRDY # required at the falling edge of

This section gives the parameters for each Pentium * RESET to select the buffer strength. The buffer
processor (610\75) input, output, and bidirectional sizes selected should be the appropriate size re-
signal, as well as the settings for the configurable quired; otherwise AC timings might not be met, or
buffers. too much overshoot and ringback may occur. There

are no other selection choices; all of the configura-
Some pins on the Pentium processor (610\75) have ble buffers get set to the same size at the same
selectable buffer sizes. These pins use the time.

Table 15. Buffer Selection Chart

Environment : BRDY # Buffer Selection
Typical Stand Alone Component 1 EB2
Loaded Component 0 EB2A

NOTES: .
For correct buffer selection, the BUSCHK# signal must be held inactive (high) at the falling edge of RESET.
For the Pentium processor (610\75) SPGA version, BRDYC# is used to configure selectable buffer sizes.

Please refer to Table 16 for the groupings of the buffers.
Table 16. Signal to Buffer Type

Driver Buffer | Receiver

Signals ‘ Type Type Buffer Type
CLK | ERO
A20M#, AHOLD, BF, BOFF #, BRDY #, BUSCHK #, EADS #, | ER1

EWBE #, FLUSH#, HOLD, IGNNE#, INIT, INTR, INV, KEN#, NA#,
NMI, PEN#, PICCLK R/S#, RESET SMi#, STPCLK#, TCK TDI,
T™MS, TRST# WB/WT #

APCHK #, BE[7:5] #, BP[3:2], BREQ, FERR#, IERR #, PCD, .0 | ED1

PCHK#, PM0/BPO, PM1/BP1, PRDY, PWT, SMIACT #, TDO, U/

Oo#

A[31:21], AP, BE[4:0] #, CACHE #, D/C# D[63:0], DP[8:0], HLDA, | 1/0 EB1 EB1
LOCK#, M/IO#, SCYC

A[20:3], ADS#, HITM#, W/R # 110 EB2A EB2
HIT# ‘ 1/0 EB3 EB3
PIDO, PICD1 170 EB4 EB4

The input, output and bidirectional buffer values are input, just use the Cin, Cp and Lp values; if it is oper-
listed in Table 17. This table contains listings for all ating as a driver, use all of the data parameters.
three types, do not get them confused during simula-

tion. When a bidirectional pin is operating as an
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Table 17. Input, Output and Bidirectional Buffer Model Parameters

intgl. |

Type | TENSHON | (e (Ohms) o o) on
min max “min | max | min | max min | max | min | max
ERO | Rising gr R RN & ] 03 |04 |39 |50 |08 |12
(input) Falling FE 03 | 04 39 | 5.0 08 | 1.2
ER1 Rising 102 |05 |31 |60 |08 [1.2
(input) Falling ?‘ NI ES ST T A 0.2 0.5 3.1 6.0 0.8 1.2
ED1 Rising 3/3.0 | 3.7/09 | 216 | 531 | 0.3 0.6 3.7 6.6 2.0 2.6
(output) | Falling 3/28 | 3.7/0.8 | 175 | 50.7 | 0.3 | 0.6 37 | 66 20 | 26
EB1 Rising 3/3.0 | 3.7/ 21.6.9 53.1 0.2 0.5 2.9 6.1 2.0 2.6
(bidir) Falling 3/2.8 | 3.7/0.8 | 17.5 | 50.7 | 0.2 0.5 2.9 6.1 2.0 2.6
EB2 Rising 3/3.0 | 3.7/09 | 21.6 | 53.1 | 0.2 0.5 3.1 6.4 9.1 9.7
(bidir) Falling 3/2;8 3.7/0.8 | 175 | 50.7 | 0.2 05 .| 3.1 6.4 9.1 9.7
EB2A Rising 3/24 | 3.7/0.9 | 101 | 224 | 0.2 0.5 3.1 6.4 9.1 9.7
(bidir) Falling 3/2.4 | 3.7/0.9 | 9.0 212 | 0.2 | 05 31 [ 64 9.1 9.7
EB3 Rising 3/3.0 | 3.7/09 | 216 | 53.1 | 0.2 0.4 3.2 41 3.3 3.9
(bidir) Falling 3/28 | 3.7/08 | 175 | 50.7 | 0.2 | 0.4 32 | 41 33 | 39
EB4 Rising 3/30 | 3.7/09 [ 216 531 [ 03 |04 |40 [41 |50 |70
(bidir) Falling 3/2.8 | 3.7/0.8 | 175 | 50.7 | 0.3 0.4 4.0 41 5.0 7.0
Table 18. Input Buffer Model Parameters: D (Diodes)

Symbol Parameter D1 D2

IS Saturation Current 1.4e-14A 2.78e-16A

N Emission Coefficient 1.19 1.00

RS Series Resistance 6.5 ohms 6.5 ohms

™ Transit Time 3ns 6ns '

vd PN Potential 0.983V 0.967V .

CJo Zero Bias PN Capacitance 0.281 pF " 0.365 pF

M PN Grading Coefficient 0.385 0.376

4.4.2 SIGNAL QUALITY SPECIFICATIONS

Signals driven by the system into the Pentium proc-:
essor (610\75) must meet signal quality specifica-

Time.

tions to guarantee that the components read
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not affect the reliability of the component. There are
two signal quality parameters: Ringback and Settling
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4.4.2.1 Ringback

Excessive ringback can contribute to long-term reli-
ability degradation of the Pentium processor
(610\75), and can cause false signal detection.
Ringback is simulated at the input pin of a compo-
nent using the input buffer model. Ringback can be
simulated with or without the diodes that are in the
input buffer model.

Ringback is the absolute value of the maximum volt-
age at the receiving pin below Vgg (or above Vgg)
relative to Vg (or Vgg) level after the signal has

reached its maximum voltage level. The input diodes '

are assumed present.

Maximum Ringback on Inputs = 0.8V
(with diodes)

If simulated without the input diodes, follow the Max-
imum Overshoot/Undershoot specification. By

PENTIUM™ PROCESSOR (610\75)

meeting the overshoot/undershoot specification, the
signal is guaranteed not to ringback excessively.

If simulated with the diodes present in the input
model, follow the maximum ringback specification.

Overshoot (Undershoot) is the absolute value of the
maximum voltage above Vgc (bslow Vgg). The
guideline assumes the absence of diodes on the in-
put.

¢ Maximum Overshoot/Undershoot on 5V 82497
Cache Controller, and 82492 Cache SRAM In-
puts (CLK and PICCLK only) = 1.6V above Vccs
(without diodes)

e Maximum-Overshoot/Undershoot on 3.3V Penti-
um processor (610\75) Inputs (not CLK and
PICCLK) = 1.4V above Vg3 (without diodes)

Maximum
Overshoot

Vcc B RERRERRY AR B

Maximum
Ringback

Maximum

Ringback l 7 § —~
A

N Vv Maximum

Undershoot
242323-13

Figure 13. Overshoot/Undershoot and Ringback Guidelines

4.4.2.2 Settling Time

The settling time is defined as the time a signal re-
quires at the receiver to settle within 10% of Vg or
Vss. Settling time is the maximum time allowed for a
signal to reach within 10% of its final value.

Most available simulation tools are unable to simu-
late settling time so that it accurately reflects silicon
measurements. On a physical board, second-order

effects and other effects serve to dampen the signal
at the receiver. Because of all these concerns, set-
tling time is a recommendation or a tool for layout
tuning and not a specification.

Settling time is simulated at the slow corner, to make
sure that there is no impact on the flight times of the
signals if the waveform has not settled. Settling time
may be simulated with the diodes included or ex-
cluded from the input buffer model. If diodes
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are included, settling time recommendatuon will be

" easier to meet.

Although simulated settling time has not: shown
good correlation with physical, measured settling
time, settling time simulations can still be used as a
tool to tune layouts.

Use the following procedure to verify board simula-
tion and tuning with concerns for settling time.

1. Simulate settling time at the slow corner for a par-
ticular signal.

2. If settling time violations occur, simulate signal
trace with D.C. diodes in place at the receiver pin.
The D.C. diode behaves almost identically to the
actual (non-linear) diode on the part as long as
excessive overshoot does not occur.

.
intal.
3. If settling time violations still occur, simulate flight

times for 5 consecutive cycles for that particular
signal.

4. If flight time values are consistent over the 5 simu-
lations, settling time should not be a concern. If
however, flight times are not consistent over the 5
simulations, tuning of the layout is required.

5. Note that, for signals that are allocated 2 cycles
for flight time, the recommended settling time is
doubled.

A typical design method would include a settling
time that ensures a signal is within 10% of V¢ or
Vss for at least 2.5 ns prior to the end of the CLK
period.

Vee + 10% /\ ~
Vee ’1 X ll S 125N I"\\
Ve -10% ~
242323-14
Figure 14. Settlan Time
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5.0 Pentium™ Processor (610\75)
TCP MECHANICAL
SPECIFICATIONS

Today’s portable computers face the challenge of
meeting desktop performance in an environment
that is constrained by thermal, mechanical, and
electrical design considerations. These considera-
tions have driven the development and implementa-
tion of Intel’s Tape Carrier Package (TCP). The Intel
TCP package has been designed to offer a high pin
count, low profile, reduced footprint package with
uncompromised thermal and electrical performance.
Intel continues to provide packaging solutions that
meet our rigorous criteria for quality and perform-
ance, and this new entry into the Intel package port-
folio is no exception.

Key features of the TCP package include: surface

mount technology design, lead pitch of 0.25 mm, po-
lyimide body size of 24 mm and polyimide up for

5.1 TCP Package Mechanical Diagrams

PENTIUM™ PROCESSOR (610\75)

pick&place handling. TCP components are shipped
with the leads flat in slide carriers, and are designed
to be excised and lead formed at the customer man-
ufacturing site. Recommendations for the manufac-
ture of this package are included in the Pentium™
Processor (610\75) Tape Carrier Package User’ s
Guide.

Figure 15 shows a cross-sectional view of the TCP
package as mounted on the Printed Circuit Board.
Figures 16 and 17 show the TCP as shipped in its
slide carrier, and key dimensions of the carrier and
package. Figure 18 shows a blow up detail of the
package in cross-section. Figure 19 shows an en-
larged view of the outer lead bond area of the pack-
age.

Tables 19 and 20 provide Pentium processor
(610\75) TCP package dimensions.

Polyimide
Encapsulant SUpport Ring

Gold Bump

Thermally & Electrically
Conductive Adhesive
(Silver Filled Thermoplastic)

0500 1 40 64360 00 00 3¢ 50 98 < 0 i 00 04 8¢

Ground plane

LT L LI T T
HERRE . (AARERRD:

242323-15

Figure 15. Cross-Sectional View of the Mounted TCP Package
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Figure 16. One TCP Site in Carrier (Bottom View of Die)
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Figure 17. One TCP Site in Carrier (Top View of Die)
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[\(/— SEE DETAIL

FRONT VIEW
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242323-18

Figure 18. One TCP Site (Cross-Sectional Detalil)
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Figure 19. Outer Lead Bond (OLB) Window Detail
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Table 19. TCP Key Dimensions

Symbol Description Dimension
N Leadcount 320 leads

w Tape Width 48.18 £ 0.12

L Site Length (43.94) ref.

el Outer Lead Pitch 0.25 nom.

b Outer Lead Width 0.10 % 0.01
D1,E1 ' Package Body Size 240 + 0.1

A2 Package Height 0.615 £ 0.030
DL ‘Die Length 13.302 + 0.015
DW Die Width 12.235 + 0.015

NOTES:
Dimensions are in millimeters unless otherwise noted.
Dimensions in parentheses are for reference only.

Table 20. Mounted TCP Package Dimensions

Description Dimension
Package Height 0.75 max.
Terminal Dimension 29.5 nom.
Package Weight . 0.5 g max.

NOTE:
Dimensions are in millimeters unless otherwise noted.
Package terminal dimension (lead tip-to-lead tip) assumes the use of a keeper bar.
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6.0 Pentium™ Processor (610\75)
TCP THERMAL SPECIFICATIONS

The Pentium processor (610\75) is specified for
proper operation when the case temperature,
Tcase: (Te) is within the specified range of 0°C to
95°C.

6.1 Measuring Thermal Values

To verify that the proper T¢ (case temperature) is
maintained for the Pentium processor (610\75), it
should be measured at the center of the package
top surface (encapsulant). To minimize any mea-
surement errors, the. following techniques are rec-
ommended:

e Use 36 gauge or finer diameter K, T, or J type
thermocouples. Intel’s laboratory testing was
done using a thermocouple made by Omega (part
number: 5TC-TTK-36-36).

e Attach the thermocouple bead or junction to the
center of the package top surface using highly
thermally conductive cements. Intel’s laboratory
testing was done by using Omega Bond (part
number: OB-100).

® The thermocouple should be attached at a 90°
angle as shown in Figure 20.

! 242323-20

Figure 20. Technique for Measuring Case
Temperature (T¢)

6.2 Thermal Equations

For the Pentium processor (610\75), an ambient
temperature (Tp) is not specified directly. The only
requirement is that the case temperature (Tg) is met.
The ambient temperature can be calculated from the
following equations:
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Ty=Tc+ PX 0y,

Ta=T;— P X0y
Ta=Tc— (P X 0ca
Tc=Ta+ P X [044-0yc]

“0ca = 0ua-0c
where,

Ta and Tg are ambient and case temperatures (°C)

6ca = Case-to-Ambient thermal resistance (°C/W)

0a = Junction-to-Ambient thermal resistance
(°C/W)

6yc = Junction-to-Case thermal resistance (°C/W)

P = maximum power consumption (Watts)

P (maximum power consumption) is specified in sec-
tion 4.2.

6.3 TCP Thermal Characteristics

The primary heat transfer path from the die of the
Tape Carrier Package (TCP) is through the back side
of the die and into the PC board. There are two ther-
mal paths traveling from the PC board to the ambi-
ent air. One is the spread of heat within the board
and the dissipation of heat by the board to the ambi-
ent air. The other is the transfer of heat through the
board and to the opposite side where thermal en-
hancements (e.g., heat sinks, pipes) are attached.
To prevent the possibility of damaging the TCP com-
ponent, the thermal enhancements should. be at-
tached to the opposite side of the TCP site not di-
rectly mounted to the package surface.

6.4 PC Board Enhancements

Copper planes, thermal pads, and vias are design
options that can be used to improve heat transfer
from the PC board to the ambient air. Tables 21 and
22 present thermal resistance data for copper plane
thickness and via effects. It should be noted that
although thicker copper planes will reduce the 0.4 of
a system without any thermal enhancements, they
have less effect on the 0., of a system with thermal
enhancements. However, placing vias under the die
will reduce the 0¢4 of a system with and without ther-
mal enhancements.

i
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Table 21. Thermal Resistance vs. Copper Plane
_ Thickness with and without Enhancements

PENTIUM™ PROCESSOR (610\75)

NOTE:
Thermal resistance values should be used as
guidelines only, and are highly system dependent.

Copper Oca (°C/W) Oca (°C/W) Final system verification should always refer to the
Plane No With case temperature specification.

Thickness® | Enhancements | HeatPipe Table 23. Pentium™ Processor (610\75)

10z.Cu 18 8 TCP Package Thermal Resistance

30z Cu 14 8 without Enhancements

Ouc Oca
NOTES: o
*225 vias underneath the die (°C/W) | (°C/W)
(1 0z = 1.3 ml) Thermal Resistance without | 0.8 13.9
Enhancements

Table 22. Thermal Resistance vs. Thermal Vias

underneath the Die
No. of Vias Under 6ca (CC/W)
the Die* No Enhancements
0 . 15
144 13

NOTE: )
*3 oz. copper planes in test boards

6.4.1 STANDARD TEST BOARD
CONFIGURATION

All Tape Carrier Package (TCP) thermal measure-
ments provided in the following tables were taken
with the component soldered to a 2” x 2" test board
outline. This six-layer board contains 225 vias (un-
derneath the die) in the die attach pad which are
connected to two 3 oz. copper planes located at lay-
ers two and five. For the Pentium processor
.(610\75) TCP, the vias in the die attach pad should
be connected without thermal reliefs to the ground
plane(s). The die is attached to the die attach pad
using a thermally and electrically conductive adhe-
sive. This test board was designed to optimize the
heat spreading into the board and the heat transfer
through to the opposite side of the board.

Table 24. Pentium™ Processor (610\75)
TCP Package Thermal Resistance
with Enhancements (without Airflow)

Enh?r';:n:;nts (°‘(9:%V) Notes
Heat sink 117 | 1.2"x1.2" x0.35
Al Plate 8.7 4" X 4" X0.030"
Al Plate with 7.8 0.3X1" X4"

Heat Pipe

Table 25. Pentium™ Processor (610\75)
TCP Package Thermal Resistance
with Enhancements (with Airflow)

Thermal Oca '

Enhancements |(°C/W) Notes
Heat sink with Fan | 5.0 1.2"” X1.2" X0.35" HS
@ 1.7 CFM 1” X1" X0.4" Fan
Heat sink with 5.1 1.2" X1.2" X0.35” HS
Airflow @ 400 LFM
Heat sink with 4.3 1.2" X1.2" X0.35" HS
Airflow @ 600 LFM
HS = heat sink

LFM = Linear Feet/Minute
CFM = Cubic Feet/Minute
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PENTIUM™ PROCESSOR at iCOMPT™ INDEX 610\75 MHz

PENTIUM™ PROCESSOR at iCOMPT™ INDEX 735\90 MHz
PENTIUM™ PROCESSOR at iCOMP™ INDEX 815\100 MHz

m Compatible with Large Software Base m Multi-Processor Support
— MS-DOSi, Windowsi, 0S/2%, UNIXi — Multiprocessor Instructions
m 32-Bit CPU with 64-Bit Data Bus — Support for Second Level Cache
m Superscalar Architecture m On-Chip Local APIC Controller
— Two Pipelined Integer Units Are - M2P In(t:errupt !\'A’Ianagement
Capable of 2 Instructions/Clock — 8259 Compatible
— Pipelined Floating Point Unit \\ m Internal Error Detection Features
m Separate Code and Data Caches ~ m Upgradable with a Future Pentium™
— 8K Code, 8K Write Back Data : OverDrive™ Processor
— MES| Cache Protocol m Power Management Features
B Advanced Design Features , — System Management Mode
— Branch Prediction — Clock Control

— Virtual Mode Extensions m Fractional Bus Operation

m 3.3V BiCMOS Silicon Technology — 100-MHz Core/66-MHz Bus
— 100-MHz Core/50-MHz Bus

m 4M Pages for Increased TLB Hit Rate — 90-MHz Core/60-MHz Bus

m IEEE 1149.1 Boundary Scan ‘ — 75-MHz Core/50-MHz Bus

B Dual Processing Configuration

The Pentium processor (610\75, 735\90, 815\100) extends the Pentium processor family, providing perform-
ance needed for mainstream desktop applications as well as for workstations and servers. The Pentium
processor is compatible with the entire installed base of applications for DOS, Windows, 0S/2, and UNIX. The
Pentium processor (610\75, 735\90, 815\100) superscalar architecture can execute two instructions per
clock cycle. Branch prediction and separate caches also increase performance. The pipelined floating point
unit delivers workstation level performance. Separate code and data caches reduce cache conflicts while
remaining software transparent. The Pentium processor (610\75, 735\90, 815\100) has 3.3 million transistors
and is built on Intel's advanced 3.3V BiCMOS silicon technology. The Pentium processor (610\75, 735\90,
"815\100) has on-chip dual processing support, a local multiprocessor interrupt controller, and SL power
management features. k :

241997-17

$Other brands and trademarks are the property of their respective owners.
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PENTIUM™ PROCESSOR (610\75, 735\90, 815\ 100)

1.0 MICROPROCESSOR
ABCH]TECTURE OVERVIEW

The Pentium™ processor at iCOMPT™ rating
610\75 MHz, iCOMP rating 735\90 MHz, and
iCOMP rating 815\100 MHz extends the Intel
Pentium family of microprocessors. It is 100% binary
compatible with the 8086/88, 80286, Intel386™ DX
CPU, Intel386 SX CPU, Intel486™ DX CPU, Intel486
SX CPU, Intel486 DX2 CPUs, and Pentium proces-
sor at iCOMP Index 510\60 MHz and iCOMP Index
567\66 MHz.

The Pentium processor family consists of the new
Pentium processor at iCOMP rating 610\75 MHz,
iCOMP rating 735\90 MHz, and iCOMP rating
815\100 MHz (product order code 80502), de-
scribed in this document, and the original Pentium
processor (510\60, 567\66) (order code 80501).
The name “Pentium processor (610\75, 735\90,
815\100)” will be used in this document to refer to
the Pentium processor at iCOMP rating 610\75
MHz, iCOMP rating 735\90 MHz and iCOMP rating
815\100 MHz. Also, the name “Pentium processor
(510\60, 567\66)” will be used to refer to the origi-
nal 60- & 66-MHz version product.

The Pentium processor family architecture contains

all of the features of the Intel486 CPU family, and

provides significant enhancements and additions in-
" cluding the following:

e Superscalar Architecture

e Dynamic Branch Prediction

. ® Pipelined Floating-Point Unit

e |mproved Instruction Execution Time
Separate 8K Code and 8K Data Caches
Writeback MESI Protocol in the Data Cache
64-Bit Data Bus

Bus Cycle Pipelining

Address Parity

Internal Parity Checking

Functional Redundancy Checking
Execution Tracing

Performance Monitoring

IEEE 1149.1 Boundary Scan

System Management Mode

Virtual Mode Extensions

In addition to the features listed above, the Pentium
processor (610\75, 735\90, 815\100) pffers the fol-
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lowing enhancements over the Pentium processor
(510\60, 567\66):

e iCOMP performance rating of 815 at 100 MHz in
single processor configuration

e iCOMP performance rating of 735 at 90 MHz in
single processor configuration

® iCOMP performance rating of 610 at 75 MHz in
single processor configuration ’

e Dual processing support
e SL power management features

e Upgradable with a Future Pentium OverDrive
processor

¢ Fractional bus operation
. On-chip local APIC device

1.1 Pentium Processor Family
Architecture

The application instruction set of the Pentium proc-
essor family includes the complete Intel486 CPU
family instruction set with extensions to accommo-
date some of the additional functionality of the
Pentium processors. All application software written
for the Intel386 and Intel486 family microprocessors
will run on the Pentium processors without modifica-
tion. The on-chip memory management unit (MMU)
is completely compatible with the Intel386 family
and Intel486 family of CPUs.

The Pentium processors implement several en-
hancements to increase performance. The two in-
struction pipelines and floating-point unit on Pentium
processors are capable of independent operation.
Each pipeline issues frequently used instructions in
a single clock. Together, the dual pipes can issue
two integer instructions in one clock, or one floating
point instruction (under certain circumstances, two
floating-point instructions) in one clock.

Branch prediction is implemented in the Pentium
processors. To support this, Pentium processors im-
plement two prefetch buffers, one to prefetch code
in a linear fashion, and one that prefetches code
according to the BTB so the needed code is almost
always prefetched before it is needed for execution.

The floating-point unit has been completely rede-
signed over the Intel486 CPU. Faster algorithms pro-
vide up to 10X speed-up for common operations ‘in- '
cluding add, multiply, and load. \
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Pentium processors include separate code and data
caches integrated on-chip to meet performance
goals. Each cache is 8 Kbytes in size, with a 32-byte
line size and is 2-way set associative. Each cache
has a dedicated Translation Lookaside Buffer (TLB)
to translate linear addresses to physical addresses.
The data cache is configurable to be write back or
write through on a line-by-line basis and follows the
MESI protocol. The data cache tags are triple ported
to support two data transfers and an inquire cycle in
the same clock. The code cache is an inherently
write-protected cache. The code cache tags are

also triple ported to support snooping and split line

accesses. Individual pages can be configured as
cacheable or non-cacheable by software or hard-
ware. The caches can be enabled or disabled by
software or hardware.

The Pentium processors have increased the data
bus to 64 bits to improve the data transfer rate. Burst
read and burst write back cycles are supported by
the Pentium processors. In addition, bus cycle pipe-
lining has been added to allow two bus cycles to be
in progress simultaneously. The Pentium proces-
sors’ Memory Management Unit contains optional
extensions to the architecture which allow 2-Mbyte
and 4-Mbyte page sizes.

The Pentium processors have added significant data
integrity and error detection capability. Data parity
checking is still supported on a byte-by-byte basis.
Address parity checking, and internal parity checking
features have been added along with a new excep-
tion, the machine check exception. In addition,
the Pentium processors have implemented function-
al redundancy checking to provide maximum error

PENTIUM™ PROCESSOR (610\75, 735\90, 815\100)

detection of the processor and the interface to the
processor. When functional redundancy checking is
used, a second processor, the “‘checker” is used to
execute in lock step with the “master” processor.
The checker samples the master’s outputs-and com-
pares those values with the values it computes inter-
nally, and asserts an error signal if a mismatch oc-
curs.

As more and more functions are integrated on chip,
the complexity of board level testing is increased. To
address this, the Pentium processors have in-
creased test and debug capability. The Pentium
processors implement IEEE Boundary Scan (Stan-
dard 1149.1). In addition, the Pentium processors
have specified 4 breakpoint pins that correspond to
each of the debug registers and externally indicate a
breakpoint match. Execution tracing provides exter-
nal indications when an instruction has completed
execution in either of the two internal pipelines, or
when a branch has been taken.

System Management Mode (SMM) has been imple-
mented along with some extensions to the SMM ar-
chitecture. Enhancements to the virtual 8086 mode
have been made to increase performance by reduc-
ing the number of times it is necessary to trap to a
virtual 8086 monitor.

Figure 1 shows a block diagram of the Pentium proc-
essor (610\75, 735\90, 815\100).

For Pentium Processor (610\75) designs which
use the TCP package, Intel document 242323-
001 must be referenced for correct TCP pinout,
mechanical, thermal, and AC specifications.
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Pentium™ Processor (610\75 MHz, 735\90 MHz, 815\100 MHz)
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Figure 1. Pentium™ Processor Block Diagram

The block diagram shows the two instruction pipe-
lines, the “u” pipe and the *“v” pipe. The u-pipe can
execute all integer and floating point instructions.
The v-pipe can execute simple integer instructions
and the FXCH floating-point instructions.

The separate caches are shown, the code cache
and data cache. The data cache has two ports, one
for each of the two pipes (the tags are triple ported
to allow simultaneous inquire cycles). The data
cache has a dedicated Translation Lookaside Buffer
(TLB) to translate linear addresses to the physical
addresses used by the data cache.
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The code cache, branch target buffer and prefetch
buffers are responsible for getting raw instructions
into the execution units of the Pentium processor.
Instructions are fetched from the code cache or
from the external bus. Branch addresses are re-
membered by the branch target buffer. The code
cache TLB translates linear addresses to physncal
addresses used by the code cache.

The decode unit decodes the prefetched instruc-
tions so the Pentium processors can execute the
instruction. The control ROM contains the micro-
code which controls the sequence of operations that
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must be performed to implement the Pentium proc-
essor architecture. The control ROM unit has direct
control over both pipelines.

The Pentium processors contain a pipelined floating-
point unit that provides a significant floating-point
performance advantage over previous generations
of processors.

The architectural features introduced in this chapter
are more fully described in the Pentium™ Processor
User’s Manual.

1.2 Pentium™ Processor (610\75,
735\90, 815\100)

In addition to the architecture described above for
the Pentium processor family, the Pentium proces-
sor (610\75, 735\90, 815\100) has additional fea-
tures which are described in this section.

The Pentium processor (610\75, 735\90, 815\100)
offers higher performance and higher operating fre-
quencies than the Pentium processor (510\60,
567\66). The 100-MHz version of the Pentium proc-
essor (610\75, 735\90, 815\100) offers core opera-
tion at 100 MHz, external bus interface at 66 MHz,
and achieves an iCOMP index of 815, while the
90-MHz version offers core operation at 90 MHz, ex-
ternal bus interface at 60 MHz, and achieves an
iCOMP index of 735, and the Pentium processor
(610\75, 735\90, 815\100) core operates at
75 MHz and the external bus operates at 50 MHz.

Symmetric dual processing in a system is supported
with two Pentium processors (610\75, 735\90,
815\100). The two processors appear to the system
as a single Pentium processor (610\75, 735\90,
815\100). Operating systems with dual processing
support properly schedule computing tasks between
the two processors. This scheduling of tasks is
transparent to software applications and the end-
user. Logic built into the processors support a “glue-
less” interface for easy system design. Through a
private bus, the two Pentium processors (610\75,
735\90, 815\100) arbitrate for the external bus and
maintain cache coherency. Dual processing is sup-
ported in a system only if both processors are
operating at identical core and bus frequencies.
Within these restrictions, two processors of dif-
ferent steppings may operate together in a sys-
tem.

PENTIUM™ PROCESSOR (610\75, 735\90, 815\100)

In this document, in order to distinguish between two
Pentium processors (610\75, 735\90, 815\100) in
dual processing mode, one CPU will be designated
as the Primary processor with the other being the
‘Dual processor. Note that this is a different concept
than that of “master” and “checker” processors de-
scribed above in the discussion on functional redun-
dancy.

Due to the advanced 3.3V BiCMOS process that it is
produced on, the Pentium processor (610\75,
735\90, 815\100) dissipates less power than the
Pentium processor (510\60, 567\66). In addition to
the SMM features described above, the Pentium
processor (610\75, 735\90, 815\100) supports
clock control. When the clock to the Pentium proc-
essor (610\75, 735\90, 815\100) is stopped, power
dissipation is virtually eliminated. The combination of
these improvements makes the Pentium processor
(610\75, 735\90, 815\100) a good choice for ener-
gy-efficient desktop designs.

Supporting an upgrade socket (Socket 5) in the sys-
tem will provide end-user upgradability by the addi-
tion of a Future Pentium OverDrive processor. Typi-
cal applications will realize a 40%-70% perform-
ance increase by addition of a Future Pentium
OverDrive processor.

The Pentium processor (610\75, 735\90, 815\100)
supports fractional bus operation. This allows the in-
ternal processor core to operate at high frequencies,
while communicating with the external bus at lower
frequencies. The external bus frequency operates at
a selectable one-half or two-thirds fraction of the in-
ternal core frequency.

The Pentium processor (610\75, 735\90, 815\100)
contains an on-chip Advanced Programmable Inter-
rupt Controller (APIC). This APIC implementation
supports multiprocessor interrupt management (with
symmetric interrupt distribution across all proces-
sors), multiple 1/0 subsystem support, 8259A com-
patibility, and inter-processor interrupt support.
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2.0 PINOUT

2.1 Pinout and Pin Descriptions

2.1.1 PENTIUM™ PROCESSOR (610\75, 735\90, 815\100) PINOUT
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Figure 2. Pentium™ Processor (610\75, 735\90, 815\100) Pinout (Top Side View)
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Flgure 3. Pentium™ Processor (610\75, 735\90, 815\ 100) (Pin Side View)
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2.1.2 PIN CROSS REFERENCE TABLE FOR PENTIUM™ PROCESSOR (610\75, 735\90, 815\100)

Table 1. Pin Cross Reference by Pin Name

'Address
A3 AL35 A9 AK30 A15 AK26 A21 AF34 A27 AG33
A4 AM34 A10 AN31 A16 AL25 A22 AH36 A28 AK36
A5 "~ AK32 A1 AL31 A17 AK24 A23 AE33 A29 AK34
A6 AN33 A12 AL29 A18 AL23 | A24 AG35 A30 AM36
A7 AL33 A13 AK28 A19 AK22 A25 AJ35 A31 AJ33
A8 AM32 A14 AL27 A20 AL21 A26 AH34

Data

DO K34 D13 B34 D26 D24 D39 D1/0 D52 EO03
D1 G35 D14 C33 D27 c21 D40 D08 D53 GO05
D2 J35 D15 A35 - D28 D22 D41 A05 D54 EO1
D3 G33 D16 B32 D29 C19 D42 EO09 D55 GO03
D4 F36 D17 C31 D30 D20 D43 B04 D56 HO4
D5 F34 D18 A33 D31 C17 D44 D06 D57 Jo3
D6 E35 D19 D28 D32 C15 D45 C05 D58 Jos
D7 E33 D20 B30 D33 D16 D46 E07 D59 K04
D8 D34 D21 C29 D34 C13 D47 Cco3 D60 LO5
D9 C37 D22 A31 D35 D14 D48 Do4 D61 LO3
D10 C35 D23 D26 D36 Cc11 D49 EO5 D62 MO04
D11 B36 D24 c27 D37 D12 D50 D02 D63 NO3
D12 D32 D25  C23 D38 Co09 D51 Fo4 '
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Table 1. Pin Cross Reference by Pin Name (Contd.)

Control

A20M # AKO08 BRDYC# Y03 FLUSH # ANO7 PEN# 234
ADS # AJO5 BREQ AJO1 FRCMC # Y35 PMO0/BPO Qo3
ADSC# AMO02  BUSCHK # ALO7 HIT# AKO06 PM1/BP1 Ro4
AHOLD Vo4 CACHE # uo3 HITM# ALO5 PRDY ACO05
AP AK02 CPUTYP Q35 HLDA AJO3 PWT ALO3
APCHK # AEO05 D/C# AKO04 HOLD AB04 R/S# AC35
BEO# ALO9 D/P# AE35 IERR# P04 RESET AK20
BEt# AK10 DPO D36 IGNNE # AA35 SCYC AL17
BE2# AL11 DP1 D30 INIT AA33 SMI# AB34
BE3# AK12 DP2 C25 INTR/LINTO AD34 SMIACT # AGO3
BE4# AL13 DP3 D18 INV uos TCK M34
BES # AK14 DP4 Cco7 KEN # W05 TDI N35
BE6 # AL15 DP5 F06 LOCK # © AHO4 TDO N33
BE7 # AK16 DP6 Fo2 - M/I0# To4 TMS P34
BOFF # 204 DP7 NO5 NA# Y05 TRST# Q33
BP2 S03 EADS # AMO04 NMI/LINTH AC33 W/R# AMO06
BP3 S05 EWBE # WO03 PCD \ AGO05 WB/WT # AAO05
BRDY # X04 FERR # Qo5 PCHK # AF04

APIC Clock Control Dual Processor Private Interface
PICCLK H34 CLK AK18 PBGNT # ADO4
PICDO J33 [BF] Y33 PBREQ# AEO3
[DPEN#] STPCLK# V34 PHIT# AA03
PICD1 L35 PHITM# ACO3
[APICEN] '
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Table 1. Pin Cross Reference by Pin Narﬁe’ (Contd.)

Vee
A07 A19 E37 L33 . S01 wWo1 ACO1 ANO9 AN21
A09 A21 GO1 'L37 S37 w37 AC37 AN11 AN23
A11 A23 G37 NO1 T34 Y01 AEO1 AN13 AN25
A13 A25 Jo1 N37 uo1 Y37 AE37 AN15 AN27
A15 A27 J37 Qo1 u3s3 AAO1 AGO1 AN17 AN29
A17 A29 LO1 Q37 U37 | - AA37 AG37 AN19
Vss

B06 B22 Mo2 uss AB36 AMOS8 AM24

B08 B24 M36 Vo2 ADO2 AM10 AM26

B10 B26 P02 V36 AD36 AM12 AM28

B12 B28 P36 X02 AF02 AM14 AM30

Bi4 HO2 RO2 X36 AF36 AM16 AN37

B16 H36 R36 202 AHO2 AM18

B18 K02 TO2 236 AJ37 AM20

B20 K36 T36 ABO02 AL37 AM22

NC/INC ‘

A03 co1 S35 W35 ALO1 ANO1 ANO5

A37 R34 w33 X34 AL19 ANO3 AN35

BO2 S33 ‘

2.2 Design Notes

For reliable operation, always connect unused in-
puts to an appropriate signal level. Unused active
low inputs should be connected to Vgc. Unused ac-
tive HIGH inputs should be connected to GND.

No Connect (NC) pins must remain unconnected.
Connection of NC pins may result in component fail-
ure or incompatibility with processor steppings.

2.3 Quick Pin Reference

This section gives a brief functional description of
each of the pins. For a detailed description, see the
“Hardware Interface” chapter in the Pentium™
Processor User's Manual, Volume. 1. Note that all
input pins must meet their AC/DC specifications
to guarantee proper functional behavior.
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The # symbol at the end of a signal name indicates
that the active, or asserted state occurs when the
signal is at a low voltage. When a # symbol is not
present after the signal name, the signal is active, or
asserted at the high voltage level.

The followihg pins exist on the Pentium processor
(510\60, 567\66) but have been removed from the
Pentium processor (610\75, 735\90, 815\100):

e BT, IU; IV, BTO-3

The following pins become /0 pins when two
Pentium processors (610\75, 735\90, 815\100) are
operating in a dual processing environment:

e ADS#, CACHE#, HIT#, HITM#, HLDA#,
- LOCK#, M/IO#, D/C#, W/R#, SCYC
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Table 2. Quick Pin Reference

Symbol

Type*

. Name and Function

A20M #

When the address bit 20 mask pin is asserted, the Pentium processor (610\75,
735\90, 815\100) emulates the address wraparound at 1 Mbyte which occurs on
the 8086. When A20M # is asserted, the Pentium processor (610\75, 735\90,
815\100) masks physical address bit 20 (A20) before performing a lookup to the
internal caches or-driving a memory cycle on the bus. The effect of A20M # is
undefined in protected mode. A20M # must be asserted only when the processor is
in real mode.

A20M # is internally masked by the Pentium processor (610\75, 735\90, 815\100)
when configured as a Dual processor.

A31-A3

1710

As outputs, the address lines of the processor along with the byte enables define
the physical area of memory or I/0O accessed. The external system drives the
inquire address to the processor on A31-A5.

ADS #

The address status indicates that a new valid bus cycle is currently being driven
by the Pentium processor (610\75, 735\90, 815\100). ‘

ADSC#

ADSC# is functionally identical to ADS #.

AHOLD

In response to the assertion of address hold, the Pentium processor (610\75,
735\90, 815\100) will stop driving the address lines (A31-A3), and AP in the next
clock. The rest of the bus will remain active so data can be returned or driven for
previously issued bus cycles.

AP

110

Address parity is driven by the Pentium processor (610\75, 735\90, 815\100)
with even parity information on all Pentium processor (610\75, 735\90, 815\100)
generated cycles in the same clock that the address is driven. Even parity must be
driven back to the Pentium processor (610\75, 735\90, 815\100) during inquire
cycles on this pin in the same clock as EADS # to ensure that correct parity check
status is indicated by the Pentium processor (610\75, 735\90, 815\100).

APCHK #

The address parity check status pin is asserted two clocks after EADS # is
sampled active if the Pentium processor (610\75, 735\90, 815\100) has detected
a parity error on the address bus during inquire cycles. APCHK # will remain active
for one clock each time a parity error is detected (including during dual processing
private snooping).

[APICEN]
PICD1

Advanced Programmable interrupt Controller Enable is a new pin that enables
or disables the on-chip APIC interrupt controller. If sampled high at the falling edge
of RESET, the APIC is enabled. APICEN shares a pin with the Programmable
Interrupt Controller Data 1 signal.

BE7#-BE5#
BE4#-BEO#

1/0

The byte enable pins are used to determine which bytes must be written to
external memory, or which bytes were requested by the CPU for the current cycle.
The byte enables are driven in the same clock as the address lines (A31-3).

Unlike the Pentium processor (510\60, 567\66), the lower 4-byte enables (BE3 #-
BEO #) are used on the Pentium processor (610\75, 735\90, 815\100) as APIC ID
inputs and are sampled at RESET. After RESET, these behave exactly like the
Pentium processor (510\60, 567\66) byte enables.

In dual processing mode, BE4 # is used as an input during Flush cycles.
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Table 2. Quick Pin Reference (Cohtd.)

Symbol

Type*

‘Name and Function

[BF]

Bus Frequency determines the bus-to-core frequency ratio. BF is sampled at
RESET, and cannot be changed until another non-warm (1 ms) assertion of RESET.
Additionally, BF must not change values while RESET is active. For proper
operation of the Pentium processor (610\75, 735\90, 815\100) this pin should be
strapped high or low. When BF is strapped to Vg, the processor will operate at a
2/3 bus/core frequency ratio. When BF is strapped to Vgsg, the processor will
operate at a 1/2 bus/core frequency ratio. If BF is left floating, the Pentium
processor (610\75, 735\90, 815\100) defaults to a 2/3 bus ratio. Note that core
operation at either 75 MHz or 90 MHz does not allow 1/2 bus/core frequency.

BOFF #

The backoff input is used to abort all outstanding bus cycles that have not yet
completed. In response to BOFF #, the Pentium processor (610\75, 735\90,

' 815\100) will float all pins normally floated during bus hold in the next clock. The

processor remains in bus hold until BOFF # is negated, at which time the Pentium
processor (610\75, 735\90, 815\100) restarts the aborted bus cycle(s) in their
entirety.

BP[3:2]
PM/BP[1:0]

The breakpoint pins (BP3-0) correspond to the debug registers, DR3-DR0. These
pins externally indicate a breakpoint match when the debug registers are
programmed to test for breakpoint matches.

BP1 and BPO are multiplexed with the performance monitoring pins (PM1 and
PMO0). The PB1 and PBO bits in the Debug Mode Control Register determine if the
pins are configured as breakpoint or performance monitoring pins. The pins come
out of RESET configured for performance monitoring.

BRDY #

The burst ready input indicates that the external system has presented valid data
on the data pins in response to a read or that the external system has accepted the

- Pentium processor (610\75, 735\90, 815\100) data in response to a write request.

This signal is sampled in the T2, T12 and T2P bus states.

BRDYC#

This signal has the same functionality as BRDY #.

BREQ

The bus request output indicates to the external system that the Pentium processor
(610\75, 735\90, 815\100) has internally generated a bus request. This signal is
always driven whether or not the Pentium processor (610\75, 735\90, 815\100) is
driving its bus.

BUSCHK #

The bus check input allows the system to signal an unsuccessful completionof a
bus cycle. If this pin is sampled active, the Pentium processor (610\75, 735\90,
815\100) will latch the address and control signals in the machine check registers.
If, in addition, the MCE bit in CR4 is set, the Pentium processor (610\75, 735\90,
815\100) will vector to the machine check exception.

CACHE #

For Pentium processor (610\75, 735\90, 815\100)-initiated cycles the cache pin
indicates internal cacheability of the cycle (if a read), and indicates a burst write
back cycle (if a write). If this pin is driven inactive during a read cycle, the Pentium
processor (610\75, 735\90, 815\100) will not cache the returned data, regardless
of the state of the KEN# pin. This pin is also used to determine the cycle length
(number of transfers in the cycle).
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Table 2. Quick Pin Reference (Contd.)

Symbol

Type*

Name and Function

CLK

The clock input provides the fundamental timing for the Pentium processor (610\75,
735\90, 815\100). Its frequency is the operating frequency of the Pentium processor
(610\75, 735\90, 815\100) external bus, and requires TTL levels. All external timing
parameters except TDI, TDO, TMS, TRST #, and PICDO-1 are specified with respect to
the rising edge of CLK.

NOTE:
It is recommended that CLK begin toggling within 150 ms after V¢ reaches its

proper operating level. This recommendation is only to ensure long-term
reliability of the device. °

CPUTYP

CPU type distinguishes the Primary processor from the Dual processor. In a single
processor environment, or when the Pentium processor (610\75, 735\90, 815\100) is
acting as the Primary processor in a dual processing system, CPUTYP shouid be
strapped to Vggs. The Dual processor should have CPUTYP strapped to Vcc. For the
Future Pentium OverDrive processor, CPUTYP will be used to determine whether the
bootup handshake protocol will be used (in a dual socket system) or not (in a single
socket system).

D/C#

The data/code output is one of the primary bus cycle definition pins. It is driven valid
in the same clock as the ADS # signal is asserted. D/C# distinguishes between data
and code or special cycles.

D/P#

The dual/primary processor indication. The Primary processor drives this pin low
when it is driving the bus, otherwise it drives this pin high. D/P # is always driven.
D/P# can be sampled for the current cycle with ADS# (like a status pin). This pin is
defined only on the Primary processor.

D63-D0

1710

These are the 64 data lines for the processor. Lines D7-D0 define the least significant
byte of the data bus; lines D63-D56 define the most significant byte of the data bus.
When the CPU is driving the data lines, they are driven during the T2, T12, or T2P
clocks for that cycle. During reads, the CPU samples the data bus when BRDY # is
returned.

DP7-DPO

1710

These are the data parity pins for the processor. There is one for each byte of the
data bus. They are driven by the Pentium processor (610\75, 735\90, 815\100) with
even parity information on writes in the same clock as write data. Even parity
information must be driven back to the Pentium processor (610\75, 735\90, 815\100)
on these pins in the same clock as the data to ensure that the correct parity check
status is indicated by the Pentium processor (610\75, 735\90, 815\100). DP7 applies
to D63-56, DPO applies to D7-0.

[DPEN#]
PICDO

170

Dual processing enable is an output of the Dual processor and an input of the
Primary processor. The Dual processor drives DPEN# low to the Primary processor at
RESET to indicate that the Primary processor should enable dual processor mode.
DPEN # may be sampled by the system at the falling edge of RESET to determine if
Socket 5 is occupied. DPEN # shares a pin with PICDO.

EADS #

This signal indicates that a valid external address has been driven onto the Pentium
processor (610\75, 735\90, 815\100) address pins to be used for an inquire cycle.

EWBE #

The external write buffer empty input, when inactive (high), indicates that a write
cycle is pending in the external system. When the Pentium processor (610\75,
735\90, 815\100) generates a write, and EWBE # is sampled inactive, the Pentium
processor (610\75, 735\90, 815\100) will hold off all subsequent writes to all E- or
M-state lines in the data cache until all write cycles have completed, as indicated by
EWBE # being active. )

2-93




PENTIUMT™ PROCESSOR (610\75, 735\90, 815\100) |n'te| o

Table 2. Quick Pin Reference (Contd.)'

" Symbol

Type*

Name and Function

FERR#

The floating point error pin is driven active when an unmasked floating point error
occurs. FERR # is similar to the ERROR # pin on the Intel387™ math coprocessor.
FERR # is included for compatibility with systems using DOS type floating point error
reporting. FERR # is never driven active by the Dual processor.

FLUSH #

When asserted, the cache flush input forces the Pentium processor (610\75, 735\90,
815\100) to write back all modified lines in the data cache and invalidate its internal
caches. A Flush Acknowledge special cycle will be generated by the Pentium
processor (610\75, 735\90, 815\100) indicating completion of the write back and
invalidation.

If FLUSH # is sampled low when RESET transitions from high to low, tristate test
mode is entered.

If two Pentium processors (610\75, 735\90, 815\100) are operating in dual
processing mode in a system and FLUSH # is asserted, the Dual processor will
perform a flush first (without a flush acknowledge cycle), then the Primary processor
will perform a flush followed by a flush acknowledge cycle.

FRCMC#

The functional redundancy checking master/checker mode input is used to
determine whether the Pentium processor (610\75, 735\90, 815\100) is configured in
master mode or checker mode. When configured as a master, the Pentium processor
(610\75, 735\90, 815\100) drives its output pins as required by the bus protocol.
When configured as a checker, the Pentium processor (610\75, 735\90, 815\100)
tristates all outputs (except IERR# and TDO) and samples the output pins.

The configuration as a master/checker is set after RESET and may not be changed
other than by a subsequent RESET.

HIT #

The hit indication is driven to reflect the outcome of an inquire cycle. If an inquire cycle
hits a valid line in either the Pentium processor (610\75, 735\90, 815\100) data or
instruction cache, this pin is asserted two clocks after EADS # is sampled asserted. If
the inquire cycle misses the Pentium processor (610\75, 735\90, 815\100) cache,
this pin is negated two clocks after EADS #. This pin changes its value only as a result
of an inquire cycle and retains its value between the cycles.

HITM #

The hit to a modified line output is driven to reflect the outcome of an inquire cycle. It
is asserted after inquire cycles which resulted in a hit to a modified line in the data
cache. Itis used to inhibit another bus master from accessing the data until the line is
completely written back.

HLDA

The bus hold acknowledge pin goes active in response to a hold request driven to
the processor on the HOLD pin. It indicates that the Pentium processor (610\75,
735\90, 815\100) has floated most of the output pins and relinquished the bus to
another local bus master. When leaving bus hold, HLDA will be driven inactive and the
Pentium processor (610\75, 735\90, 815\100) will resume driving the bus. If the
Pentium processor (610\75, 735\90, 815\100) has a bus cycle pending, it will be
driven in the same clock that HLDA is de-asserted.
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Symbol

Type*

Name and Function

HOLD

In response to the bus hold request, the Pentium processor (610\75, 735\90,
815\100) will float most of its output and input/output pins and assert HLDA after
completing all outstanding bus cycles. The Pentium processor (610\75, 735\90,
815\100) will maintain its bus in this state until HOLD is de-asserted. HOLD is not
recognized during LOCK cycles. The Pentium processor (610\75, 735\90,
815\100) will recognize HOLD during reset.

IERR#

The internal error pin is used to indicate two types of errors, internal parity errors
and functional redundancy errors. If a parity error occurs on a read from an internal
array, the Pentium processor (610\75, 735\90, 815\100) will assert the IERR # pin
for one clock and then shutdown. If the Pentium processor (610\75, 735\90,
815\100) is configured as a checker and a mismatch occurs between the value
sampled on the pins and the corresponding value computed internally, the Pentium
processor (610\75, 735\90, 815\100) will assert IERR # two clocks after the
mismatched value is returned.

IGNNE #

This is the ignore numeric error input. This pin has no effect when the NE bit in
CRO is set to 1. When the CRO.NE bit is 0, and the IGNNE # pin is asserted, the
Pentium processor (610\75, 735\90, 815\100) will ignore any pending unmasked
numeric exception and continue executing floating-point instructions for the entire
duration that this pin is asserted. When the CRO.NE bit is 0, IGNNE # is not
asserted, a pending unmasked numeric exception exists (SW.ES = 1), and the
floating point instruction is one of FINIT, FCLEX, FSTENV, FSAVE, FSTSW,
FSTCW, FENI, FDISI, or FSETPM, the Pentium processor (610\75, 735\90,
815\100) will execute the instruction in spite of the pending exception. When the
CRO.NE bit is 0, IGNNE # is not asserted, a pending unmasked numeric exception
exists (SW.ES = 1), and the floating-point instruction is one other than FINIT,
FCLEX, FSTENV, FSAVE, FSTSW, FSTCW, FENI, FDISI, or FSETPM, the Pentium
processor (610\75, 735\90, 815\100) will stop execution and wait for an external
interrupt.

IGNNE # is internally masked when the Pentium processor (610\75, 735\890,
815\100) is configured as a Dual processor.

INIT

The Pentium processor (610\75, 735\90, 815\100) initialization input pin forces

the Pentium processor (610\75, 735\90, 815\100) to begin execution in a known

state. The processor state after INIT is the same as the state after RESET except

that the internal caches, write buffers, and floating point registers retain the values
they had prior to INIT. INIT may NOT be used in lieu of RESET after power-up.

If INIT is sampled high when RESET transitions from high to low, the Pentium
processor (610\75, 735\90, 815\100) will perform bufit-in self test prior to the start
of program execution.

INTR/LINTO

An active maskable interrupt input indicates that an external interrupt has been
generated. If the IF bit in the EFLAGS register is set, the Pentium processor
(610\75, 735\90, 815\100) will generate two locked interrupt acknowledge bus
cycles and vector to an interrupt handler after the current instruction execution is
completed. INTR must remain active until the first interrupt acknowledge cycle is
generated to assure that the interrupt is recognized.

If the local APIC is enabled, this pin becomes local interrupt 0.
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Symbol

Type*

Name and Function

INV

Thé invalidation input determines the final cache line state (S or I) in case of an
inquire cycle hit. It is sampled together with the address for the inquire cycle in the
clock EADS # is sampled active.

KEN #

The cache enable pin is used to determine whether the current cycle is cacheable
or not and is consequently used to determine cycle length. Whe n the Pentium
processor (610\75, 735\90, 815\100) generates a cycle that can be cached .
(CACHE # asserted) and KEN # is active, the cycle will be transformed into a burst
line fill cycle.

LINTO/INTR

If the APIC is enabled, thls pin is local interrupt 0. If the APIC is disabled, this pin is
interrupt.

LINT1/NMI

If the APIC is enabled, this pin is local interrupt 1. If the APIC is disabled, this pin is
non-maskable interrupt.

LOCK #

The bus lock pin indicates that the current bus cycle is locked. The Pentium
processor (610\75, 735\90, 815\100) will not allow a bus hold when LOCK # is
asserted (but AHOLD and BOFF # are allowed). LOCK # goes active in the first
clock of the first locked bus cycle and goes inactive after the BRDY # is returned for
the last locked bus cycle. LOCK # is guaranteed to be de-asserted for at least one
clock between back-to-back locked cycles.

M/IO#

The memory/input-output is one o f the primary bus cycle definition pins. It is
driven valid in the same clock as the ADS # signal is asserted. M/IO# distinguishes
between memory and I/0O cycles.

NA#

An active next address input indicates that the external memory system is ready to
accept a new bus cycle although all data transfers for the current cycle have not yet
completed. The Pentium processor (610\75, 735\90, 815\100) will issue ADS # for
a pending cycle two clocks after NA# is asserted. The Pen tium processor (610\75,
735\90, 815\100) supports up to 2 outstanding bus cycles.

NMI/LINTA

The non-maskable interrupt request signal indicates that an external non-
maskable interrupt has been generated.

If the local APIC is enabled, this pin becomes local interrupt 1.

PBGNT #

170

Private bus grant is the grant line that is used when two Pentium processors
(610\75, 735\90, 815\100) are configured in dual processing mode, in order to -
perform private bus arbitration. PBGNT # should be left unconnected if only one
Pentium processor (610\75, 735\90, 815\100) exists in a system.

PBREQ#

1/0

Private bus request is the request line that is used when two Pentium processors
(610\75, 735\90, 815\100) are configured in dual processing mode, in order to
perform private bus arbitration. PBREQ# should be left unconnected if only one
Pentium processor (610\75, 735\90, 815\100) exists in a system.

PCD

The page cache disable pin reflects the state of the PCD bit in CR3, the Page
Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an
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Symbol

Type* Name and Function

PCHK #

(o] The parity check output indicates the result of a parity check on a data read. Itis
driven with parity status two clocks after BRDY # is returned. PCHK # remains low
one clock for each clock in which a parity error was detected. Parity is checked only
for the bytes on which valid data is returned.

When two Pentium processors (610\75, 735\90, 815\100) are operating in dual
processing mode, PCHK # may be driven two or three clocks after BRDY # is
returned.

PEN#

| , The parity enable input (along with CR4.MCE) determines whether a machine
check exception will be taken as a result of a data parity error on a read cycle. If this
pin is sampled active in the clock a data parity error is detected, the Pentium
processor (610\75, 735\90, 815\100) will latch the address and control signals of
the cycle with the parity error in the machine check registers. If, in addition, the
machine check enable bit in CR4 is set to “1”, the Pentium processor (610\75,
735\90, 815\100) will vector to the machine check exception before the beginning
of the next instruction.

PHIT #

1/0 | Private hit is a hit indication used when two Pentium processors (610\75, 735\90,
815\100) are configured in dual processing mode, in order to maintain local cache
coherency. PHIT # should be left unconnected if only one Pentium processor
(610\75, 735\90, 815\100) exists in a system.

PHITM #

I1/0 | Private modified hit is a hit indication used when two Pentium processors (610\75,
735\90, 815\100) are configured in dual processing mode, in order to maintain local
cache coherency. PHITM# should be left unconnected if only one Pentium
processor (610\75, 735\90, 815\100) exists in a system.

PICCLK

| The APIC interrupt controller serial data bus clock is driven into the programmable
interrupt controller clock input of the Pentium processor (610\75, 735\90,
815\100).

PICDO-1
[DPEN #]
[APICEN]

1/0 | Programmable interrupt controller data lines 0-1 of the Pentium processor
(610\75, 735\90, 815\100) comprise the data portion of the APIC 3-wire bus. They
are open-drain outputs that require external pull-up resistors. These signals share
pins with DPEN # and APICEN. ‘

\

PM/BP[1:0]

O These pins function as part of the performance monitoring feature.

The breakpoint 1-0 pins are multiplexed with the performance monitoring 1-0 pins.
The PB1 and PBO bits in the Debug Mode Control Register determine if the pins are
configured as breakpoint or performance monitoring pins. The pins come out of
RESET configured for performance monitoring.

PRDY

(0] The probe ready output pin indicates that the processor has stopped normal
execution in response to the R/S# pin going active, or Probe Mode being entered.

PWT

(0] The page write through pin reflects the state of the PWT bit in CR3, the page
directory entry, or the page table entry. The PWT pin is used to provide an external
write back indication on a page-by-page basis.
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Name and Function

R/S#

The run/stop input is an asynchronous, edge-sensitive interrupt used to stop the
normal execution of the processor and place it into an idle state. A high to low
transition on the R/S# pin will interrupt the processor and cause it to stop execution
at the next instruction boundary. ’ : )

RESET

RESET forces the Pentium processor (610\75, 735\90, 815\100) to begin execution
at a known state. All the Pentium processor (610\75, 735\90, 815\100) internal
caches will be invalidated upon the RESET. Modified lines in the data cache are not
written back. FLUSH#, FRCMC # and INIT are sampled when RESET transitions
from high to low to determine if tristate test mode or checker mode will be entered, or
if BIST will be run.

SCYC

The split cycle output is asserted during misaligned LOCKed transfers to indicate
that more than two cycles will be locked together. This signal is defined for locked
cycles only. It is undefined for cycles which are not locked.

SMI#

The system management interrupt causes a system management interrupt request
to be latched internally. When the latched SMI# is recognized on an instruction
boundary, the processor enters System Management Mode.

SMIACT #.

An active system management interrupt active output indicates that the processor
is operating in System Management Mode.

STPCLK#

Assertion of the stop clock input signifies a request to stop the internal clock of the
Pentium processor (610\75, 735\90, 81 5\100) thereby causing the core to consume
less power. When the CPU recognizes STPCLK #, the processor will stop execution
on the next instruction boundary, unless superseded by a higher priority interrupt, and
generate a stop grant acknowledge cycle. When STPCLK # is asserted, the Pentium
processor (610\75, 735\90, 815\100) will still respond to interprocessor and external
snoop requests.

TCK

The testability clock input provides the clocking function for the Pentium processor
(610\75, 735\90, 815\100) boundary scan in accordance with the IEEE Boundary
Scan interface (Standard 1149.1). It is used to clock state information and data into
and out of the Pentium processor (610\75, 735\90, 815\100) during boundary scan.
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Table 2. Quick Pin Reference (Contd.)

Symbol | Type* Name and Function

TDI | The test data input is a serial input for the test logic. TAP instructions and data are
shifted into the Pentium processor (610\75, 735\90, 815\100) on the TDI pin on the
rising edge of TCK when the TAP controller is in an appropriate state.

TDO (0] The test data output is a serial output of the test logic. TAP instructions and data are
shifted out of the Pentium processor (610\75, 735\90, 815\100) on the TDO pin on
TCK'’s falling edge when the TAP controller is in an appropriate state.

T™MS | The value of the test mode select input signal sampled at the rising edge of TCK
controls the sequence of TAP controller state changes.

TRST# | When asserted, the test reset input allows the TAP controller to be asynchronously
initialized.

Vee | The Pentium processor (610\75, 735\90, 815\100) has 53 3.3V power inputs.

Vss | The Pentium processor (610\75, 735\90, 815\100) has 53 ground inputs.

W/R# (0] Write/read is one of the primary bus cycle definition pins. It is driven valid in the same
clock as the ADS# signal is asserted. W/R # distinguishes between write and read
cycles.

WB/WT # | The write back/write through input allows a data cache line to be defined as write

' back or write through on a line-by-line basis. As a result, it determines whether a
cache line is initially in the S or E state in the data cache.

* The pins are classified as Input or Output based on their function in Master Mode. See the Functional Redundancy Check-
ing section in the “Error Detection” chapter of the Pentium™ Processor User’s Manual, Vol. 1, for further information.
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2.4 Pin Reference Tables

Table 3. Output Pins
Name Active Level When Floated
ADS #* Low ' Bus Hold, BOFF #
ADSC# ' Low Bus Hold, BOFF #
APCHK # :  Low ‘
BE7 #-BE5# . Low Bus Hold, BOFF #
BREQ High
CACHE #* Low Bus Hold, BOFF #
D/P#** n/a
FERR # ** Low
HIT #* ‘ Low
HITM#* Low
HLD A* " High
IERR # Low , \
LOCK #* Low ‘ Bus Hold, BOFF #
M/I0#*, D/C#*, W/R#* n/a Bus Hold, BOFF #
PCHK # Low ' \
BP3-2, PM1/BP1, PM0/BPO High
PRDY High
PWT, PCD High Bus Hold, BOFF #
SCYC* High Bus Hold, BOFF #
" SMIACT # Low
TDO n/a All states except Shift-DR and Shift-IR

NOTES:

All output and input/output pins are floated during tristate test mode and checker mode (except IERR#).

* These are |/0 signals when two Pentium processors (610\75, 735\90, 815\100) are operating in dual processing mode.
** These signals are undefined when the CPU'is configured as a Dual Processor. :
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PENTIUM™ PROCESSOR (610\75, 735\90, 815\ 100)

Table 4. Input Pins

Name Active Level i:;::::::::g Internal resistor Qualified
A20M#* Low Asynchronous
AHOLD High Synchronous
BF High Synchronous/RESET Pullup
BOFF # Low Synchronous
BRDY # Low Synchronous Bus State T2, T12, T2P
BRDYC# Low Synchronous Pullup Bus State T2, T12, T2P
BUSCHK # Low Synchronous Pullup BRDY #
CLK n/a
CPUTYP High Synchronous/RESET
EADS # Low Synchronous
EWBE # Low Synchronous BRDY #
FLUSH # Low Asynchronous
FRCMC # Low Asynchronous
" HOLD High Synchronous
IGNNE #* Low Asynchronous
INIT High Asynchronous
INTR High Asynchronous .
INV High Synchronous EADS #
KEN # Low Synchronous First BRDY #/NA#
NA# Low Synchronous Bus State T2,TD,T2P
NMI High Asynchronous
PEN# Low Synchronous BRDY #
PICCLK High Asynchronous Pullup
R/S# n/a Asynchronous Pullup
RESET High Asynchronous
SMI# Low Asynchronous Pullup
STPCLK# Low Asynchronous Pullup
TCK n/a , Pullup
TDI n/a Synchronous/TCK Pullup TCK
T™MS n/a Synchronous/TCK Pullup TCK
TRST# Low Asynchronous Pullup
WB/WT# n/a Synchronous First BRDY #/NA#

* Undefined when the CPU is configured as a Dual processor.
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Table 5. Input/Output Pins

intal.

Name t‘:\‘r‘: When Floated. (whg::aa"r:iler::mt) .'a'l'fui?ﬁ'r
A31-A3 n/a Address hold, Bus Hold, BOFF # EADS #
AP ‘ n/a Address hold, Bus Hold, BOFF # EADS #
BE4 #-BEQ # Low Address hold, Bus Hold, BOFF # RESET Pulidown*
D63-D0 n/a Bus Hold, BOFF # BRDY #
DP7-DPO n/a Bus Hold, BOFF # BRDY #
PICDO[DPEN #1] Pullup
PICD1[APICEN] Pulldown

NOTES:

All output and input/output pins are floated during tristate test mode (except TDO) and checker mode (except IERR# and

TDO).

* BE3#-BEO# have Pulldowns during RESET only.

Table 6. Inter-Processor 1/0 Pins

Name Active Level Internal Resistor
PHIT # Low Pullup
PHITM # Low Pullup
PBGNT # " Low Pullup
PBREQ# Low Pullup

NOTE:

For proper inter-processor operation, the system cannot load these signals.
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2.5 Pin Grouping According to Function
Table 7 organizes the pins with respect to their function.

Table 7. Pin Functional Grouping

Function Pins
Clock CLK \
Initialization RESET, INIT
Address Bus A31-A3, BE7# -BEO #
Address Mask A20M#
Data Bus D63-D0
Address Parity . AP, APCHK #
APIC Support PICCLK, PICDO-1
Data Parity DP7-DPO, PCHK #, PEN #
Internal Parity Error IERR #
System Error BUSCHK #
Bus Cycle Definition ' M/I0#, D/C#, W/R#, CACHE #, SCYC, LOCK #
Bus Control , ADS #, ADSC#, BRDY #, BRDYC#, NA#
Page Cacheability ' PCD, PWT ’
Cache Control ' KEN#, WB/WT #
Cache Snooping/Consistency AHOLD, EADS #, HIT #, HITM#, INV
CacheFlush - FLUSH# '
Write Ordering EWBE #
Bus Arbitration BOFF #, BREQ, HOLD, HLDA
Dual Processing Private Bus Control PBGNT #, PBREQ#, PHIT #, PHITM #
Interrupts INTR, NMI
Floating Point Error Reporting FERR#, IGNNE #
System Management Mode SMI#, SMIACT #
Functional Redundancy Checking FRCMC# (IERR#)
TAP Port TCK, TMS, TDI, TDO, TRST#
Breakpoint/Performance Monitoring PMO0/BPO, PM1/BP1, BP3-2 .
Power Management STPCLK#
Miscellaneous Dual Processing ’ CPUTYP, D/P#

Probe Mode ‘ R/S#, PRDY
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3.0 ELEC'I"RICAL SPECIFICATIONS

This section describes the electrical differences be-
tween the Pentium processor (510\60, 567\66) and
the Pentium processor (610\75, 735\90, 815\100),
and the DC and AC specifications.

3.1 Electrical Differences Between
Pentium™ Processor (610\75,
735\90, 815\100) and Pentium™
Processor (510\60, 567\66)

Pentium™ Processor Difference in
(510\60, 567\66) Pentium™ Processor
Electrical (610\75, 735\90,
Characteristic 815\100)
5V Power Supply 3.3V Power Supply*
5V TTL Inputs/Outputs | 3.3V Inputs/Outputs
Pentium processor Pentium processor
(510\60, 567\66) Buffer | (610\75, 735\90,
Models 815\100) Buffer Models

* The upgrade socket specifies two 5V mputs (section
6.0.).

The sections that follow will briefly point out some
ways to design with these electrical differences.

3.t.1 3.3V POWER SUPPLY

The Pentium processor (610\75, 735\90, 815\100)
has all Vg 3.3V inputs. By connecting all Pentium
processor (510\60, 567\66) Vg inputs to a com-
mon and dedicated power plane, that plane can be
converted to 3.3V for the Pentium processor
(610\75, 735\90, 815\100).

The CLK and PICCLK inputs can tolerate a 5V input
signal. This allows the Pentium processor (610\75,
735\90, 815\100) to use 5V or 3.3V clock drivers.

3.1.2 3.3V INPUTS AND OUTPUTS

The inputs and outputs of the Pentium processor
(610\75, 735\90, 815\100) are 3.3V JEDEC stan-
dard levels. Both inputs and outputs are also TTL-
compatible, although the inputs cannot tolerate volt-
age swings above the 3.3V V)y max.

For Pentium processor (610\75, 735\90, 815\100)
outputs, if the Pentium processor (510\60, 567\66)
system support components use TTL-compatible in-
puts, they will interface to the Pentium processor
(610\75, 735\90, 815\100) without extra logic. This
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is because the Pentium processor (610\75, 735\90,

' 815\100) drives according to the 5V TTL specifica-

tion (but not beyond 3.3V).

For Pentium processor (610\75, 735\90, 815\100)
inputs, the voltage must not exceed the 3.3V V|y3
maximum specification. System support compo-
nents can consist of 3.3V devices or open-collector
devices. 3.3V support components may interface to
the Pentium processor (510\60, 567\66) since they
typically meet 5V TTL specifications. In an open-col-
lector configuration, the external resistor may be bi-
ased with the CPU V; as the CPU’s Vg changes
from 5V to 3.3V, so does this signal’s maximum
drive.

The CLK and PICCLK inputs of the Pentium proces-
sor (610\75, 735\90, 815\100) are 5V tolerant, so
they are electrically identical to the Pentium proces-
sor (510\60, 567\66) clock input. This allows a
Pentium processor (510\60, 567\66) clock driver to
drive the Pentium processor (610\75, 735\90
815\100).

All pins, other than the CLK and PICCLK inputs, are

'3.3V-only. If an 8259A interrupt controlier is used,

for example, the system must provide level convert-
ers between the 8259A and the Pentium processor
(610\75 735\90, 815\100).

3 1.3 3.3V PENTIUM™ PROCESSOR (610\75
735\90, 815\100) BUFFER MODELS

The structure of the buffer models of the Pentium
processor (610\75, 735\90, 815\100) are the same
as those of the Pentium processor (510\60,
567\66), but the values of the components change
since the Pentium processor (610\75, 735\90,
815\100) buffers are 3.3V buffers on a different pro-

. cess.

Despite this difference, the simulation results of
Pentium processor (610\75, 735\90, 815\100) buff-

-ers and Pentium processor (510\60, 567\66) buff-

ers look nearly identical. Since the OpF AC specifica-
tions of the Pentium processor (610\75, 735\90,
815\100) are derived from the Pentium processor
(510\60, 567\66) specifications, the system should

see little difference between the AC behavior of the

Pentium processor (610\75, 735\90, 815\100) and

. the Pentium processor (510\60, 567\66).

To meet specifications, simulate the AC timings with
Pentium processor (610\75, 735\90, 815\100) buff-
er models. Pay special attention to the new signal
quality restrictions imposed by 3.3V buffers.
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3.2 Absolute Maximum Ratings

The values listed below are stress ratings only.
Functional operation at the maximums is not implied
or guaranteed. Functional operating conditions are
given in the AC and DC specification tables.

Extended exposure to the maximum ratings may af-
fect device reliability. Furthermore, although the
Pentium processor (610\75, 735\90, 815\100) con-
tains protective circuitry to resist damage from static
electric discharge, always take precautions to avoid
high static voltages or electric fields.

Case temperature under bias . . ... . —65°Cto 110°C

Storage temperature ............. —65°C to 150°C

3V Supply voltage / :
with respecttoVgg............ —0.5Vto +4.6V

3V Only Buffer DC Input Voltage
—0.5V to Vg +0.5; not to exceed Vg max(2)

5V Safe Buffer

DC Input Voltage ............ —0.5V to 6.5V(1.3)

NOTES:
1. Applies to CLK and PICCLK.

2. Applies to all Pentium processor (610\75,
735\90, 815\100) inputs except CLK and
PICCLK.

3. See overshoot/undershoot transient spec.

PENTIUM™ PROCESSOR (610\75, 735\90, 815\100)

* WARNING: Stressing the device beyond the “Ab-
solute Maximum Ratings” may cause permanent

. damage. These are stress ratings only. Operation

beyond the “Operating Conditions” is not recom-
mended and extended exposure beyond the “Oper-
ating Conditions” may affect device reliability.

3.3 DC Specifications

Tables 8, 9, and 10 list the DC specifications which
apply to the Pentium processor (610\75, 735\90,
815\100). The Pentium processor (610\75, 735\90,
815\100) is a 3.3V part internally. The CLK and
PICCLK inputs may be a 3.3V or 5V inputs. Since the
3.3V (5V-safe) input levels defined in Table 9 are the
same as the 5V TTL levels, the CLK and PICCLK
inputs are compatible with existing 5V clock drivers.
The power dissipation specification in Table 11 is
provided for design of thermal solutions during oper-
ation in a sustained maximum level. This is the worst
case power the device would dissipate in a system.
This number is used for design of a thermal solution
for the device.

Table 8. 3.3V DC Specifications

Tcase = 0 to 70°C; Voo = 3.3V +5%

Symbol Parameter Min Max Unit Notes
V|L3 Input Low Voltage -0.3 0.8 \' TTL Level®)
ViH3 Input High Voltage 2.0 Vgc+0.3 \Y TTL Level®)
Vois Output Low Voltage 0.4 \" TTL Level(1.3)
VoH3 Output High Voltage 24 Vv TTL Level(2 3)
lcca Power Supply Current 3250 mA @100 MHz(4)

2950 mA @90 MHz(4)

2650 mA @75 MHz(4)

NOTES:

1. Parameter measured at 4 mA.
2. Parameter measured at 3 mA.

* 3. 3.3V TTL levels apply to all signals except CLK and PICCLK.

4. This value should be used for power supply design. It was determined using a worst case instruction mix and Vg + 5%.
Power supply transient response and decoupling capacitors must be sufficient to handle the instantaneous current chang-
es occurring during transitions from stop clock to full active modes. For more information, refer to section 3.4.3.
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Table 9. 3.3V (5V-Safe) DC Speélflcations

Symbol " Parameter Min  Max Unit Notes

ViLs Input Low Voltage -0.3 08 v ‘ TTL Level(1)

ViHs Input High Voltage 2.0 555 v TTL Level()
NOTES: '

1. Applies to CLK and PICCLK only. ’
Table 10. Input and Output Characteristics

- Symbol Parameter Min Max Unit Notes

CiN Input Capacitance : 15 pF ' 4

Co Output Capacitance 20 pF 4

Cio 1/0 Capacitance 25 pF 4

CcoLK ' CLK Input Capacitance 15 pF 4

CtiNn . Test Input Capacitance 15 pF 4

Crout Test Output Capacitance 20 pF 4

Crck Test Clock Capacitance ' 15 | pF 4

W] Input Leakage Current +15 RA 0 < VN < Vgea(V)
ILo Output Leakage Current +15 BA 0 < V|n < Vees(
IH Input Leakage Current 200 - BA VN = 2.4V0)

he Input Leakage Current —400 BA VIN = 0.4V(2)

NOTES:

1. This parameter is for input without pullup or pulldown.
2. This parameter is for input with pullup.

3. This parameter is for input with pulidown.

4. Guarariteed by design.
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Table 11. Power Dissipation Requirements for Thermal Solution Design

Parameter Typical(1) Max(2) Unit Notes
Active Power Dissipation 3.9 10.1 Watts @100 MHz
3.5 9.0 Watts @90 MHz
3.0 8.0 Watts @75 MHz
Stop Grant and Auto Halt 1.55 Watts @100 MHz(3)
Powerdown Power Dissipation 1.40 Watts @90 MHz()
1.20 Watts @75 MHz
Stop Clock Power Dissipation 0.02 <0.05 Watts 4

NOTES:

1. This is the typical power dissipation in a system. This value was the average value measured in a system using a typical
device at Vcc = 3.3V running typical applications. This value is highly dependent upon the specific system configuration.

2. Systems must be designed to thermally dissipate the maximum active power dissipation. It is determined using worst case
instruction mix with Vcc = 3.3V and also takes into account the thermal time constants of the package.

3. Stop Grant/Auto Halt Powerdown Power Dissipation is determined by asserting the STPCLK# pin or executing the HALT

instruction.

4. Stop Clock Power Dissipation is determined by asserting the STPCLK# pin and then removing the external CLK input.

3.4 AC Specifications

The AC specifications of the Pentium processor
(610\75, 735\90, 815\100) consist of setup times,
hold times, and valid delays at 0 pF.

3.4.1 PRIVATE BUS

When two Pentium processors (610\75, 735\90,
815\100) are operating in dual processor mode, a

“private bus” exists to arbitrate for the CPU bus and
maintain local cache coherency. The private bus
consists of two pinout changes:

1. Five pins are added: PBREQ#, PBGNT#,
PHIT#, PHITM#, D/P#.

2. Ten output pins become 1/0 pins: ADS#, D/C#,
W/R#, M/IO#, CACHE#, LOCK#, HIT#,
HITM#, HLDA, SCYC.

The new pins are given AC specifications of valid
delays at 0 pF, setup times, and hold times. Simulate
with these parameters and their respective 1/0 buff-
er models to guarantee that proper timings are met.

The AC specification gives input setup and hold
times for the ten signals that become 1/0 pins. -
These setup and hold times must only be met when
a dual processor is present in the system.

3.4.2 POWER AND GROUND

For clean on-chip power distribution, the Pentium
processor (610\75, 735\90, 815\100) has 53 Vg
(power) and 53 Vgg (ground) inputs. Power and
ground connections must be made to all external
Vcc and Vgg pins of the Pentium processor
(610\75, 735\90, 815\100). On the circuit board all
Vce pins must be connected to a 3.3V Vg plane.
All Vgg pins must be connected to a Vgg plane.

3.4.3 DECOUPLING RECOMMENDATIONS

Liberal decoupling capacitance should be placed
near the Pentium. processor (610\75, 735\90,
815\100). The Pentium processor (610\75, 735\90,
815\100) driving its large address and data buses at
high frequencies can cause transient power surges,
particularly when driving large capacitive loads.

Low inductance capacitors and interconnects are
recommended for best high frequency electrical per-
formance. Inductance can be reduced by shortening
circuit board traces between the Pentium processor
(610\75, 735\90, 815\100) and decouplmg capaci-
tors as much as possible.

These capacitors should be evenly distributed
around each component on the 3.3V plane. Capaci-
tor values should be chosen to ensure they elimi-
nate both low and high frequency noise compo-
nents.
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For the Pentium processor (610\75, 735\90,
815\100), the power consumption can transition
from a low level of power to a much higher level (or
high to low power) very rapidly. A typical example
would be entering or exiting the Stop Grant state.
Another example would be executing a HALT in-
struction, causing the Pentium processor (610\75,
735\90, 815\100) to enter the Auto HALT Power-
down state, or transitioning from HALT to the Nor-
mal state. All of these examples may cause abrupt
changes in the power being consumed by the Penti-
um processor (610\75, 735\90, 815\100). Note that
the Auto HALT Powerdown feature is always en-
abled even when other power management features
are not implemented.

Bulk storage capacitors with ‘a low ESR (Effective
Series Resistance) in the 10 to 100 uf range are
required to maintain a regulated supply voltage dur-
ing the interval between the time the current load
changes and the point that the regulated power sup-
ply output can react to the change in load. In order
to reduce the ESR, it may be necessary to place
several bulk storage capacitors in parallel.

These capacitors should be placed near the
Pentium processor (610\75, 735\90, 815\100) (on
the 3.3V plane) to ensure that the supply voltage
stays within specified limits during changes in the
supply current during operation.

intal.

3.4.4 CONNECTION SPECIFICATIONS

All NC and INC pins must remain unconnected.

For reliable operation, always connect unused in-
puts to an appropriate signal level. Unused active
low inputs should be connected to Vgc. Unused ac-
tive high inputs should be connected to ground.

3.4.5 AC TIMING TABLES

3.4.5.1 AC Timing Table for a 50-MHz Bus

The AC specifications given in Tables 12 and 13
consist of output delays, input setup requirements
and input hold requirements for a 50-MHz external
bus. All AC specifications (with the exception of
those for the TAP signals and APIC signals) are rela-
tive to the rising edge of the CLK input.

All timings are referenced to 1.5V for both “0” and
“1” logic levels unless otherwise specified. Within
the sampling window, a synchronous input must be
stable for correct Pentium processor (610\75,
735\90, 815\100) operation.

Table 12. Pentium™ Processor 610\75, 815\100 AC Specifications for 50-MHz Bus Operation

3.135 < Vg < 8.465V, Tease = 010 70°C, G = 0 pF

Symbol Parameter Min Max Unit | Figure Notes
Frequency 25.0 50.0 MHz Max Core Freq =
100 MHz @1/2
t1a CLK Period 20.0 | 40.0 nS 4
tib CLK Period Stability +250 pS 1,25
to CLK High Time 4.0 nS 4 @2v,(M
t3 CLK Low Time 4.0 n§ 4 ~@0.8v,(1)
ts CLK Fall Time 0.15 1.5 nS 4 (2.0vV-0.8V),(1.5)
ts CLK Rise Time 0.15 1.5 nS 4 (0.8V-2.0V), (1,5)
tea ADS#, ADSC#, PWT, PCD, 10 | 70 n‘T 5
BEO-7#, M/I0#, D/C#, CACHE #,
SCYC, W/R# Valid Delay
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Table 12. Pentium™ Processor 610\75, 815\100 AC Specifications for 50-MHz Bus Operation (Contd.)
8.135 < Vo < 3465V, Tcage = 010 70°C, G = 0 pF

Symbol Parameter Min | Max | Unit | Figure Notes

teb AP Valid Delay 10| 85| nS 5

tec A3-A31, LOCK# Valid Delay 11 70| nS 5

t7 ADS#, ADSC#, AP, A3-A31, PWT, PCD, 10.0 | nS 6 1
BEO-7#, M/10#,D/C#, W/R#, CACHE #,
SCYC, LOCK # Float Delay

s APCHK #, IERR#, FERR #, PCHK # Valid 10} 83| nS 5 4
Delay

toa BREQ, HLDA, SMIACT # Valid Delay 10| 80| nS 5 |4

t10a HIT # Valid Delay 10| 80| nS 5

t10b HITM# Valid Delay . 11| 60| nS 5

t11a PMO-1, BPO-3 Valid Delay 1.0 |10.0]| nS 5

t11b PRDY Valid Delay 10| 80| nS 5

t12 DO0-D63, DPO-7 Write Data Valid Delay 13| 85| nS 5

t13 D0-D63, DP0-3 Write Data Float Delay 10.0 | nS 6 1

ty4 A5-A31 Setup Time 6.5 nS 7 |26

t1s A5-A31 Hold Time 1.0 nS 7

t16a INV, AP Setup Time 5.0 | ns 7

tiep | EADS# Setup Time 6.0 nS 7

ty7 EADS#, INV, AP Hold Time 1.0 nS 7

t18a KEN# Setup Time 5.0 nS 7

t1sb NA#, WB/WT# Setup Time 45 nS 7

tyg KEN#, WB/WT#, NA# Hold Time 1.0 ‘nS 7

too BRDY #, BRDYC# Setup Time 5.0 nS 7

toy BRDY #, BRDYC# Hold Time 1.0 nS 7

too BOFF # Setup Time 5.5 nS 7

tooa AHOLD Setup Time 60| | ns 7

tos AHOLD, BOFF # Hold Time 1.0 nS 7
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Table 12. Pentium™ Processor 610\75, 815\100 AC Specifications for 50-MHz Bus Operation (Contd. )
3.135 < Vgg < 3.465V, Tcase = 0 to 70°C, C = 0 pF

Symbol . Parameter Min | Max | Unit | Figure Notes

tos BUSCHK#, EWBE #, HOLD, PEN# Setup 5.0 nS 7
Time -

tos BUSCHK #, EWBE #, PEN # Hold Time 1.0 nS 7

tosa HOLD Hold Time 1.5 nS 7

tos A20M#, INTR, STPCLK # Setup Time 5.0 nS 7 12,16

toy A20M#, INTR, STPCLK# Hold Time 1.0 nS 7 13

tog INIT, FLUSH#, NMI, SMI#, IGNNE # Setup 5.0 nS 7 12,16, 17
Time .

tog INIT, FLUSH #, NMI, SMI#, IGNNE # Hold 1.0 nS 7 13
Time

tao INIT, FLUSH#, NMI, SMI#, IGNNE# Pulse 2.0 CLKs 7 15,17
Width, Async

ta1 R/S# Setup Time ‘ 5.0 nS 7 | 12,186,17

taa R/S# Hold Time 1.0 nS 7 |13

ta3 R/S# Pulse Width, Async. 2.0 CLKs 7 15,17

tas D0-D63, DP0-7 Read Data Setup Time 3.8 nS 7

i35 DO0-D63, DP0-7 Read Data Hold Time 20 nS 7

36 RESET Setup Time 5.0 nS 8 ' |11,12,16

t37 RESET Hold Time 1.0 nsS 8 |11,13

tag RESET Pulse Width, Vg & CLK Stable 15 ClLKs| 8 11,17

39 RESET Active After Voc & CLK Stable 1.0 mS 8 Power up

ta0 Reset Configuration Signals (INIT, FLUSH #, 5.0 nS 8 12, 16,17
FRCMC #) Setup Time .

41 Reset Configuration Signals (INIT, FLUSH #, 1.0 nS 8 13
FRCMC#) Hold Time ’
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Table 12. Pentium™ Processor 610\75, 815\100 AC Specifications for 50-MHz Bus Operation (Contd.)
8.135 < Vg < 3.465V, Tgase = 0 to 70°C, CL = 0 pF

Symbol Parameter Min | Max | Unit | Figure Notes
ta2a Reset Configuration Signals (INIT, FLUSH #, 2.0 CLKs 8 To RESET falling
FRCMC #) Setup Time, Async. edge(16) -
ta2p Reset Configuration Signals (INIT, FLUSH #, 2.0 CLKs 8 To RESET falling
FRCMC#, BRDYC #, BUSCHK #) Hold Time, . edge(27)
Async.
taoc Reset Configuration Signals (BRDYC #, 3.0 CLKs 8 To RESET falling
BUSCHK #) Setup Time, Async. edge(27)
ts2d Reset Configuration Signal BRDYC # Hold 1.0 nS To RESET falling
Time, RESET driven synchronously edge(1.27)
t43a BF, CPUTYP Setup Time 1.0 mS 8 To RESET falling
, . edge(22)
t43p BF, CPUTYP Hold Time 2.0 CLKs 8 To RESET falling
edge(22)
tasc APICEN Setup Time 2.0 CLKs 8 To RESET falling
edge
t43d APICEN Hold Time 20 CLKs 8 To RESET falling
) edge
taq TCK Frequency 16.0 | MHz
tas TCK Period 62.5 nS 4
tas TCK High Time 25.0 nS 4 @2v()
ta7 TCK Low Time 25.0 nS 4 | @0.8V()
tag TCK Fall Time 50| nS 4 (2.0V-0.8V)(1.89)
tag TCK Rise Time . 50| nS 4 (0.8V-2.0V)(1.89)
tso ‘| TRST# Pulse Width 40.0 nS 10 Asynchronous(1)
t51 TDI, TMS Setup Time 5.0 nS 9 7
ts2 TDI, TMS Hold Time 13.0 nS 9 7 ‘
ts3 TDO Valid Delay 3.0({20.0( nS 9 8
tsq TDO Float Delay ! 250 nS 9 1,8
ts5 All Non-Test Outputs Valid Delay 3.0(20.0| nS 9 3,8,10
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Table 12. Pentium™ Processor 610\75, 815\100 AC Speclﬂcatlons for SO-MHz Bus Operation (Contd.)
3.135 < Vg < 3.465V, Tcasg = 0to 70°C, G = O pF

Symbol Parameter Min Max Unit | Figure Notes
ts6 All Non-Test Outputs Float Delay 25.0 nS. 9 1,8,8,10
ts7 | AllNon-Testlnputs Setup Time | 5.0 nS 9 3,7,10
tss All Non-Test Inputs Hold Time 13.0 .| ns 9 3,7,10
) APIC AC Specifications ‘ '
t60a PICCLK Frequency 20 | 16.66 | MHz
tsob PICCLK Period 60.0 | 500.0 nS 4
tsoc | PICCLK High Time 9.0 nS 4
t60d PICCLK Low Time 9.0 ) nS 4
tsope | PICCLK Rise Time 1.0 5.0 nS 4
10t PICCLK Fall Time 1.0 50 | nS 4
t0g PICDO-1 Setup Time { 3.0 nS 7 To PICCLK
teoh PICDO-1 Hold Time 25 nS 7 To PICCLK
ts0i PICDO-1 Valid Delay (LtoH) 4.0 38.0 nS 5 From PICCLK(28,29)
teo] PICDO-1 Valid Delay (HtoL) 4.0 22.0 nS 5 From PICCLK(28,29)
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Table 13. Pentium™ Processor 610\75, 815.\i00 Dual Processor Mode
AC Specifications for 50 MHz Bus Operation
3.135 < Vg < 3.465V, Tcasg = 0 to 70°C, C = O pF

Symbol Parameter Min | Max | Unit | Figure Notes

t30a PBREQ#, PBGNT # Valid Delay 1.0 5.0 nS 5 18

tgob PHIT #, PHITM# Flight Time 0 2.0 nS 11 30

tg1a PBREQ#, PBGNT # Setup Time 8.0 1 nS 7 18

ts2 PBREQ#, PBGNT # Hold Time 1.0 nS 7 18, 24

tg3a A5-A31 Setup Time 65| nS 7 18, 21, 26

tasb D/C#,W/R#,CACHE#, LOCK#, | 6.0 nS 7 18, 21
SCYC Setup Time

tssc ADS#, M/IO# Setup Time 8.0 nS 7 18, 21

tg3d HIT #, HITM# Setup Time 8.0 nS 7 18, 21

ta3e HLDA Setup Time 6.0 nS 7 18, 21

184 ADS#,D/C#, W/R#, M/IO#, 1.0 nS 7 18, 21

CACHE #, LOCK#, A5-A31,
HLDA, HIT#, HITM#, SCYC Hold

Time

tg5 DPEN# Valid Time 10.0 { CLKs 18, 19, 23

tge DPEN# Hold Time 2.0 CLKs 18, 20, 23

tg7 APIC ID (BEO#-BE3#) Setup Time | 2.0 CLKs 8 To RESET falling
edge(3)

tsg APIC ID (BEO #-BE3#) Hold Time 2.0 CLKs 8 From RESET falling
edge(23)

tsg D/P# Valid Delay 1.0 8.0 nS 5 Primary Processor

' Only

I ) : 2-113



: -
PENTIUMT™ PROCESSOR (610\75, 735\90, 815\100) |n‘te| o

3.4.5.2 AC Timing Tables for a 60-MHz Bus

The AC specifications given in Tables 14 and 15

consist of output delays, input setup requirements
and input hold requirements for a 60-MHz external
bus. All AC specifications (with the exception of
those for the TAP signals and APIC signals) are rela-
tive to the rising edge of the CLK input.

All timings are referenced to 1.5V for both “0” and
“1” logic levels unless otherwise specified. Within
the sampling window, a synchronous input must be
stable for correct Pentium processor (610\75
735\90, 815\100) operation.

Table 14. Pentium™ Processor 735\90 AC Specifications for 60-MHz Bus Operation
3.135 < Vg < 3.465V, Tcase = 0to 70°C, C = 0 pF

Symbol | Parameter Min | Max | Unit | Figure | Notes
Frequency 30.0| 60.0 | MHz 4’ '
ta ‘| CLK Period 16.67 | 33.33 | nS 4
tib CLK Period Stability +250 | pS 4 Adjacent Clocks,(1.25) |.
t CLK High Time 40 nS | 4 |e2vit)
t3 CLK Low Time 40| . nS 4 @0.8v(1)
ta CLK Fall Time 0.15 15| nS 4 (2.0v-0.8V)(1,5)
ts CLK Rise Time 0.15 15| nS 4 (0.8V-2.0v)(1,5)
tea ADS#, ADSC#, PWT, PCD, BEO-7 #, 10| 70| nS 5
‘M/I0#,D/C#, CACHE#, SCYC, «
W/R# Valid Delay
teb AP Valid Delay 1.0 85| nS 5
tec A3-A31, LOCK# Valid Delay 1.1 70| nS
t7 | ADS#, ADSC#, AP, A3-A31, PWT, 100 nS 5 1
PCD, BEO-7#, M/IO#, D/C#, W/R#,
CACHE #, SCYC, LOCK # Float Delay
tga APCHK#, IERR#, FERR# Valid Delay 1.0 83| nS 5
tab PCHK # Valid Delay 1.0 70| nS 5
toa BREQ, HLDA Valid Delay 10| 80| nS 5
tob SMIACT # Valid Delay . 1.0 76| nS® 5
t10a HIT# Valid Delay 1.0 80| nS 5
tiob | HITM# Valid Delay 1.1 6.0| nS 5
t11a PMO0-1, BPO-3 Valid Delay 10| 100]| nS 5
tH1b PRDY Valid Delay 1.0 80| nS 5
t12 D0-D63, DP0-7 Write Data Valid Delay 1.3 75| nS 5
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Table 14. Pentium™ Processor 735\90 AC Specifications for 60-MHz Bus Operation (Contd.)
3135 < Vgg < 8.465V, Tcase = 010,70°C, C = 0 pF

Symbol Parameter Min | Max | Unit | Figure Notes

t13 DO0-D63, DP0-3 Write Data Float Delay 100| nS 6 1

t14 ‘| A5-A31 Setup Time 6.0 nS 7 26

t45 A5-A31 Hold Time 1.0 nS 7

t16a INV, AP Setup Time 5.0 nS 7

t16b EADS# Setup Time 5.5 nS 7

t47 EADS#, INV, AP Hold Time 1.0 nS 7

t18a KEN# Setup Time 5.0 nS 7

t1sb NA#, WB/WT # Setup Time 4.5 nS 7

t1o KEN#, WB/WT#, NA# Hold Time 1.0 nS 7

t20 BRDY #, BRDYC # Setup Time 5.0 nS 7

toq BRDY #, BRDYC # Hold Time 1.0 nS 7

too AHOLD, BOFF # Setup Time 5.5 nS 7

to3 AHOLD, BOFF # Hold Time } 1.0 nS 7

tos BUSCHK #, EWBE #, HOLD, PEN# Setup 5.0 nS 7
Time

tos BUSCHK #, EWBE #, PEN# Hold Time 1.0 nS 7

tpsa | HOLD Hold Time 15 | ns 7

tos A20M#, INTR, STPCLK # Setup Time 5.0 nS. 7 12,16

to7 A20M#, INTR, STPCLK# Hold Time {10 nS 7 13

tog INIT, FLUSH#, NMI, SMI#, IGNNE # Setup 5.0 nS 7 12, 16,17
Time

tog INIT, FLUSH#, NMI, SMI#, IGNNE # Hold 1.0 nS 7 13
Time ‘

t30 INIT, FLUSH#, NMI, SMi#, IGNNE # Pulse 2.0 CLKs 15,17
Width, Async

t31 R/S# Setup Time 5.0 | nS 7 12, 16,17

tan R/S# Hold Time 1.0 nS 7 13

t33 R/S# Pulse Width, Async. 2.0 CLKs 7 15,17
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Table 14. Pentium™ Processor 735\90 AC Specifications for 60-MHz Bus Operation (Contd.)

©8.135 < Vo < 8.465V, Toase = 0 to 70°C, C = 0 pF

Symbol Parameter Min | Max | Unit | Figure Notes
t34 D0-D63, DP0-7 Read Data Setup Time 3.0 nS 7
t35 D0-D63, DP0-7 Read Data Hold Time 20 nS 8
t36 RESET Setup Time 5.0 nS 8 11,12, 16
t37 RESET Hold Time 1.0 nS 8 11,13
tag RESET Pulse Width, Voc & CLK Stable 15 CLKs 8 11,17
tag RESET Active After Voc & CLK Stable 1.0 mS 8 | Powerup
ts0 Reset Configuration Signals (INIT, FLUSH #, 5.0 nS 8 12,16,17
FRCMC#) Setup Time ‘
t41 Reset Configuration Signals (INIT, FLUSH #, 1.0 nS 8 13
FRCMC#) Hold Time
ta2a Reset Configuration Signals (INIT, FLUSH #, 2.0 CLKs 8 To RESET falling
FRCMC #) Setup Time, Async. edge(16)
ta2p Reset Configuration Signals (INIT, FLUSH#, 2.0 CLKs 8 To RESET falling
FRCMC#, BRDYC#, BUSCHK #) Hold Time, edge 27
Async.
taoc Reset Configuration Signals (BRDYC#, 3.0 CLKs 8 "To RESET falling
BUSCHK#) Setup Time, Async. edge(27)
ta2d Reset Configuration Signal BRDYC# Hold 1.0 nS To RESET falling
Time, RESET driven synchronously edge(1.27)
t43a BF, CPUTYP Setup Time 1.0 mS 8 To RESET falling
edge(22)
tasp BF, CPUTYP Hold Time 2.0 ClKs| 8 | ToRESET falling
edge(22)
ta3c APICEN Setup Time 2.0 CLKs 8 To RESET falling
’ edge
t43d APICEN Hold Time 2.0 CLKs 8 To RESET falling
edge
taq TCK Frequency 16.0 | MHz 8
t45 TCK Period 62.5 nS 4
t46 TCK High Time 25.0 nS 4 | @2v()
Y47 TCK Low Time 25.0 nS 4 @0.8v(1)
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Table 14. Pentium™ Processor 735\90 AC Specifications for 60-MHz Bus Operation (Contd.)
3.135 < Vgg < 3.465V, Tcasg = 0 to 70°C, C = Q pF -

Symbol Parameter Min Max Unit | Figure Notes
tag TCK Fall Time 5.0 nS 4 (2.0V-0.8V)(1.8,9)
tag TCK Rise Time 5.0 nS 4 (0.8V-2.0V)(1.8,9)
ts0 TRST # Pulse Width 40.0 ) nS | 10 Asynchronous(1)
tsq TDI, TMS Setup Time' 5.0 nS 9 7
ts2 TDI, TMS Hold Time 13.0 nS 9 7
ts3 TDO Valid Delay 3.0 20.0 nS 9 8
ts4 TDO Float Delay 25.0 nS .9 1,8
tss All Non-Test Outputs Valid Delay 3.0 20.0 nS 9 3,8,10
tse All Non-Test Outputs Float Delay 25.0 nS 9 1,3,8,10
ts7 All Non-Test Inputs Setup Time 5.0 nS 9 3,7,10
tss All Non-Test Inputs Hold Time 13.0 nS 9 3,7,10
~ APIC AC Specifications
t60a PICCLK Frequency 20 | 1666 | MHz 4
tsob PICCLK Period 60.0 | 500.0 | nS 4
tsoc PICCLK High Time 9.0 nS 4
tsod | PICCLK Low Time 9.0 nS 4
teoe PICCLK Rise Time 1.0 50 | nS 4
teot ‘| PICCLK Fall Time 10 |, 5.0 nS 4
t60g PICDO-1 Setup Time 3.0 nS 7 To PICCLK
tsoh PICDO-1 Hold Time |- 25 nS 7 To PICCLK
teoi PICDO-1 Valid Delay (LtoH) 4.0 38.0 nS 5 From PICCLK(28,29)
t60j PICDO-1 Valid Delay (HtoL) 4.0 22,0 nS 5 From PICCLK(28,29)
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Table 15. Pentium™ Processor 735\90 Dual Processor Mode
AC Specifications for 60-MHz Bus Operation

3.135 < Vg < 3.465V, Teage = 0 to 70°C, C_ = O pF

intgl.

Symbol Parameter Min | Max | Unit | Figure Notes
tsoa PBREQ#, PBGNT # Valid Delay 10| 50| nS 5 |18
tsob PHIT#, PHITM# Flight Time 0| 20| nS 11 30
tg1a PBREQ#, PBGNT # Setup Time 8.0 nS 7 18
tga. PBREQ#, PBGNT # Hold Time - 1.0 nS 7 |18,24
tgaa A5-A31 Setup Time 3.0 nS 7 18, 21, 26
taab D/C#,W/R#, CACHE #, LOCK#, SCYC 40 nS 7 18, 21
Setup Time
tgac ADS#, M/I0# Setup Time 6.0 nS 7 18, 21
taad HIT#, HITM# Setup Time 6.0 nS 7 |18, 21
ta3e HLDA Setup Time 6.0 | nS 7 |18, 21
g4 ADS#,D/C#,W/R#, M/I0#, CACHE #, 1.0 'nS 7 18, 21
LOCK #, A5-A31, HLDA, HIT #, HITM #, .
'SCYC Hold Time
g5 DPEN# Valid Time 10.0 | CLKs 18, 19,23
186 DPEN# Hold Time 2.0 CLKs 18, 20, 23
tg7 APIC ID (BEO# -BE3#) Setup Time 20 ClKs| 8 | ToRESET faling
edge(23)
tss APIC ID (BEO #-BE3#) Hold Time 2.0 ClLKs| 8 From RESET falling
edge(23)
tsg D/P# Valid Delay 10| 80| nS 5 Primary Processor
Only

3.4.5.3 AC Timing Tables for a 66-MHz Bus

The AC specifications given in Tables 16 and 17
consist of output delays, input setup requirements
and input hold requirements for a 66-MHz external
bus. All AC specifications (with the exception of
those for the TAP signals and AP IC signals) are
relative to the rising edge of the CLK input.
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stable for correct Pentium processor (610\75,
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Table 16. Pentium™ Processor 815\100 AC Specifications for 66-MHz Bus Operation
3.135 < Vee < 3.465V, Tcase = 0 to 70°C, CL = 0 pF

Symbol Parameter Min | Max | Unit | Figure Notes
Frequency 33.33| 66.6 | MHz
t1a CLK Period ‘ 150 300| nS | 4
t1p CLK Period Stability +250 | pS Adjacent Clocks(1,25)
t2 CLK High Time ' 4.0 nS 4 @2v(1)
i3 CLK Low Time 4.0 nS 4 @0.8v(1)
14 CLK Fall Time 0.15 15| nS 5 (2.0v-0.8V)(1)
15 CLK Rise Time 0.15 15| nS 4 (0.8v-2.0v)(1)
tga ADSC#, PWT, PCD, BEO-7#, D/C#, 1.0 70| nS 5
W/R#, CACHE #, SCYC Valid Delay
teb AP Valid Delay 1.0 85| nS 5
tee A3-A31, LOCK # Valid Delay 1.1 70| ns 5
ted ADS#, M/10# Valid Delay 1.0 60| nS 5
t7 ADS#, ADSC#, AP, A3-A31, PWT, 100} nS 6 1
PCD, BEO-7#, M/IO#, D/C#, W/R#,
CACHE #, SCYC, LOCK # Float Delay
tsa APCHK #, IERR#, FERR# Valid Delay 1.0 83| nS 5 4
tsp PCHK# Valid Delay 1.0 70| nS 5 4
toa BREQ, HLDA Valid Delay 10| 80| nS 5 |4
top SMIACT # Valid Delay o 10| 76| ns| 5 |4
t10a HIT# Valid Delay - 10| 80| nS 5
top HITM# Valid Delay 1.1 6.0| nS 5
t11a PMO0-1, BP0-3 Valid Delay . 1.0 100 | nS 5
t11b PRDY Valid Delay 1.0 80| nS 5
t12 D0-D63, DPO-7 Write Data Valid Delay 13 75| nS 5
t43 D0-D63, DP0-3 Write Data Float Delay 100 | nS 6 1
ty4 ., | A5-A31 Setup Time 6.0 nS 7 |26
ti5 A5-A31 Hold Time 1.0 nS 7
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Table 16. Pentium™ Processor 815\100 AC Specifications for 66-MHz Bus Operation (Contd.)

3.135 < Voo < 3465V Tcase = 0to 70°C, C = 0 pF

2-120

Symbol | Parameter Min | Max | Unit | Figure Notes

t16a INV, AP Setup Time 5.0 nS 7

t1eb EADS# Setup Time 55 nS 7

t47 EADS#, INV, AP Hold Time 1.0 nS 7

t18a KEN# Setup Time 5.0 nS 7

t18b NA#, WB/WT # Setup Time 45 nS 7

t1g KEN#, WB/WT #, NA# Hold Time 1.0 nS 7

too BRDY #, BRDYC# Setup Time 5.0 nS 7

t2q BRDY #, BRDYC# Hold Time 1.0 nS 7

ta2 AHOLD, BOFF # Setup Time 5.5 nS 7

to3 AHOLD, BOFF # Hold Time 1.0 nS 7

tos BUSCHK #, EWBE #, HOLD PEN# Setup 5.0 nS 7
Time

to5a. BUSCHK #, EWBE #, PEN # Hold Time 1.0 nS 7

tosh HOLD Hold Time 1.5 nS 7

tos A20M#, INTR, STPCLK # Setup Time 5.0 nS 7 12,16

to7 A20M#, INTR, STPCLK# Hold Time 1.0 nS 7 13

tog INIT, FLUSH#, NMI, SMI#, IGNNE # Setup 5.0 nS 7 12,16,17
Time

tog INIT, FLUSH#, NMI, SMI+#, IGNNE # Hold 1.0 nS 7 13
Time :

t30 INIT, FLUSH#, NMI, SMi#, IGNNE # Pulse 2.0 CLKs 15,17
Width, Async ’

t31 R/S# Setup Time 5.0 nS 7 12,16, 17

ta2 ‘R/S# Hold Time 1.0 nS 7 |18

t33 R/S# Pulse Width, Async. 20 CLKs 15,17

t3s D0-D63, DP0-7 Read Data Setup Time 3.0 nS

ta5 D0-D63, DP0-7 Read Data Hold Time 2.0 nS

tas RESET Setup Time 5.0 nS 11,12, 16
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Table 16. Pentium™ Processor 815\100 AC Specifications for 66-MHz Bus Operation (Contd.)
3.135 < Vo < 3.465V, Toasg = 0 to 70°C, C = 0 pF

Symbol Parameter Min | Max | Unit | Figure Notes
t37 RESET Hold Time 1.0 nS 8 11,13
tag RESET Pulse Width, V¢ & CL K Stable 15.0 CLKs 8 11,17
tag RESET Active After Voo & CLK Stable 1.0 mS 8 Power up
ts0 Reset Configuration Signals (INIT, FLUSH #, 5.0 nS 8 12,16,17
FRCMC #) Setup Time
t41 Reset Configuration Signals (INIT, FLUSH #, 1.0 nS 8 13
FRCMC#) Hold Time
ta2a Reset Configuration Signals (INIT, FLUSH #, 2.0 CLKs 8 To RESET falling
FRCMC #) Setup Time, Async. t ‘ edge(16)
ta2b Reset Configuration Signals (INIT, FLUSH #, 2.0 CLKs 8 To RESET falling
FRCMC#, BRDYC #, BUSCHK #) Hold Time, edge(27)
Async. : ’
taoc Reset Configuration Signals (BRDYC #, 3.0 CLKs 8 To RESET falling
BUSCHK #) Setup Time, Async. edge(27)
ta2d Reset Configuration Signal BRDYC# Hold 1.0 nS To RESET falling
Time, RESET driven synchronously edge(1,27)
t43a BF, CPUTYP Setup Time 1.0 mS 8 To RESET falling
‘ edge(22)
ta3b BF,‘CPUTYP Hold Time - 20 CLKs 8 To RESET falling
. i . edge(22)
ta3c APICEN Setup Time : 20 CLKs 8 To RESET falling
edge
ta3d APICEN Hold Time 2.0 CLKs 8 To RESET falling
edge
taa TCK Frequency 16.0 | MHz
t45 TCK Period 62.5 nS 4
tse TCK High Time ' 25.0 nS 4 @2v(1)
t47 TCK Low Time 25.0 nS 4 @0.8v(1)
a8 TCK Fall Time ) 50| nS 4 (2.0V-0.8V)(1.8,9)
ta9 TCK Rise Time 50| nS 4 (0.8V-2.0V)(1,8.9)
ts0 TRST# Pulse Width 40.0 nS 10 Asynchronous(1)
t51 TDI, TMS Setup Time 5.0 ‘| nS 9 7
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Table 16. Pentium™ Processor 815\100 AC Specifications for 66-MHz Bus Operation (Contd.)
8.135 < Vg < 3.465V, Tcase = 0to 70°C, G = O pF

Symbol ' Parameter Min Max Unit | Figure Notes
ts2 TDI, TMS Hold Time ‘ 13.0 nS 9 7
ts3 TDO Valid Delay 1 8.0 20.0 nS 9 8
tsq TDO Float Delay 25.0 nS 9 1,8
tss All Non-Test Outputs Valid Delay 3.0 200 | nS 9 .3,8,10
tse All Non-Test Outputs Float Delay 25.0 nS$ 9 1,3,8,10
ts7 All Non-Test Inputs Setup Time 5.0 nS 9 3,7,10
tss " All Non-Test Inputs Hold Time 13.0 nS 9 3,7,10
APIC AC Specifications
t60a PICCLK Frequency 20 | 16.66 | MHz
ts0b PICCLK Period 60.0 | 500.0 nS 4
tsoc PICCLK High Time 9.0 nS 4
teod PICCLK Low Time 9.0 nS 4
ts0e PICCLK Rise Time 1.0 5.0 nS 4
teof PICCLK Fall Time 1.0 50 | nS 4
teog PICDO-1 Setup Time 3.0 nS 7 To PICCLK
teon PICDO-1 Hold Time 25 nS 7 To PICCLK
te0i PICDO-1 Valid Delay (LtoH) 4.0 38.0 nS 5 From PICCLK(28,29)
t60j PICDO0-1 Valid Delay (HtoL) 4.0 22.0 nS 5 From PICCLK(28,29)
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Table 17. Pentium™ Processor 815\100 Dual Processor Mode AC Specifications for 66-MHz Bus

Operation J
3.135 < Vg < 3.465V, Tcase = 0to 70°C, G = 0 pF

Symbol Parameter Min | Max | Unit | Figure Notes
t80a PBREQ#, PBGNT # Valid Delay 10| 50| nS 5 18
tsob PHIT #, PHITM# Flight Time 0| 20| nS | N 30
t81a PBREQ#, PBGNT # Setup Time 8.0 nS 7 18
tg2 PBREQ#, PBGNT # Hold Time 1.0 nS 7 18,24
tg3a A5-A31 Setup Time 3.0 nS 7 18, 21, 26
t83b D/C#,W/R#, CACHE #, LOCK#, SCYC 4.0 nS 7 18, 21

Setup Time
tssc | ADS#, M/I0# Setup Time 5.8 nS 7 |1821
ta3q HIT #, HITM# Setup Time 6.0 nS 7 18, 21
tase HLDA Setup Time 6.0 nS | 7 18, 21
184 ADS#,D/C#, W/R#, M/I0#, CACHE #, 1.0 nS 7 18, 21

LOCK#, A5-A31, HLDA, HIT #, HITM#,

SCYC Hold Time
g5 DPEN# Valid Time 10.0 | CLKs 18,19, 23
tge DPEN# Hold Time 2.0 ClLKs 18, 20, 23
tg7 APIC ID (BEO #-BE3#) Setup Time 2.0 CLKs 8 To RESET falling

. edge(23)
tss APIC ID (BEO#-BE3#) Hold Time 2.0 CLKs 8 From RESET falling
' edge(23)
tsg D/P# Valid Delay 10| 80| nS 5 Primary Processor
Only

NOTES:

Notes 2, 6, and 14 are general and apply to all standard TTL signals used with the Pentium Processor family.

Not 100% tested. Guaranteed by design/characterization.

TTL input test waveforms are assumed to be 0 to 3V transitions with 1V/nS rise and fall times.

Non-test outputs and inputs are the normal output or input signals (besides TCK, TRST#, TDI, TDO, and TMS). These

timings correspond to the response of these signals due to boundary scan operations.

APCHK#, FERR#, HLDA, IERR#, LOCK#, and PCHK# are glitch-free outputs. Glitch-free signals monotonically tran-

sition without false transitions (i.e., glitches).

0.8V/ns < CLK input rise/fall time < 8V/ns.

0.3V/ns < input rise/fall time < 5V/ns.

Referenced to TCK rising edge.

Referenced to TCK falling edge.

. 1 ns can be added to the maximum TCK rise and fall times for every 10 MHz of frequency below 33 MHz.

10. During probe mode operation, do not use the boundary scan timings (t55.s8)-

11. FRCMC# should be tied to Vg (high) to ensure proper operation of the Pentium processor (610\75, 735\90, 815\100)
as a primary processor. )

12. Setup time is required to guarantee recognition on a specific clock. Pentium processor (610\75, 735\90, 815\100) must
meet this specification for dual processor operation for the FLUSH# and RESET signals.

PENON » wp=
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13. Hold time is required to guarantee recognition on a specific clock. Pentium processor (610\75, 735\90, 815\100) must
meet this specification for dual processor operation for the FLUSH# and RESET signals.

14, All TTL timings are referenced from 1.5V.

15. To guarantee proper asynchronous recognition, the sngnal must have been de-asserted (inactive) for a minimum of 2
clocks before being returned active and must meet the minimum pulse width.

16. This input may be driven asynchronously. However, when operating two processors in dual processing mode, FLUSH#
and RESET must be asserted synchronously to both processors.

17. When driven asynchronously, RESET, NMI, FLUSH#, R/S#, INIT, and SMI# must be de-asserted (inactive) for a mini-
mum of 2 clocks before being returned active.

18. Timings are valid only when dual processor is present.

19. Maximum time DPEN# is valid from rising edge of RESET.

20. Minimum time DPEN# is valid after falling edge of RESET.

21. The D/C#, M/I0O#, W/R#, CACHE #, and A5-A31 signals are sampled only on the CLK that ADS# is active.

22. BF and CPUTYP should be strapped to Vg or Vgs.

23. RESET is synchronous in dual processing mode and functional redundancy checking mode. All signals which have a
setup or hold time with respect to a falling or rising edge of RESET in UP mode, should be measured with respect to the
first processor clock edge in which RESET is sampled either active or inactive in dual processing and functional redun-
dancy checking modes.

24. The PHIT# and PHITM# signals operate at the core frequency (75, 90 or 100 MHz).

25. These signals are measured on the rising edge of adjacent CLKs at 1.5V. To ensure a 1:1 relationship between the
amplitude of the input jitter and the internal and external clocks, the jitter frequency spectrum should not have any power
spectrum peaking between 500 KHz and 1/3 of the CLK operating frequency. The amount of jitter present must be
accounted for as a component of CLK skew between devices.

26. In dual processing mode, timing t14 is replaced by tgs,. Timing t14 is required for external snooping (e.g., address setup
to the CLK in which EADS# is sampled active) in both uniprocessor and dual processor modes.

27. BRDYC# and BUSCHK# are used as reset configuration signals to select buffer size.

28. This assumes an external pullup resistor to Voc and a lumped capacitive load such that the maximum RC product does
not exceed R = 1500, C = 240 pF.

29. This assumes an external pullup resistor to Vo and-a lumped capacitive load such that the minimum RC product does
not fall below R = 1509, C = 20 pF.

30. This is a flight time specification, that includes both flight time and clock skew. The flight time is the time from where the
unloaded driver crosses 1.5V (50% of min Vcg), to where the receiver crosses the 1.5V level (50% of min Vge). See
Figure 11.

** Each valid delay is specified for a 0 pF load. The system designer should use 1/0 buffer modeling to account for signal
flight time delays.
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Figure 4. Clock Waveform
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Figure 5. Valid Delay Timings
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Tx = 17, t13; Ty = t6émin, t12min
Figure 6. Float Delay Timings
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Tx = t14, t16, t18, 120, t22, t24, 126, 128, t31, t34, t60g (to PICCLK),t81, 83
Ty = t15, 117, t19, t21, 123, 125, 127, t29, t32, t35, t60h (to PICCLK), t82, t84

Figure 7. Setup and Hold Timings
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Figure 9. Test Timings
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Figure 10. Test Reset Timings
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Figure 11. 50% V¢ Measurement of Flight Time
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4.0 MECHANICAL SPECIFICATIONS

The Pentium processor (610\75, 735\90, 815\100) is packaged in a 296-pin staggered pin grid array (SPGA).
The pins are arranged in a 37 x 37 matrix and the package dimensions are 1.95” x 1.95" (Table 18). A 1.25" x
1.25" copper tungsten heat spreader is brazed to the top of the ceramic to improve the package’s thermal

efficiency.

Table 18. Package Information Summary

Package | Total
Type pins | FinArray Package Size
Pentium processor (610\75, 735\90, 815\100) SPGA 296 37x37 1.95” x 1.95"
4.95 cm x 4.95 cm

The mechanical specifications for the Pentium processor (610\75, 735\90, 815\100) are provided in Table 19.

Figure 12 shows the package dimensions.
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Table 19. Package Dimensions

Family: Ceramic Staggered Pin Grid Array Package

Symbol Millimeters Inches ' \
Min Max Notes Min Max "Notes
A 3.91 4.70 Solid Lid 0.154 0.185 Solid Lid
A1l 0.33 0.43 Solid Lid 0.013 0.017 Solid Lid
A2 2.62 2.97 0.103 0.117
B 0.43 0.51 0.017 0.020
D 49.28 49.91 1.940 1.965
D1 45.47 45.97 1.790 1.810
D2 31.50 32.00 Square 1.240 1.260 Square
D3 33.99 34.59 1.338 1.362
D4 8.00 9.91 0.315 0.390
E1 241 2.67 0.095 0.105
E2 1.14 1.40 0.045 0.055
127 Diagonal 0.005 Diagonal
L 3.05 3.30 0.120 0.130
N ~ 296 296
S 1.52 2.54 0.060 0.100
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Figure 12. Pentium™ Processor (610\75, 735\90, 815\ 100) Package Dimensions
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' 5.0 THERMAL SPECIFICATIONS

Due to the advanced 3.3V BiCMOS process that it is
produced on, the Pentium processor (610\75,
735\90, 815\100) dissipates less power than the
Pentium processor (510\60, 567\66).

The Pentium processor (610\75, 735\90, 815\100)
is specified for proper operation when case temper-
ature, Tcase. (Tc) is within the specified range of
0°C to 70°C. '

5.1 Measuring Thermal Values

The Pentium processor (610\75, 735\90, 815\100)
package will include a heat spreader. To verify that
the proper Tg (case temperature) is maintained, it
should be measured at the center of the package
top surface on the heat spreader (opposite of the
pins). The measurement is made in the same way
with or without a heat sink attached. When a heat
sink is attached a hole (smaller than 0.150" diame-
ter) should be drilled through the heat sink to allow
probing the center of the package. See Figure 13 for
an illustration of how to measure Tg.

To minimize the measurement errors, it is recom-
mended to use the following approach:

e Use 36-gauge or finer diameter K, T, or J type
thermocouples. The laboratory testing was done
using a thermocouple made by Omega (part num-
ber: 5TC-TTK-36-36).

e Attach the thermocouple bead or junction to the
center of the package top surface using high
thermal conductivity cements. The laboratory
testing was done by using Omega Bond (part
number: OB-100).

L] i I §

intel.

® The thermocouple should be attached at a 90-de-
gree angle as shown in Figure 13.

‘o The hole size should be smaller than 0.150” in
diameter.

5.1.1 THERMAL EQUATIONS AND DATA

For the Pentium processor (610\75, 735\90,
815\100), an ambient temperature, T (air tempera-
ture around the processor), is not specified directly.
The only restriction is that T is met. To calculate T
values, the following equations may be used:

Ta=Tc — (P* 6ca)
Oca = 64 — Ouc

where:
Taand T = ambient and case temperature. (°C)

Oca = case-to-ambient thermal resistance.
(oC/Watt)

O4a = junction-to-ambient thermal resist-
ance. (0C/Watt)

04c = junction-to-case thermal resistance.
(0C/Watt)

P= maximum power consumption (Watt)

Table 20 lists the 6cavalues for the Pentium proces-
sor (610\75, 735\90, 815\100) with passive heat
sinks. Figure 14 shows Table 20 in graphic format.

241997-13

Figure 13. Technique for Measuring TC
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Table 20. Thermal Resistances

0ca(°C/Watt) vs. Laminar Airflow (linear ft/min)
Heat Sink in inches | 6,¢c (°C/Watt)

0 100 200 400 600 800

1.95x1.95x0.25 0.9 8.7 7.6 6.2 4.0 3.2 2.6
1.95x1.95x0.35 0.9 8.4 74 5.6 3.6 29 2.4
1.95x1.95x0.45 0.9 8.0 6.6 4.9 3.2 25 2.1
1.95x1.95x0.55 0.9 7.7 6.1 4.3 2.8 2.2 1.9
1.95x1.95x0.65 0.9 7.3 5.6 3.9 2.6 20 1.7
1.95x1.95x0.80 0.9 6.6 4.9 3.5 2.2 18 1.6
1.95x1.95 x1.00 0.9 5.9 4.2 3.2 2.2 17 14
1.95x1.95x1.20 0.9 5.5 3.9 2.9 2.0 16 14
1.95x1.95x1.40 0.9 5.0 3.5 2.6 1.8 15 13
Without Heat Sink 14 11.4 10.5 8.7 5.7 4.5 3.8

NOTES:
Estimation for Pentium processor (610\75, 735\90, 815\100) with 1.25” x 1.25"” x 0.040” CuW heat spreader.
Heat sinks are omni directional pin aluminum alloy.
Features were based on standard extrusion practices for a given height
Pin size ranged from 50 to 129 mils
Pin spacing ranged from 93 to 175 mils
Based thickness ranged from 79 to 200 mils
Heat sink attach was 0.005" of thermal grease.
Attach thickness of 0.002" will improve performance approximately 0.30C/Watt
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Figure 14. Thermal Resistance vs. Heatsink Height

6.0 FUTURE PENTIUM™
OVERDRIVE™ PROCESSOR
SOCKET SPECIFICATION

6.1 Introduction

The Future Pentium OverDrive processor is an end-
user single-chip CPU upgrade product for Pentium
processor (610\75, 735\90, 815\100)-based sys-
tems. The Future Pentium OverDrive processor will
speed up most software applications by 40% to
70%. It is binary compatible with the Pentium proc-
essor (610\75, 735\90, 815\100).

An upgrade socket (Socket 5) has been defined
along with the Pentium processor (610\75, 735\90,
815\100) as part of the processor architecture. Up-
gradability can be supported by implementing either
a single socket or a dual socket strategy for Pentium
processor (610\75, 735\90, 815\100)-based sys-
" tems. A single socket system will include a 320-pin
SPGA Socket 5. When this system configuration is
upgraded, the Pentium processor (610\75, 735\90,
815\100) is simply replaced by the Future Pentium
OverDrive processor. A dual socket system will in-
clude a 296-pin SPGA socket for the Pentium
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processor (610\75, 735\90, 815\100) and a 320-pin
SPGA Socket 5 for the second processor. In dual
socket systems, Socket 5 can be filled with either
the Dual processor or the Future Pentium OverDrive
processor.

6.1.1 UPGRADE OBJECTIVES

Systems using the Pentium processor (610\75,
735\90, 815\100), and equipped with only one proc-
essor socket, must use socket 5 to also accept the
Future Pentium OverDrive processor. Systems
equipped with two processor sockets must use
Socket 5 as the second socket to contain either the
Pentium processor (610\75, 735\90, 815\100) Dual
processor or the Future Pentium OverDrive proces-
sor. ‘

Inclusion of Socket 5 in Pentium processor (610\75,
735\90, 815\100) systems provides the end-user
with an easy and cost-effective way to increase sys-
tem performance. The paradigm of simply installing
an additional component into an easy to use Zero
Insertion Force (ZIF) Socket to achieve enhanced
system performance is familiar to the millions of
end-users and dealers who have purchased Intel
math coprocessor upgrades to boost system floating
point performance.
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The majority of upgrade installations which take ad-
vantage of Socket 5 will be performed by end users
and resellers. Therefore, it is important that the de-
sign be “end-user easy,” and that the amount of
training and technical expertise required to install
the upgrade processors be minimized. Upgrade in-
stallation instructions should be clearly described in
the system user’s manual. In addition, by making in-
stallation simple and foolproof, PC manufacturers
can reduce the risk of system damage, warranty
claims and service calls. Feedback from Intel’s math
coprocessor upgrade customers highlights three
main characteristics of end user easy designs:

e accessible socket location

e clear indication of upgrade component orienta-
tion
® minimization of insertion force

The Future Pentium OverDrive processor will sup-
port the 82430NX PClset. Unlike the Pentium proc-
essor (610\75, 735\90, 815\100), the Future
Pentium OverDrive processor will not support the
82497 Cache Controller and 82492 Cache SRAM
chip set.

6.1.2 INTEL VERIFICATION PROGRAM

The Intel Verification Program ensures that a
Pentium processor (610\75, 735\90, 815\100)-
based personal computer meets a minimum set of
design criteria for reliable and straight-forward CPU
upgradability with a Future Pentium OverDrive proc-
essor. Testing performed at the Intel Verification
Labs confirms that Future Pentium OverDrive proc-
essor specifications for mechanical, thermal, electri-
cal, functional, and end-user installation attributes
have been met. While system designs may exceed
these minimum design criteria, the intent is to pro-
vide end-users with confidence that computer sys-
tems based on verified designs can be upgraded
with Future Pentium OverDrive processors.

PENTIUM™ PROCESSOR (610\75, 735\90, 815\100)

The OEM submits production-ready designs to one
of Intel's worldwide Verification Labs for testing. The
OEM benefits from advance testing of the design
prior to availablitiy of the Future Pentium OverDrive
processor. By identifying and resolving upgradability
problems before a system is introduced, the OEM
increases system quality and reduces future support
costs associated with end-user calls and complica-
tions when the CPU upgrade is ultimately installed.

Contact your local Intel representative for more in-
formation on the Intel Verification Program for
Pentium processor (610\75, 735\90, 815\100)-
based systems. '

6.2 Future Pentium OverDrive
Processor (Socket 5) Pinout

This section contains pinouts of the Future Pentium
OverDrive Socket (Socket 5) when used as a single-
socket turbo upgrade.

6.2.1 PIN DIAGRAMS

6.2.1.1 Socket 5 Pinout

For systems with a single socket for the Pentium
processor (610\75, 735\90, 815\100) and Future
Pentium OverDrive processor, the following pinout
must be followed for the single socket location. Note
that to be Intel Verified for a Future Pentium Over-
Drive processor, this must be a ZIF socket. The
socket footprint contains Vgg, Vocs, and Vss pins
that are internal no connects on the Pentium proces-
sor (610\75, 735\90, 816\100). These pins must be
connected to the appropriate PCB power and
ground layers to ensure Future Pentium OverDrive
processor compatibility.
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Figure 15. Socket 5 quout Top Side View

NOTE:

The “Socket 5 PINOUT TOP SIDE VIEW” text orientation on the top side view drawing in this section repre-
sents the orientation of the ink mark on the actual packages. (Note that the text shown in this section is not the

actual text which will be marked on the pgckages).
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Table 21. Pentium™ Processor (610\75, 735\90, 815\100) vs. Socket 5 Pins -

Pentium™ Processor Pentium™ Processor
(610\75, 7;;\:3, 815\100) s;::gk:;s Nu’;’;ﬂ (610\75, 7;:‘::;, 815\100) s;:::a:ls Nu':'l‘,er
INC Vss A03 INC Voos | ANOY
D/P# NC AE35 | INC ‘ Voos | ANO3
NOPIN Vss AJO7 INC Voo BO2
NO PIN Vss AJO9 NO PIN Vss E11
NO PIN Voo AJ11 NO PIN Vss E13
NOPIN Vss AJ13 NO PIN Veo E15
NOPIN NC AJ15 NO PIN NC E17
NO PIN Vss AJ17 NO PIN , Vss E19
NO PIN Voo AJ19 NO PIN Voo E21
NO PIN Vss AJ21 NO PIN Vss E23
NO PIN NC AJ23 NO PIN NC E25
NO PIN Vss AJ25 NO PIN Voo E27
NO PIN Vss AJ27 NO PIN Vss E29
NO PIN Voo AJ29 NOPIN . Vss | E31
NO PIN Vss AJ31

NOTE:

All INCs are internal no connects. These signals are guaranteed to remain internally not connected in the Pentium processor

(610\75, 735\90, 815\100).

6.3 Electrical Specifications

The Future Pentium OverDrive processor will have
the same AC specifications, power and ground
specifications and decoupling recommendations as
the Pentium processor (610\75, 735\90, 815\100).

6.3.1 Vccs PIN DEFINITION

The Future Pentium OverDrive processor pinout
contains two 5V Vgg pins (Vocs) used to provide
power to the fan/heatsink. These pins should be
connected to +5V +5% regardless of the system
design. Failure to connect Vgos to 5V may cause
the component to shut down.

6.4 Absolute Maximum Ratings of
Upgrade

The on-chip Voltage Regulation and fan/heatsink
devices included with the Future Pentium OverDrive
processor require different stress ratings than the
Pentium processor (610\75, 735\90, 815\100). The
voltage regulator is surface mounted on the Future
Pentium OverDrive processor and is, therefore, an
integral part of the assembly. The Future Pentium
OverDrive processor storage temperature ratings
are tightened as a result. The fan is a detachable
unit, and the storage temperature is stated separate-
ly in the table below. Functional operation of the Fu-
ture Pentium OverDrive processor remains 0°C to
70°C.
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Future Pentium OverDrive processor and Volt- * WARNING: Stressing the device béyond the “Ab-
age Regulator Assembly solute Maximum Ratings” may cause permanent
damage. These are stress ratings only. Operation

Storage Temperature ............. .—30°C to 100°C beyond the “Operating Conditions” is not recom-
Case Temperature Under Bias.. . . .. —30°C to 100°C mended and extended exposure beyond the “Oper-
Fan ating Conditions” may affect device reliability.
Storage Temperature.............. —30°C to 75°C

Case Temperature Under Bias . . ... . —30°C to 75°C

6.4.1 DC SPECIFICATIONS

The Future Pentium OverDrive processor will have compatible DC specifications to the Pentium processor
(610\75, 735\90, 815\100), except that Icc3 (Power Supply Current), Isgs (Fan/Heatsink Current), and Voo
are the following:

Table 22. Future Pentium™ OverDrive™ Processor Icc Specification
Vees=5V £5%, Tcase = 0 to 70°C

Symbol Parameter Min Max Unit

lcca(l) Power Supply Current 4330 mA

lcos Fan/Heatsink Current 200 ‘ mA
NOTE:

1. Vog = 3.135V to 3.6V

6.5 Mechanical Specifications

The Future Pentium OverDrive processor will be packaged in a 320-pin ceramic staggered pin grid array
(SPGA). The pins will be arranged in a 37 x 37 matrix and the package dimensions will be 1.95” x 1.95"
(4.95 cm x 4.95 cm).

Table 23. Processor Package Information Summary

Package Type '| Total Pins | Pin Array Package Size

Future Pentium™ QverDrive™ Processor | SPGA 320 37x37 1.95” x 1.95"
. 4.95cm x 4.95 cm
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Table 24. Future Pentium™ OverDrive™ Processor Package Dimensions

PENTIUM™ PROCESSOR (610\75, 735\90, 815\100)

Family: Ceramic Staggered Pin Grid Array Package

Symbol Millimeters Inches

Min Max Notes Min Max Notes
A* 33.88 Solid Lid 1.334 Solid Lid
Al 0.33 0.43 Solid Lid 0.013 0.017 Solid Lid
A2 2.62 2.97 0.103 0.117
A4 20.32 0.800
A5 10.16 Air Space 0.400 Air Space
B 0.43 0.51 0.017 0.020
D 49.28 49.91 1.940 1.965
D1 45.47 45.97 1.790 1.810
E1t 2.41 2.67 0.095 +0.105
E2 1.14 1.40 0.045 0.055
L 3.05 3.30 0.120 0.130
N 320 SPGA pins 320 SPGA pins
S1 1.52 2.54 0.060 0.100

NOTES: :

* Assumes the minimum air space above the fan/heatsink
A 0.2” clearance around three of four sides of the package is also required to allow free airflow through the fan/heatsink.
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Figure 16. Future Pentium™ OverDrive™ Processor Package Dimensions

6.6 Thermal Specifications

The Future Pentium OverDrive processor will be
cooled with a fan/heatsink cooling solution. The Fu-
ture Pentium OverDrive processor with a fan/heat-
sink is specified for proper operation when Tp (air
temperature entering the fan/heatsink) is a maxi-
mum of 45°C. When the Ta(max) < 45°C specifica-
tion is met, the fan/heatsink will keep T¢ (case tem-
perature) within the specified range of 0°C to 70°C
provided airflow through the fan/heatsink is unim-
peded. -

6.7 Upgradability with Socket 5

6.7.1 INTRODUCTION }
¢ Built-in. upgradability for Pentium processor
(610\75, 735\90, 815\100) based systems

— Supports the Future Pentium OverDrive proc-
essor 320-pin socket (Socket 5)
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6.7.2 SOCKET 5 VENDORS

OEMs should contact Intel for the most current list
of Intel-qualified socket vendors. For a complete list
of Qualified Sockets and Vendor Order Numbers,
call the Intel Faxback number for your geographical
area and have document #7209 automatically faxed
to you. Figure 17 shows preliminary dimensions for
AMP and Yamaichi sockets. OEMs should directly
contact the socket vendors for the most current
socket information. Figure 18 shows the upgrade
processor’s orientation in Socket 5.

To order Socket 5 from AMP and Yamaichi, the
phone numbers and part numbers are as follows:

AMP:  1-800-522-6752
part#: 916513-1

~Yamaichi: 1-800-769-0797

part#: NP210-320K13625
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I“U ° - PENTIUM™ PROCESSOR (610\75, 735\90, 815\100)
YAMAICHI AMP
o |t
54.82 +/- 0.4 5220 +-04
1 )W
o
o
Open Open X
Cente 63.89 + 0.7 Center 63.99
e -03 +/- 0.50
S R
‘Socket 5 l‘ Socket 5 ' ]
62.46 +/-05 . ' 58.454+/-0.5
_ -y 10.92
7.62 +/-0.30 R B
5.40 | T—m——"| | 9.00
16.5
241997-1
NOTE:
All dimensions are in mm. ‘
Figure 17. Socket 5 Footprint Dimensions
WARNING:
See socket manufacturer for the most current information.
241997-2

Figure 18. Chip Orientation in Socket 5

, ' 2-141
Y . '




'f-’ENTIUMT M PROCESSOR (610\75, 735\90, 815\100) -

6.8 Testability

6.8.1 BOUNDARY SCAN

The Future Pentium OverDrive processor supports
the IEEE Standard 1149.1 boundary scan using
the Test Access Port (TAP) and TAP Controller.

The boundary scan register for the Future Pentium

OverDrive processor contains a cell for each pin.
The turbo upgrade component will have a different
bit order than the Pentium processor (610\75,
735\90, 815\100). If the TAP port on your system
will be used by an end user following installation of
the Future Pentium OverDrive processor, please
contact Intel for the bit order of the upgrade proces-
- sor boundary scan register.
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FUTURE PENTIUM™ OVERDRIVE™ PROCESSOR FOR
PENTIUM™ PROCESSOR (510\60, 567\66)-BASED
SYSTEMS SOCKET SPECIFICATIONS

1.0 INTRODUCTION

The Future Pentium™ OverDriveT™ processor is an end user single-chip CPU upgrade
product for Pentium processor (510\60, 567\66)-based systems. The Future Pentium
OverDrive processor will speed up most software applications by 40% to 70%. It is binary
compatible with the Pentium processor (510\60, 567\66).

An upgrade socket (Socket 4) has been defined along with the Pentium processor (510\60,
567\66) as part of the processor architecture. The Future Pentium OverDrive processor will .
be socket compatible with the Pentium processor (510\60, 567\66). The Future Pentium
OverDrive processor is packaged in a 273-pin ceramic pin grid array package with an at-
tached fan/heatsink present on the turbo upgrade processor component.

Execution tracing is not supported in the Future Pentium OverDrive processor, and perform-
ance monitoring is implemented differently than in the Pentium processor (510\60, 567\66).

1.1 Upgrade Objectives

Systems using the Pentium processor (510\60, 567\66) must use Socket 4 to also accept the
Future Pentium OverDrive processor. Inclusion of upgrade Socket 4 in Pentium processor
(510\60, 567\66) systems provides the end user with an easy and cost effective way to
increase system performance. The process of simply installing an upgrade component into an
easy to use Zero Insertion Force (ZIF) socket to achieve enhanced system performance is
familiar to the millions of end users and dealers who have purchased Intel Math CoProcessor
upgrades to boost system floating-point performance.

Inclusion of Socket 4 in Pentium processor (510\60, 567\66) systems provides the end-user
-with an easy and cost-effective way to increase system performance. The paradigm of simply
installing an additional component into an easy to use Zero Insertion Force (ZIF) Socket to
achieve enhanced system performance is familiar to the millions of end-users and dealers who
have purchased Intel math coprocessor upgrades to boost system floating point performance.

The majority of upgrade installations which take advantage of Socket 4 will be performed by
end users and resellers. Therefore, it is important that the design be “end user easy,” and that
the amount of training and technical expertise required to install the upgrade processors be
minimized. Upgrade installation instructions should be clearly described in the system user’s
manual. In addition, by making installation simple and foolproof, PC manufacturers can
reduce the risk of system damage, warranty claims and service calls.

December 1994
Order Number: 290484-003 ' 2-143
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Feedback from Intel’s Math CoProcessor upgrade customers highlights three main character-
istics of end user easy designs:

e accessible socket location

® clear indication of upgrade component orientation

¢ minimization of insertion force

The Future Pentium OverDrive processor will support the Intel 82430 PClset. Unlike the
Pentium processor (510\60, 567\66), the Future Pentium OverDrive processor will not sup-
port the 82496 Cache Controller and 82491 Cache SRAM chip set.

1.2 Intel Verification Program

The Intel Verification Program ensures that a Pentium processor (510\60, 567\66)-based
personal computer meets a minimum set of design criteria for reliable and straightforward
CPU upgradability with a Future Pentium OverDrive processor. Testing performed at the
Intel Verification Labs confirms that future Pentium OverDrive processor specifications for
mechanical, thermal, electrical, functional, and end-user installation attributes have been
‘met. While system designs may exceed these minimum design criteria, the intent is to provide
end-users with confidence that computer systems based on verified designs can be upgraded
with Futute Pentium OverDrive processors.

The OEM submits production-ready designs to one of Intel’s worldwide Verification Labs for
testing. The OEM benefits from advance testing of the design prior to availability of the
Future Pentium OverDrive processor. By identifying and resolving upgradability problems
before a system is introduced, the OEM increases system quality and reduces future support
costs associated with end-user calls and comphcatlons when the CPU upgrade is ultimately
installed.

Contact your local Intel representative for more information on the Intel Verlﬁcatlon Pro-
gram for Pentium processor (510\60, 567\66)-based systems.

2.0 Future PentiumTM OverDriveTM Processor Socket

The following drawings in Figure 1 show the preliminary worst case socket footprints from
two qualified Socket 4 vendors, AMP and Yamaichi. OEMs should work directly with socket
vendors for the most current socket information.

- To order Socket 4 from AMP and Yamaichi, the phone numbers and part numbers are:

AMP: 1-800-522-6752  Part#: 916510-1
Yamaichi: 1-800-769-0797  Part#: NP11J-273K13221

Figure 2 shows the Future Pentium OverDrive processor chip’s orientation in the Socket 4.

For a complete list of Qualified Sockets and Vendor Order Numbers, call the Intel Faxback
number for your geographical area and have document #7209 automatically faxed to you.
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Figure 1. Socket 4 Footprint Dimensions

(See socket manufacturer for the most current information.)
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Figure 2. Chip Orientation in Socket 4
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3.0 SOCKET 4 PINOUT

The Future Pentium OverDrive processor pinout is identical to that of the Pentium processor

(510\60, 567\66). Note that all input pins must meet their AC/DC specifications to guaran-

tee proper functional behavior. Figure 3 shows the Socket 4 pinout.

Locations E17, S17 and S5 should be plugged on Socket 4 in order to ensure that the Pentium
processor (510\60, 567\66) or OverDrive processor chip is installed in the socket with the

correct orientation.
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4.0 ELECTRICAL SPECIFICATIONS

The Future Pentium OverDrive processor will have the same power and ground specifica-
tions, decoupling recommendations, connection specifications and maximum ratings as the.
Pentium processor (510\60, 567\66).

4.1 Absolute Maximum Ratings For Upgrade

The on-chip voltage regulation and fan/heatsink devices included on the Future Pentium
OverDrive processor require different stress ratings than the Pentium processor (510\60,
567\66). The voltage regulator is surface mounted on the Future Pentium OverDrive proces-
sor and is, therefore, an integral part of the assembly. The Future Pentium OverDrive proces-
sor storage temperature ratings area tightened as a result. The fan is a detachable unit, and
the storage temperature is stated separately in the table below. Functional operation of the
Future Pentium OverDrive processor remains 0°C to 70°C.

Table 1. Absolute Maximum Ratings

Future Pentium™ OverDrive™ Processor and Voltage Regulator Assembly:
Parameter Min Max Unit Notes
Storage Temperature —30 100 °C
Case Temperature Under Bias —30 100 °C
Fan: ‘
Parameter Min Max Unit Notes
Storage Temperature —30 75 °C
Case Temperature Under Bias —30 75 °C
WARNING:

Stressing the devices beyond the “Absolute Maximum Ratings” may cause permanent damage. These are stress
ratings only. Operation beyond the “Operating Conditions” is not recommended and extended exposure be-
yond the “Operating Conditions” may affect device reliability.

4.2 DC Specificatidns

The Future Pentium OverDrive processor will have the same DC specifications as the
Pentium processor (510\60, 567\66), including Icc (Power Supply Current) as shown in
Table 2.

Table 2. OverDrive™ Processor Igc Specifications(2)

Symbol Parameter Min Max Unit Notes
lcc - Power Supply 3200 mA 66 MHz(1)
' Current 2910 mA 60 MHz(1)
NOTES:

1. Worst case average | cc for a mix of test patterns. (The mix of test patterns will be determined after silicon is examined.)
2. Refer to Pentium processor at iCOMP index 510\60 MHz, and Pentium processor at iCOMP index 567\66 MHz datasheet
for remaining Pentium processor (510\60, 567\66) DC and V¢ specifications.
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Refer to Pentium processor at iCOMP index 510\60 MHz, and Pentium processor at iCOMP
index 567\66 MHz datasheets for a listing of the remaining DC specifications.

4.3 AC Specifications

The Future Pentium OverDrive processor will have the same AC specifications as the
Pentium processor (510\60, 567\66). Refer to Pentium processor at iCOMP index
510\60 MHz, and Pentium processor at iCOMP index 567\66 MHz datasheets for a listing
of the AC specifications. The functional parameters for the Future Pentium OverDrive proc-
essor’s AC specifications are the same as those for Pentium processor (510\60 567\66)
except Tsynk as shown below:

\

- TNk = 0°Cto + 70°i:

5.0 MECHANICAL SPECIFICATIONS

The Future Pentium OverDrive processor for Pentium processor (510\60, 567\66)-based
systems is packaged in a 273-pin ceramic pin grid array (PGA) with attached fan/heatsink.
The pins are arranged in a 21 x 21 matrix and the package dimensions wnll be 2.16" x 2.16"
(5.49 cm x 5.49 cm). See Table 3.

Table 3. OverDrive™ Processor Package Information Summary

‘Package Type Total Pins Pin Array Package Size
PGA 273 21x21 2.16” x 2.16"
‘ (5.49 cm x 5.49 cm)
NOTE:

See DC Specifications for more detailed power specifications.

As can be seen in the mechanical dimensions in Table 4 and Figure 4, the actual height
required by the heatsink and fan is less than the total space allotted. Since the Future
Pentium OverDrive processor for Pentium processor (510\60, 567\66)-based systems em-
ploys a fan/heatsink, a certain amount of space is required above the fan/heatsink unit to
ensure that the airflow is not blocked. Figure 5 shows unacceptable blocking of the airflow
for the Future Pentium OverDrive processor fan/heatsink. Figure 6 details the minimum
space needed around the PGA package to ensure proper heatsink airflow.

As shown in Figure 6, it is acceptable to allow any device (i.e., add-in cards, surface mount
device, chassis, etc.) to enter within the free space distance of 0 2" from the PGA package if
it is not taller than the level of the heatsink base. In other words, if a component is taller than
height “B,” it cannot be closer to the PGA package than distance “A.” This applies to three
of the four sides of the PGA package, although the back and handle sides of a ZIF socket will
‘generally automatically meet thls specification since they have widths larger than dlstance
(3 A ”
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Table 4. OverDrive™ Processor Mechanical Specifications

OVERDRIVE™ PROCESSOR SOCKET SPECIFICATIONS

Family: Ceramic Pin Grid Array Package

Millimeters Inches -
Symbol
Min Max Notes Min Max Notes
A ) 33.98 .Solid Lid 1.338 Solid Lid
Al 2.84 3.50 Solid Lid 0.112 0.138 Solid Lid
A2 0.33 0.43 Solid Lid 0.013 0.017 Solid Lid
A3 2,51 3.07 0.099 0.121 \
Ad 20.32 0.800 .
A5 10.16 0.400
B 0.43 0.51 -0.017 0.020
D 54.61 55.11 2.150 2.170
D1 50.67 50.93 - 1.995 2.005
E1 2.29 2.79 0.090 0.110
L 3.05 3.30 0.120 0.130
N . 273 . 273
S 1.65 2.16 0.065 0.085
ot S1- Fan
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Figure 4. Processor Package Dimensions
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Minimum Air Space from Fan/Heatsink \

™ Obstruction
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A =Space from package (0.2")
B =Height from motherboard (Socket Dependent)

290484-5
Figure 5. Fan/Heatsink Top Space Requirements
. A
' I3
FanHeatsink Unit

ZIF Socket

Matherboard

290484-6

Figure 6. Required Free Space from Sides of PGA Package

6.0 THERMAL SPECIFICATIONS

The fan/heatsink cooling solution will properly cool the Future Pentium OverDrive proces-

sor as long as the maximum air temperature entering the fan/heatsink cooling solution
(Ta(In)) does not exceed 45°C. It is left up to the OEM to ensure that T (In) meets this
specification by providing sufficient airflow around the Future Pentium OverDrive processor

heatsink unit.
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Intel’s fan/heatsink will dissipate approximately 1W and is powered by the chip such that no
external wires or connections are required. The extra power needed for the fan/heatsink is
taken into account in the Icc numbers of the processor. Additionally, Intel is evaluating the
feasibility of having the Future Pentium OverDrive processor monitor its temperature. No
BIOS or hardware changes will be needed for this thermal protection mechanism. The shut-
down temperature will be greater than the maximum temperature specification of the proces-
sor. The fan/heatsink unit will be designed to be removable so that if fan failure should occur,
the unit may be easily replaced. Figure 7 gives a functional representation of the processor
and fan/heatsink unit. The actual fan/heatsink unit may be different from the one shown in
the figure.

Since thé Future Pentium OverDrive processor for Pentium processor (510\60, 567\66)-
based systems employs a fan/heatsink, it is not as important that the processor heatsink
receive direct airflow, rather that the system has sufficient capability to remove the warm air
that the Future Pentium OverDrive processor will generate. This implies that enough airflow
exists at the Socket 4 to keep localized heating from occurring. This can be accomplished by a
standard power supply fan with a clear path to the processor. Figure 8 shows how system
design can cause localized heating to occur by limiting the airflow in the area of the proces-
sor. The airflow supplied in the system should also be enough to ensure that the OEM
processor shipped with the system will meet the OEM processor thermal specifications before
the system is upgraded with the Future Pentium OverDrive processor.

) ' Free Space

Fan

IIIIIIIIIIIIIIIIIIIIII Hoasok

Ceramic PGA

290484-7

Figure 7. Fan/Heatsink Example
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Figure 8. Airflow Design Examples

7.0 TESTABILITY

71 Boundary Scan

The Future Pentium OverDrive processor supports the IEEE Standard 1149.1 boundary scan
using the Test Access Port (TAP) and TAP Controller. The boundary scan register for the
Future Pentium OverDrive processor contains a cell for each pin. The turbo upgrade compo-
nent will have a different bit order than the Pentium processor (510\60, 567\66). If the TAP
port on your system will be used by an end user following installation of the Future Pentium
OverDrive processor, please contact Intel for the bit order of the upgrade processor boundary
scan register. ‘
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Pentium™ PROCESSOR REFERENCE SHEET

For more information regarding the Pentium™ Proc-
essor, you may obtain the Pentium Processor User’s
Manual by calling our toll-free literature distribution
center at 1-800-548-4725. The Pentium Processor User’s
Manual is a three-volume set with details on Pentium
Processor hardware and software design parameters,
with specifications also for the 82496 Cache Control-
ler/82491 Cache SRAM, and 82497 Cache Controller/
82492 Cache SRAM chipsets.

December 1994
Order Number: 241815-002

Also listed in this chapter are brief technical profiles of
other Pentium Processor peripheral products, including
the 82489DX Advanced Interrupt Controller and the
82430 PClset. For more information on these products,
please consult the 1995 Peripherals Handbook.

241815-1
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82430LX/82430NX PClset

m Supports the Pentium™ Prccessor at

 60.and 66 MHz (82430LX)

Interfaces the Host and Standard

Buses to the PCI Local Bus

— Up to 132 MBytes/Sec Transfer Rate

— Full Concurrency Between CPU Host
Bus and PCI Bus Transactions

Integrated Cache Controller Provided

for Optional Second Level Cache

— 256 KByte or 512 KByte Cache

— Write-Back or Write-Through Policy

- (82430LX) -

] ¢ Policy (82430NX) ..
— Standard or Burst SRAM

Integrated Tag RAM for Cost Savings

on Second Level Cache

Supports the Pipelined Address Mode
of the Pentium Processor for Higher
Performance

- Provides a 64-Bit Interface to DRAM

Memory
— From 2 MBytes to 512 MBytes of
Main Memory

- ==70 ns and 60 ns DRAMs Supported

Optional ISA or EISA Standard Bus
Interface

— Single Component ISA Controller

— Two Component EISA Bus Interface
- Minimal External Logic Required

Supports Burst Read and Writes of
Memory from the CPU and PCI Buses

Five Integrated Write Posting and Read

" Prefetch Buffers Increase CPU and PCI

Performance

Host CPU Writes to PCI COnverted to
Zero Wait-State PCl Bursts with
Optional TRDY # Connection

Integrated Low Skew Host Bus Clock
Driver for Cost and Board Space
Savings

PCiset Operates Synchronous to the
CPU and PCI Clocks

Byte Parity Support for the Host and
Main Memory Buses
- Optional Parity on the Second Level

Cache

The 82430LX/82430NX PClsets provide the Host/PCI bridge, cache/main memory controller, and an 1/0
subsystem core (either PCI/EISA or PCI/ISA bridge) for the next generation of high-performance personal
computers based on the Pentium processor. System designers can take advantage of the power of the PCI
Local bus for the local I/0 while maintaining access to the large base of EISA and ISA expansion cards, and
correspondlng software applications. Extensive buffering and buffer management within the bridges ensures
maximum efficiency in all three bus environments (Host CPU, PCI, and EISA/ISA Buses). .

The 82430LX PCliset consists of the 82434LX PCI/Cache Memory Controller (PCMC) and the 82433LX Local
Bus Accelerator (LBX) components, plus, either a PCI/ISA bridge or a PCI/EISA bridge. The PCMC and LBX
provide the core cache and main memory architecture and serve as the Host/PCI bridge. For an ISA-based
system, the 82430LX PClset includes the 82378ZB System 1/0 (SIO) component as the PCI/ISA bridge. For
an EISA-based system, the 82430LX PClset includes the 82375EB/SB PCI/EISA Bridge (PCEB) and the
82374EB/SB EISA System Component (ESC). The PCEB and ESC work in tandem to form the complete
PCI/EISA bridge. Both the ISA and EISA-based systems are shown ‘on the followmg pages

“This document describes both the B2430LX and 82430NX. Wmm MM
#d areas, fike this one, mmam&xmmmmmmmmé W '

Pentium is a trademark of Intel Corporation.

) . November 1994
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82430LX or 82430NX PClset ISA Block Diagram
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82496 CACHE CONTROLLER AND
82491 CACHE SRAM
FOR USE WITH THE Pentium™ PROCESSOR

m High Performance Second Level Cache | Highly Flexible

— Zero Wait States at 66 MHz — 256K to 512K with parity

— Two-way Set Associative — 32, 64, or 128-Bit Wide Memory Bus

— Write-Back with MESI Protocol _=—Synchronous, Asynchronous, and

— Concurrent CPU Bus and Memory Strobed Memory Bus Operation
Bus Operation — Selectable Bus Widths, Line Sizes,

— Boundary Scan o Transfers, and Burst Orders

m Pentium Processor m Full Multiprocessing Support

— Chip Set Version of Pentium -~ Concurrent CPU, Memory Bus, and
Processor Snoop Operations

— Superscalar Architecture ' — Complete MESI Protocol

"— Enhanced Floating Point — Internal/External Parity Generation/

— On-chip 8K Code and 8K Data . Checking
Caches — Supports Read-for Ownership, Write-

— See Pentium™ Processor User’s Allocation, and Cache-to-Cache
Manual Volume 2 for more \ Transfers
information '

The 82496 Cache Controller and multiple 82491 Cache SRAMs combine with the Pentium processor to form a
CPU Cache chip set designed for high performance servers and function-rich desktops. The high speed
interconnect between the CPU and cache components has been optimized to provide zero-wait state opera-
tion. This CPU Cache chip set is fully compatible with existing software, and has new data integrity features for
mission critical applications.

The 82496 cache controller implements the MESI write-back protocol for full multiprocessing support. Dual
ported buffers and registers allow the 82496 to concurrently handle CPU bus, memory bus, and internal cache
operation for maximum performance.

The 82491 is a customized high-performance SRAM that supports 32, 64, and 128-bit wide memory bus
widths, 16, 32, and 64 byte line sizes, and optional sectoring. The data path between the CPU bus and
memory bus is separated by the 82491, allowing the CPU bus to handshake synchronously, asynchronously,
or with a strobed protocol, and allowing concurrent CPU bus and memory bus operations.

241814-1

October 1993
Order Number: 241814-001 2-157




intal. | |
82497 CACHE CONTROLLER AND
82492 CACHE SRAM

For Use with the Pentium™ Processor (735\90, 815\ 100)
m High Performance Second Level Cache m Highly Flexible

— Zero Wait States at 66 MHz — 256K to 512K with Parity
— Two-Way Set Associative — 32-, 64-, or 128-Bit Wide Memory Bus
— Writeback with MESI Protocol — Synchronous, Asynchronous and
— Concurrent CPU Bus and Memory Strobed Memory Bus Operation
Bus Operation — Selectable Bus Widths, Line Sizes,
— Boundary Scan Transfers and Burst Orders
m Pentium™ Processor (735\90, 815\100) m Full Multiprocessing Support
— Chip Set Version of Pentium™ — Concurrent CPU, Memory Bus and
Processor (735\90, 815\100) Snoop Operations
— Superscalar Architecture _ — Complete MESI Protocol
— Enhanced Floating Point — Internal/External Parity Generation/
— On-Chip 8K Code and 8K Data Checking
Caches , — Supports Read For Ownership,
— See Pentium™ Processor Family Write-Allocation and Cache-to-Cache
Data Book for More Information * Transfers

The 82497 Cache Controller and multiple 82492 Cache SRAMs combine with the Pentium processor (735\90,
810\100) to form a CPU Cache chip set designed for high performance servers and function-rich desktops.
The high-speed interconnect between the CPU and cache components has been optimized to provide zero-
wait state operation. This CPU Cache chip set is fully compatible with existing software, and has new data
integrity features for mission critical applications.

The 82497 cache controller implements the MESI write-back protocol for full multiprocessing support. Dual
ported buffers and registers allow the 82497 to concurrently handle CPU bus, memory bus, and internal cache
operation for maximum performance.

The 82492 is a customized high-performance SRAM that supports 32-, 64-, 128-bit wide memory bus widths,
16-, 32-, and 64-byte line sizes, and optional sectoring. The data path between the CPU bus and memory bus
is separated by the 82492, allowing the CPU bus to handshake synchronously, asynchronously, or with a
strobed protocol, and allowing concurrent CPU bus and memory bus operations.

242425-1

The complete document for this product is available on Intel’s “Data-on-Demand” CD-ROM product Contact
your local Intel field sa/es office, Intel technical distributor, or call 1-800-548-4725.

November 1994
21 58 . Order Number: 242425-001
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82498 CACHE CONTROLLER AND
\ 82493 CACHE SRAM

For use with the Pentium™ Processor (735/90, 815/100)
m High Performance Second Level Cache m Highly Flexible

—Zero Wait States at 66 MHz =1 Mbyte to 2 Mbyte

-— Two-Way Set Associative — 64-, or 128-Bit Wide Memory Bus

— Writeback with MESI Protocol — Synchronous, Asynchronous and

— Concurrent CPU Bus and Memory Strobed Memory Bus Operation
Bus Operation — Selectable Bus Widths, Line Sizes,

— Boundary Scan: ‘ Transfers and Burst Orders

m Pentium™ Processor (735/90, 815/100) m Full Multiprocessing Support -

— Chip Set Version of Pentium™ — Concurrent CPU, Memory Bus and
Processor (735/90, 815/100) Snoop Operations

— Superscalar Architecture — Complete MESI Protocol

— Enhanced Floating Point — Internal/External Parity

— On-Chip 8K Code and 8K Data Generation/Checking
Caches — Supports Read For Ownership,

— See Pentium™ Processor Family Write-Allocation and Cache-to-Cache
Data Book for More Information Transfers

The 82498 Cache Controller and multiple 82493 Cache SRAMs combine with the Pentium processor (735/90,
815/100) and future Pentium Processors to form a CPU Cache chip set designed for high performance servers
and function-rich desktops. The high-speed interconnect between the CPU and cache components has been
optimized to provide zero-wait state operation. This CPU Cache chip set is fully compatible with existing
software, and has new data integrity features for mission critical applications.

The 82498 Cache Controller implements the MESI write-back protocol for full multiprocessing support. Dual
ported buffers and registers allow the 82498 to concurrently handle CPU bus, memory bus, and internal cache
operation for maximum performance.

The 82493 is a customized high-performance SRAM that supports 64-, and 128-bit wide memory bus widths,
32-, and 64-byte line sizes, and optional sectoring. The data path between the CPU bus and memory bus is
separated by the 82493, allowing the CPU bus to handshake synchronously, asynchronously, or with a strobed
protocol, and allowing concurrent CPU bus and memory bus operations.

The complete document for this product is available on Intel’s “Data-on-Demand” CD-ROM product. Contact
your local Intel field sales office, Intel technical distributor, or call 1-800-548-4725.

November 1994

Order Number: 242426-001 2-159
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82433LX/82433NX
LOCAL BUS ACCELERATOR (LBX)

m Supports the FuIl 64-bit Pentium™ m Dual-Port Architecture Allows
Processor Data Bus at Frequencies up Concurrent Operations on the Host and
to 66 MHz (82433LX and 82433NX) . PCI Buses

. Drives 3.3V Sighal Levels on the CPU: . B Operates Synchronously to the CPU
{“Data and Address Buses (82433NX) - and PCI Clocks

m Provides a 64-Bit Interface to DRAM m Supports Burst Read and Writes of

and a 32-Bit Interface to PCI © Memory from the Host anq PCI Buses
m Five Integrated Write Posting and Read B Sequential CPU Writes to PCI
Prefetch Buffers Increase CPU and PCI Converted to Zero Wait-State PCI
— CPU-to-Memory Posted Write Buffer Connection
4 Qwords Deep m Byte Parity Support for the Host and
— PCl-to-Memory Posted Write Buffer Memory Buses
Two Buffers, 4 Dwords Each — Optional Parity Generation for Host
— PCl-to-Memory Read Prefetch Buffer to Memory Transfers ,
4 Qwords Deep — Optional Parity Checking for the
— CPU-to-PCIl Posted Write Buffer Secondary Cache
4 Dwords Deep . —Parity Checking for Host and PCI
- CPU-to-PCI Read Prefetch Buffer Memory Reads
4 Dwords Deep — Parity Generation for PCI to Memory
m CPU-to-Memory and CPU-to-PCI Write Writes
Posting Buffers Accelerate Write m 160-Pin QFP Package
Performance .

Two 82433LX or 82433NX Local Bus Accelerator (LBX) components provide a 64-bit data path between the
host CPU/Cache and main memory, a 32-bit data path between the host CPU bus and PCI Local Bus, and a
32-bit data path between the PCl Local Bus and main memory. The dual-port architecture allows concurrent
operations on the host and PCI Buses. The LBXs incorporate three write posting buffers and two read prefetch
buffers to increase CPU and PCI performance. The LBX supports byte parity for the host and main memory
buses. The 82433NX is intended to be used with the 82434NX PCi/Cache/Memory Controller (PCMC). The
82433LX is intended to be used with the 82434LX PCMC. During bus operations between the host, main
memory and PCI, the PCMC commands the LBXs to perform functions such as latching address and data,
merging data, and enabling output buffers. Together, these three components form a “Host Bridge” that
provudes a full function dual-port data path interface, Imkmg the host CPU and PCI bus to main memory

: , December 1994
2-160 : Order Number: 200478-004
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D[31:0) ¢ > Host PCI < » AD[15:0]
.01 & > o8 Interface |
A[15:0] < P Interface TRDY#
HP[3:0] <« >
Main < > o
Memory |° » MD[31:0]
Interface  [@——» MP[3:0]
HCLK >
PCLK >
Reset < H
LP1 € and < HIG[4:0]
LP2 > Clock < MIG[2:0]
o PCMC |« MDLE
RESET g Interface |
TEST . < PIG[3:0]
TSCON > < DRVPCI
<> EOL
< » PPOUT
290478-1

LBX Simplified Block Diagram
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82433LX/82433NX

1.0 ARCHITECTURAL OVERVIEW

The 82430 PClset consists of the 82434LX PCMC
and 82433LX LBX components plus either a PCI/
ISA bridge or a PCI/EISA bridge. The 82430NX PCI-
set consists of the 82434NX PCMC and 82433NX
LBX components plus either a PCI/ISA bridge or a
PCI/EISA bridge. The PCMC and LBX provide the
core cache and main memory architecture and
serves as the Host/PCl bridge. An overview of the
PCMC follows the system overview section.

The Local Bus Accelerator (LBX) provides a high
performance data and address path for the
82430LX/82430NX PClset. The LBX incorporates
five integrated buffers to increase the performance
of the Pentium processor and PCl master devices.
Two LBXs in the system support the following areas:

1. 64-bit data and 32-bit address bus of the Pentium
processor.

2-164
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intgl.
2. 32-bit multiplexed address/data bus of PCI.
3. 64-bit data bus of the main memory.

In addition, the LBXs provide parity support for the
three areas noted above (discussed further in Sec-
tion 1.4).

1.1 Buffers in the LBX

The LBX components have five integrated'buffers
designed to increase the performance of the Host
and PCl Interfaces of the 82430LX/82430NX
PClset. '

With the exception of the PCl-to-Memory write buffer
and the CPU-to-PCI write buffer, the buffers in the
LBX store data only, addresses are stored in the
PCMC component.

ADVANGE INFORMATION I



i nté ® 82433LX/82433NX

HOST BUS

4 QWORDS ) 4 DWORDS

MEMORY , |
BUS g

2
- — 1 — — — 7 - — — 3 ‘ 5

4 QWORDS 4 DWORDS

|
I
I

PCI BUS
290478-2

NOTES:

1. CPU-to-Memory Posted Write Buffer: This buffer is 4 Qwords deep, enabling the Pentium processor to write back a
whole cache line in 4-1-1-1 timing, a total of 7 CPU clocks.

2. PCI-to-Memory Posted Write Buffer: A PCI master can post two consecutive sets of 4 Dwords (total of one cache
line) or two single non-consecutive transactions.

3. PCl-to-Memory Read Prefetch Buffer: A PCI master to memory fead transaction will cause this prefetch buffer to
read up to 4 Qwords of data from memory, allowing up to 8 Dwords to be read onto PCl in a single burst transaction.

4. CPU-to-PCl Posted Write Buffer: The Pentium processor can post up to 4 Dwords into this buffer. The TRDY #
connect option allows zero-wait state burst writes to PCl, making this buffer especially useful for graphic write
, operations.

5. CPU-to-PCI Read Prefetch Buffer: This prefetch buffer is 4 Dwords deep, enabling faster sequential Pentuum proc-
essor reads when targeting PCI.

Figure 1. Simplified Block Diagram of the LBX Data Buffers
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82433LX/82433NX

1.2 COntrél Interface Groups

The LBX is controlled by the PCMC via the control
interface group signals. There are three interface
groups: Host, Memory, and PCl. These control
groups are signal lines that carry binary codes which
the LBX internally decodes in order to implement
specific functions such as latching data and steering
data from PCI to memory. The control interfaces are
described below.

1. Host Interface Group: These control signals are’

named HIG[4:0] and define a total of 29 (30 for
the 82433NX) discrete commands. The PCMC
sends HIG commands to direct the LBX to per-
form functions related to buffering and storing
host data and/or address. ‘

2. Memory Interface Group: These control signals
are named MIG[2:0] and define a total of 7 dis-
crete commands. The PCMC sends MIG com-
mands to direct the LBX to perform functions re-
lated to buffering, storing, and retiring data to
memory.

3. PCI Interface Group: These control signals are
named PIG[3:0] and define a total of 15 discrete
commands. The PCMC sends PIG commands to
direct the LBX to perform functions related to
buffering and storing: PCI data and/or address.

intel.
1.3 System‘Bl\Js Interconnect

The architecture of the 82430/82430NX PClset
splits the 64-bit memory and host data buses into
logical halves in order to manufacture LBX devices
with manageable pin counts. The two LBXs interface
to the 32-bit PCI AD[31:0] bus with 16 bits each.
Each LBX connects to 16 bits of the AD[31:0] bus
and 32-bits of both the MD[0:63] bus and the
D[0:63] bus. The lower order LBX (LBXL) connects
to the low word of the AD[31:0] bus, while the high
order LBX (LBXH) connects to the high word of the
ADI[31:0] bus.

Since the PCI connection for each LBX falls on
16-bit boundaries, each LBX does not simply con-

. nect to either the low Dword or high Dword of the

Qword memory and host buses. Instead, the low or-
der LBX buffers the first and third words of each
64-bit bus while the high order LBX buffers the sec-
ond and fourth words of the memory and host
buses.

As shown in Figure 2, LBXL connects to the first and
third words of the 64-bit main memory and host data
buses. The same device also drives the first 16 bits
of the host address bus, A[15:0]. The LBXH device
connects to the second and fourth words of the
64-bit main memory and host data buses. Corre-
spondingly, LBXH drives the remaining 16 bits of the
host address bus, A[31:16].

A[0:15]

MD[32:47] D[32:47]

MD[0:15] D[0:15]

A[16:31]

MD[48:63] D[48:63] ‘

MD[16:31] D[16:31]

LOW ORDER LBX

HIGH ORDER LBX

AD[0:15]

!

AD[16:31] ‘
290478-3

Figure 2. Simplified Interconnect Diagram of LBXs to System Buses
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1.4 PCI TRDY # Interface

The PCI control signals do not interface to the LBXs,
instead these signals connect to the 82434LX
PCMC component. The main function of the LBXs
PCl interface is to drive address and data onto PCI
when the CPU targets PCI and to latch address and
data when a PCI master targets main memory.

The TRDY # option provides the capability for zero-
wait state performance on PCl when the Pentium
processor performs sequential writes to PCl. This
option requires that PCl TRDY# be connected to
each LBX, for a total of two additional connections in
the system. These two TRDY # connections are in
addition to the single TRDY# connection that the
PCMC requires.

1.5 Parity Support

The LBXs support byte parity on the host bus (CPU
and second level cache) and main memory buses

82433LX/82433NX

2.0 SIGNAL DESCRIPTIONS

This section provides a detailed description of each
signal. The signals (Figure 3) are arranged in func-
tional groups according to their associated interface.

The ‘#’ symbol at the end of a signal name indicates
that the active, or asserted state occurs when the
signal is at a low voltage level. When *#’ is not pres-
ent after the signal name, the signal is asserted
when at the high voltage level.

The terms assertion and negation are used exten-
sively. This is done to avoid confusion when working

with a mixture of ‘active-low’ and ‘active-high’ sig- .

nals. The term assert, or assertion indicates that a
signal is active, independent of whether that level is
represented by a high or low voltage. The term ne-
gate, or negation indicates that a signal is inactive.

The following notations are used to describe the sig-
nal type.

(local DRAM). The LBXs support parity during the "  InPutis a standard input-only signal.
address and data phases of PCl transactions to/  Out Totem Pole output is a standard active driver.
from the host bridge. t/s Tri-State is a bi-directional, tri-state input/out-
put pin.
D[31:0] «—> <4— AD[15:0] | PCI
Host .01 ¢ > LBX < Interface
Interface { Ar15:0] TROV#
’ HP[3:0] €—
¢— H|G[4:0]\
Me":"“ {MD[31:014—"* le—— MmIG[2:0]
ory .
Interface L MP[3:0] < g €—— MDLE
: PCMC
HCLK — [ PIG[3:0] 7 interface
Reset | poLk —» |4——— DRVPCI
and ——> E
Clock | LPI1:0] — oL
RESET ——P —— PPOUT
TEST —P|
200478-4
Figure 3. LBX Signals
:«3-
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2.1 Host Interface Signals

Signal

Type

Description

A[15:0]

t/s

ADDRESS BUS: The bi-directional A[15:0] lines are connected to the address lines of the
host bus. The high order LBX (determined at reset time using the EOL signal) is
connected to A[31:16], and the low order LBX is connected to A[15:0]. The host address
bus is common with the Pentium processor, second level cache, PCMC and the two
LBXs. During CPU cycles A[31:3] are driven by the CPU and A[2:0] are driven by the
PCMC, all are inputs to the LBXs. During inquire cycles the LBX drives the PCI master
address onto the host address lines A[31:0]. This snoop address is driven to the CPU and
the PCMC by the LBXs to snoop L1 and the integrated second level tags, respectively.
During PCI configuration cycles bound for the PCMC, the LBXs will send or receive the
configuration data to/from the PCMC by copying the host data bus to/from the host
address bus. The LBX drives both halves of the Qword host data bus with data from the
32-bit address during PCMC configuration read cycles. The LBX drives the 32-bit address
with either the low Dword or the high- Dword dunng PCMC configuration write cycles.

; ripled igh e | GLK from the PLL or
“pin, Note that A11.on the high order LBX is connected to the A27 line on the
“bus. This same address linie is used to put the PCMC into PL&tastmoﬁa.,

D[31:0]

t/s

| HOST DATA: The bi-directional D[31:0] lines are connected to the data lines of the host
data bus. The high order LBX (determined at reset time using the EOL signal) is
connected to the host data bus D[63:48] and D[31:16] lines, and the low order LBX is
connected to the host data bus D[47:32] and D[15:0] lines. In the 82433LX, these pins
contain weak internal pull-up resastors

I the 82433NX, these ping contain weak internal Bull-down resistors, .«

HP[3:0]

t/s

HOST DATA PARITY: HP[3:0] are the bi-directional byte parity signals for the host data
bus. The low order parity bit HP[0] corresponds to D[7:0] while the high order parity bit
HP[3] corresponds to D[31:24]. The HP[3:0] signals function as parity inputs during write
cycles and as parity outputs during read cycles. Even parity is supported and the HP[3:0]
signals follow the same timings as D[31:0]. In the 82433LX, these pins contain weak
internal pull-up resistors

1 nm‘éﬁﬁsmn A x 3 §'~
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2.2 Main Memory (Dram) Interface Signals

Signal | Type ! Description

MDI[31:0] | t/s MEMORY DATA BUS: MD[31:0] are the bi-directional data lines for the memory data
’ bus. The high order LBX (determined at reset time using the EOL signal) is connected to
the memory data bus MD[63:48] and MD[31:16] lines, and the low order LBX is
connected to the memory data bus MD[47:32] and MD[15:0] lines. The MD[31:0]
signals drive data destined for either the host data bus or the PCI bus. The MD[31:0]
-signals input data that originated from either the host data bus or the PCI bus. These
pins contain weak internal pull-up resistors.

MP[3:0] |t/s MEMORY PARITY: MP[3:0] are the bi-directional byte enable parity signals for the
memory data bus. The low order parity bit MP[0] corresponds to MD[7:0] while the high
order parity bit MP[3] corresponds to MD[31:24]. The MP[3:0] signals are parity outputs
during write cycles to memory and parity inputs during read cycles from memory. Even
parity is supported and the MP[3:0] signals follow the same timings as MD[31:0]. These
pins contain weak internal puI| -up resistors. .

2.3 PCl Interface Signals
Signal | Type Description

AD[15:0] | t/s . | ADDRESS AND DATA: AD[15:0] are bi-directional data lines for the PCI bus. The
.AD[15:0] signals sample or drive the address and data on the PCl bus. The high order
LBX (determined at reset time using the EOL signal) is connected to the PCl bus
AD[31:16] lines, and the low order LBX is connected to the PCI AD[15:0] lines.

TRDY# | in TARGET READY: TRDY # indicates the selected (targeted) device’s ability to complete
the current data phase of the bus operation. For normal operation, TRDY # is tied
asserted low. When the TRDY # option is enabled in the PCMC (for zero wait-state PCI
burst writes), TRDY # should be connected to the PCI bus.

2.4 PCMC Interface Signals
Signal | Type Description

HIG[4:0] | in HOST INTERFACE GROUP: These signals are driven from the PCMC and control the
host interface of the LBX. The 82433LX decodes the binary pattern of these lines to
perform 29 unique functions (30 for the 83433NX). These signals are synchronous to the
rising edge of HCLK.

in MEMORY INTERFACE GROUP: These signals are driven from the PCMC and control
the memory interface of the LBX. The LBX decodes the binary pattern of these lines to
perform 7 unique functions. These signals are synchronous to the rising edge of HCLK.

n PCI INTERFACE GROUP: These signals are driven from the PCMC and control the PCI
interface of the LBX. The LBX decodes the binary pattern of these lines to perform 15
unique functions. These signals are synchronous to the rising edge of HCLK.

MDLE in MEMORY DATA LATCH ENABLE: During CPU reads from DRAM, the LBX uses a
clocked register to transfer data from the MD[31:0] and MP[3:0] lines to the D[31:0] and
HPI3:0] lines. MDLE is the clock enable for this register. Data is clocked into this register
when MDLE is asserted. The register retains its current value when MDLE is negated.

During CPU reads from main memory, the LBX tri-states the D[31:0] and HP[3:0] lines
on the rising edge of MDLE when HIG[4:0] = NOPC.

DRVPCI [ in DRIVE PCI BUS: This signals enables the LBX to drive either address or data
information onto the PCI AD[15:0] lines.

MiG[2:0]

PIG[3:0]
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2.4 PCMC Interface Signals (Continued)
Signal | Type. Description

EOL t/s End Of Line: This signal is asserted when a PCI master read or write transaction is about
to overrun a cache line boundary. The low order LBX will have this pin connected to the
PCMC (internally pulled up in the PCMC). The high order LBX connects this pin to'a pull-
down resistor. With one LBX EOL line belng pulled down and the other LBX EOL pulled
up, the LBX samples the value of this pin on the negation of the RESET signal to
determine if it's the high or low order LBX.

PPOUT | t/s LBX PARITY: This signal reflects the parity of the 16 AD lines driven from or latched into
) the LBX, depending on the command driven on PIG[3:0]. The PCMC uses PPOUT from
both LBXs (called PPOUT[1:0]) to calculate the PCI parity signal (PAR) for CPU to PClI
transactions during the address phase of the PCI cycle. The LBX uses PPOUT to check
the PAR signal for PCI master transactions to memory during the address phase of the
PCI cycle. When transmitting data to PCI the PCMC uses PPOUT to calculate the proper
value for PAR. When receiving data from PCI the PCMC uses PPOUT to check the value
received on PAR.

If the L2 cache does not implement parity, the LBX will calculate parity so the PCMC can
drive the correct value on PAR during L2 reads initiated by a PCI master. The LBX
samples the PPOUT signal at the negation of reset and compares that state with the state
of EOL to determine whether the L2 cache implements parity. The PCMC internally pulls
down PPOUTI0] and internally pulls up PPOUTI[1]. The L2 supports parity if PPOUTI[0] is
connected to the high order LBX and PPOUT[1] is connected to the low order LBX. The
L2 is defined to not support parity if these connections are reversed, and for this case, the
LBX will calculate parity. For normal operations either connection allows proper parity to
be driven to the PCMC.

2.5 Reset and Clock Signals
Signal | Type ’ Description

HCLK | in HOST CLOCK HCLK is input to the LBX to synchronize command and data from the host
: and memory interfaces. This input is derived from a buffered copy of the PCMC HCLKx
output.

PCLK in PCI CLOCK: All timing on the LBX PCl interface is referenced to the PCLK input. All
output signals on the PCl interface are driven from PCLK rising edges and all input signals
on the PCl interface are sampled on PCLK rising edges. This input is derived from a
buffered copy of the PCMC PCLK output. :

RESET | in RESET: Assertion of this signal resets the LBX. After RESET has been negated the LBX
configures itself by sampling the EOL and PPOUT pins. RESET is driven by the PCMC
CPURST pin. The RESET signal is synchronous to HCLK and must be driven directly by

the PCMC.

LP1 out LOOP 1: Phase Lock Loop Filter pin. The filter components required for the LBX are
connected to these pins.

LP2 in LOOP 2: Phase Lock Loop Filter pin. The filter components required for the LBX are

connected to these pins.

TEST in TEST: The TEST pin must be tied low for normal system operation.

TSCON | in TRI-STATE CONTROL: This signal enables the output buffers on the LBX. This pin must
be held high for normal operation. If TSCON is negated, all LBX outputs will tri-state.
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3.0 FUNCTIONAL DESCRIPTION

3.1 LBX Post and Prefetch Buffers

This section describes the five write posting and
read prefetching buffers implemented in the LBX.
The discussion in this section refers to the operation
of both LBXs in the system.

3.1.1 CPU-TO-MEMORY POSTED WRITE
BUFFER

The write buffer is a queue 4 Qwords deep, it loads
Qwords from the CPU and stores Qwords.to memo-
ry. itis 4 Qwords deep to accommodate write-backs
from the first or second level cache. It is organized
as a simple FIFO. Commands driven on the HIG[4:0]
lines store Qwords into the buffer, while commands
on the MIG[2:0] lines retire Qwords from the buffer.
While retiring Qwords to memory, the DRAM control-
ler unit of the PCMC will assert the appropriate MA,
CAS[7:0]#, and WE# signals. The PCMC keeps
track of full/empty states, status of the data and
address.

Byte parity for data to be written to memory is either
propagated from the host bus or generated by the
LBX. The LBX generates parity for data from the
second level cache when the second level cache
does not implement parity. '

3.1.2 PCI-TO-MEMORY POSTED WRITE BUFFER

The buffer is organized as 2 buffers (4 Dwords
each). There is an address storage register for each
buffer. When. an address is stored one of the two
buffers is allocated and subsequent Dwords of data
are stored beginning at the first location in that buff-
er. Buffers are retired to memory strictly in order,
Qword at a time.

Commands driven on the PIG[3:0] lines post ad-
dresses and data into the buffer. Commands driven
on HIG[4:0] result in addresses being driven on the

host address bus. Commands driven on MIG[2:0].

result in data being retired to DRAM.

For cases where the address targeted by the first
Dword is odd, i.e. A[2] =1, and the data is stored in
an even location in the buffer, the LBX correctly
aligns the Dword when retiring the data to DRAM. in
other words the buffer is capable of retiring a Qword
to memory where the data in the buffer is shifted by

I ADVANCE INFORMATION
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1 Dword (Dword is position 0 shifted to 1, 1 shifted
to 2 etc.). The DRAM controller of the PCMC asserts
the correct CAS[7:0] # signals depending on the PCI
C/BE[3:0] # signals stored in .the PCMC for that
Dword.

The End Of Line (EOL) signal is used to prevent PCI
master writes from bursting past the cache line
boundary. The device that provides “warning” to the
PCMC is the low order LBX. This device contains the
PCI master write low order address bits necessary to
determine how many Dwords are left to the end of
the line. Consequently, the LBX protocol uses the

EOL signal from the low order LBX to provide this :

“end-of-line” warning to the PCMC, so that it may
retry a PCl master write when it bursts past the
cache line boundary. This protocol is described fully
in Section 3.3.6.

The LBX calculates Dword parity on PCI write data,
sending the proper value to the PCMC on PPOUT.
The LBX generates byte parity on the MP signals for
writing into DRAM.

3.1.3 PCI-TO-MEMORY READ PREFETCH
BUFFER

This buffer is organized as a line buffer (4 Qwords)
for burst transfers to PCI. The data is transferred into
the buffer a Qword at a time and read out a Dword at
a time. The LBX then effectively decouples the
memory read rate from the PCl rate to increase con-
currence.

Each new transaction begins by storing the first
Dword in the first location in the buffer. The starting
Dword for reading data out of the buffer onto PCI
must be specified within a Qword boundary; that is
the first requested Dword on PCI could be an even
or odd Dword. If the snoop for a PCl master read
results in a write-back from first or second level
caches, this write back is sent directly to PCl| and
main memory. The following two paragraphs de-
scribe this process for cache line write-backs.

Since the write-back data from L1 is in linear order,
writing into the buffer is straightforward. Only those
Qwords to be transferred into PCl are latched into
the PCl-to-memory read buffer. For example, if the
address targeted by PCl is in the 3rd or 4th Qword in
the line, the first 2 Qwords of write back data are
discarded and not written into the read buffer. The
primary cache write-back must always be written
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completely to the CPU-to-Memory posted Write
Buffer. :

If the PCI master read data is read from the second-
ary cache, it is not written back to memory. Write-
backs from the second level cache, when using
burst SRAMSs, are in Pentium processor' burst order
(the order depending on which Qword of the line is
targeted by the PCI read). The buffer is directly ad-
dressed when latching second level cache write-
back data to accommodate this burst order. For ex-
ample, if the requested Qword is Qword 1, then the
burst order is 1-0-3-2. Qword 1 is latched in buffer
location 0, Qword 0 is discarded, Qword 3 is latched
into buffer location 2 and Qword 2 is latched into
buffer location 1.

Commands driven on MIG[2:0] and HIG[4:0] enter
data into the buffer from the DRAM interface and the
host interface (i.e. the caches), respectively. Com-
mands driven on the PIG[3:0] lines drive data from
the buffer onto the PCI AD[31:0] lines.

Parity driven on the PPOUT signal is calculated from
the byte parity received on the host bus or the mem-
ory bus, whichever is the source. If the second level
cache is the source of the data and does not imple-
ment parity, the parity driven on PPOUT is generated
by the LBX from the second level cache data. If
main memory is the source of the read data, PCI
parity is calculated from the DRAM byte parity. Main
memory must implement byte parity to guarantee
correct PCI parity generation.

3.1.4 CPU-TO-PCI POSTED WRITE BUFFER

The CPU-to-PCI Posted Write Buffer is 4 Dwords
deep. The buffer is constructed as a simple FIFO,
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- with some performance enhancements. An address

is stored in the LBX with each Dword of data. The
structure of the buffer accommodates the packetiza-
tion of writes to be burst on PCI. This is accom-
plished by effectively discarding addresses of data
Dwords driven within a burst. Thus, while an address
is stored for each Dword, an address is not neces-
sarily driven on PCI for each Dword. The PCMC de-
termines when a burst write may be performed
based on consecutive addresses. The buffer also
enables consecutive bytes to be merged within a
single Dword, accommodating byte, word, and misa-
ligned Dword string store and string move opera-
tions. Qword writes on the host bus are stored within
the buffer as two individual Dword writes, with sepa-
rate addresses.

The storing of an address with each Dword of data
allows burst writes to be retried easily. In order to
retry transactions, the FIFO is effectively “backed
up” by one Dword. This is accomplished by making
the FIFO physically one entry larger than it is logical-
ly. Thus, the buffer is physically 5 entries deep (an
entry consists 'of an address and a Dword of data),
while logically it is considered full when 4 entries
have been posted. This design allows the FIFO to
be backed up one entry when it is logically full.

Commands driven on HIG[4:0] post addresses and
data’ into the buffer, and.commands driven on
PIG[3:0] retire addresses and data from the buffer
and drive them onto the PCI AD[31:0] lines. As dis-
cussed previously, when bursting, not all addresses
are driven onto PCI. .

Data parity driven on the PPOUT signal is calculated
from the byte parity received on the host bus. Ad-
dress parity driven on PPOUT is calculated from the

address received on the host bus. \
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3.1.5 CPU-TO-PCI READ PREFETCH BUFFER

This prefetch buffer is organized as a single buffer
4 Dwords deep. The buffer is organized as a simple
FIFO. reads from the buffer are sequential; the buff-

er does not support random access of its contents."

To support reads of less than a Dword the FIFO
read pointer can function with or without a pre-incre-
ment. The pointer can also be reset to the first entry
before a Dword is driven. When a Dword is read, it is
driven onto both halves of the host data bus.

Commands driven on the HIG[4:0] lines enable read
addresses to be sent onto PCI, the addresses are
driven using PIG[3:0] commands. Read data is
latched into the LBX by commands driven on the
PIG[3:0] lines and the data is driven onto the host
data bus using commands driven on the HIG[4:0]
lines.

The LBX calculates Dword parity on PCl read data,
sending the proper value to the PCMC on PPOUT.
The LBX does not generate byte parity on the host
data bus when the CPU reads PCI.

ADVANCE INFORMATION
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3.2 LBX Interface Command
Descriptions

This section describes the functionality of the HIG,
MIG and PIG commands driven by the PCMC to the
LBXs.

3.2.1 HOST INTERFACE GROUP: HIG([4:0]

The Host Interface commands are shown in Table 1.
These commands are issued by the host interface of
the PCMC to the LBXs in order to perform the fol-
lowing functions:

® Reads from CPU-to-PCl read prefetch buffer
when the CPU reads from PCI.

e Stores write-back data to PCl-to-memory read
prefetch buffer when PCI read address results in
a hit to a modified line in first or second level
caches.

® Posts data to CPU-to-memory write buffer in the
case of a CPU to memory write.

® Posts data to CPU-to-PCl write buffer in the case
of a CPU to PCI write.

e Drives host address to Data lines and data to ad-
dress lines for programming the PCMC configura-
tion registers.
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Table 1. HIG Commands
Command | Code Description
NOPC 00000b | No Operation on CPU Bus
CMR 11100b | CPU Mernory Read
CPRF 00100b | CPU Read First Dword from CPU-to-PCI Read Prefetch Buffer
CPRA 00101b | CPU Read Next Dword from CPU-to-PCl Read Prefetch Buffer, Toggle A
CPRB 00110b | CPU Read Next Dword from CPU-to-PCl Read Prefetch Buffer, Toggle B
CPRQ 00111b | CPU Read Qword from CPU-to-PCI Read Prefetch Buffer
SWBO 01000b | Store Write-Back Data Qword 0 to PCl-to-Memory Read Buffer
SWB1 01001b | Store Write-Back Data Gword 1to PCl-to-Memory Read Buffer
SWB2 01010b | Store Write-Back Data Qword 2 to PCl-to-Memory Read Buffer
SWB3 01011b | Store Write-Back Data Qword 3 to PCl-to-Memory Read Buffer
PCMWQ 01100b | Post to CPU-to-Memory Write Buffer Qword
PCMWFQ | 01101b | Post to CPU-to-Memory Write and PCI-to-Memory Read Buffer First Qword
PCMWNQ | 01110b | Post to CPU-to-Memory Write and PCl-to-Memory Read Buffer Next Qword
PCPWL 10000b | Post to CPU-to-PCl Write Low Dword
MCP3L 10011b | Merge to CPU-to-PCl Write Low Dword 3 Bytes
MCP2L 10010b | Merge to CPU-to-PCl Write Low Dword 2 Bytes
MCP1L 10001b | Merge to GPU-to-PCl Write Low Dword 1 Byte
PCPWH 10100b | Post to CPU-to-PCl Write High Dword
MCP3H 10111b | Merge to CPU-to-PCl Write High Dword 3 Bytes
MCP2H 10110b | Merge to CPU-to-PCl Write High Dword 2 Bytes
MCP1H 10101b | Merge to CPU-to-PCl Write High Dword 1 Byte
LCPRAD | 00001b | Latch CPU-to-PCl Read Address
DPRA 11000b | Drive Address from PCI A/D Latch to CPU Address Bus
DPWA 11001b | Drive Address from PCl-to-Memory Write Buffer to CPU Address Bus
ADCPY 11101b | Address to Data Copy in the LBX
DACPYH 11011b | Data to Address Copy in the LBX High Dword
DACPYL 11010b | Data to Address Copy in the LBX Low Dword
PSCD 01111b | Post Special Cycle Data
DRVFF - 11110b | Drive FF..FF (All 1’s) onto the Host Data Bus
PCBWHC 11000116 | Post fo GPU-19-PG) Write High Dword Configuration
NOTE:

All other patterns are reserved.
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NOPC

CMR

CPRF

CPRA

CPRB

CPRQ

®

No Operation is performed on the host
bus by the LBX hence it tri-states its
host bus drivers.

This command effectively drives
DRAM data onto the host data bus.
The LBX acts as a transparent latch in
this mode, depending on MDLE for
latch control. With the MDLE signal
high the CMR command will cause the
LBXs to buffer memory data onto the
host bus. When MDLE is low. The LBX
will drive onto the host bus whatever
memory data that was latched when
MDLE was negated.

This command reads the first Dword of
the CPU-to-PCl read prefetch buffer.
The read pointer of the FIFO is set to
point to the first Dword. The Dword is
driven onto the high and low halves of
the host data bus. '

This command increments the read
pointer of the CPU-to-PCl read pre-
fetch buffer FIFO and drives that
Dword onto the host bus when it is
driven after a CPRF or CPRB com-
mand. If driven after another CPRA
command, the LBX drives the current
Dword while the read pointer of the
FIFO is not incremented. The Dword is
driven onto the upper and lower halves
of the host data bus.

This command increments the read
pointer of the CPU-to-PCl read pre-
fetch buffer FIFO and drives that
Dword onto the host bus when it is
driven after a CPRA command. If driv-
en after another CPRB command, the
LBX drives the current Dword while the
read pointer of the FIFO is not incre-
mented. The Dword is driven onto the
upper and lower halves of the host
data bus.

This command drives the first Dword
stored in the CPU-to-PCl read prefetch
buffer onto the lower half of the host
data bus, and drives the second Dword
onto the upper half of the host data
bus, regardless of the state of the read
pointer. The read pointer is not affect-
ed by this command. ’

l ADVANGCE INFORMATION

SWBO

SWB1

SWB2

SWB3

PCMWQ

PCMWFQ

PCMWNQ

82433LX/82433NX

This command stores a Qword from
the host data lines into location 0 of
the PCl-to-Memory Read Buffer. Parity
is either generated for the data or prop-
agated from the host bus based on the
state of the PPOUT signals sampled at
the negation of RESET when the LBXs
were initialized.

This command, (similar to SWBO),
stores a Qword from the host data
lines into location 1 of the PCl-to-Mem-
ory Read Buffer. Parity is either gener-
ated from the data or propagated from
the host bus based on the state of the
PPOUT signal sampled at the falling
edge of RESET.

This command, (similar to SWBO0),
stores a Qword written back from the
first or second level cache into location
2 of the PCl-to-memory read buffer.
Parity is either generated from the data
or propagated from the host bus based
on the state of the PPOUT signal sam-
pled at the falling edge of RESET.

This command stores a Qword from
the host data lines into location 3 of
the PCl-to-Memory Read Buffer. Parity
is either generated for the data or prop-
agated from the host bus based on the
state of the PPOUT signal sampled at
the falling edge of RESET.

This command posts one Qword of
data from the host data lines to CPU-
to-Memory Write Buffer in case of a
CPU memory write or a write-back from
the second level cache.

If the PCI Memory read address leads
to a hit on a modified line in the first
level cache, then a write-back is
scheduled and this data has to be writ-
ten into the CPU-to-Memory Write Buff-
er and PCl-to-Memory Read Buffer at
the same time. The write-back of the
first Qword is done by this command to
both the buffers. ' :

This command follows the previous
command to store or post subsequent
write-back Qwords.
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PCPWL

MCP3L

MCP2L

MCP1L

PCPWH

MCP3H

MCP2H

MCP1H

LCPRAD
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" This command posts the low Dword of

a CPU-to-PCl write. The CPU-to-PCI
Write Buffer stores a Dword of PCI ad-

dress for every Dword of data. Hence,

this command also stores the address
of the Low Dword in the address loca-
tion for the data. Address bit 2 (A2) is
not stored directly. This command as-
sumes a value of 0 for A2 and this is
what is stored.

This command merges the 3 most sig-
nificant bytes of the low Dword of the
host data bus into the last Dword post-
ed to the CPU-to-PClI write buffer. The
address is not modified.

This command merges the 2 most sig-
nificant bytes of the low Dword of the
host data bus into the last Dword post-
ed to the CPU-to-PClI write buffer. The
address is not modified.

This command merges the most signif-
icant byte of the low Dword of the host
data bus into the last Dword posted to
the CPU-to-PCl write buffer. The ad-
dress is not modified.

This command posts the upper Dword
of a CPU-to-PCl write, with its address,
into the address location. Hence, to do
a-Qword write PCPWL has to be fol-
lowed by a PCPWH. Address bit 2 (A2)
is not stored directly. This command
forces a value of 1 for A2 and this is
what is stored.

This command merges the 3 most sig-
nificant bytes of the high Dword of the
host data bus into the last Dword post-
ed to the CPU-to-PCl Write Buffer. The
address is not modified.

This command merges the 2 most sig-
nificant bytes of the high Dword of the
host data bus into the last Dword post-
ed to the CPU-to-PClI Write Buffer. The
address is not modified.

This command merges the most signif-
icant byte of the high Dword of the host
data bus into the last Dword posted to
the CPU-to-PCl Write Buffer. The ad-
dress is not modified.

This command latches the host ad-
dress to drive on PCI for a CPU-to-PClI
read. It is necessary to latch the ad-
dress in order to drive inquire address-
es on the host address bus before the
CPU address is driven onto PCI.

DPRA

DPWA

ADCPY

DACPYH

DACPYL

PSCD

DRVFF

- "
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The PCI memory read address’ is
latched in the PCI A/D latch by a PIG
command LCPRAD, this address is
driven onto the host address bus by

DPRA. Used in PCl to memory read
transaction.

The DPWA command drives the ad-
dress of the current PCI Master Write
Buffer onto the host address bus. This
command is potentially driven for multi-
ple cycles. When it is no longer driven,
the read pointer will increment to point

. to the next buffer, and a subsequent

DPWA command will read the address
from that buffer.

This command drives the host data
bus with the host address. The ad-
dress is copied on the high and low
halves of the Qword data bus; i.e.
A[31:0] is copied onto D[31:0] and
D[63:32]. This command is used when
the CPU writes to the PCMC configura-
tion registers.

This command drives the host address
bus with the high Dword of host data.
This command is used when the CPU
writes to the PCMC configuration regis-
ters.

This command drives the host address
bus with the low Dword of host data.
This command is used when the CPU
writes to the PCMC configuration regis-
ters. .

This command is used to post the val-
ue of the Special Cycle code into the
CPU-to-PCI Posted Write Buffer. The
value is driven onto the A[31:0] lines
by the PCMC, after acquiring the ad-
dress bus by asserting AHOLD. The
value on the A[31:0] lines is posted
into the DATA location in the CPU-to-
PCI Posted Write Buffer.

This command causes the LBX to drive-
all “1s” (i.e. FFFFFFFFh) onto the host
data bus. It is used for CPU reads from
PCI that terminate with master abort.

ADVANCE INFORMATION I
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3.2.2 MEMORY INTERFACE GROUP: MIG[2:0]

82433LX/82433NX

The Memory Interface commands are shown in Table 2. These commands are issued by the DRAM controller
of the PCMC to perform the following functions:

* Retires data from CPU-to-Memory Write Buffer to DRAM.
¢ Stores data into PCl-to-Memory Read Buffer when the PCl read address is targeted to DRAM.
® Retires PCI-to-Memory Write Buffer to: DRAM.

Table 2. MIG Commands
Command | Code Description
NOPM 000b | No Operation on Memory Bus ’
PMRFQ | 001b | Place into PCl-to-Memory Read Buffer First Qword
PMRNQ 010b | Place into PCI-to-Memory Read Buffer Next Qword
RCMWQ 100b | Retire CPU-to-Memory Write Buffer Qword
RPMWQ 101b | Retire PCI-to-Memory Write Buffer Qword
RPMWQS | 110b | Retire PCI-to-Memory Write Buffer Qword Shifted
MEMDRV | 111b | Drive Latched Data Onto Memory Bus for 1 Clock Cycle

NOTE: "

All other patterns are reserved.

NOPMN Operation on the memory bus. The LBX RPMWQS This command retires one Qword of
tri-states its drivers driving the memory data from one line of PCl-to-Memory
bus. write buffer to DRAM. For this ¢com-

PMRFQ - The PCl-to-Memory read address tar- mand the data in the buffer is shifted by
gets memory if there is a miss on first one Dword (Dword in position 0 is shift-
and- second caches. This command edto 1, 1to 2 etc.). This is because the
stores the first Qword of data starting at address targeted by the first Dword of
the first location in the buffer. This buff- the write could be an odd Dword (ie.,
er is 8 Dwords or 1 cache line deep. - address bit[2] is a 1). To retire a misa-

) . ligned line this command has to be

PMRNQ  This command stores subsequent used for all the data in the buffer. When
Qwords from memory starting at the all the valid data in one buffer is retired,
next available location in the PCl-to- the next RPMWQ (or RPMWQS) will
Memory Read Buffer. It is always used read data from the next buffer.

RFQ. :
aft.er PMRFQ . MEMDRV For a memory write operation the data

RCMWQ  This command retires one Qword from on the memory bus is required for more
the CPU-to-Memory Write Buffer to than one clock cycle hence all DRAM
DRAM. The address is stored in the ad- retires are latched and driven to the
dress queue for this buffer in the memory bus in subsequent cycles b
PCMC. this command. :

RPMWQ  This command retires one Qword of

data from one line of the PCI-to-Memo-
ry write buffer to DRAM. When all the
valid data in one buffer is retired, the
next RPMWQ (or RPMWQS) will read
data from the next buffer.

I ADVANCE INFORMATION
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3.2.3 PCI INTERFACE GROUP: PIG[3:0]

The PCI Interface commands are shown in Table 3.
These commands are issued by the PCl master/
slave interface of the PCMC to perform the following
functions:

e Slave posts address and data to PCl-to-Memory
Write Buffer.

¢ Slave sends PCl-to-Memory read data on the AD
bus.

¢ Slave latches PCl master memory address so
that it can be gated to the host address bus.

¢ Master latches CPU-to-PCl read data from the
AD bus.

* Master retires CPU-to-PCl write buffer.
¢ Master sends CPU-to-PCl address to the AD bus.

intal.

The PCl AD[31:0] lines are driven by asserting the
signal DRVPCI. This signal is used for both master
and slave transactions.

Parity is calculated on either the value being driven
onto PCI or the value being received on PCI, de-
pending on the command. In Table 3, the PAR col-
umn has been included to indicate the value that the
PPOUT signals are based on. An “I” indicates that
the PPOUT signals reflect the parity of the AD lines
as inputs to the LBX. An “O” indicates that the
PPOUT signals reflect the value being driven on the
PCI AD lines. See Section 3.3.4 for the timing rela-
tionship between the PIG[3:0] command, the
AD[31:0] lines, and the PPOUT signals.

Table 3. PIG Commands

Command Code PAR Description
PPMWA 1000b | Post to PCI-to-Memory Write Buffer Address
PPMWD 1001b | Post to PCI-to-Memory Write Buffer Data
SPMRH 1101b o} Send PCI Master Read Data High Dword
SPMRL 1100b o} Send PCI Master Read Data Low Dword
SPMRN 1110b (0] Send PCI Master Read Data Next Dword
LCPRF 0000b | Latch CPU Read from PCl into Read Prefetch Buffer First Dword
LCPRA 0001b | Latch CPU Read from PCl into Prefetch Buffer Next Dword, A Toggle
LCPRB 0010b | Latch CPU Read from PCl into Prefetch Buffer Next Dword, B Toggle
DCPWA 0100b (0] Drive CPU-to-PCl Write Buffer Address
DCPWD 0101b o Drive CPU-to-PCl Write Buffer Data
DCPWL 0110b (Ol Drive CPU-to-PCI Write Buffer Last Data
DCCPD 1011b o Discard Current CPU-to-PCl Write Buffer Data
BCPWR 1010b (0] Backup CPU-to-PCI Write Buffer for Retry
SCPA 0111b o Send CPU-to-PCl Address
LPMA 0011b | Latch PCI Master Address
NOTE:

All other patterns are reserved.
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PPMWA

PPMWD

SPMRH

SPMRL

SPMRN

LCPRF

LCPRA

This command selects a new buffer
and places the PCl master address
latch value into the address register
for that buffer. The next PPMWD
command posts write data in the first
location of this newly selected buff-
er. This command also causes the
EOL logic to decrement the count of
Dwords remaining in the line.

This command stores the value in
the AD latch into the next data loca-
tion in the currently selected buffer.
This command also causes the EOL
logic to decrement the count of
Dwords remaining in the line.

This command sends the high order
Dword from the first Qword of the
PCl-to-Memory Read Buffer onto
PCI. This command also causes the
EOL logic to decrement the count of
Dwords remaining in the line.

This command sends the low order
Dword from the first Qword of the
PCl-to-Memory Read Buffer onto
PCI. This command also selects the
Dword alignment for the transaction
and causes the EOL logic to decre-
ment the count of Dwords remaining
in the line.

This command sends the next
Dword from the PCl-to-Memory

Read Buffer onto PCl. This com-

mand also. causes the EOL logic to
decrement the count of Dwords re-
maining in the line. This command is
used for the second and all subse-
quent Dwords of the current transac-
tion.

This command acquires the value of
the AD[31:0] lines into the first loca-
tion in the CPU-to-PCl Read Pre-
fetch Buffer until a different com-
mand is driven. -

When driven after a LCPRF or
LCPRB command, this command
latches the value of the AD[31:0]
lines into the next location into the
CPU-to-PCl Read Prefetch Buffer.
When driven after another LCPRA
command, this command latches
the value on AD[31:0] into the same
location in the CPU-to-PCl Read
Prefetch Buffer, overwriting the pre-
vious value.

I ADVANGCE INFORMATION

LCPRB

DCPWA

DCPWD

DCPWL

DCCPD

BCPWR

SCPA

LPMA

82433LX/82433NX

When driven after a LCPRA com-
mand, this command latches the val-
ue of the AD[31:0] lines into the next
location into the CPU-to-PCl Read
Prefetch Buffer. When driven after
another LCPRB command, this com-
mand latches the value on AD[31:0]
into the same location in the CPU-to-
PCl Read Prefetch Buffer, overwrit-
ing the previous value.

This command drives the next ad-
dress in the CPU-to-PCl Write Buffer
onto PCl. The read pointer of the
FIFO is not incremented.

This command drives the next data
Dword in the CPU-to-PCl Write Buff-
er onto PCI. The read pointer of the
FIFO is incremented on the next
PCLK if TRDY # is asserted.

This command drives the previous
data Dword in the CPU-to-PC| Write
Buffer onto PCI. This is the data
which was driven by the last DCPWD
command. The read pointer of the
FIFO is not incremented.

This command discards the current
Dword in the CPU-to-PCI Write Buff-
er. This is used to clear write data
when the write transaction termi-
nates with master abort, where
TRDY # is never asserted.

For this command the CPU-to-PCl
Write Buffer is “backed up” one en-
try such that the address/data pair
last driven with the DCPWA and
DCPWD commands will be driven
again on the AD[31:0] lines when
the commands are driven again.
This command is used when the tar-
get has retried the write cycle.

This command drives the value on
the host address bus onto PCI.

This command stores the previous
AD[31:0] value into the PCl master
address latch. If the EOL logic deter-
mines that the requested Dword is
the last Dword of a line, then the
EOL signal will be asserted; other-
wise the EOL signal will be negated.
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3.3 L’BX Timing Diagrams

intgl.

The Drive commands in Figure 4 are any. of the

. following: - .
This section describes the timing relationship be- "CMR CPRF CPRA CPRB
tween the LBX control signals and the interface CPRQ DPRA DPWA ADCPY
buses. S DACPYH DACPYL  DRVFF
3.3.1 HIG[4:0] COMMAND TIMING L‘};w'i-:;?h command In Figure 4 is any of the
The commands driven on HIG[4:0] can cause the SWB0 sSwB1 SwWB2 SWB3
host address bus and/or the host data bus to be PCMWQ PCMWFQ PCMWNQ PCPWL
driven and latched. The following timing diagram il- MCP3L MCP2L MCP1L PCPWH
lustrates the timing relationship between the driven MCP3H MCP2H LCPRAD PSCD
command and the buses. The “host bus” in Figure 4
could be address and/or data.
Note that the Drive command takes two cycles td
drive the host data bus, but only one to drive the
address. When the NOPC command is sampled, the
LBX takes only one cycle to release the host bus.
HCLK \ \ \ \ \ \ \

HIG[4:0) (7Y Drive X NOPC (_tateh Y WNopc X

HAL31:0] )+ ot —( i ——(

HD([63:0] ——C o —+—( . ——{

200476-5
Figure 4. HIG[4:0] Command Timing
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3.3.2 HIG[4:0] MEMORY READ TIMING

Figure 5 illustrates the timing relationship between
the HIG[4:0], MIG[2:0], CAS[7:0] #, and MDLE sig-
nals for DRAM memory reads. The delays shown in
the diagram do not represent the actual AC timings,
but are intended only to show how the delay affects
the sequencing of the signals.

When the CPU is reading from DRAM, the HIG[4:0]
lines are driven with the CMR command that causes
the LBX to drive memory data onto the HD bus. Until
the MD bus is valid, the HD bus is driven with invalid
data. When CAS[7:0]# assert, the MD bus be-
comes valid after the DRAM CAS[7:0]# access
time. The MD and MP lines are directed through a

82433L.X/82433NX

synchronous register inside the LBX to the HD and
HP lines. MDLE acts as a clock enable for this regis-
ter. When MDLE is asserted, the LBX samples the
MD and MP lines. When MDLE is negated, the MD
and HD register retains its current value.

The LBX releases the HD bus based on sampling
the NOPC command on the HIG[4:0] lines and
MDLE being asserted. By delaying the release of the
HD bus until MDLE is asserted, the LBX provides
hold time for the data with respect to the write en-
able strobes (CWE([7:0]#) of the second level
cache. ‘

HIG[4:0] ) { 1 | 1CMR 1 1 Y NOPC ¢ L X
| i T | I T Tl'l | |
HD[63:0] : P ——ow| »———
7 [
BROY# ] ' ' [ [ [} \—f— [} [
CWE[7:0)# S
il I I l | | “— I | -
MIG[2:0] 1 X 1 1 1 NQPM 1 1 1 4 L
MDLE | l T T | [V Y Ay B R W
CAs[1:°]# ¥ T T T \ ; i ! T T T L
wpie3:0 | | | | _— | |
1 ] ] 1 1 1 ] 1 ]
290478-6
Figure 5. CPU Read from Memory
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3.3.3 MIG[2:0] COMMAND

Figure 6 illustrates the timing of the MIG[2:0] com-
mands with respect to the MD bus, CAS[7:0] #, and
WE #. Figure 6 shows the MD bus transitioning from
aread to a write cycle.

The Latch command in Figure 6 is any of the
following:
PMRFQ PMRNQ

The Retire command in Figure 6 is any of the
following:
RCMWQ RPMWQ RPMWQS

n

intel.
The data on the MD bus is sampled at the end of the
first cycle into the LBX based on sampling the Latch
command. The CAS[7:0]# signals can be negated
in the next cycle. The WE # signal is asserted in the
next cycle. The required delay between the asser-
tion of WE # and the assertion of CAS[7:0] # means
that the MD bus has 2 cycles to turn around; hence
the NOPM command driven in the second clock.
The LBX starts to drive the MD bus based on sam-
pling the Retire command at the end of the third
clock. After the Retire command is driven for 1 cy-
cle, the data is held at the output by the MEMDRV
command. The LBX releases the MD bus based on

" sampling the NOPM command at the end of the

sixth clock.

. | I

HCLK L\ \ \ _\ L

MiG[2:0] —X ch_)J__NOPM_ "Retlre - ME:M__'DHW —] NOT’:M ]

MD{63:0] IE : - : — )

castrao | | —t— | T —

[ ) [ o ' ] [ ] 1

WE# | ] 1\ L L 1 1 N |
290478-7

Figure 6. MIG[2:0] Command Timing
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3.3.4 PIG[3:0] COMMAND, DRVPCI, AND PPOUT
' TIMING '

Figure 7 iillustrates the timing of the PIG[3:0] com-
mands, the DRVPCI signal, and the PPOUT[1:0] sig-
nal relative to the PCI AD[31:0] lines.

The Drive commands in Figure 7 are any of the fol-
lowing:

SPMRH SPMRL SPMRN

DCPWA DCPWD DCPWL

SCPA

The Latch commands in Figure 7 are any of the fol-
lowing:
PPMWA PPMWD LPMA

The following commands do not fit in either catego-
ry, although they function like Latch type commands
with respect to the PPOUT[1:0] signals. They are
described in Section 3.3.5.

82433LX/82433NX

The DRVPCI signal is driven synchronous to the PCI
bus, enabling the LBXs to initiate driving the PCI
AD[31:0] lines one clock after DRVPCI is asserted.
As shown in Figure 7, if DRVPCI is asserted in cycle
N, the PCI AD[31:0] lines are driven in cycle N+ 1.
The negation of the DRVPCI signal causes the LBXs
to asynchronously release the PCI bus, enabling the
LBXs to cease driving the PCI AD[31:0]'lines in the
same clock that DRVPCI is negated. As shown in
Figure 7, if DRVPCI is negated in cycle N, the PCI
ADI[31:0] lines are released in cycle N.

PCIl address and data parity is available at the LBX
interface on the PPOUT lines from the LBX. The par-
ity for data flow from PCl to LBX is valid 1 clock
cycle after data on the AD bus. The parity for data
flow from LBX to PCl is valid in the same cycle as
the data. When the AD[31:0] lines transition from
input to output, there is no conflict on the parity lines
due to the dead cycle for bus turnaround. This is
illustrated in the sixth and seventh clock of Figure 7.

LCPRF LCPRA LCPRB
' —
PCLK [\ \ \ | \ J
| - 1 1 ] 1 ] 1 — |
HIG[4:0] Y Drive | I~ NopC I Y tatch \ Drve J — T°Y
DRVPCI | [ ] u— I [ —
PPOUT[1:0] ) = ) P(out1)  P(outt) | I P(in1) ) P(in2) I P(out2) |
___ | I | I I I I
AD[31:0] ,_ +———{outi }——{ in1_J _in2 }——{"out2 }
290478-8
Figure 7. PIG[3:0] Command Timing
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3.3.5 PIG[3:0]: READ PREFETCH BUFFER
COMMAND TIMING

The structure of the CPU-to-PCl read prefetch buffer
requires special considerations due to the partition
of the PCMC and LBX. The PCMC interfaces only to
the PCI control signals, while the LBXs interface only
to the data: Therefore, it is not possible to latch a
Dword of data into the prefetch buffer after it is quali-
fied by TRDY#. Instead, the data is repetitively
latched into the same location until TRDY # is sam-
pled asserted. Only after TRDY # is sampled assert-
ed is data valid in the buffer. A toggling mechanism
is implemented to advance the write pointer to the
next Dword after the current Dword has been quali-
fied by TRDY #.

Other considerations of the partition are taken into
account on the host side as well. When reading from
the buffer, the command to drive the data onto the
host bus is sent before it is known that the entry is
valid. This method avoids the wait-state that would
be introduced by waiting for an entry’s TRDY # to be
asserted before sending the command to drive the
entry onto the host bus. The FIFO structure of the
buffer also necessitates a toggling scheme to ad-
vance to the next buffer entry after the current entry
has been successfully driven. Also, this method
gives the LBX the ability to drive the same Dword
twice, enabling reads of less than a Dword to be
serviced by the buffer; reads of individual bytes of a
Dword would read the same Dword 4 times.

2-184
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The HIG[4:0] and PIG[3:0] lines are defined to en-
able the features described previously. The LCPRF
PIG[3:0] command latches the first PCI read Dword
into the first.location in the CPU-to-PClI read prefetch
buffer. This command is driven until TRDY # is sam-
pled asserted. The valid Dword would then be in the
first location of the buffer. The cycle after TRDY # is
sampled asserted, the PCMC drives the LCPRA
command on the PIG[3:0] lines. This action latches
the value on the PCl AD[31:0] lines into the next
Dword location in the buffer. Again, the LCPRA com-
mand is driven until TRDY # is sampled asserted.
Each cycle the LCPRA command is driven, data is
latched into the same location in the buffer. When
TRDY # is sampled asserted, the PCMC drives the
LCPRB command on the PIG[3:0] lines. This latches
the value on the AD[31:0] lines into the next location
in the buffer, the one affer the location that the previ-
ous LCPRA command latched data into. After
TRDY # has been sampled asserted again, the com-
mand switches back to LCPRA. In this way, the
same location in the buffer can be filled repeatedly
until valid, and when it is known that the location is
valid, the next location can be filled.

The commands for the HIG[4:0], CPRF, CPRA, and
CPRB, work exactly the same way. If the same com-
mand is driven, the same data is driven. Driving an
appropriately different command results in the next
data being driven. Figure 8 illustrates the usage of
these commands.

.
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HCLK

] 1] 1 ]
BRDY# ’_+I' | L¢|:PR|A
) 1)

HIG[4:0]

F’l’lAME#l ' l ’ I\ll

ADS#'-\_'I'r" I R LN L AL R VL AL L L
D[63:0] i ) 1 |’| ! L%’_D\_._,IT\I'*P ! !LD|1 '
o YT I T 11 1A
i PC OPC.
I

AD[31:0]

PIG[3:0]
PPOUT[1:0]
IRDY#

TRDY#

Figure 8. PIG[3:0] CPU-to-PCI Read Prefetch Buffer Commands

Figure 8 shows an example of how the PIG com-
mands function on the PCI side. The LCPRF com-
mand is driven on the PIG[3:0] lines until TRDY # is
sampled asserted at the end of the fifth PCI clock.
The LCPRA command is then driven until TRDY # is
again sampled asserted at the end of the seventh
PCI clock. TRDY# is sampled asserted again so
LCPRB is driven only once. Finally, LCPRA is driven
again until the last TRDY # is asserted at the end of
the tenth PCI clock. In this way, 4 Dwords are
latched in the read CPU-to-PCl prefetch buffer.

Figure 8 also shows an example of how the HIG
commands function on the host side of the LBX.
Two clocks after sampling the CPRF command, the
LBX drives the host data bus. The data takes two
cycles to become stable. The first data driven in this
case is invalid, since the data has not arrived on PCI.
The data driven on the host bus changes in the sev-
enth host clock, since the LCPRF command has
been driven on the PIG[3:0] lines the previous cycle,

I ADVANCE INFORMATION

latching a new value into the first location of the read
prefetch buffer. At this point the data is not the cor-
rect value, since TRDY # has not yet been asserted
on PCl. The LCPRF command is driven again in the
fifth PCI clock while TRDY # is sampled asserted at
the end of this clock. The requested data for the
read is then latched into the first location of the read
prefetch buffer and driven onto the host data bus,
becoming valid at the end of CPU clock 12. The
BRDY # signal can therefore be driven asserted in
this clock. The following read transaction (issued in
CPU clock 15) requests the next Dword, and so the
CPRA command is driven on the HIG[4:0] lines, ad-
vancing to read the next location in the read pre-
fetch buffer. As the correct data is already there, the
command is driven only once for this transaction.
The next read transaction requests data in the same
Dword as the previous. Therefore, the CPRA com-
mand is driven again, the buffer is not advanced,
and the same Dword is driven onto the host bus.
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3.3.6 PIG[3:0]: END-OF-LINE
WARNING SIGNALS: EOL

When posting PCI master writes, the PCMC must be
informed when the line boundary is about to be over-
run, as it has no way of determining this itself (recall
that the PCMC does not receive any address bits
from PCI). The low order LBX determines this, as it
contains the low order bits of the PCl master write
address and also tracks how many Dwords of write
data have been posted. Therefore, the low order
LBX component sends the “end-of-line”” warning to
the PCMC. This is accomplished with the EOL signal
driven from the low order LBX to the PCMC. Figure 9
illustrates the timing of this signal.

1. The FRAME # signal is sampled asserted in the
first cycle. The LPMA command is driven on the
PIG[3:0] signals to hold the address while it is
being decoded (e.g. in the MEMCS # decode cir-
cuit of the 82378 SIO). The first data (DO) remains
on the bus until TRDY # is asserted in response
to MEMCS# being sampled asserted in the third
clock.

2. The PPMWA command is driven in response to
sampling MEMCS # asserted. TRDY # is asserted
in this cycle indicating that DO has been latched at
the end of the fourth clock. The action of the
PPMWA command is to transfer the PCl address

. T

‘intgl.

captured in the PCI AD latch at the end of the first
clock to the posting buffer, and open the PCI AD
latch in order to capture the data. This data will be

posted to the write buffer in the following cycle by
the PPMWD command. .

. The EOL signal is first negated when the LPMA

command is driven on the PIG[3:0] signals. How- -
ever, if the first data Dword accepted is also the
last that should be accepted, the EOL signal will
be asserted in the third clock. This is the “end-of-
line” indication. In this case, the EOL signal is as-
serted as soon as the LPMA command has been
latched. The action by the PCMC in response is to
negate TRDY# and assert STOP# in the fifth
clock. Note that the EOL signal is asserted even
before the MEMCS # signal is sampled asserted
in this case. The EOL signal will remain asserted
until the next time the LPMA command is driven.

. If the second Dword is the last that should be

accepted, the EOL signal will be asserted in the
fifth clock to negate TRDY # and assert STOP #
on the following clock. The EOL signal is asserted
in response to the PPMWA command being sam-
pled, and relies on the knowledge that TRDY # for
the first Dword of data will be sampled asserted
by the master in the same cycle (at the end of the
fourth clock). Therefore, to prevent a third asser-
tion of TRDY # in the sixth clock, the EOL signal
must be asserted in the fifth clock.

| I

POLK [\ \ \ \ A L W

AD[31:0] —{ABDR | 1 Dol D O T O oy

FRAME# — ) ' ' | | ' ' '

|ttt | A

MEMCS# [ ' \_I_I ' ) 1 ) \

‘ ] ’___.I

DEVSEL# ! 'L % ‘ .\ | | | | ,

TRDY# | | | |l el J@] I |

— ) L A L PPMWD (D0) . )

PIG[3:0] | SCPA, | LPMA(1) | SCPA Y PPMWA @Y . JPPMWDOOY . X .

| | | | | I |

STOP# ' ' )V v L@ 1\ @ ' / '

I | L1 L 1 | | |

EoL | J @ AU ' ' v
290478-10

Figure 9. EOL Signal Timing for PCI Master Writes
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A similar sequence is defined for PCl master reads.
While it is possible to know when to stop driving read
data due to the fact that the read address is latched
into the PCMC before any read data is driven on PClI,
the use of the EOL signal for PCl master reads sim-
plifies the logic internal to the PCMC. Figure 10 illus-

trates the timing of EOL with respect to the PIG[3:0]
commands to drive out PCl read data.

Note that unlike the PCI master write sequence, the
STOP# signal is asserted with the last data transfer,
not after.

82433LX/82433NX

1. The LPMA command sampled at the end of the
second clock causes the EOL signal to assert if
there is only one Dword left in the line, otherwise
it will be negated. The first TRDY # will also be
the last, and the STOP# signal will be asserted
with TRDY #.

- 2. The SPMRH command causes the count of the

number of Dwords left in the line to be decre-
mented. If this count reaches one, the EOL signal
is asserted. The next TRDY # will be the last, and
STOP# is asserted with TRDY #.

F . . : |
- PCLK \ \ \ | \ \ | -
AD[31:0] ADDR ! } (o0 o1 —+——(1
FRAMES L 1' ———
MEMCS# \ ] \ [} , | ] | [} [}
| | ] |
DEVSEL# I T T T \ | ' I I J'_!
TROV# | i T i M\ | &7 ] |
PIG[3:0] | scm\i XLPMA;U)X scP'F \ SPMRH | SPMRN ) Nc;? Y IL | l
| |
STOP# , ' ' ' ' L(") v\ @ | /—_-!
1 ] L | 1 | [ [l |
EOL | L Y@ I T @1 | I 1
290478-11

Figure 10. EOL Signal Timing for PCl Master Reads
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3.4 PLL Loop Filter Components -

As shown in Figure 11, loop filter components are
required on the LBX components. A 4.7 KQ 5% re-
sistor. is typically connected between pins LP1 and
LP2. Pin LP2 has a path to the PLLAGND pin
through a 100Q 5% series resistor and a 0.01 pF
10% series capacitor. The ground side of capacitor
C1 and the PLLVSS pin should connect to the
ground plane at a common point. All PLL loop filter

traces should be kept to minimal length and should Mercury Mercury Neptune

be wider than signal traces. Inductor L1 is connect- 60 MHz 66 MHz

ed to the 5V power supply on both the 82433LX and

82433NX. R1 4.7 KQ 22KQ 4.7 KQ
R2 1000 1000 100Q

Some circuit boards may require filtering the power

circuit to the LBX PLL. The circuit shown in Figure C2 | 001pF | 001pF | 001uF

11 will typically enable the LBX PLL to have higher R3 10Q 10Q 10Q
noise immunity than without. Pin PLLVDD is con- '
nected to the 5V Vg through a 109 5% resistor. c 0.47 pF 047 pF 0.47 pF
The PLLVDD and PLLVSS pins are bypassed with a c1l | 0.01 uF 0.01 uF 0.01 uF
0.01 uF 10% series capacitor. 4 ,
LBX R1
e — VWA
LP2 R2
T
PLLAGND
R3
o .
PLLVDD 1 P Vee
PLLVSS T T
= 290478-12

Figure 11. Loop Filter Circuit
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3.5 PCI Clock Considerations

There is a 1.25 ns clock skew specification between
the PCMC and the LBX that must be adhered to for
proper operation of the PCMC/LBX timing. As
shown in Figure 12, the PCMC drives PCLKOUT to
an external clock driver which supplies copies of
PCLK to PCl devices, the LBXs, and back to the
PCMC. The skew specification is defined as the dif-

82433LX/82433NX

ference in timing between the signal that appears at
the PCMC PCLKIN input pin and the signal that ap-
pears at the LBX PCLK input pin. For both the low
order LBX and the high order LBX, the PCLK rising
and falling edges must not be more than 1.25 ns
apart from the rising and falling edge of the PCMC
PCLKIN signal.

PCMC LBX
—» TOPCI
DEVICES
cLock [ ol peLk
DRIVER g
PCLKOUT >

LBX

PCLKIN |« I »| PCLK

290478-13
Figure 12. Clock Considerations
2-189
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4.0 ELECTRICAL CHARACTERISTICS

4.1 Absolute Maximum Ratings

Table 4 lists stress ratings only. Functional operation
at these maximums is not guaranteed. Functional
operation conditions are given in Sections 4.2
and 4.3.

Extended exposure to the Absolute Maximum Rat-
ings may affect device reliability.

Case Temperature under Bias ....... 0°Cto +85°C
Storage Temperature .......... —40°Cto +125°C
Voltage on Any Pin

with Respect to Ground.. ... —0.3to Vg + 0.3V
Supply Voltage

with RespecttoVgg ............ —0.3to +7.0V

4.2 Thermal Characteristics

NOTICE: This data sheet contains information on
products in the sampling and initial production phases
of development. The specifications are subject to
change without notice. Verify with your local Intel
Sales office that you have the latest data sheet be-
fore finalizing a design.

*WARNING: Stressing the device beyond the “Absolute
Maximum Ratings” may cause permanent damage.
These are stress ratings only. Operation beyond the
“Operating Conditions” is not recommended and ex-
tended exposure beyond the “Operating Conditions”
may affect device reliability.

The LBX is designed for operation at case temperatures between 0°C and 85°C. The thermal resistances of

the package are given in the following tables.

Table 4. Thermal Resistance

Parameter Air Flow Rate (Linear Feet per Minute)
0 400 600
0,4A (C/Watt) 51.9 37.1 34.8
6,4c (C/Watt) 10
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" PCI Interface Signals
4.3 DC Characteristics ADI[15:0](t/s), TRDY # (in), PIG[3:0}(in), DRVPCI(in),
Host Interface Signals EOL(t/s), PPOUT(t/s)

A[15:0](t/s), D[31:Ol(t/s),‘HlG[4:0](in), HP[3:0](t/s) :
Reset and Clock Signals

Main Memory (DRAM) Interface Signals HCLK(in), PCLK(in), RESET(in), LP1(out), LP2(in),
MDI[31:0](t/s), MP[3:0](t/s), MIG[2:0](in), MDLE(in) TEST(in)

4.3.1 82433LX LBX DC CHARACTERISTICS ,
Functional Operating Range: Vcc = 4.75 V t0.5.25V; Tcasg = 0°C to +85°C

Symbol Parameter Min Typical Max Unit Notes
Vit Input Low Voltage -0.3 0.8 v 1
ViH1 Input High Voltage 20 ) Vce + 0.3 \' 1
ViL2 Input Low Voltage -0.3 ' 0.3 X Vgg \' 2
ViH2 Input High Voltage 0.7 X Vg Vee + 0.3 v 2
Vou1 Output Low Voltage 0.4 v 3
VoH:1 Output High Voltage 24 \' 3
VoL2 Output Low Voltage 0.5 v 4
VoHz Output High Voltage Vec — 0.5 v 4
loL1 Output Low Current 1 mA 5
loH1 Output High Current =1 : mA /| 5
loL2 Output Low Current ; 3 mA 6
loH2 Output High Current -2 mA 6

)
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Functional Operating Range: Vgc = 4.75V to 5.25V; Tcasg = 0°C to +85°C (Continued) ,

Symbol Parameter Min Typical Max Unit Notes
loLs Output Low Current 3 mA 7
1 loHs Output High Current -1 mA 7
hH Input Leakage Current +10° BA
b Input Leakage Current -10 RA
CiN Input Capacitance ’ 4.6 pF
Court Output Capacitance 4.3 pF
Ci/o 1/0 Capacitance 4.6 pF
NOTES: ' ‘

1. Vi1 and V|41 apply to the following signals: AD[15:0], A[15:0], D[31:0], HP[3:0], MD[31:0], MP[3:0], TRDY #, RESET,

HCLK, PCLK
2. Vi 2 and V42 apply to the following signals: HIG[4:0], PIG[3:0], MIG[2:0], MDLE, DRVPCI

3. VoL1 and Vou1 apply to the following signals: AD[15:0], A[15:0], D[31:0], HP[3:0], MD[31:0], MP[3:0]

4. Vo2 and Vou2 apply to the following signals: PPOUT, EOL
5. loL1 and loH1 apply to the following signals: PPOUT, EOL

6. loL2 and lpH2 apply to the following signals: AD[15:0]

7. loLs and longs apply to the following signals: A[15:0], D[31:0], HP[3:0], MD[31:0], MP[3:0]

2-192
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4.4 82433LX AC Characteristics

The AC specifications given in this section consist of
propagation delays, valid delays; input setup require-

ments, input hold requirements, output float delays,

output enable delays, clock high and low times and
clock period specifications. Figure 13 through Figure
21 défine these specifications. Sections 4.3.1
through 4.3.3 list the AC Specifications.

. ,

intal.
In Figure 13 through Figure 21 VT=1.5V for the fol-
lowing signals: MD[31:0], MPI[3:0], DI[31:0],

HP[3:0], A[15:0], AD[15:0], TRDY #, HCLK, PCLK,
RESET, TEST.

VT = 2.5V for the following signals: HIG[4:0],

PIG[3:0], MIG[2:0], MDLE, DRVPCI, PPOUT, EOL.

4.4.1 HOST AND PCI CLOCK TIMING, 66 MHZ (82433LX)
Functional Operating Range: Vgc = 4.9V to 5.25V; Tcasg = 0°C to +70°C

Symbol Parameter Min Max Figure Notes
tla HCLK Period 15 20 18
t1b HCLK High Time 5 18
tic HCLK Low Time ‘ 18
t1d HCLK Rise Time ‘1.5 19
tle HCLK Fall Time 1.5 19
tf HCLK Period Stability £100 pst
t2a PCLK Period 30 18
t2b PCLK High Time 12 18
t2c PCLK Low Time 12 18
tad PCLK Rise Time 19
t2e PCLK Fall Time 19~
t3 HCLK to PCLK Skew' -7.2 5.8 21
NOTE:

1. Measured on rising edge‘ of adjacent clocks at 1.5 Volts.
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4.4.2 COMMAND TIMING, 66 MHZ (82433LX)
Functional Operating Range: Voc = 4.9V to 5.25V; Tcasg = 0°C to +70°C

Symbol Parameter Min Max Figure Notes
t10a HIG[4:0] Setup Time to HCLK Rising 5.4 15
t10b HIG[4:0] Hold Time from HCLK Rising 0 15
t11a MIG[2:0] Setup Time to HCLK Rising 5.4 15
t11b MIG[2:0] Hold Time from HCLK Rising 0 15
t12a PIG[3:0] Setup Time to PCLK Rising 15.6 15
t12b PIG[3:0] Hold Time from PCLK Rising -1.0 15
t13a MDLE Setup: Time to HCLK Rising 5.7 15
t13b MDLE Hold Time to HCLK Rising -0.3" 15
t14a DRVPCI Setup Time to PCLK Rising 6.5 15
t14b DRVPCI Hold Time from PCLK Rising —-0.5 15
t15a RESET Setup Time to HCLK Rising 3.1 15
‘t15b RESET Hold Time from HCLK Rising 0.3 15
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4.4.3 ADDRESS, DATA, TRDY#, EOL, TEST, TSCON AND PARITY TIMING, 66 MHz (82433LX) -
Functional Operating Range: Vcc = 4.9V to 5.25V; Tcase = 0°C to +70°C

Symbol ‘ Parameter Min | Max | Figure | Notes
t20a AD[15:0] Output Enable Delay from PCLK Rising 2 17
t20b AD[15:0] Valid Delay from PCLK Rising 2 11 14 1
t20c ADI15:0] Setup Time to PCLK Rising 7 15
t20d AD[15:0] Hold Time from PCLK Rising 0, 15
t20e ADI[15:0] Float Delay from DRVPCI Falling 2 | 10 16
t21a TRDY # Setup Time to PCLK Rising 7 15
t21b TRDY # Hold Time from PCLK Rising 0 15
t22a DI[31:0], HP[3:0] Output Enable Delay from HCLK Rising | 0 7.7 17 2
t22b DI[31:0], HP[3:0] Float Delay from HCLK Rising 3.1 155 | 16
t22¢c D([31:0], HP[3:0] Float Delay from MDLE Rising 2 | 110 16
t22d D[31:0], HP[3:0] Valid Delay from HCLK Rising 0 7.7 14
t22e DI[31:0], HP[3:0] Setup Time to HCLK Rising 3.0 15
t22f D[31:0], HP[3:0] Hold Time from HCLK Rising 0.3 15
t23a HA[15:0] Output Enable Delay from HCLK Rising 0 156.2 | 17
t23b HA[15:0] Float Delay from HCLK Rising 0 152 | 16
t23c HA[15:0] Valid Delay from HCLK Rising 0 16 14 7
t23cc HA[15:0] Valid Delay from HCLK Rising 0 14.5 8
t23d HA[15:0] Setup Time to HCLK Rising 15 15 4
t23e HA[15:0] Setup Time to HCLK Rising 4.1 15 5
t23f HA[15:0] Hold Time from HCLK Rising 0.3 15
t24a MDI[31:0], MP[3:0] Valid Delay from HCLK Rising 0 12.0 | 14 6
t24b MDI[31:0], MP[3:0] Setup Time to HCLK Rising 4.0 15
t24c MD[31:0], MP[3:0] Hold Time from HCLK Rising 0.4 15
t25 EOL, PPOUT Valid Delay from PCLK Rising 2.3 172 | 14 2
t26a All Outputs Float Delay from TSCON Falling 0 30 16
t26b All Outputs Enable Delay from TSCON Rising 0 30 17

NOTES:

1. Min: 0 pF, Max: 50 pF

2.0 pF

3. When NOPC command sampled on previous rising HCLK on HIG[4:0]
4. CPU to PCI Transfers

5. When ADCPY command is sampled on HIG[4:0]

6. 50 pF )

7. When DACPYL or DACPYH commands are sampled on HIG[4:0]

8. Inquire cycle
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4.4.4 HOST AND PCI CLOCK TIMING, 60 MHz (82433LX)
Functional Operating Range: Voc = 4.75V to 5.25V; Tgasg = 0°C to +85°C

Symbol Parameter Min Max Figure Notes
tla HCLK Period 16.6 20 18

t1b HCLK High Time 5.5 18

tic HCLK Low Time 5.5 18

tid HCLK Rise Time 1.5 19

t1e HCLK Fall Time 1.5 19

tif ‘I HCLK Period Stability +100 _ps?
t2a PCLK Period 33.33 ' 18

t2b PCLK High Time 13 18

t2c PCLK Low Time 13 18

tad PCLK Rise Time 3 19

t2e PCLK Fall Time 3 19

t3 PCLK to PCMC PCLKIN: Input to Input Skew -7.2 58 21

NOTES:

1. Measured on rising edge of adjacent clocks at 1.5 Volts

4.4.5 COMMAND TIMING, 60 MHZ (82433LX)
Functional Operating Range: Vcc = 4.75V to 5.25V; Tcasg = 0°C to +85°C

Symbol . Parameter Min Max Figure Notes
t10a HIG[4:0] Setup Time to HCLK Rising 6.0 15
110b HIG[4:0] Hold Time from HCLK Rising 0 15
ti1a . MIG[2:0] Setup Time to HCLK Rising 6.0 15
t11b MIG[2:0] Hold Time from HCLK Rising 0 15
t12a PIG[3:0] Setup Time to PCLK Rising 16.0 15
t12b PIG[3:0] Hold Time from PCLK Rising 0 ) 15
t13a MDLE Setup Time to HCLK Rising 5.9 15
t13b MDLE Hold Time to HCLK Rising -0.3 15
t14a DRVPCI Setup Time to PCLK Rising 7.0 15
t14b DRVPCI Hold Time from PCLK Rising —-0.5 15
t15a RESET Setup Time to HCLK Rising 3.4 15
t15b RESET Hold Time from HCLK Rising 0.4 15
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4.4.6 ADDRESS, DATA, TRDY #, EOL, TEST, TSCON AND PARITY TIMING, 60 MHz (82433LX)
Functional Operating Range: Vcc = 4.75V to 5.25V; Tcasg = 0°C to +85°C

Symbol Parameter Min | Max | Figure | Notes
t20a AD[15:0] Output Enable Delay from PCLK Rising 2 17
t20b AD[15:0] Valid Delay from PCLK Rising 2 11 14 1
120c | AD[15:0] Setup Time to PCLK Rising 7 15
t20d AD[15:0] Hold Time from PCLK Rising 0 15
t20e AD[15:0] Float Delay from DRVPCI Falling 2 10 16
t21a TRDY # Setup Time to PCLK Rising 7 15
t21b TRDY # Hold Time from PCLK Rising 0 15
t22a D[31:0], HP[3:0] Output Enable Delay from HCLK Rising | O 7.9 17 2’
122b D[31:0], HP[3:0] Float Delay from HCLK Rising 3.1 15,5 | 16
t22c D[31:0], HP[3:0] Float Delay from MDLE Rising 2 11.0 | 16
t22d D[31:0], HP[3:0] Valid Delay from HCLK Rising 0 7.8 14
t22e D[31:0],HP[3:0] Setup Time to HCLK Rising . 3.4 15
t22f ~ D[31:0], HP[3:0] Hold Time from HCLK Rising 0.3 15
t23a HA[15:0] Output Enable Delay from HCLK Rising 0 152 | 17
t23b HA[15:0] Float Delay from HCLK Rising 0 162 | 16
t23c HA[15:0] Valid Delay from HCLK Rising 0 185 | 14 7
t23cc HA[15:0] Valid Delay from HCLK Rising 0 156.5 8
t23d | HA[15:0] Setup Time to HCLK Rising 150 | 15 4
t23e HA[15:0] Setup Time to HCLK Rising 4.1 15 5
t23f HA[15:0] Hold Time from HCLK Rising 03 15
t24a MDI[31:0], MP[3:0] Valid Delay from HCLK Rising 0 12.0 14 6
t24b MDI[31:0], MP[3:0] Setup Time to HCLK Rising 4.4 15
t24c MD[31:0], MP[3:0] Hold Time from HCLK Rising 1.0 15
t25 EOL, PPOUT Valid Delay from PCLK Rising 2.3 17.2 | 14 2
t26a - | All Outputs Float Delay from TSCON Falling 0 30 16
t26b All Outputs Enable Delay from TSCON Rising 0 30 17

NOTES:

1. Min: 0 pF, Max: 50 pF

2.0pF

3. When NOPC command sampled on previous rising HCLK on HIG[4:0]
4. CPU to PCI Transfers

5. When ADCPY command is sampled on HIG[4:0]

6. 50 pF '

7. When DACPYL or DACPYH commands are sampled on HIG[4:0]

8. Inquire cycle
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4.4.7 TEST TIMING (82433LX)
Functional Operating Range: Voc = 4.75V to 5.25V; Toasg = 0°C to +85°C

Symbol Parameter Min Max Figure Notes

130 . All Test Signals Setup Time to 10.0 In PLL Bypass
HCLK/PCLK Rising Mode

131 All Test Signals Hold Time to 120 In PLL Bypass
HCLK/PCLK Rising Mode

t32 Test Setup Time to HCLK/PCLK Rising 156.0 15

133 Test Hold Time to HCLK/PCLK Rising 5.0 15

134 PPOUT Valid Delay from PCLK Rising 0.0 500 15 In PLL Bypass

Mode

< POLK Rise Time -
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4. RPOUT Valid Delay from PCLK ﬁm
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4.5.5 TIMING DIAGRAMS -

~ Input vT )
Propagation Delay
Output w;'(
290478-14
Figure 13. Propagation Delay
Clock 1.5V
Valid Dela!
Output . vT
‘ 20047815
Figure 14, valid Delay from Rising Clock Edge
290478-16
Figure 15. Setup and Hold Times
Input vr
Float Dela!
Output >___..
290478-17
Figure 16. Float Delay
Clock ' 15v .
Output Enable Delay
Output
290478-18

Figure 17. Output Enable Delay
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High Time

A
z
2
v

290478-19

Figure 18. Clock High and Low Times and Period

290478-20

Figure 19. Clock Rise and Fall Times

N

4—— PulseWidth

290478-21

Figure 20. Pulse Width

Outputi vr

Output to Output Delay

Output2 vr

290478-22

Figure 21. Output to Output Delay
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5.0 PINOUT AND PACKAGE INFORMATION

5.1 Pin Asslgnment

Ping’1, 22, 44,8%, and 150 are VDD3 plmorg’ W& meswmmmwmmvm
SUpply. All other VDD pirs on the 82433NX must be’connectad hwwww

*
- 8‘ - (] N - m>—
oa8s8peeegatnBENsliisdEqs8028 5538550848,
§§§3§=%§:§§:=::::::sgssggsgsssgsssgssﬁfg
/ SEREERzRECEgUEERIRUEARRERRIDITRRRERNIRE \
L}
VDD —] 121 80 — VDD
PPOUT ——] 122 79— VSS
EOL —— 123 78 —— MD10
VSS ] 124 77 —— MD17
AD4 ——] 125 76 —— MD1
AD5S —] 126 75— MD25
AD6 CT— 127 74 — MD9
AD7 —] 128 73 —— MD16
AD8 ———] 129 72 — MDO
VDD — 130 71 /—/—— MD24
AD9 C—— 131 70 —— MD8
AD10 —] 132 69 — MIG2
AD11 —] 133 68 — MIG1
AD12 — 134 67 — MIGO
AD13 ——— 135 66 — HIG4
AD14 ——— 136 65 — HIG3
AD15 ——] 137 64 — HIG2
MDLE —— 138 63 — HIG1
VDD ——] 139 62 — HIGO
VSS —— 140 61 —— VDD
— 141 60 ———vss
PCLK —— 142 59 —vss
DRVPCI —— 143 58 ——ip2g
PIG3 ———] 144 57 D29
PIG2 ——] 145 86 ———— D26
PIG1 ——] 146 §5 ———1 D30
PIGO ——] 147 §4 — D31
—] 148 §3 —1 D27
VSS 1 149 52— D24
VDD —] 150 51 — p21
HPO ——] 151 50 — A7
D8 ——] 152 49 — AN
D1 ——— 153 48 — A13
D5 ——] 154 47 —1A15
—] 155 46 —1 A5
D10 ———] 156 45— A0
D15 — 157 4 — A1
D13 ——] 158 43— A2
—] 159 42 —yss
VDD T—— 160 41— VDD
([
\ raotnon0atr P RIRRER2QNYRIRERRABEIRIBEER3
N ONrXY TN o2 © NO®OTN omean
§§g§5§5§§33555§3353§§§§s§§§§ss§:==3:9<3g
23
a
200478-23

Figure 22. 82433LX and 82433NX Pin Assignment
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Table 5. 82433LX and 82433NX Numerical Pin Assignment

Pin Name Pin # | Type Pin Name Pin # | Type Pin Name Pin # | Type
(04 He e b2 26 |t/s D21
i HP2 27 t/s D24
Vss 2|V D25 28 |s D27
PLLVop s v D17 29 |t/s D31
PLLVss 4 |V D19 30 |us D30
PLLAGND 5 IV |' |pes 31 |us D26
Lp2 6 |in A14 . la2 us D29
LP1 7 fout A12 33 |t/s D28
HCLK 8 [in A8 34 |ts Vss
TEST $ |in A6 3 |vs Vss
D6 10 |us A1 % Tue R
D2 11 |us Ve
D14 12 |us HIGO
D12 13 |us HIG1
D11 14 |us HIG2 . |4 [in
HP1 15 |us HIG3 65 |in
D4 16 [ts HIG4 66 |in
DO 17 |us MIGO 67 |in
D16 18 [ts MIG1 68 |in
TSCON 19 [in MIG2 69 |in
Vss 20 |v MD8 70 |vs
Vss 21 |V MD24 71 |us
A15 47 |us MDO 72 |vs
: A13 48 |Us MD16 73 |us
D20 28 |Us A11 49 |us MD9 74 |us
D18 24 |Vs A7 50 |t/s MD25 75 | ts
HP3 25 |ts
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Table 5. 82433LX and 82433NX Numerical Pin Asslgnrhent (Continued)

PinName | Pin # | Type Pin Name | Pin # Type Pin Name Pin # | Type
MD1 76 t/s MD22 105 | t/s AD11 133 [t/s
MD17 77 /s MD15 106 | t/s AD12 134 |t/s
MD10 78 t/s MD31 107 | s AD13 135 |[t/s
Ves 79 v MD7 108 t/s AD14 |13 (s
Vob 80 v MD23 100 | t/s AD15 137 |t/s
Vb 81 v Vop 110 | v MDLE 138 |in
TROY# | 82 [ in Vss 111 v VoD 139 |V
RESET 83 in MPO 112 t/s Vss 140 |V
MD26 84 t/s MP2 13 | ts Vss 141 |V
MD2 85 t/s MP1 114 | t/s PCLK 142 |in
MD18 86 t/s MP3 15 | t/s DRVPCI 143 |in
MD11 87 t/s ADO | 116 | ts PIG3 144 |in
MD27 88 t/s AD1 17 | us PIG2 145 |in
MD3 89 t/s AD2 118 | t/s PIG1 146 |in
MD19 90" t/s AD3 119 | s PIGO 147 |in
MD12 91 t/s Vop 120 |V D7 148 |t/s
MD28 92 t/s Vop 121 v Vss ' 149 |V
MD4 93 t/s PPOUT 122 | s Vpp (82433L%) | 150 {1V, |
Vop 94 v EOL 123 | Ws VopS(82433NX) | i | ¢
MD20 95 t/s Vss 124 | v HPO 151 s
Vss 9 v AD4 125 | ws o8 152 (Vs
Vss 97 v AD5 126 | t/s D1 153 |Us
MD13 98 t/s AD6 127 | s DS 154 |Us
MD29 99 t/s AD7 128 | s D3 155 _|Us
MD5 100 | t/s. AD8 | 120 | ts D10 156 |t/s
MD21 101 | ts Vop 130 |V dls 157 |Us
MD14 102 | ts AD9 131 | ¥s 013 158 |ts
MD30 103 | t/s AD10 132 | s D9 159 | s
MD6 104 | vs Voo 160 |V
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Table 6. 82433LX and 82433NX Alphabetical Pin Assignment List

PinName | Pin # | Type PinName | Pin # Type Pin Name | Pin # Type
A0 45 t/s AD13 135 /s D26 56 t/s
Al 44 t/s AD14 136 t/s D27 53 t/s
A2 43 t/s AD15 137 t/s D28 58 t/s
A3 37 t/s DO 17 t/s D29 57 t/s
A4 38 t/s D1 153 t/s D30 55 t/s .
A5 46 t/s D2 1 t/s D31 54 t/s
A6 35 t/s D3 155 t/s DRVPCI 143 in
A7 50 t/s D4 16 t/s EOL 123 | t/s
A8 34 t/s D5 154 t/s HCLK 8 in
A9 39 t/s D6 10 t/s HIGO 62 in
A10 36 t/s D7 148 t/s HIG1 .63 in
A1 49 t/s D8 152 t/s HIG2 64 in
A12 33 t/s D9 159 t/s HIG3 65 in
A13 48 t/s D10 156 t/s HIG4 66 in
A14 32 t/s D11 14 t/s HPO 151 t/s
A15 47 t/s D12 13 t/s HP1 15 t/s
ADO 116 t/s D13 158 t/s HP2 27 t/s
AD1 117 t/s D14 12 t/s HP3 25 t/s
AD2 118 t/s D15 157 t/s LP1 7 out ‘
AD3 119 | ts D16 18 t/s 2 |6 in
AD4 125 t/s D17 29 t/s MDO 72 t/s
AD5 126 t/s D18 24 t/s MD1 76 t/s
AD6 127 t/s D19 30 t/s MD2 85 t/s
AD7 128 | ts D20 23 t/s MD3 89 /s
AD8 129 t/s D21 51 t/s MD4 93 t/s
AD9 131 t/s D22 26 t/s MD5 100 t/s
AD10 132 t/s D23 31 t/s MD6 104 t/s
AD11 133 t/s D24 52 t/s MD7 108 t/s
AD12 134 t/s D25 28 t/s MD8 70 t/s
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Table 6. 82433LX and 82433NX Alphabetical Pin Assignment List (Continued)

PinName | Pin# | Type Pin Name Pin # | Type Pin Name Pin # | Type
MDO | 74 t/s MIGT - 68 |in Vob 80 |V
MD10 78 t/s MIG2 69 |in Vpp 81 |V
MD11 87 Vs MPO 12 |us Vop 94 v
MD12 91 t/s MP1 114 |vs Vop 110 |v
MD13 98 t/s MP2 13 |us VoD 120 |v
MD14 102 | ts MP3 15 |ts Vop 121 |v
MD15 106 | t/s PCLK 142 |in Vob 130 |V
MDi6 | 73 | t/s PIGO 147 |in ‘| vVob 139 |V
MD17 77 t/s PIG1 146 |in Vpp (8243305

MD18 86 |'t/s PIG2 145 |in Vpp3 (82435NX) | N
MD19 90 t/s PIG3 ~ [144 [in Vop 160 |V
MD20 95 t/s PLLAGND 5 |v Vss 2|V
MD21 101 | t/s PLLVpD 3 |v Vss 20 |V
MD22 105 | ts PLLVss 4 v Vss I
MD23 100 | t/s PPOUT 122 |us Vss 42 |V
MD24 71 t/s RESET 83 |in Vss 5 |V
MD25 75 t/s TEST 9 in Vss 60 |V
MD26 84 t/s TRDY 82 |in Vss 9 |V
MD27 88 t/s Vss % |V
MD28 92 t/s Vss 97 |V
MD29 99 t/s | Vss m_|v
MD30 103 | vs Vss 124 |V
MD31 107 | vs Vss 140 |V
MDLE 138 | in Vss Lo N
MIGO 67 in Vss 149 |V
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Figure 23. 82433LX and 82433NX 160-Pin QFP Package

Table 7. 160-Pin QFP Package Values

I ADVANGE INFORMATION

Symbol Mlzlmv':;ug Ma():n \'I:)Iue Symbol Mlzlmv':;ue Ma():n \'I:)Iue
A 445 E 31.60 32.40
Al 0.25 0.65 E1 27.80 28.20
A2 3.30 3.80 E3 25.55
B 0.20 0.40 e 0.65
D 31.00 32.40 L 0.60 1.00
D1 27.80 28.20 6 0° 10°
D3 25.55 g 0.1
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6.0 TESTABILITY

The TSCON pin may be used to help test circuits
surrounding the LBX. During normal operations, the
TSCON pin must be tied to VCC or connected to
VCC through a pull-up resistor. All LBX outputs are
tri-stated when the TSCON pin is held low or
grounded. ‘

6.1 NAND Tree

A NAND tree is provided in the LBX for Automated
Test Equipment (ATE) board level testing. The
NAND tree allows the tester to set the connectivity
of each of the LBX signal pins.

The following steps must be taken to put the LBX
into PLL bypass mode and enable the NAND tree.
First, to enable PLL bypass mode, drive RESET in-
active, TEST active, and the DCPWA command
(0100) on the PIG[3:0] lines. Then drive PCLK from
low to high. DRVPCI must be held low on all rising
edges of PCLK during testing in order to ensure that
the LBX does not drive the AD[15:0] lines. The host
and memory -buses are tri-stated by driving NOPM

-

intal.
(000) and NOPC (00000) on the MIG[2:0] and
HIG[4:0] lines and driving two rising edges on
HCLK. A rising edge on PCLK with RESET high will
cause the LBXs to exit PLL bypass mode. TEST
must remain high throughout the use of the NAND
tree. The combination of TEST and DRVPCI high
with a rising edge of PCLK must be avoided. TSCON
must be driven high throughout testing since driving
it low would tri-state the output of the NAND tree. A
10 ns hold time is required on all inputs sampled by
PCLK or HCLK when in PLL bypass mode.

6.1.1 TEST VECTOR TABLE

The following test vectors can be applied to the
82433LX and 82433NX to put it into PLL bypass
mode and to enable NAND tree testing.

6.1.2 NAND TREE TABLE

Table 9 shows the sequence of the NAND tree in
the 82433LX and 82433NX. Non-inverting inputs are
driven directly into the input of a NAND gate in the
tree. Inverting inputs are driven into an inverter be-
fore going into the NAND tree. The output of the
NAND tree is driven on the PPOUT pin.

Table 8. Test Vectors to put LBX Into PLL Bypass and Enable NAND Tree Testing

Pin /";2(’;“ . 1 2 3 4 5 6 7 8 9 10 | 11
" PCLK 0 1 0 0 1 1 1 1 1 1 1
PIG[3:0] oh | oh | oh | 4h | anh | 4h | 4nh | 4h | 4h | 4h | 4h
RESET 1 1 1 0 0 0 1 1 1 1 1
HCLK 0 0 0 0 0 0 1 0 1 0
MIG[2:0] Ooh | oh | oh [ oh | oh | oh | oh | Oh | Oh | Oh | oh
HIG[4:0] oh | oh | oh [ on | oh [ onh | oh | onh | oh | on | oh
TEST 1 1 1 1 1 1 1 1 1 1 1
DRVPCI 0 0 0 0 0 0 0 0 0 0 0
2210
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Table 9. NAND Tree Sequence
Order | Pin # | Signal | m',':r't‘l'n o| |Order|Pin #|signal Im:l:r?l-n o| |Order|Pin #| signal | m"‘:r't"' -
11 10 |De Y 27 |43 |A2 Y 53 (72 |MDO N .
2 11 |D2 Y 28 (44 |A1 Y 54 |73 |MD16 N
3 12 |D14 Y 29 |45 |A0 Y 55 (74 |MD9 N
4 13 |D12 Y 30 |46 |As Y 56 (75 |MD25 N
5 14 |Dt1 Y 31 (47 |A15 Y 57 |76 |MD1 N
6 15 |HP1 Y 32 |48 [A13 Y 58 |77 |MD17 N
7 16 |Da Y 33 |49 |At11 Y 59 |78 |MD10 N
8 17 |po Y 34 |50 |A7 Y 60 [82 |TRDY#| Y
9 (18 |D16 Y 35 (51 |D21 Y 61 (83 |RESET| N
10 |23 |D20 Y 36 |52 |D24 Y 62 |84 |MD26 N
11 |24 |Di8 Y 37 |s3 |D27 | Y 63 |85 |MD2 N
12 |25 |HP3 Y 38 |54 |D31 Y 64 |86 |MD18 N
13 26 |D22 Y 39 55 |D30 Y 65 |87 |MD11 N
14 |27 |[HP2 Y 40 |56 |D26 Y 66 (88 |MD27 N
15 |28 |D25 Y 41 |57 |D29 Y 67 |89 |MD3 N
16 |29 |D17 Y . 42 |58 |D28 Y 68 |90 |MD19 N
17 |30 |D19 Y 43 |62 |HIGO 2 69 (91 [MD12 N
18 [31 |D23 Y 44 |63 |HIG1 Y 70 |92 |MD28 N
19 |32 |A4 Y 45 |64 |HIG2 Y |71 {93  |MD4 N
20 |33 |A12 Y 46 |65 |HIG3 Y 72 |95 |MD20 N
21 (34 |As Y 47 |66 |HIG4 Y 73 |98 |MD13 N
22 (35 |A6 Y 48 |67 |MIGO N 74 |99 |MD29 N
23 |36 |A10 Y 49 |68 |MIG1 N 75 [100 |MD5 N
24 |37 |A3 Y 50 (69 |MIG2 N 76 [101 |MD21 N
25 |38 |A4 Y 51 (70 |mDs N 77 |102 |MD14 N
26 (39 |A9 Y 52 |71 [MD24| N 78 [103 |MD30 N

ADVANCE ﬂNF@IRMATﬂ@N '
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Table 9. NAND Tree Sequence (Continued)

Order (Pin # | Signal || m’r‘:r't‘l- ng Order|Pin #| Signal |, m’,‘: r't‘l.n o Order| Pin # | Signal| | n:l ;_':; ng
79 104 |MD6 N - 94 125 |AD4 Y 108 (144 |PIG3 N
80 105 |MD22 N 95 126 |AD5 Y 109 |145 |PIG2 N
81 106 MD‘i5 N 96 127 . |AD6 Y 110 |[146 |[PIG1 N
82 107 |[MD31 N 97 128 |AD7 Y 111 147 |PIGO N
83 108 |MD7 N 98 129 |AD8 Y 112 |148 (D7 Y
84 109 |MD23 N 99 131 |AD9 Y 113 (151 |HPO Y
85 112 |MPO N 100 [132 |AD10 Y 114 |152 |[D8 Y
86 113 |MP2 N 101 |133 |AD11 Y 115 |1563 |D1 Y
87 114 |MP1 N 102 |134 |AD12 Y 116 154 |D5 Y
88 115 |MP3 N 103 (135 |AD13 Y 117 |155 |D3 Y
89 116 |ADO Y 104 (136 |AD14 Y 118 |156 |D10 Y
90 117 |AD1 Y 105 |137 |ADi15 Y 119 157 |D15 Y
91 118 |AD2 Y 106 (138 [MDLE Y 120 158 |D13 Y
82 119 |AD3 Y 107 '|143 DRVPCI N 121 159 |D9 Y
93 123 |EOL Y
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82434LX/82434NX PCIl, CACHE AND MEMORY
CONTROLLER (PCMC)

m Supports the Pentium™ Processor at
ICOMP™ Index 510\60 MHz and ICOMP
Index 567\66 MHz

m Supports Pipelined Addressing
Capability of the Pentium Processor

m High Performance CPU/PCl/Memory
Interfaces via Posted Write and Read
Prefetch Buffers

m Fully Synchronous PCI Interface with
Full Bus Master Capability

m Supports the Pentium Processor
Internal Cache in Either Write-Through
or Write-Back Mode

m Programmable Attribute Map of DOS
and BIOS Regions for System
Flexibility

m Integrated Low Skew Clock Driver for
Distributing Host Clock

m Integrated Second Level Cache
Controller
— Integrated Cache Tag RAM
— Write-Through and Write-Back Cache
‘Modes for the 82434LX
or the B”ﬁ‘ 4

— Direct Mapped Organization

— Supports Standard and Burst SRAMs

— 256-KByte and 512-KByte Sizes

— Cache Hit Cycle of 3-1-1-1 on Reads
and Writes Using Burst SRAMs

— Cache Hit Cycle of 3-2-2-2 on Reads
and 4-2-2-2 on Writes Using
Standard SRAMs

Integrated DRAM Controlier

— Supports 2 MBytes to 192 MBytes of
Cacheable Main Memory for the
82434LX

— Supports DRAM Access Times of
70 ns and 60 ns
— CPU Writes Posted to DRAM 4-1-1-1
— Refresh Cycles Decoupled from ISA
Refresh to Reduce the DRAM
Access Latency
S

—Refresh by RAS#-OnIy, or CAS-
Before-RAS #, in Single or Burst
of Four

Host/PCI Bridge

— Translates CPU Cycles into PCI Bus
Cycles

— Translates Back-to-Back Sequential
CPU Memory Writes into PCI Burst
Cycles

— Burst Mode Writes to PCl in Zero PCI
Wait-States (i.e. Data Transfer Every
Cycle)

— Full Concurrency Between CPU-to-
Main Memory and PCl-to-PCl
Transactions

— Full Concurrency Between CPU-to-
Second Level Cache and PCl-to-Main
Memory Transactions

— Same Cache and Memory System
Logic Design for ISA and EISA
Systems

— Cache Snoop Filter Ensures Data
Consistency for PCI-to-Main Memory
Transactions

208-Pin QFP Package

*Other brands and names are the property of their respective owners.

December 1994
Order Number: 290479-004
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The 82434LX/82434NX PCl, Cache, Memory Controllers (PCMC) integrate the cache and main memory
DRAM control functions and provide bus control for transfers between the CPU, cache, main memory, and the
PCI Local Bus. The cache controller supports write-back (or write-through for 82434LX) cache policy and
cache sizes of 256-KBytes and 512-KBytes. The cache memory can be implemented with either standard or
burst SRAMs. The PCMC cache controller integrates:a high-performance Tag RAM to reduce system cost.
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|n‘te| o 82434LX/82434NX
A[31:3] «—}—> <> C/BE[3:0]#
BE[7:0)# > < » FRAME#
ADS# > <—1—> TRDY#
DIC# > <— > IRDY#
M/IO# > < » STOP#
WI/R# > per | » PLOCK#
BRDY# < Interface | — MEMCS
PEN# < Host > < » DEVSEL#
PCHK# P Interface < MEMREQ# .
EADS# < < < » PAR
HITM# > < » PERR#
BOFF# < > SERR#
AHOLD > REQ#
NA# ¢ < GNT#
KEN# < <« FLSHREQ#
. INV ¢ > MEMACK#
CACHE# >
HLOCK® f < PWROK
SMIACT# I > CPURST
":::' > INIT
< HCLK
CCS[1:0]#, CADV[1:0)# < Clock | cLkose
CALE < > < HCLKIN
COE[1:0]# < ~ —» HCLK[A:F]
CWE[7:0}#, CBS[7:0]# < Cache | < PCLKIN
CADS[1:0]#, CR/W[1:0]# < Interface » PCLKOUT
CAA[6:3] € » PCIRST#
CAB[6:3] ¢ < TESTEN
< PPOUT[1:0]
WES < » MIG[2:0]
RAS[7:0]# < DRAM ex |¢ » A[2:0]
CAS[7:0]# < Interface |« Interface t ::g[[;:]l
MA[11:0] ¢ > > :
(0] & DRVPCI
» MDLE
< EOL
290479-1

NOTE:

RAS[7:6]# and MA11 are only on the 82434NX. CCS[1:0] functionality is only on the 82434NX.

Simplified Block Diagram of the PCMC

ADVANGCE INFORMATION
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CONTROLLER (PCMC)
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1.0 ARCHITECTURAL OVERVIEW

This section provides an 82430LX/82430NX PClset
system overview that includes a description of the
bus hierarchy and bridges between the buses. The
82430LX PClset consists of the 82434LX PCMC and
82433LX LBX components plus either a PCI/ISA
bridge or a PCI/EISA bridge. The 82430NX PClset
consists of the 82434NX PCMC and 82433NX LBX
components plus either a PCI/ISA bridge or a PCl/
EISA bridge. The PCMC and LBX provide the core
cache and main memory architecture and serve as
the Host/PClI bridge. An overview of the PCMC fol-
lows the system overview section.

1.1 System Overview

The 82430LX/82430NX PClset provides the Host/
PCI bridge, cache and main memory controller, and
an 1/0 subsystem core (either PCI/EISA or PCI/ISA
bridge) for the next generation of high-performance
personal computers based on the Pentium proces-
sor. System designers can take advantage of the
power of the PCIl (Peripheral Component Intercon-
nect) local bus while maintaining access to the large
base of EISA and ISA expansion cards. Extensive
buffering and buffer management within the bridges
ensures maximum efficiency in all three buses (Host
CPU, PCl, and EISA/ISA Buses).

For an ISA-based system, the PClset includes the
System 1/0 (82378IB SIO) component (Figure 1) as
the PCI/ISA bridge. For an EISA-based system (Fig-
ure 2), the PClset includes the PCI-EISA bridge
(82375EB PCEB) and the EISA System Component
(82374EB ESC). The PCEB and ESC work in tan-
dem to form the complete PCI/EISA bridge.

1.1.1. BUS HIERARCHY—CONCURRENT
OPERATIONS
Systems based on the 82430LX/82430NX PClset

contain three levels of buses structured in the fol-
lowing hierarchy:
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* o Host Bus as the execution bus

-
intal.
e PCI Bus as a primary 1/0 bus

® |SA or EISA Bus as a secondary 1/0 bus.

This bus hierarchy allows concurrency for simulta-
neous operations on all three buses. Data buffering
permits concurrency for operations that crossover
into another bus. For example, the Pentium proces-
sor could post data destined to the PCI in the LBX.
This permits the Host transaction to complete in
minimum time, freeing up the Host Bus for further
transactions. The Pentium processor does not have
to wait for the transfer to complete to its final desti-
nation. Meanwhile, any ongoing PCl Bus transac-
tions are permitted to complete. The posted data is
then transferred to the PCI Bus when the PCI Bus is
available. The LBX implements extensive buffering
for Host-to-PCl, Host-to-main memory, and PCl-to-
main memory transactions. In addition, the PCEB/
ESC chip set and the SIO implement extensive buff-
ering for transfers between the PCl Bus and the
EISA and ISA Buses, respectively.

Host Bus

Designed to meet the needs of high-performance
computing, the Host Bus features:

® 64-bit data path
e 32-bit address bus with address pipelining
¢ Synchronous frequencies of 60 MHz and 66 MHz

~ #_Synchirgnous fregbiencyiof 50 MHz (82430NX) .

e Burst read and write transfers
e Support for first level and second level caches

e Capable of full concurrency with the PCl and
memory subsystems

e Byte data parity

e Full support for Pentium processor machine
check and DOS compatible parity reporting

e Support for Pentium processor System Manage-
ment Mode (SMM).
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Figure 1. Block Diagram of a 82430LX/82430NX PCliset ISA System

PCI Bus

The PCI Bus is designed to address the growing in-
dustry needs for a standardized /ocal bus that is not
directly dependent on the speed and the size of the
processor bus. New generations of personal com-
puter system software such as Windows™ and
Win-NT™ with sophisticated graphical interfaces,
multi-tasking, and multi-threading bring new require-
ments that traditional PC 1/0 architectures cannot
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satisfy. In addition to the higher bandwidth, reliability
and robustness of the 1/0 subsystem are becoming
increasingly important. PCl addresses these needs
and provides a future upgrade path. PCl features in-
clude:

® Processor independent
® Muitiplexed, burst mode operation
e Synchronous at frequencies up to 33 MHz

® 120 MByte/sec usable throughput
(132 MByte/sec peak) for a 32-bit data path
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Low latency random access (60 ns write access
latency to slave registers from a master parked
on the bus)

Capable of full concurrency with the processor/
memory subsystem

Full multi-master capability allowing any PCI mas-

ter peer-to-peer access to any l?CI slave
Hidden (overlapped) central arbitration

intgl.

® Low pin count for cost effective component pack-

aging (muitiplexed address/data)

e Address and data parity
e Three physical address spaces: memory, 1/0,

and configuration

¢ Comprehensive support for autoconfiguration

through a defined set of standard configuration
functions.

Pentium T™
Processor
A 4 4
Host Bus
- : y  Control R
- t ] Address -
- T v Data » -
Y Y ! —
\ Latch A \
Addr ™" Main | pata
Cache Memory oy
(SRAM) | Cnti PCMC cntl | oRAM) LBX
1 LBX Cntl T
Pc: Bus L Control R
i1 AddressData  + |
- Y Iy 7y >
A z
A N
PCI-EISA PCEB < > ESC PCI Device(s)
Bridge
[} 4
< EISABus ¢ v >
290479-3

Figure 2. Block Diagram of the 82430LX/82430NX PCiset EISA System
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ISA Bus

Figure 1 represents a system using the ISA Bus as
the second level I/0 bus. It allows personal comput-
er platforms built around the PCl as a primary 1/0
bus to leverage the large ISA product base: The ISA
Bus has 24-bit addressing and a 16-bit data path.

EISA Bus

Figure 2 represents a system using the EISA Bus as
the second level I/0 bus. It allows personal comput-
er platforms built around the PCl as a primary 1/0
bus to leverage the large EISA/ISA product base.
Combinations of PCl and EISA buses, both of which
can be used to provide expansion functions, will sat-
isfy even the most demanding applications.

Along with compatibility for 16-bit and 8-bit ISA hard-
ware and software, the EISA bus provides the fol-
lowing key features:

® 32-bit addressing and 32-bit data path
e 33 MByte/sec bus bandwidth

e Multiple bus master support through efficient arbi-
tration

e Support for autoconfiguration.

1.1.2 BUS BRIDGES ‘
Host/PCl Bridge Chip Set (PCMC and LBX)

The PCMC and LBX enhance the system perform-
ance by allowing for concurrency between the Host
CPU Bus and PCl Bus, giving each greater bus
throughput and decreased bus latency. The LBX
contains posted write buffers for Host-to-PCl, Host-
to-main memory, and PCl-to-main memory transfers.
The LBX also contains read prefetch buffers for
Host reads of PCI, and PCI reads of main memory.
There are two LBXs per system. The LBXs are con-
trolled by commands from the PCMC. The PCMC/
LBX Host/PCI bridge chip set is covered in more
detail in Section 1.2, PCMC Overview.

PCI-EISA Bridge Chip Set (PCEB and ESC)

The PCEB provides the master/slave functions on
both the PCI Bus and the EISA Bus. Functioning as
a bridge between the PCl and EISA buses, the
PCEB provides the address and data paths, bus
controls, and bus protocol translation for PCl-to-
EISA and EISA-to-PCl transfers. Extensive data buff-
ering in both directions increase system perform-
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ance by maximizing PC| and EISA Bus efficiency and
allowing concurrency on the two buses. The PCEB’s
buffer management mechanism ensures data coher-
ency. The PCEB integrates central bus control func-
tions including a programmable bus. arbiter for the
PCl Bus and EISA data swap buffers for the EISA
Bus. Integrated system functions include PCI parity
generation, system error reporting, and programma-
ble PCl and EISA memory and |/O address space
mapping and decoding. The PCEB also contains a

" BIOS Timer that can be used to implement timing

loops. The PCEB is intended to be used with the
ESC to provide an EISA 1/0 subsystem interface.

The ESC integrates the common 1/O functions
found in today’s EISA-based PCs. The ESC incorpo-
rates the logic for EISA Bus controller, enhanced
seven channel DMA controller with scatter-gather
support, EISA arbitration, 14 level interrupt control-
ler, Advanced Programmable Interrupt Controller
(APIC), five programmable timer/counters, non-
maskable-interrupt (NMI) control, and power man-
agement. The ESC also integrates support logic to
decode peripheral devices (e.g., the flash BIOS, real
time clock, keyboard/mouse controller, floppy con-
troller, two serial ports, one parallel port, and iDE
hard disk drive).

PCI/ISA Bridge (SIO):

The SIO component provides the bridge between
the PCl Bus and the ISA Bus. The SIO also inte-
grates many of the common 1/0 functions found in
today’s ISA-based PCs. The SIO incorporates the
logic for a PCl interface (master and slave), ISA in-
terface (master and slave), enhanced seven channel
DMA controller that supports fast DMA transfers and
scatter-gather, data buffers to isolate the PCl Bus
from the ISA Bus and to enhance performance, PCI
and ISA arbitration, 14 level interrupt controller, a
16-bit BIOS timer, three programmable timer/coun-
ters, and non-maskable-interrupt (NMl) control logic.
The SIO also provides decode for peripheral devices
(e.g., the flash BIOS, real time clock, keyboard/
mouse controller, floppy controller, two serial ports,
one parallel port, and IDE hard disk drive).

1.2 PCMC Overview

The PCMC (along with the LBX) provides three basic
functions: a cache controller, a main memory DRAM
controller, and a Host/PClI bridge. This section pro-
vides an overview of these functions. Note that, in
this document, operational descriptions assume that
the PCMC and LBX components are used together.
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1.2.1 CACHE OPERATIONS

The PCMC provides the control for a second level
cache memory array implemented with either stan-
dard asynchronous SRAMs or synchronous burst
SRAMSs. The data memory array is external to the
PCMC and located on the Host address/data bus.
Since the Pentium processor contains an internal
cache, there can be two separate caches in a Host
subsystem. The cache inside the Pentium processor
is referred to as the first level cache (also called
primary cache). A detailed description of the first lev-
el cache is beyond the scope of this document. The
PCMC cache control circuitry and associated exter-
nal memory array is referred to as the second level
cache (also called secondary cache). The second

level cache is unified, meaning that both CPU data
" and instructions are stored in the cache. The
82434LX PCMC supports both write-through and
write-back caching policies and the 82434NX sup-
ports write-back.

The optional second level cache memory array can
be either 256-KBytes or 512-KBytes in size. The
cache is direct-mapped and is organized as either
8K or 16K cache lines of 32 bytes per line.

In addition to the cache data RAM, the second level
cache contains a 4K set of cache tags that are inter-
nal to the PCMC. Each tag contains an address that

is associated with the °corresponding data sector.

(2 lines for a 256 KByte cache and 4 lines for a
512 KByte cache) and two status bits for each line in
the sector.

- a-

- intal.
During a main memory read or write operation, the
PCMC first searches the cache. If the addressed
code or data is in the cache, the cycle is serviced by

the cache. If the addressed code or data is not in the
cache, the cycle is forwarded to main memory.

For the write-through (82434LX only) and write-back
(both 82434LX and 82434NX) policies, the cache
operation is determined by the CPU read or write
cycle as follows:

Write Cycle

If the caching policy is write-through and the write
cycle hits in the cache, both the cache and main
memory are updated. Upon a cache miss, only
main memory is updated. The cache is not updat-
ed (no write-allocate). f

'If the caching policy is write-back and the write
cycle hits in the cache, only the cache is updated;
main memory is not affected. Upon a cache miss,
only main memory is updated. The cache is not
updated (no write-allocate).

Read Cycle

Upon a cache hit, the cache operation is the same
for both write-through and write-back. In this case,
data is transferred from the cache to the CPU.
Main memory is not accessed.

256 KByte Cache Size 512 KByte Cache Size
Sector Sector
Line0 Line1 Line0 Line1 Line2 Line3
1 4095 ]
4095 | b ; -] . - |
Cache Cache Data Cache Cache Data
Tags RAM Tags RAM
(Internal 256 KBytes (Internal 512 KBytes
to ) to -
PCMC) (External PCMC) (External
SRAMs) SRAMs)
0 - — § - 0 — p— § . —
290479-4
Figure 3. Second Level Cache Organization
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If the read cycle causes a cache miss, the line
containing the requested data is transferred from
main memory to the cache and to the CPU. In the
case of a write-back cache, if the cache line fill is
to a sector containing one or more modified lines,
the modified lines are written back to main memory
and the new line is brought into the cache. For a
modified line write-back operation, the PCMC
transfers the modified cache lines to main memory
via a write buffer in the LBX. Before writing the last
modified line from the write buffer to main memory,
the PCMC updates the first and second level
caches with the new line, allowing the CPU access
to the requested data with minimum latency.

1.2.1.1 Cache Consistency

The Snoop mechanism in the PCMC ensures data
consistency between cache (both first level and sec-
ond level) and main memory. The PCMC monitors
PCl master accesses to main memory and when
needed, initiates an inquire (snoop) cycle to the first
and second level caches. The snoop mechanism
guarantees that-consistent data is always delivered
to both the host CPU and PCl masters.

1.2.2 ADDRESS/DATA PATHS

Address paths between the CPU/cache and PCI
and data paths between the CPU/cache, PCI, and
main memory are supplied by two LBX components.
The LBX is a companion component to the PCMC.
Together, they.form a Host/PCl bridge. The PCMC
(via the PCMC/LBX interface signals), controls the
address and data flow through the LBXs. Refer to
the LBX data sheet for more details on the address
 and data paths.

Data is transferred to and from the PCMC internal
registers via the PCMC address lines. When the
Host CPU performs a write operation, the data is
sent to the LBXs. When the PCMC decodes the cy-
cle as an access to one of its internal registers, it
asserts AHOLD to the CPU and instructs the LBXs
to copy the data onto the Host address lines. When
the PCMC decodes a Host read as an access to a
PCMC internal register, it asserts AHOLD to the
CPU. The PCMC then places the register data on its
address lines and instructs the LBX to copy the data
on the Host address bus to the Host data bus. When
the register data is on the Host data bus, the. PCMC
negates AHOLD and completes the cycle.

I ADVANCE INFORMATION
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1.2.2.1 Read/Write Buffers

The LBX provides an interface for the CPU address
and data buses, PCl Address/Data bus, and the
main memory DRAM data bus. There are three post-
ed write buffers and one read-prefetch buffers imple-
mented in the LBXs to increase performance and to
maximize concurrency. The buffers are:

e CPU-to-Main Memory Posted Write Buffer
(4 Qwords)

e CPU-to-PCl Posted Write Buffer (4 Dwords)

e PCl-to-Main Memory Posted Write Buffer (2 x 4
Dwords)

e PCl-to-Main Memory Read Prefetch Buffer' (line
buffer, 4 Qwords).

Refer to the LBX data sheet for details on the opera-
tion of these buffers.

1.2.3 HOST/PCI BRIDGE OPERATIONS

The PCMC permits the Host CPU to access devices
on the PCI Bus. These accesses can be to PCI I/0
space, PCl memory space, or PCl configuration
space.

As a PCl device, the PCMC can be either a master
initiating a PCI Bus operation or a target responding
to a PCl Bus operation. The PCMC is a PCl Bus
master for Host-to-PCl cycles and a target for PCI-
to-main memory transfers. Note that the PCMC does
not permit peripherals to be located on the Host
Bus. CPU I/0 cycles, other than to PCMC internal
registers, are forwarded to the PCI Bus and PCI Bus
accesses to the Host Bus are not supported.

When the CPU initiates a bus cycle to a PCI device,
the PCMC becomes a PCl Bus master and trans-
lates the CPU cycle into the appropriate PCl Bus
cycle. The Host/PCl Posted write buffer in the LBXs
permits the CPU to complete CPU-to-PCI Dword
memory writes in three CPU clocks (1 wait-state),
even if the PCI Bus is currently busy. The posted
data is written to the PCI device when the PCl Bus is
available.

When a PCI Bus master initiates a main memory ac-
cess, the PCMC (and LBXs) become the target of
the PCl Bus cycle and responds to the read/write
access. During PCl-to-main memory accesses, the
PCMC automatically performs cache snoop opera-
tions on the Host Bus, when needed, to maintain
data consistency.
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As a PCI device, the PCMC contains all of the re-
quired PCI configuration registers. The Host CPU
reads and writes these registers as described in
Section 3.0, Register Description.

1.2.4 DRAM MEMORY OPERATIONS

The PCMC contains a DRAM controller that sup-
ports CPU and PCI master accesses to main memo-
ry. The PCMC DRAM interface supplies the control
signals and address lines and the LBXs supply the
data path. DRAM parity is generated for main mem-
ory writes and checked for memory reads.

For the 82434LX, the memory array is 64-bits wide
and ranges in size from 2 MBytes-192 MBytes. The
array can be implemented with either single-sided or
double-sided SIMMs. DRAM SIMM sizes of 256K x
36, 1M x 36, and 4M x 36 are supported.

To provide optimum support for the various cabh"e,

configurations, and the resultant mix of bus ¢ycles,
the system designer can select between 0-active
RAS# and 1-active RAS# modes. These modes af-
fect the behavior of the RAS # signal following either
CPU-to-main memory cycles or PCI-to-maln mernory
cycles.

The PCMC also provides progra'm‘méhble merﬁory‘

and cacheablllty attributes . on 14 memory segments
of various sizes in the ISA compatibility range

(512 KByte—1 MByte address range). Access rights:

to these memory segments from the PCl Bus are
controlled by the expansion bus bridge.

The PCMC permits a gap to be created in main
memory within the 1 MByte-16 MBytes address
range, accommodating ISA devices which .are
mapped into this range (e.g., ISA LAN card or.an ISA
frame buffer).
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2.0 SIGNAL DESCRIPTIONS

This section provides a detailed description of each
signal. The signals are arranged in functional groups
according to their associated interface. The states of
all of the signals during hard reset are provided in
Section 8.0, System Clocking and Reset.

The “#” symbol at the end of a signal name indi-
cates that the active, or asserted state occurs when
the signal is at a low voltage level. When “#"” is not
present after the signal name, the signal is asserted
when at the high voltage level.

The terms assertion and negation are used exten-
sively. This is done to avoid confusion when working
with a mixture of “active-low” and “active-high” sig-
nals. The term assert, or assertion indicates that a
signal is active, independent of whether that level is
represented by a high or low voltage. The term ne-
gate, or negation indicates that a signal is inactive.

The following notations are used to describe the sig-
nal type.

in  Input is a standard input-only sngnal

out Totem pole output is a standard active driver
o/d Open drain

t/s Tri-State is a bi-directional, tri-state input/out-
put pin

s/t/s Sustained tri-state is an active low tri-state sug-
nal owned and driven by one and only one
agent at a time. The agent that drives a s/t/s
pin low must drive it high for at least one clock
before letting it float. A new agent can not
start driving a s/t/s signal. any sooner than
one clock after the previous owner tri-states it.
An external pull-up is required to sustain the
inactive state until another agent drives it and
must be provided by the central resource.
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2.1 Host Interface

Signal | Type

Description

Al31:0] [ t/s

ADDRESS BUS: A[31:0] are the address lines of the Host Bus. A[31:3] are connected to
the CPU A[31:3] lines and to the LBXs. A[2:0] are only connected to the LBXs. Along with
the byte enable signals, the A[31:3] lines define the physical area of memory or I/0 being
accessed. During CPU cycles, the A[31:3] lines are inputs to the PCMC. They are used for
address decoding and second level cache tag lookup sequences. Also during CPU cycles,
A[2:0] are outputs and are generated from BE[7:0] #. A[27:24] provide hardware
strapping options for test features. For more details on theses options, refer to Section
11.0 Testability.

During inquire cycles, A[31:5] are inputs from the LBXs to the CPU and the PCMC to
snoop the first and the second level cache tags, respectively. In response to a Flush or
Flush Acknowledge Special Cycle, the PCMC asserts AHOLD and drives the addresses of
the second level cache lines to be written back to main memory on A[18:7].

During CPU to PCI configuration cycles, the PCMC drives A[31:0] with the PCI
configuration space address that is internally derived from the CPU physical I/0 address.
All PCMC internal configuration registers are accessed via A[31:0]. During CPU reads
from PCMC internal configuration registers, the PCMC asserts AHOLD and drives the
contents of the addressed register on A[31:0]. The PCMC then signals the LBXs to copy
this value from the address lines onto the host data lines. During writes to PCMC internal
configuration registers, the PCMC asserts AHOLD and signals the LBXs to copy the write
data onto the A[31:0] lines.

Finally, when in deturbo mode, the PCMC periodically asserts AHOLD and then drives
A[31:0] to valid logic levels to keep these lines from floating for an extended period of
time.

A[31:28] provide hardware strapping options at powerup. For more details on strapping
options, refer to Section 8.0, System Clocking and Reset. A[27:24] provide hardware
strapping options for test features. For more details on these options, refer to Section
11.0 Testability. ‘
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Signal

Type

Description

BE[7:0] #

in

‘wco =0, wmaem AR=1, ﬁE{? ul*»mﬁ).ﬁ@wma

cycle, with
‘data field (AD{31 ﬁwamm

BYTE ENABLES: The byte enables indicate which byte'lanes on the CPU data bus
carry valid data during the current bus cycle. In the case of cacheable reads, all 8 bytes
of data are driven to the Pentium processor, regardless of the state of the byte enables.
The byte enable signals indicate the type of special cycle when M/I0# =D/C# =0 and
W/R# = 1. During special cycles, only one byte enable is asserted by the CPU. The
following table depicts the special cycle types and their byte enable encodings:

Special Cycle Type Asserted Byte Enable
Shutdown BEO#
Flush BE1#
Halt/Stop Grant BE2#
Write Back BE3#
Flush Acknowledge BE4 #
Branch Trace Message BES#

When the PCMC decodes a Shutdown Special Cycle, it asserts AHOLD, drives
000...000 (the PCI Shutdown Special Cycle Encoding) on the A[31:0] lines and signals
the LBXs to latch the host address bus. The PCMC then drives a Special Cycle on PCl,
signaling the LBXs to drive the latched address (00...00) on the AD[31:0] lines during
the data phase. The PCMC then asserts INIT for 16 HCLKSs.

In response to Flush and Flush Acknowledge Special Cycles, the PCMC internally
inspects the Valid and Modified bits for each of the Second Level Cache Sectors. If a
line is both valid and modified, the PCMC drives the cache address of the line on the
A[18:7] and CAA/CAB[6:3] lines and writes the line back to main memory. The valid
and modified bits are both reset to 0. All valid and unmodified lines are simply marked
invalid.

In response to a write back special cycle, the PCMC simply returns BRDY # to the CPU.
The second level cache will be written back to main memory in response to the
followmg ﬂush specual cycle '

‘and if Ad= 1, the cyole'is a Stop
In response to a halt special cycle, the PCMC asserts AHOLD dnves 000 .001 (the PCI
halt special cycle encoding) on the A[31:0] lines, and signals the LBXs to latch the host
address bus. The PCMC then drives a special cycle on PCl, signaling the LBXs to drive
the Iatched address (00 01) on the AD[31 0] Ilnes dunng the data phase.

@p&mmmﬁ&# =0

with 0002h in the message w@mm :@mmmm

»zt ey

ADS#

ADDRESS STROBE: The Pentium processor asserts ADS# to indicate that a new bus
cycle is beginning. ADS # is driven active in the same clock as the address, byte enable,
and cycle definition signhals. The PCMC ignores a floating low ADS # that may occur
when BOFF # is asserted as the CPU is asserting ADS #.
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Signal | Type Description

BRDY # out | BURST READY: BRDY # indicates that the system has responded in one of three ways:

1. valid data has been placed on the Pentium processor data pins in response to a read,
2. CPU write data has been accepted by the system, or
3. the system has responded to a special cycle.

NA# out | NEXT ADDRESS: The PCMC asserts NA # for one clock when the memory system is
ready to accept a new address from the CPU, even if all data transfers for the current

| cycle have not completed. The CPU may drive out a pending cycle two clocks after NA #
is asserted and has the ability to support up to two outstanding bus cycles.

AHOLD | out | ADDRESS HOLD: The PCMC asserts AHOLD to force the Pentium processor to stop
driving the address bus so that either the PCMC or LBXs can drive the bus. During PCI
master cycles, AHOLD is asserted to allow the LBXs to drive a snoop address onto the
address bus. If the PCI master locks main memory, AHOLD remains asserted until the
PCI master locked sequence is complete and the PCI master negates PLOCK #.

AHOLD is asserted during all accesses to PCMC internal configuration registers to allow
configuration register accesses to occur over the A[31:0] lines.

When in deturbo mode, the PCMC periodically asserts AHOLD to prevent the processor
from initiating bus cycles in order to emulate a slower system. The duration of AHOLD
assertion in deturbo mode is controlled by the Deturbo Frequency Control Register
(offset 51h). When PWROK is negated, the PCMC asserts AHOLD to allow the strapping
options on A[31:28] to be read. For more details on strapping options, see the System
Clocking and Reset section.

EADS# | out | EXTERNAL ADDRESS STROBE: The PCMC asserts EADS # to indicate to the Pentium
processor that a valid snoop address has been driven onto the CPU address lines to
perform an inquire cycle. During PCI master cycles, the PCMC signals the LBXs to drive a
snoop address onto the host address lines and then asserts EADS # to cause the CPU to
sample the snoop address.

INV out | INVALIDATE: The INV signal specifies the final state (invalid or shared) that a first level
cache line transitions to in the event of a cache line hit during a snoop cycle. When
snooping the caches during a PCI master write, the PCMC asserts INV with EADS #.
When INV is asserted with EADS #, an inquire hit results in the line being invalidated.

, | When snooping the caches during a PCl master read, the PCMC does not assert INV with
EADS #. In this case, an inquire cycle hit results in a line transitioning to the shared state.

BOFF# | out | BACKOFF: The PCMC asserts BOFF # to force the Pentium processor to abort all
outstanding bus cycles that have not been completed and float its bus in the next clock.
The PCMC uses this signal to force the CPU to re-order a write-back due to a snoop cycle
around a currently outstanding bus cycle. The PCMC also asserts BOFF # to obtain the
CPU data bus for write-back cycles from the secondary cache due to a snoop hit. The
CPU remains in bus hold until BOFF # is negated. ’

HITM# in HIT MODIFIED: The Pentium processor asserts HITM# to inform the PCMC that the
current inquire cycle hit a modified line. HITM# is asseérted by the Pentium processor two
clocks after the assertion of EADS # if the inquire cycle hits a modified line in the primary
cache.
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Signal

Type

Description

M/10#
D/C#
W/R#

in

BUS CYCLE DEFINITION (MEMORY/INPUT-OUTPUT, DATA/CONTROL, WRITE/
READ): M/IO, D/C+# and W/R# define Host Bus cycles as shown in the table below.

M/I0# D/C# W/R# BusCycle Type
Low Low Low Interrupt Acknowledge
Low Low High Special Cycle
Low High  Low 1/0 Read
Low High  High 1/0 Write
. High Low Low Code Read
High Low High Reserved
High High  Low Memory Read
High High  High Memory Write

Interrupt acknowledge cycles are forwarded to the PCI Bus as PCl interrupt
acknowledge cycles (i.e. C/BE[3:0]# = 0000 during the address phase). All I/0 cycles
and any memory cycles that are not directed to memory controlled by the PCMC DRAM
controller are forwarded to PCI. The Pentium processor generates six different types of
special cycles. The special cycle type is encoded on the BE[7:0] # lines.

HLOCK #

HOST BUS LOCK: The Pentium processor asserts HLOCK # to indicate the current bus
cycle is locked. HLOCK # is asserted in the first clock of the first locked bus cycle and is
negated after the BRDY # is returned for the last locked bus cycle. The Pentium
processor guarantees HLOCK # to be negated for at least one clock between back-to-
back locked operations. When a CPU locked cycle is directed to main memory, the
PCMC guarantees that once the locked operation begins in main memory, the CPU has
exclusive access to main memory (i.e., PCl master accesses to main memory will not be
initiated until the CPU locked operation completes). When a CPU locked cycle is
directed to PCI, the PCMC arbitrates for PLOCK# (PCl LOCK #) before initiating the
cycle on PCl, except when the cycle is to the memory range defined by the Frame
Buffer Range Register and the No Lock Requests bit in that register is set to 1.

CACHE #

cacheable code fetches, and cache line write-backs. CACHE # is driven along with the

CACHEABILITY: The Pentium processor asserts CACHE # to indicate the internal
cacheability of a read cycle or that a write cycle is a burst write-back cycle. If the CPU
drives CACHE # inactive during a read cycle, the returned data is not cached,
regardless of the state of KEN#. The CPU asserts CACHE # for cacheable data reads,

cycle definition pins.

KEN #

out

CACHE ENABLE: The PCMC asserts KEN# to indicate to the CPU that the current
cycle is cacheable. KEN # is asserted for all accesses to memory ranges 0—-512-KBytes
and 1024-KBytes to the top of main memory controlled by the PCMC when the Primary
Cache Enable bit is set to 1, except in the following case: KEN # is not asserted for
accesses to the top 64-KByte of main memory controlled by the PCMC when the
SMRAM Enable bit in the DRAM Control Register (Offset 57h) is set to 1 and the area is
not write protected. If the area is write protected and cacheable, KEN # is asserted for
code read cycles, but is not asserted during data read cycle. KEN # is asserted for any
CPU access within the range of 512-KBytes-1024-KBytes if the corresponding Cache
Enable bit in the PAM[6:0] Registers (offsets 59h-5Fh) is set to 1. When the Pentium
processor indicates that the current read cycle can be cached by asserting CACHE #
and the PCMC responds with KEN #, the cycle is converted into a burst cache line fill.
The CPU samples KEN # with the first of either BRDY # or NA#.
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Signal

Type

Description

SMIACT #

SYSTEM MANAGEMENT INTERRUPT ACTIVE: The Pentium processor asserts
SMIACT # to indicate that the processor is operating in System Management Mode
(SMM). When the SMRAM Enabile bit in the DRAM Control Register (offset 57h) is set
to 1, the PCMC allows CPU accesses SMRAM as permitted by the SMRAM Space
Register at configuration space.offset 72h.

PEN#

out

PARITY ENABLE: The PEN# signal, along with the MCE bit in CR4 of the Pentium
processor, determines whether a machine check exception will be taken by the CPU as
a result of a parity error on a read cycle. The PCMC asserts PEN # during DRAM read
cycles if the MCHK on DRAM/L2 Cache Data Parity Error Enable bit in the Error
Command Register (offset 70h) is set to 1. The PCMC asserts PEN # during CPU
second level cache read cycles if the MCHK on DRAM/L2 Cache Data Parity Error
Enable and the L2 Cache Parity Enable bits in the Error Command Register (offset 70h)
are both set to 1.

PCHK #

DATA PARITY CHECK: PCHK # is sampled by the PCMC to detect parity errors on
CPU read cycles from main memory if the Parity Error Mask Enable bit in the DRAM
Control Register (offset 57h) is reset to 0. PCHK # is sampled by the PCMC to detect
parity errors on CPU read cycles from the second level cache if the L2 Cache Parity
Enable bit in the Error Command Register (offset 70h) is set to 1. If incorrect parity was
detected on a data read, the PCHK # sugnal is asserted by the Pentium processor two
clocks after BRDY.# is returned. PCHK # is asserted for one clock for each clock in
which a parity error was detected.
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2.2 DRAM Interface

Signal | Type Description

RAS[5:0]1# | out | ROW ADDRESS STROBES: The RAS[5:0] # signals are used to latch the row

‘ address on the MA[10:0] lines into the DRAMSs. Each RAS[5:0] # signal corresponds
to one DRAM row. The 82434LX PCMC supports up to 6 rows in the DRAM array.
Each row is eight bytes wide. These signals drive the RAS # lines of the DRAM array
dlrectly, wnthout external buffers

RAS[7:6]# | out

CAS[7:0]1# | out COLUMN ADDRESS STROBES The CAS[? 0] # sugnals are used to Iatch the
column address on the MA[10:0] lines into the DRAMs. Each CAS[7:0] # signal
corresponds to one byte of the eight byte-wide array. These signals drive the CAS #
lines of the DRAM array directly, without external buffers. In a minimum configuration,
each CAS[7:0] # line only has one SIMM load, while the maximum configuration has 6
SIMM loads.

WE# out | DRAM WRITE ENABLE: WE # is asserted during both CPU and PCI master writes to
main memory. During burst writes to main memory, WE # is asserted before the first
assertion of CAS[7:0] # and is negated with the last CAS[7:0] #. The WE # signal is
externally buffered to drive the WE # inputs on the DRAMSs.

MA[10:0] out | DRAM MULTIPLEXED ADDRESS: MA[10:0] provide the row and column address to
the DRAM array. The 82434LX uses MA[10:0] for the complete DRAM address bus.
The MA[10:0] lines are externally buffered to drive the multiplexed address lines of
the DRAM array

&dea the extra addressability for the

4 ‘MA11 out b :
82434NX. MA[11:0 MW@?&M R

array\tikeMA[wﬂ)], ius
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2.3 Cache Interface

Signal

Type

Description

CALE

out

CACHE ADDRESS LATCH ENABLE: CALE controls the external latch between the
host address lines and the cache address lines. CALE is asserted to open the
external latch, allowing the host address lines to propagate to the cache address
lines. CALE is negated to latch the cache address lines.

CADS[1:0] #,
CR/WI[1:0] #

out

This signial pin has two functions, depending on the type of SRAMSs used for the
second level cache.

CACHE ADDRESS STROBE: CADS[1:0] # are used with burst SRAMs. When
asserted, CADS[1:0] # cause the burst SRAMs to latch the cache address on the
rising edge of HCLK. CADS[1:0] # are glitch-free synchronous signals. CADS[1:0] #
functionality is selected by the SRAM type bit in the Secondary Cache Control
Register. Two copies of this signal are provided for timing reasons only.

CACHE READ/WRITE: CR/W# provide read/write control to the second level
cache when using asynchronous dual-byte select SRAMs. This functionality is
‘selected by the SRAM Type and Cache Byte Control Bits in the Secondary Cache
Control Register. The two copies of this sngnal are always driven to the same logic
level.

CADVLL i}

out

“hegates CCS1# and asserts CADS[1:0] # for one clock, piaemgﬁteSﬂAMsma

- power g
| the CPU places the SRAMs ifi an active mode. 2)
icyﬁeskom&éSRAMswbm \ > SOVt 'geyofe.hﬁerﬂ&# :

\addrass cssw $assme9smwhenma smmna . mmptm

This signal pin has two functions. The Cache Chip Select function is only enabled
when the SRAM connectivity bit (bit 2) in the SCC Register is set to 1.

CACHE ADVANCE: CADV[1:0] # are used with burst SRAMs to advance the
internal’two bit address counter inside the SRAMs to the next address of the burst

sequence. Two copies of this signal are provided for timing reasons only. The two
coples are always driven to the same logic Ieve!

N ‘ gy P K } o m“‘a‘ \u
standby mode. When the. mahﬂtwmmtwwmw W

saving mode: The POMG then assefts CCS1# o thiat ﬁaenexmns*mm@:

negates CCS1# proventing the SRAMS from sampling aneﬁ‘ -

CAAl6:3]
CABI[6:3]

out

CACHE ADDRESS [6 3] CAA[G 3] and CAB [6 3] are connected to address I|nes
A[3:0] on the second level cache SRAMs. CAA[4:3] and CAB[4:3] are used with
standard SRAMs to advance through the burst sequence. CAA[6:5] and CAB[6:5]
are used during second level cache write-back cycles to address the modified lines
within the addressed sector. Two copies of these signals are provided for timing
reasons only. The two copies are always driven to the same logic level.
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Signal Type Description

COE[1:0]# | out | CACHE OUTPUT ENABLE: COE[1:0] # are asserted when data is to be read from
the second level cache and are negated at all other times. Two copies of this signal
are provided for timing reasons only. The two copies are always driven to the same
logic level. .

CWEI[7:01#, | out | This signal pin has two functions, depending on the type of SRAMs used for the

CBS[7:0] # second level cache.

CACHE WRITE ENABLES: CWE[7:0] # are asserted to write data to the second
level cache SRAMSs on a byte-by-byte basis. CWE7 # controls the most significant
byte while CWEO # controls the least significant byte. These signals are cache write
enables when using burst SRAMs (SRAM Type bit in SCC Register is 1) or when
using asynchronous SRAMs (SRAM Type bit in SCC Register is 0) and the Cache
Byte Control Bitis 1.

CACHE BYTE SELECTS: The CBS[7:0] # lines provide byte control to the
secondary cache when using dual-byte select asynchronous SRAMs. These signals
are Cache Byte select lines when the SRAM Type and Cache Byte Control Bits in the
SCC Register are both 0.

2.4 PCI Interface

Signal Type Description
C/BE[3:0]# | t/s | PCIBUS COMMAND AND BYTE ENABLES: C/BE([3:0]# are driven by the current
bus master during the address phase of a PCI cycle to define the PCl command, and
during the data phase as the PCl byte enables. The PCl commands indicate the
current cycle type, and the PCI byte enables indicate which byte lanes carry
meaningful data. C/BE[3:0] # are outputs of the PCMC during CPU cycles that are
directed to PCI. C/BE[3:0] # are inputs when the PCMC acts as a slave. The
command encodings and types are listed below.
C/BE[3:0]# Command

0000 Interrupt Acknowledge

0001 Special Cycle

0010 1/0 Read

0011 1/0 Write

0100 Reserved

0101 Reserved

0110 Memory Read

0111 Memory Write

1000 Reserved

1001 Reserved

1010 Configuration Read

1011 Configuration Write

1100 Memory Read Multiple

1101 Reserved

1110 - Memory Read Line

1111 Memory Write and Invalidate
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Signal

Type

Description

FRAME #

s/t/s

CYCLE FRAME: FRAME # is driven by the current bus master to indicate the
beginning and duration of an access. FRAME # is asserted to indicate that a bus
transaction is beginning. While FRAME # is asserted, data transfers continue. When
FRAME # is negated, the transaction is in the final data phase. FRAME # is an output
of the PCMC during CPU cycles which are directed to PCl. FRAME # is an input to the
PCMC when the PCMC acts as a slave.

IRDY #

s/t/s

INITIATOR READY: The assertion of IRDY # indicates the current bus master’s ability
to complete the current data phase. IRDY # works in conjunction with TRDY # to
indicate when data has been transferred. On PCI, data is transferred on each clock
that both IRDY # and TRDY # are asserted. During read cycles, IRDY # is used to
indicate that the master is prepared to accept data. During write cycles, IRDY # is used
to indicate that the master has driven valid data on the AD[31:0] lines. Wait states are
inserted until both IRDY # and TRDY # are asserted together IRDY # is an output of
the PCMC when the PCMC is the PCI master IRDY # is an input to the PCMC when
the PCMC acts as a slave.

TRDY #

s/t/s

TARGET READY: TRDY # indicates the target device’s ability to complete the current
data phase of the transaction. It is used in conjunction with IRDY #. A data phase is
completed on each clock that TRDY # and IRDY # are both sampled asserted. During
read cycles, TRDY # indicates that valid data is present on AD[31:0] lines. During write
cycles, TRDY # indicates the target is prepared to accept data. Wait states are
inserted on the bus until both IRDY # and TRDY # are asserted together. TRDY # is an
output of the PCMC when the PCMC is the PCl slave. TRDY # is an input to the PCMC
when the PCMC is a master.

DEVSEL #

s/t/s

DEVICE SELECT: When asserted, DEVSEL # indicates that the driving device has
decoded its address as the target of the current access. DEVSEL # is an output of the
PCMC when PCMC is a PCl slave and is derived from the MEMCS # input. MEMCS #
is generated by the expansion bus bridge as a decode to the main memory address
space. During CPU-to-PCl cycles, DEVSEL # is an input. It is used to determine if any
device has responded to the current bus cycle, and to detect a target abort cycle.
Master-Abort termination results if no subtractive decode agent exists in the system,
and no one asserts DEVSEL # within a programmed number of clocks.

STOP#

s/t/s

STOP: STOP # indicates that the current target is requesting the master to stop the
current transaction. This signal is used in conjunction with DEVSEL # to indicate
disconnect, target-abort, and retry cycles. When PCMC is acting as a master on PCl, if
STOP # is sampled active on a rising edge of PCLKIN, FRAME # is negated within a
maximum of 3 clock cycles. STOP # may be asserted by the PCMC in three cases. If a
PCI master attempts to access main memory when another PCI master has locked
main memory, the PCMC asserts STOP # to signal retry. The PCMC detects this
condition when sampling FRAME # and LOCK # both active during an address phase.
When a PCI master is reading from main memory, the PCMC asserts STOP # when the
burst cycle is about to cross a cache line boundary. When a PCI master is writing to
main memory, the PCMC asserts STOP # upon filling either of the two PCl-to-main
memory posted write buffers. Once asserted, STOP # remains asserted until FRAME #
is negated.
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Signal fype . Description

PLOCK # s/t/s | PCI LOCK: PLOCK # is used to indicate an atomic operation that may require
multiple transactions to complete. PCl provides a mechanism referred to as
“resource lock” in which only the target of the PCl transaction is locked. The
assertion of GNT # on PCl does not guarantee control of the PLOCK # signal.
Control of PLOCK # is obtained under its own protocol. When the PCMC is the PCI
slave, PLOCK # is sampled as an input on the rising edge of PCLKIN when FRAME #
is sampled active. If PLOCK # is sampled asserted, the PCMC enters into a locked
state and remains in the locked state until PLOCK # is sampled negated on a
following rising edge of PCLKIN, when FRAME # is sampled asserted.

REQ# out | REQUEST: The PCMC asserts REQ# to indicate to the PCI bus arbiter that the
PCMC is requesting use of the PCI Bus in response to a CPU cycle directed to PCI.

GNT# in GRANT: When asserted, GNT # indicates that access to the PCI Bus has been
granted to the PCMC by the PCI Bus arbiter.

MEMCS # in | MAIN MEMORY CHIP SELECT: When asserted, MEMCS # indicates to the PCMC

that a PCI master cycle is targeting main memory. MEMCS # is generated by the
expansion bus bridge. MEMCS # is sampled by the PCMC on the rising edge of
PCLKIN on the first and second cycle after FRAME # has been asserted.

FLSHREQ# in | FLUSH REQUEST: When asserted, FLSHREQ# instructs the PGMC to flush the

. CPU-to-PCI posted write buffer in the LBXs and to disable further posting to this
buffer as long as FLSHREQ# remains active. The PCMC acknowledges completion
of the CPU-to-PCl write buffer flush operation by asserting MEMACK #. MEMACK #
remains asserted until FLSHREQ# is negated. FLSHREQ# is driven by the
expansion bus bridge and is used to avoid deadlock conditions on the PCI Bus.

MEMREQ# in | MEMORY REQUEST: When asserted, MEMREQ # instructs the PCMC to flush the
CPU-to-PCl and CPU-to-main memory posted write buffers and to disable posting in
these buffers as long as MEMREQ# is active. The PCMC acknowledges completion
of the flush operations by asserting MEMACK #. MEMACK # remains asserted until
MEMREQ# is negated. MEMREQ# is driven by the expansion bus bridge.

MEMACK # out | MEMORY ACKNOWLEDGE: When asserted, MEMACK # indicates the completion
of the operations requested by an active FLSHREQ# and/or MEMREQ#.

PAR t/s | PARITY: PAR is an even parity bit across the AD[31:0] and C/BE[3:0] # lines. Parity
. is generated on all PCI transactions. As a master, the PCMC generates even parity
on CPU writes to PCl, based on the PPOUT[1:0] inputs from the LBXs. During CPU
read cycles from PCI, the PCMC checks parity by checking the value sampled on the
- PAR input with the PPOUT[1:0] inputs from the LBXs. As a slave, the PCMC
generates even parity on PAR, based on the PPOUT[1:0] inputs during PCI master
reads from main memory. During PCI master writes to main memory, the PCMC
checks parity by checking the value sampled on PAR with the PPOUT[1:0] inputs.

2-238 : ADVANCE INFORMATION



intgl.

- : ’ 82434L.X/82434NX

Signal

Type

Description

PERR#

s/t/s

PARITY ERROR: PERR # may be pulsed by any agent that detects a parity error during
an address phase, or by the master or the selected target during any data phase in which
the AD lines are inputs. The PERR # signal is enabled when the PERR # on Receiving
Data Parity Error bit in the Error Command Register (offset 70h) and the Parity Error
Enable bit in the PCI Command Register (offset 04h) are both set to 1.

When enabled, CPU-to-PClI write data is checked for parity errors by sampling the
PERR # signal two PCI clocks after data is driven. Also, when enabled, PERR # is
asserted by the PCMC when it detects a data parity error on CPU read data from PCl and
PCI master write data to main memory. PERR # is neither sampled nor driven by the
PCMC when either the PERR # on Receiving Data Parity Error bit in the Error Command
Register or the Parity Error Enable bit in the PCI Command Register is reset to 0.

SERR#

o/d

SYSTEM ERROR: SERR # may be pulsed by any agent for reporting errors other than
parity. SERR # is asserted by the PCMC whenever a serious system error (not
necessarily a PCl error) occurs. The intent is to have the PCI central agent (for example,
the expansion bus bridge) assert NMI to the processor. Control over the SERR # signal is
provided via the Error Command Register (offset 70h) when the Parity Error Enable bit in
the PCl Command Register (offset 04h) is set to 1. When the SERR# DRAM/L2 Cache
Data Parity Error bit is set to 1, SERR # is asserted upon detecting a parity error on CPU
read cycles from DRAM. If the L2 Cache Parity bit is also set to 1, SERR # will be
asserted upon detecting a parity error on CPU read cycles from the second level cache.
The Pentium processor indicates these parity errors to the PCMC via the PCHK # signal.
When the SERR# on PCI Address Parity Error bit is set to 1, the PCMC asserts SERR # if
a parity error is detected during the address phase of a PCl master cycle.

When the SERR # on Received PCI Data Parity bit is set to 1, the PCMC asserts SERR #
if a parity error is detected on PCI during a CPU read from PCI. During CPU to PCl write
cycles, when the SERR # on Transmitted PCI Data Parity Error bit is set to 1, the PCMC
asserts SERR # in response to sampling PERR # active. When the SERR # on Received
Target Abort bit is set to 1, the PCMC asserts SERR # when the PCMC receives a target
abort on a PCMC initiated PCI cycle. If the Parity Error Enablebit in the PC| Command
Register is reset to 0, SERR # is disabled and is never asserted by the PCMC.
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2.5 LBXInterface
Signal Type Description

HIG[4:0] out | HOST INTERFACE GROUP: HIG[4:0] are outputs of the PCMC used to control the

‘ LBX HA (Host Address) and HD (Host Data) buses. Commands driven on HIG[4:0]
cause the host data and/or address lines to be either driven or latched by the LBXs.
See the 82433LX (LBX) Local Bus Accelerator Data Sheet for a listing of the
HIG[4:0] commands.

MIG[2:0] out | MEMORY INTERFACE GROUP: MIG[2:0] are outputs of the PCMC and control the
LBX MD (Memory Data) bus. Commands driven on the MIG[2:0] lines cause the
memory data lines to be either drivén or latched by the LBXs. See the 82433LX (LBX)
Local Bus Accelerator Data Sheet for a listing of the MIG[2:0] commands.

MDLE out | MEMORY DATA LATCH ENABLE: During CPU reads from main memory, MDLE is
used to control the latching of memory read data on the CPU data bus. MDLE is
negated as CAS[7:0] # are negated to close the latch between the memory data bus
and the host data bus. During CPU reads from main memory, the PCMC closes the
memory data to host data latch in the LBXs as BRDY # is asserted and opens the
latch after the CPU has sampled the data.

PIG[3:0] out | PCIINTERFACE GROUP: PIG[3:0] are outputs of the PCMC used to control the LBX
AD (PCl Address/Data) bus. Commands driven on the PIG[3:0] lines cause the AD
lines to be either driven or latched. See the 82433LX (LBX) Local Bus Accelerator
Data Sheet for a listing of the PIG[3:0] commands.

DRVPCI out | DRIVE PCI: DRVPCI acts as an output enable for the LBX AD lines. When sampled
asserted, the LBXs begin driving the PCI AD lines. When negated, the AD lines on
the LBXs are tri-stated. The LBX AD lines are tri-stated asynchronously from the
falling edge of DRVPCI.

EOL in END OF LINE: EOL is asserted by the low order LBX when a PC| master read or
write transaction is about to overrun a cache line boundary. EOL has an internal pull-
up resistor inside the PCMC. The low order LBX EOL signal connects to this PCMC
input. The high order LBX EOL signal is connected to ground through an external
pull-down resistor.

PPOUT[1:0] | in | PCIPARITY OUT: These signals reflect the parity of the 32 AD lines driven from or
latched in the LBXs, depending on the command driven on PIG[3:0]. The PPOUTO
pin has a weak internal pull-down reS|stor The PPOUT1 pin has a weak internal pull-
up resistor.

2.6 Reset And Clock
Signal Type Description

HCLKOSC in HOST CLOCK OSCILLATOR: The HCLKOSC input is driven externally by a
crystal oscillator. The PCMC generates six copies of HCLK from HCLKOSC
(HCLKA~-HCLKF). During power-up, HCLKOSC must stabilize for 1 ms before
PWROK is asserted. If an external clock driver is used to clock the CPU, PCMC,
LBXs and second level cache SRAMSs instead of the HCLKA-HCLKF outputs,

h HCLKOSC must be tied either high or low.

HCLKA-HCLKF | out | HOST CLOCK OUTPUTS: HCLKA-HCLKF are six low skew copies of the host
clock. These outputs eliminate the need for an external low skew clock driver. - .
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Signal

Type

Description

HCLKIN

HOST CLOCK INPUT: All timing on the host, DRAM and second level cache interfaces
is based on HCLKIN. If an external clock driver is used to clock the CPU, PCMC, LBXs
and second level cache SRAMs, the externally generated clock must be connected to
HCLKIN. During power-up HCLKIN must stabilize for 1 ms before PWROK is asserted.

CPURST .

out

fnegmﬁ When SHC Is assortéd, the 82434NX asserts CPURST for 2 ms. -

CPU HARD RESET: The CPURST pin is asserted in response to one of two conditions.

Powerup

82434LX: During powerup the 82434LX asserts CPURST when PWROK is negated.
When PWROK is asserted, the 82434LX first ensures that it has been initialized before
negating CPURST.

PGMC riegates CPURST wh “‘Wis

Software

CPURST is also asserted when the System Hard Reset Enable bit in the Turbo-Reset
Control Register (I/0 address OCF9h) is set to 1 and the Reset CPU bit toggles from 0
to 1 (82434LX and 82434NX). CPURST is driven synchronously to the rising edge of
HCLKIN.

INIT

out

INITIALIZATION: INIT is asserted in response to any one of two conditions. When the
System Hard Reset Enable bit in the Turbo-Reset Control Register is reset to 0 and the
Reset CPU bit toggles from 0 to 1, the PCMC initiates a soft reset by asserting INIT.
The PCMC also initiates & soft reset by asserting INIT in response to a shutdown
special cycle. In both cases, INIT is asserted for a minimum of 2 Host clocks.

PWROK

- 82434NX: ‘When 1
IQQIRSI' #. When

POWER OK: When asserted, PWROK is an indication to the PCMC that power and
HCLKIN have stabilized for at least 1 ms. PWROK can be driven asynchronously.

82434LX: When PWROK is negated, the 82434LX asserts both CPURST and
PCIRST #. When PWROK is driven high, the 82434LX ensures that it is initialized
before negating CPURST and PCIRST #.

Kéﬁ»“« ;a&tf;iéz ﬁ\m ‘ ol o8
e o i

M&m

PCLKOUT

out

PCI CLOCK OUTPUT: PCLKOUT is mternally generated by a Phase Locked Loop
(PLL) that divides the frequency of HCLKIN by 2. This output must be buffered
externally to generate multiple copies of the PCI Clock. One of the copies must be
connected to the PCLKIN pin.
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Signal | Type Description

PCLKIN in PCI CLOCK INPUT: An internal PLL locks PCLKIN in phase with HCLKIN. All timing on
the PCMC PCl interface is referenced to the PCLKIN input. All output signals on the PCI
interface are driven from PCLKIN rising edges and all input signals on the PCI interface
are sampled on PCLKIN rising edges.

PCIRST# | out | PCIRESET: PCIRST # is asserted to initiate hard reset on PCI. PCIRST # is asserted in
response to one of two conditions.

Power-up

During power-up the PCMC asserts PCIRST# when PWROK is negated.

82434LX: When PWROK is asserted the PCMC will first ensure that it has been
 initialized before negatin PCIHST#

Software

PCIRST # is also asserted when the System Hard Reset Enable bit in the Turbo/Reset
Control Register is set to 1 and the Reset CPU bit toggles from 0 to 1 (82434LX and
82434NX). PCIRST # is driven asynchronously.

TESTEN in TEST ENABLE: TESTEN must be tied low for normal system operation.

3.0 REGISTER DESCRIPTION

The 82434LX/82434NX PCMC contains two sets of software accessible registers. These registers are ac-

. cessed via the Host CPU 1/0 address space. The PCMC also contains a set of configuration registers that
reside in PCI configuration space and are used to specify PCl configuration, DRAM configuration, cache
configuration, operating parameters and optional system features (see Section 3.2, PCI Configuration Space
Mapped Registers). The PCMC internal registers (both 1/0 Mapped and Configuration registers) are only
accessible by the Host CPU and cannot be accessed by PCl masters. The registers can be accessed as Byte,
Word (16-bit), or Dword (32-bit) quantities. All multi-byte numeric fields use “little-endian” ordering (i.e., lower
addresses contain the least significant parts of the field).

Some of the PCMC registers described in this section contain reserved bits. These bits are labeled “R"”.
Software must deal correctly with fields that are reserved. On reads, software must use appropriate masks to
extract the defined bits and not rely on reserved bits being any particular value. On writes, software must
ensure that the values of reserved bit positions are preserved. That is, the values of reserved bit positions
must first be read, merged with the new values for other bit positions and then written back.

In addition to reserved bits within a register, the PCMC contains address locations in the PCI configuration
space that are marked “Reserved” (Table 1). The PCMC responds to accesses to these address locations by
completing the Host cycle. When a reserved register location is read, 0000h is returned. Writes to reserved
registers have no affect on the PCMC.

Upon receiving a hard reset via the PWROK signal, the PCMC sets its internal configuration registers to
predetermined default states. The default state represents the minimum functionality feature set required to
successfully bring up the system. Hence, it does not represent the optimal system configuration. It is the
responsibility of the system initialization software (usually BIOS) to properly determine the DRAM configura-
tions, cache configuration, operating parameters and optional system features that are appllcable and to
program the PCMC registers accordmgly
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The following nomenclature is used for access attributes.
RO Read Only. If a register is read only, writes to this register have no effect.
R/W Read/Write. A register with this attribute can be read and written.

R/WC Read/Write Clear. A register bit with this attribute can be read and written. However, a write of a 1
clears (sets to 0) the corresponding bit and a write of a 0 has no effect.

3.1 1/0 Mapped Registers

The 82434LX PCMC contains three registers that reside in the CPU 1/0 address space—the Configuration
Space Enable (CSE) Register, the Turbo-Reset Control (TRC) Register and the Forward (FORW) Register.
These registers can not reside in PCI configuration space because of the special functions they perform. The
CSE Register enables/disables the configuration space and, hence, can not reside in that space. The TRC
Register enables/disables deturbo mode which effectively slows the processor to accommodate software
programs that rely on the slow speed of PC/XT systems to time certain events. The FORW Register deter-
mines which of the possible hierarchical PCl Buses a cycle is directed. The 82434LX uses mechamsm #2 for
accessing PCI conflguratlon space. !

e
WA@;\ is a%zabit register usad in Goaﬁguraﬁon A
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3.1.2 CSE—CONFIGURATION SPACE ENABLE REGISTER

1/0 Address: 0CFsh
Default Value:  00h :
Attribute: Read/Write
Size: 8 bits

The CSE Register enables/disables configuration space access and provides access to specific functions
within a PCl agent. The register is located in the CPU 1/0 address space. The PCMC, as a Host/PCl Bridge,
supports multi-function devices on the PCI Bus. The function number permits individual configuration spaces
for up to eight functions within an agent. The register is located in the CPU 1/0 address space.

Bit : Description

7:4 | KEY FIELD (KEY)—R/W: This field is used only when the PCl Mechanism Control Register (PMC)
indicates Configuration Access Mechanism 2 is to be used. When the key field is programmed to Oh,
the PCI configuration space is disabled. When the key field is programmed to a non-zero value, all
CPU accesses to CnXXh (where n is a non zero value) are forwarded to PCI as configuration space
accesses. Additionally, when the key field is programmed to a non-zero value, all CPU accesses to
‘COXXh are intercepted by the PCMC and directed to a PCMC internal register.

3:1 | FUNCTION NUMBER (FN)—R/W: For multi-function devices, this field selects a particulaf function
within a PCl device. During a configuration cycle, bits[3:1] become part of the PCI Bus address and
correspond to AD[10:8]. )

0 | RESERVED
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3.1.3 TRC—TURBO-RESET CONTROL REGISTER

1/0 Address: 0CF9h
Default Value:  00h
Attribute: Read/Write
Size: 8 bits

The TRC Register is an 8-bit read/write register that selects turbo/deturbo mode.of the CPU, initiates PCl Bus
and CPU reset cycles, and initiates the CPU Built In Self Test (BIST). TRC is located in CPU 1/0 address
space.

Bit Description
7:3 | RESERVED

2 | RESET CPU (RCPU)—R/W: RCPU is used to initiate a hard reset or soft reset to the CPU. During a
hard reset, the PCMC asserts CPURST and PCIRST #. The PCMC initiates a hard reset when this
register is programmed for a hard reset or when the PWROK signal is asserted. During a soft reset, the .

PCMC asserts INIT. The PCMC initiates a soft reset when this register is programmed for a soft reset
and in response to a shutdown special cycle.

Note that a hard reset initializes the entire system and invalidates the CPU cache. A soft reset
initializes only the CPU. The contents of the CPU cache are unaffected.

This bit is used in conjunction with bit 1 of this register. Bit 1 must be set up prior to writing a 1 to this
register. Thus, two write operations are required to initiate a reset using this bit. The first write
operation programs bit 1 to the appropriate state while setting this bit to 0. The second write operation
keeps bit 1 at the programmed state (1 or 0) while setting this bit to a 1. When RCPU transitions from a
Otoa1,ahardresetis initiated if bit 1 =1 and a soft reset is initiated if bit 1=0.

1 SYSTEM HARD RESET ENABLE (SHRE)—R/W: This bit is used in conjunction with bit 2 of this
register to initiate either a hard or soft reset. When SHRE = 1, the PCMC initiates a hard reset to the
CPU when bit 2 transitions from 0 to 1. When SHRE =0, the PCMC initiates a soft reset when bit 2

-| transitions from O to 1.

0 DETURBO MODE (DM)—R/W: This bit enables and disables deturbo mode. When DM= 1, the PCMC
is in the deturbo mode. In this mode, the PCMC periodically asserts the AHOLD signal to slow down
the effective speed of the CPU. The AHOLD duty cycle is programmable through the Deturbo
Frequepcy Control (DFC) Register. When DM =0, the deturbo mode is disabled.

Deturbo mode can be used to maintain backward compatibility with older software packages that rely
on the operating speed of older processors. For accurate speed emulation, caching should be
disabled. If caching is disabled during runtime, the following steps should be performed to make sure
that modified lines have been flushed from the cache to main memory before entering deturbo mode.
Disable the primary cache via the PCE bit in the HCS Register. This prevents the KEN # signal from
being asserted, which prevents any further first and second level cache line fills. At this point, software
executes the WBINVD instruction to flush the caches, and then sets DM to 1. When exiting the deturbo
'| mode, the system software must first set DM to 0, then enable first and second level caching by writing
to the HCS Register.
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3.1.4 FORW—FORWARD REGISTER

1/0 Address: O0CFAh
Default Value:  00h
Attribute: Read/Write
Size: 8 Bits

This 8-bit register specifies which PCI Bus configuration space is enabled in a multiple PCI Bus configuration.
The default value for the FORW Register enables the configuration space of the PCl Bus connected to the
PCMC.

Bit | Description

7:0 | FORWARD BUS NUMBER—R/W: When this register value is 00h, the configuration space of the PCI
Bus connected to the PCMC is enabled and the PCMC initiates a type 0 configuration cycle. If the
value of this register is not 00h, the PCMC initiates a type 1 configuration cycle to forward the cycle
(via one or more PCI/PCI Bridges) to the PCI Bus specified by the contents of this register. For non-
zero values, bits[7:0] are mapped to AD[23:16], respectively.
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3.2 PCI Configuration Space Mapped Registers

The PCI Bus defines a slot based “configuration space” that allows each device to contain up to 256 8-bit
configuration registers. The PCI specification defines two bus cycles to access the PCI configuration space—
Configuration Read and Configuration Write. While memory and I/0 spaces are supported by the Pentium
processor, configuration space is not supported. For PCI configuration space access, the PCMC translates the
Pentium processor 1/0 cycles into PCI configuration cycles. Table 1 shows the PCMC configuration space.

Table 1. PCMC Configuration Space

82434L.X/82434NX

Agg':e:s ';:?'I‘it:: Register Name Access
00-01h - VvVID Vendor Identification RO
02-03h DID Device Identification RO
04-05h PCICMD Command Register R/W
06-07h PCISTS Status Register RO, R/WC
R ] GAD. Revisior Identiication ‘
RLPI Register-Level Programming Interface RO
SCCD Sub-Class Code ' RO
BCCD Base Class Code RO
— Reserved —
0Dh MLT Master Latency Timer R/W
Reserved —_
BIST Register RO
Reserved —_
| Host CPU Selection .

Deturbo Frequency Control

T mﬁm&v&m\m«cw m

PCI Read/Wnte Buffer Control

Reserved

B smwccnw-

59-5Fh PAM [6: 0] Programmable Attrlbute Map 7 Reglsters) R/W
60-65h DRB[5:0] DRAM Row Boundary (6 Registers)

. 88-8Bh " _DRE \M&)wwatewon
6C-6Fh - = Reserved ‘ —
70h . ERRCMD Error Command R/W
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Table 1. PCMC Configuration Space (Continued)

Agg'::t’ ';;?":::{ Register Name Access
SMRAM Space Control

73-77h - Reserved —_

78-79h MSG Memory Space Gap R/W

7A-7B — Reserved —_

7C-7Fh FBR Frame Buffer Range R/W

80-FFh — Reserved —_

NOTE:

Shaded rows indicate register differences between the 82434LX and 82434NX devices. For non-shaded rows, the registers
are the same for the two devices.

3.2.1 CONFIGURATION SPACE ACCESS MECHANISM

The 82434LX sﬂpports Configuration Space Access Mechanism #2 and the 82434NX supports both configu-
ration space access mechanisms #1 and #2. The mechanism is selected via the PCAMS bit in the PMC
Register. The bus cycles used to access PCMC internal configuration registers are described in Section 7.0,

PClI Interface.

3.2.1.1 Access Mechanism #1:

does. not pass. lts ‘configuration on cycles to ‘ .
15, AD31 Js asserted, etc. This mapping: at&owsthesame
configuration W mechanisim. Al other AD fines are’
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31 24 23 16 15 1110 8 7 210

CONFADD | 1 Reserved 0 Device Function Reg. XX
‘Register Number Number Index

-------- - ."""
PCl Address ) Function Re

Only One 1 Reserved 9.

AD[31:0] v Number index | °°

31 16 15 1 10 8 7 210

290479-5

Figure 4. Mechanism # 1 Type 0 Configuration Address to PCl Address Mapping
Type 1 Access
If the BUSNUM field of the CONFADD Register is non-zero, a Type 1 configuration cycle is performed on the

PCI Bus. CONFADDI23:2] are mapped directly to AD[23:2] (Figure 5). AD[1:0] are driven to 01 to indicate a
Type 1 Configuration cycle. All other lines are driven to 0.

31 24 23 16 15 1 10 8 7 . 210
CONFADD Bus Device |{Function| R

1| Reserved . °g. |xx

Register Number Number |Number| Index
PCI Address 0 Bus Device Function| Reg. 01

AD[31:0] Number Number Number Index
31 24 23 16 15 1 10 8 7 210

' 290479-6

Figure 5. Mechanism # 1 Type 1 Configuration Address to PCI Address Mapping

3.2.1.2 Access Mechanism #2

The 82434LX/82434NX PCMC uses the CSE and Forward Registers for configuration access mechanism #2.
When PCI configuration space is enabled via the CSE Register, the PCMC maps PCI configuration space into
4-KBytes of CPU 1/0 space. Each PCl device has its own 256-Byte configuration space. When configuration
space is enabled, CPU accesses to I/0 locations CXXXh are translated into configuration space accesses. In
this mode, the PCMC translates all 1/0 cycles in the C100h—CFFFh range into configuration cycles on the PCI
Bus. 1/0 accesses within the CO00h-COFFh range are intercepted by the PCMC and are directed to the
PCMC internal configuration registers. These cycles are not forwarded to the PCl Bus.

When configuration space access is disabled, CPU accesses to I/0 locations CXXXh are forwarded to the PCI

2

Bus 1/0 space. CPU cycles to 1/0 locations other than CXXXh are unaffected by whether the configuration

mode is enabled or disabled. These cycles are always treated as ordinary /0 cycles by the PCMC.
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Type 0 Access

If the Forward Register contains 00h a Type 0 configuration access is generated on the PCI Bus (Figure 6). For
type O configuration cycles, AD[1:0] =00. Host CPU address bits A[7:2] are not translated and become
AD[7:2] on the PCI Bus. AD[7:2] select one of the 256 8-bit I/0 locations in the PCI configuration space. The
FUNCTION NUMBER field from the CSE Register (CSE[3:1]) is driven on AD[10:8]. Host CPU address bits
Al11:8] are mapped to an IDSEL input for each of the 16 possible PCl devices. The IDSEL input for each PCl
device must be hard-wired to one of the AD[31:16] signals on the PCI Bus. AD16 is reserved for the PCMC.
When CPU address A[11:8] =Fh, PCI address bits A31=1 and A[30:16] =00h. Other devices on the PCI Bus
should not use AD16. Note that when A[11:8] =0h, an access to the PCMC internal registers occurs and the
cycle is not forwarded to the PCI Bus. g

15 121 87 2
CPU Address 1100 Device Reg.
A[15:2], BE[7:0]# Number Index
el , e
.-"‘-..-’" ,a’ ”‘
.-".—-’..' »’,”.
-—"-—-‘-". -‘/ d

PCl Address Only One 1 0 Function Reg. 00

AD[31:0] i Number Index
31 16 15 11 10 8 7 210

290479-7

Figure 6. Mechanism #2 Type 0 Host-to-PCl Address Mapping
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Type 1 Access

If the Forward Register is non-zero a Type 1 configuration access is generated on PCI. For type 1 configuration
cycles, AD[1:0]=01. AD[10:2] are generated the same as for the type O configuration cycle. Host CPU
address bits A[11:8] contain the specific device number and are mapped to AD[14:11]. AD[23:16] contain the
[Bus]Number of the PCIl Bus that is to be accessed and corresponds to the Forward Address Register bits
7:0].

During a Type 1 configuration access AD[1:0] =01 (Figure 7). The Register Index and Function Number are
mapped to the AD lines the same way in Type 1 configuration access as in a Type 0 configuration access.
CPU address bits A[11:8] are mapped directly to PCI lines AD[14:11] as the Device Number. The contents of
the Forward Register are mapped to AD[23:16] to form the Bus Number.

15 12 1 87 2
CPU Address 1100 Bus Reg.
A[15:2], BE[7:0]# ) Number Index
v""' :’l
/ /
7 7
PCl Address 0 Bus o| Device |Function Reg. 01
AD[31:0] Number Number | Number Index
31 24 23 16 15 14 11 10 8 7 210
290479-8

Figure 7. Mechanism #2 Type 1 Host-to-PCl Address Mapping
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3.2.2 VID—VENDOR IDENTIFICATION REGISTER
Address Offset: 00-01h

Default Value: 8086h
Attribute: - Read Only
Size: 16 bits

The VID Register contains the vendor identification number. This 16-bit register combined with the Device
Identification Register uniquely identify any PCI device. Writes to this register have no effect.

Bits , Description
15:0 | VENDOR IDENTIFICATION NUMBER: This is a 16-bit value assigned to Intel.

3.2.3 DID—DEVICE IDENTIFICATION REGISTER
Address Offset: 02-03h

Default Value: 04A3h
Attribute: Read Only
Size: 16 bits

This 16-bit register combined with the Vendor Identification Register uniquely identifies any PCI device. Writes
to this register have no effect.

Bits Description
15:0 | DEVICE IDENTIFICATION NUMBER: This is a 16 bit value assigned to the PCMC.
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3.2.4 PCICMD—PCI COMMAND REGISTER
Address Offset: 04-05h

Default: 06h )
Attribute: Read/Write
Size: 16 bits

This 16-bit register provides basic control over the PCMC’s ability to respond to PCI cycles. The PCICMD
Register enables and disables the SERR# signal, the parity error signal (PERR#), PCMC response to PCl
special cycles, and enables and disables PC| master accesses to main memory.

Bits Description
15:9'| RESERVED

8 SERR # ENABLE (SERRE): SERRE enables/disables the SERR # signal. When SERRE=1 and
PERRE =1, SERR# is asserted if the PCMC detects a PCl Bus address/data parity error, or main
memory (DRAM) or cache parity error, and the corresponding errors are enabled in the Error-

Command Register. When SERRE = 1 and bit 7 in the Error Command Register is set to 1, the PCMC

asserts SERR # when it detects a target abort on a PCMC-initiated PCI cycle. When SERRE =0,
SERR # is never asserted.

7 RESERVED

6 PARITY ERROR ENABLE (PERRE): PERRE controls the PCMC'’s response to PCI parity errors. This
bit is a master enable for bit 3 of the ERRCMD Register. PERRE works in conjunction with the
SERRE bit to enable SERR # assertion when the PCMC detects a PCl bus parity error, or a main
memory or cache panty error.

"1 6:3 | RESERVED

2 BUS MASTER ENABLE (BME): The PCMC does not support disabling of its bus master capability on
the PCI Bus. This bit is always set to 1, permitting the PCMC to function as a PCI Bus master. Writes
to this bit position have no affect.

1 MEMORY ACCESS ENABLE (MAE): This bit enables/disables PCl master access to main memory
(DRAM). When MAE = 1, the PCMC permits PC| masters to access main memory if the MEMCS #
signal is asserted. When MAE =0, the PCMC does not respond to PCl master main memory
accesses (MEMCS # asserted).

0 1/0 ACCESS ENABLE (I0AE): The PCMC does not respond to PCI I/0 cycles, hence this command
is not supported. PCl master access to 1/0 space on the Host Bus is always disabled.
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3.2.5 PCISTS—PCI STATUS REGISTER

Address Offset:
Default Value:
Attribute:

Size:

06-07h

40h

Read Only, Read/Wnte Clear
16 bits

PCISTS is a 16-bit status register that reports the occurrence of a PCl master abort, PCI target abort, and
DRAM or cache parity error. PCISTS also indicates the DEVSEL# timing that has been set by the PCMC
hardware. Bits[15:12] are read/write clear and bits[10:9] are read only.

Bits

Attribute

Description

15

RESERVED

14

R/WC

SIGNALED SYSTEM ERROR (SSE): When the PCMC asserts the SERR # signal, this bit
is also set to 1. Software sets SSE to 0 by writing a 1 to this bit.

13

R/WC

RECEIVED MASTER ABORT STATUS (RMAS): When the PCMC terminates a Host-to-
PCl transaction (PCMC is a PCI master), which is not a special cycle, with a master abort,
this bit is set to 1. Software resets this bit to 0 by writinga 1 to it.

12

R/WC

RECEIVED TARGET ABORT STATUS (RTAS): When a PCMC-initiated PCl transaction
is terminated with a target abort, RTAS is set to 1. The PCMC also asserts SERR # if the
SERR # Target Abort bit in the ERRCMD Register is 1. Software resets RTAS to 0 by
writinga 1 to it.

1

RESERVED

10:9

RO

Ay

DEVSEL # TIMING (DEVT): This 2-bit field indicates the timing of the DEVSEL # signal
when the PCMC responds as a target. The PCI specification defines three allowable
timings for assertion of DEVSEL #: 00 =fast, 01 =medium, and 10=slow (DEVT=11is
reserved). DEVT indicates the slowest time that a device asserts DEVSEL # for any bus
command, except configuration read and write cycles. Note that these two bits determine
the slowest time that the PCMC asserts DEVSEL #. However, the PCMC can also assert
DEVSEL # in medium time.

The PCMC asserts DEVSEL # in response to sampling MEMCS # asserted. The PCMC
samples MEMCS # one and two clocks after FRAME # is asserted. If MEMCS # is
asserted one PClI clock after FRAME # is asserted, then the PCMC responds with
DEVSEL # in slow time.

R/WC

DATA PARITY DETECTED (DPD): This bit is set to 1 when all of the following conditions
are met: 1). The PCMC asserted PERR # or sampled PERR # asserted. 2). The PCMC
was the bus master for the operation in which the error occurred. 3). The PERRE bit in
the Command Register is set to 1. Software resets DPD to 0 by writinga 1 to it.

7:0
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3.2.6 RID—REVISION IDENTIFICATION REGISTER

Address Offset: 08h
Default Value: 03h for A-3 Steppmg (82434LX)

1h for A-1 Stepping (82434LX) .
%@h AL S 434NX)

; S
$1h for A=1 Stepping (B2434NX)

Attribute: Read Only

Size: 8 bits

This register contains the revision number of the PCMC. These bits are read only and writes to this register
- have no effect. For the A-2 Stepping of the 82434LX, this value is 03h.

For the A-1 Stepping of the 82434NX; this value is 11hi':
Bits | ‘ Description

7:0 | REVISION IDENTIFICATION NUMBER: This is an 8-bit value that indicates the revision identification
number for the PCMC.

3.2.7 RLPI—REGISTER-LEVEL PROGRAMMING INTERFACE REGISTER
Address Offset: 09h

Default Value: 00h
Attribute: Read Only
Size: 8 bits

This register defines the PCMC as having no defined register-level programming interface.

Bits Description

7:0 | REGISTER-LEVEL PROGRAMMING INTERFACE (RLPI): The value of 00h defines the PCMC as
having no defined register-level programming interface.

3.2.8 SUBC—SUB-CLASS CODE REGISTER
Address Offset: 0Ah

Default Value: 00h
Attribute: Read Only
Size: 8 bits

This register defines the PCMC as a host bridge.

Bits Description _
7:0 | SUB-CLASS CODE (SCCD): The value of this register is 00h defining the PCMC as host bridge.
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3.2.9 BASEC—BASE CLASS CODE REGISTER
Address Offset: 0Bh

Default Value: 06h
Attribute: Read Only
Size: 8 bits

This register defines the PCMC as a bridge device.

Bits : Description
7:0 | BASE CLASS CODE (BCCD): The value in this register is 06h defining the PCMC as bridge device.

3.2.10 MLT—MASTER LATENCY TIMER REGISTER
Address Offset: 0Dh

Default Value: 20h '
Attribute: Read/Write .
Size: 8 bits

MLT is an 8-bit register that controls the amount of time the PCMC, as a bus master, can burst data on the PCI
Bus. MLT is used when the PCMC becomes the PCI Bus master and is cleared and suspended when the
PCMC is not asserting FRAME #. When the PCMC asserts FRAME #, the counter is enabled and begins
counting. If the PCMC finishes its transaction before the count expires, the MLT count is ignored. If the count
expires before the transaction completes, the PCMC initiates a transaction termination as soon as its GNT # is
removed. The number of clocks programmed in the MLT represents the guaranteed time slice (measured in
PCI clocks) allotted to the PCMC, after which it must surrender the bus as soon as its GNT # is taken away.
The number of clocks in the Master Latency Timer is the count value field multiplied by 16.

Bits ‘ Description

7:4 | MASTER LATENCY TIMER COUNT VALUE: If GNT # is negated after the burst cycle is initiated, the
PCMC limits the duration of the burst cycle to the number of PCI Bus clocks specified by this field
multiplied by 16.

3:0 | RESERVED

3.2.11 BIST—BIST REGISTER
Address Offset:  OFh

Default Value: Oh
Attribute: Read Only
Size: 8 bits

The BIST function is not supported by the PCMC. Writes to this register have no affect.

Bits | Attribute Description

7 RO BIST SUPPORTED: This read only bit is always set to 0, disabling the BIST function. .
Writes to this bit position have no affect.

6 RW START BIST: This function is not supported and writes have no affect.

54 RESERVED

3.0 RO COIVfIfPLtETION CODE: This read only field always returns 0 when read and writes have
no affec
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3.2.12 HCS—HOST CPU SELECTION REGISTER
Address Offset:

Q%%%%u" Value:

Access: Head/Wnte Read Only
Size: 8 bits

The HCS Register is used to specify the Host CPU type and speed. This 8-bit reglster is also used to enable
and disable the first level cache.

Bits | Access : o Description
7:5 RO HOST CPU TYPE (HCT): This field defines the Host CPU type.
82434LX ‘
These bits are hardwired to 100 which selects the Pentium processor. All other
' p&gbﬁn@ﬁons are reserved.,

R/W | FIRST LEVEL CACHE ENABLE (FLCE): FLCE enables and disables the first level cache.
When FLCE =1, the PCMC responds to CPU cycles with KEN# asserted for cacheable

memory cycles. When FLCE =0, KEN# is always negated. Th|s prevents new cache line
fills to either the first level or second level caches.

1:0 R/W | HOST OPERATING FREQUENCY (HOF): The DRAM refresh rate is adjusted according to
the frequency selected by this field. For the 82434LX, only bit 0 is used and bit 1 is
reserved.

82434LX

Bit 1 is reserved. If bit 0 is 1, the 82434LX supports a 66 MHz CPU. If bit 0 is 0, the

i the B24S4NX theso i
4:3 RESERVED
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3.2.13 DFC—DETURBO FREQUENCY CONTROL REGISTER
Address Offset: 51h

Default Value: 80h
Attribute: Read/Write \
Size: 8 bits

Some software packages rely on the operating speed of the processor to time certain system events. To
maintain backward compatibility with these software packages, the PCMC provides a mechanism to emulate a
slower operating speed. This emulation is achieved with the PCMC’s deturbo mode. The deturbo mode is
enabled and disabled via the DM bit in the Turbo-Reset Control Register. When the deturbo mode is enabled,
the PCMC periodically asserts AHOLD to slow down the effective speed of the CPU. The duty cycle of the
AHOLD active period is controlled by the DFC Register.

Bits Description

7:6 | DETURBO MODE FREQUENCY ADJUSTMENT VALUE: This 8-bit value effectively defines the duty
cycle of the AHOLD signal. DFC[7:6] are programmable and DFC[5:0] are 0. The value programmed
into this register is compared against a free running 8-bit counter running at /3 the CPU clock. When
the counter is greater than the value specified in this register, AHOLD is asserted. AHOLD is negated
when the counter value is equal to or smaller than the contents of this register. AHOLD is negated
when the counter rolls over to 00h. The deturbo emulation speed is directly proportional to the value
in this register. Smaller values in this register yield slower deturbo emulation speed. The value of 00h
is reserved.

| 5:0 | RESERVED

3.2.14 SCC—SECONDARY CACHE CONTROL REGISTER
Address Offset: 52h

Default Value: SSS01R10 (82434LX) .. . " .

L YT AT L BBS0T010 B2484NX) oy N R BRRRR
(S=Strapping option)

Attribute: Read/Write

Size: 8 bits

This 8-bit register defines the secondary cache operations. The SCC Register enables and disables the
second level cache, adjusts cache size, selects the cache write policy, and defines the cache SRAM type.
After hard reset, SCC[7:5] contain the opposite of the signal levels sampled on the Host address lines
A[31:29].

Bits Description

7:6 | SECONDARY CACHE SIZE (SCS): This field defines the size of the second level cache. The values
sampled on the A[31:30] lines at the rising edge of the PWROK signal are inverted and stored in this
field.

Bits[7:6] Secondary Cache Size
00 Cache not populated
01 Reserved
10 256-KBytes
11 512-KBytes
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Bits Description

5 SRAM TYPE (SRAMT): This bit selects between standard SRAMs or burst SRAMS to implement the
second level cache. When SRAMT =0, standard SRAMs are selected. When SRAMT =1, burst
SRAMs are selected. This bit reflects the signal level on the A29 pin at the rising edge of the PWROK
signal. This value can be overwritten with subsequent writes to the SCC Register.

4 82434LX: SECONDARY CACHE ALLOCATION (SCA): SCA controls when the PCMC performs line
fills in the second level cache. When SCA is set to 0, only CPU reads of cacheable main memory with
CACHE # asserted are cached in the second level cache. When SCA is set to 1, all CPU reads of
cacheable main memory are cached in the second level cache.

3 CACHE BYTE CONTROL (CBC): When programmed for asynchronous SRAMs, this bit defines
whether the cache uses individual write enables per byte or has a single write enable and byte select
lines per byte. When CBC is set to 1, write enable control is used. When CBC is set to 0, byte select
control is used.

82434LX: RESERVED

\ m z 3¢ '
ous SRAMS &ré used, sefting 3
usadvaﬁf‘é‘synchmmus SR% o

1 82434LX: SECONDARY CACHE WRITE POLICY (SCWP) SCWP selects between wrlte-back and
wnte-through cache policies for the second level cache. When SCWP =0 and the second level cache
is enabled (bit 0= 1), the second level cache is configured for write-through mode. When SCWP =1
and the second level cache is enabled (bit 0= 1), the second level cache is configured for write-back
mode.

m&mmmmm feGt: SCWP oan be:
Wsnu opetate the:secontlary cach in.write-back made, el

0 SECONDARY CACHE ENABLE (SCE): SCE enables and disables the secondary cache. When

SCE =1, the secondary cache is enabled. When SCE =0, the secondary cache is disabled. When the
secondary cache is disabled, the PCMC forwards all main memory cycles to the DRAM interface.
Note that setting this bit to 0 does not affect existing valid cache lines. If a cache line contains
modified data, the data is not written back to memory. Valid lines in the cache remain valid. When the
secondary cache is disabled, the CWE[7:0] # lines remain negated. COE[1:0] # may still toggle.

When system software disables secondary caching through this register during run-time, the software
should first flush the sécond level cache. This process is accomplished by first disabling first level
caching via the PCE bit in the HCS Register. This prevents the KEN# signal from being asserted,
which disables any further line fills. At this point, software executes the WBINVD instruction to flush
the caches. When the instruction completes, bit 0 of this register can be reset to 0, disabling the
secondary cache. The first level cache can then be enabled by writing the PCE bit in the HCS
Register.

~
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3.2.15 HBC—HOST READ/WRITE BUFFER CONTROL
Address Offset: 53h

Default- Value: 00h
Attribute: Read/Write
Size: 8 bits

The HBC Register enables and disables Host-to-main memory and Host-to-PCl posting of write cycles. When
posting is enabled, the write buffers in the LBX devices post the data that is destined for either main memory
or PCI. This register also permits a CPU-to-main memory read cycle to be performed before any pending
posted write data is written to memory.

Bits Description
7:4 | RESERVED

3 READ-AROUND-WRITE ENABLE (RAWCM): If enabled, the PCMC, during a CPU read cycle to
memory where posted write cycles are pending, internally snoops the write buffers. If the address of
the read differs from the posted write addresses, the PCMC initiates the memory read cycle ahead of
the pending posted memory write. When RAWCM =0, the pending posted write is written to memory
before the memory read is performed. When RAWCM = 1, the PCMC initiates the memory read ahead
of the pending posted memory writes.

2 RESERVED ,

1 | HOST-TO-PCI POSTING ENABLE (HPPE): This bit enables/disables the posting of Host-to-PClI
write data in the LBX posting buffers. When HPPE = 1, up to 4 Dwords of data can be posted to PCI.
HPPE =0 is reserved. Buffering is disabled and each CPU write does not complete until the PCI
transaction completes (TRDY # is asserted).

0 82434LX: HOST-TO-MEMORY POSTING ENABLE (HMPE): This bit enables/disables the posting of

Host-to-main memory write data in the LBX buffers. When HMPE = 1, the CPU can post a single write

or a burst write (4 Qwords). The CPU burst write completes at 4-1-1-1 when the second level cache is

in write-back mode and at 3-1-1-1 when the second level cache is either disabled or in write-through

mode. When HMPE = 0, Host-to-main memory posting is disabled and the CPU write cycles do not
complete until the data is written to memory.

nmm  Forthe, SMNX, is alwa
« Eagggmﬁ&o: burst write! (fo gﬁw Mmﬁ?x
W posting of CPU-tosmain mermory writes..
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3.2.16 PBC—PCI READ/WRITE BUFFER CONTROL REGISTER
Address Offset: 54h

Default Value: 00h
Attribute: Read/Write
Size: 8 bits

The PBC Register enables and disables PCl-to-main memory write posting and permits single CPU-to-PCl
writes to be assembled into PCI burst cycles.

Bits

7:3

Description
RESERVED ; - .

2

LBXs CONNECTED TO TRDY #: The TRDY # pin on the LBXs can be connected either to the PCI
TRDY # signal or to ground. The cycle time for CPU-to-PCl writes is improved if TRDY # is connected
to the LBXs. Since there are two LBXs used in a system, connecting this signal to the LBXs increases
the electrical loading of TRDY # by two loads. When the LBXs are externally hard-wired to TRDY #,
this bit should be set to 1. Note that this should be done prior to the first Host-to-PCI write or data
corruption will occur. Setting this bit to 1 enables the capability of CPU-to-PCl writes at 2-1-1-1. ..
(PCI clocks). When this bit is 0, the LBXs are not connected to TRDY # and CPU-to-PCl writes are
completed at 2-2-2-2 . . . timing.

PCI BURST WRITE ENABLE (PBWE): This bit enables and disables PCI Burst memory write cycles
for back-to-back sequential CPU memory write cycles to PCl. When PBWE is set to 1,.PCl burst
writes are enabled. When PBWE is reset to 0, PCI burst writes are disabled and each single CPU write
to PCl invokes a single PCI write cycle (each cycle has an associated FRAME # sequence).

PCI-TO-MEMORY POSTING ENABLE (PMPE): This bit enables and disables posting of PCI-to-
memory write cycles. The posting occurs in a pair of four Dword-deep buffers in the LBXs. When
PMPE is set to 1, these buffers are used to post PCI-to-main memory write data. When PMPE is reset
to 0, PCI write transactions to main memory are limited to single transfers. The PCMC asserts
STOP# with the first TRDY # to disconnect the PCI Master.
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3.2.17 DRAMC—DRAM CONTROL REGISTER
Address Offset: 57h

Default Value: 31h
Attribute: Read/Write
Size: 8 bits

This 8-bit register controls main memory DRAM operating modes and ‘fe‘atures.

Bits

Description

7:6

&&Q&QM RE&&BVED

" when a DRAM parity error occurs. When PERRM is reset to 0, parity errors are not masked.

PARITY ERROR MASK (PERRM): When PERRM=1, parlty errors generated during DFlAM read
cycles initiated by either the CPU request or a PCI Master are masked. This bit affects bits 0 and 1 of
the Error Command Register and the ability of the PCMC to respond to PCHK# and assert SERR #

0-ACTIVE RAS # MODE: This bit determines if the DRAM page for a particular row remains open (i.e.
RAS # remains asserted after a DRAM cycle) enabling the possibility that the next DRAM access may
be either a page hit, a page miss, or a row miss. The DRAM interface is then in 1-active RAS # mode.
If this bit is reset to 0, RAS # remains asserted after a DRAM cycle. If this bit is set to 1, RAS # is
negated after every DRAM cycle, resulting in a row miss for every DRAM cycle. The DRAM interface
is then in 0-active RAS # mode.

SMRAM ENABLE (SMRE): When SMRE = 1, CPU accesses to SMM space are qualified with the
SMIACT # pin of the CPU. The location of this space is determined by the SBS field of the SMRAM
Register. Read and write cycles to SMM space function normally if SMIACT # is asserted. If
SMIACT # is negated when accessing this space, the cycle is forwarded to PCl. When SMRE=0,
accesses to SMM space are treated normally and SMIACT # has no effect. SMRE must be setto 1 to
enable the use of the SMRAM Register at configuration space offset 72h.

BURST OF FOUR REFRESH (BFR): When BFR is set to 1, refreshes are performed in sets of four, at
a frequency Y, of the normal refresh rate. The PCMC defers refreshes to idle times, if possible. When
BFR is reset to 0, single refreshes occur at 15.6 us refresh rate.

rrefresh the DRAM array. For this refresh type, the PCMC does not supply refresh addresses. When

cacheis |mplemented

82434NX: REFRESH T
“the PCMC drives refresh Wmes onthe mh 3*9] m m&m*
- used with a standrad SRAM second level cache, : R

82434LX: REFRESH TYPE (RT): When RT =1, the PCMC uses CAS #-before-RAS # timing to

RT=0, RAS# Only refresh is used and the PCMC drives refresh addresses on the MA[10:0] lines.

RAS# only refresh can be used with any type of second level cache configuration (i.e., no second
level cache is present, or either a burst SRAM or standard SRAM second level cache is
implemented). CAS # -before-RAS # refresh should not be used when a standard SRAM second level

REFRESH ENABLE (RE): When RE is setto 1 the main memory array is refreshed as confrgured via
bits 1 and 2 of this register. When RE is reset to 0, DRAM refresh is drsabled Note that disabling
refresh results in the loss of DRAM data. .

2262
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3.2.18 DRAMT—DRAM TIMING REGISTER
Address Offset: 58h

Default Value: 00h
Attribute: Read/Write
Size: - 8 bits

For the 82434LX, this reglster controls the leadoff Iatency for CPU DRAM accesses.

7:2 | RESERVED
1 82434LX' RESERVED'

sfore RAS od for row misses or
"Msmmspmdhsadm A[11:0] set
0 CAS# WAIT-STATE (CWS): When CWS=1, one addltlonal wait state will be |nserted before the first
assertion of CAS # within a burst cycle. There is no additional delay between CAS # assertions. This
provides additional MA[11:0] setup time to CAS# assertion. The CWS bit is typically reset to O for

60 MHz operation and set to 1 for 66 MHz operation.

3.2.19 PAM—PROGRAMMABLE ATTRIBUTE MAP REGISTERS (PAMI6:0])

Address Offset: 59-5Fh
Default Value: PAMO =0Fh, PAM[1:6] =00h
Attribute: Read/Write

The PCMC allows programmable memory and cacheability attributes on 14 memory segments of various sizes
in the 512 KByte—-1 MByte address range. Seven Programmable Attribute Map (PAM) Registers are used to
support these features. Three bits are used to specify cacheability and memory attributes for each memory
segment. These attributes are: '

RE: Read Enable. When RE=1, the CPU read accesses to the corresponding memory segment are direct-
ed to main memory. Conversely, when RE =0, the CPU read accesses are directed to PCI.

WE: Write Enable. When WE =1, the CPU write accesses to the corresponding memory segment are
directed to main memory. Conversely, when WE=0, the CPU write accesses are directed to PCI.

CE: Cache Enable. When CE =1, the corresponding memory segﬁ‘nent is cacheable. CE must not be set to
1 when RE is reset to 0 for any particular memory segment. When CE=1 and WE =0, the correspond-
ing memory segment is cached in the first and second level caches only. on CPU coded read cycles.

The RE and WE attributes permit a memory segment to be Read Only, Write Only, Read/Write, or disabled.

For example, if a memory segment has RE=1 and WE=0, the segment is Read Only. The characteristics for
memory segments with these read/write attributes are described in Table 2.
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Table 2. Attribute Definition

Read/Write " Definition
Attribute ‘
Read cycles: CPU cycles are serviced by the DRAM in a normal manner.

Read Only

Write cycles: CPU initiated write cycles are ignored by the DRAM interface as well as the
cache. Instead, the cycles are passed to PCl for termination.

Areas marked as Read Only are cacheable for Code accesses only. These regions may be
cached in the second level cache, however as noted above, writes are forwarded to PCI,
effectively write protecting the data.

Write Only

Read cycles: All read cycles are ignored by the DRAM interface as well as the second level
cache. CPU-initiated read cycles are passed onto PCI for termination. The write only state
can be used while copying the contents of a ROM, accessible on PCl, to main memory for
shadowing, as in the case of BIOS shadowing.

Write cycles: CPU write cycles are serviced by the DRAM and cache in a normal manner.

Read/Write

This is the normal operating mode of main memory. Both read and write cycles from the CPU
and PCI are serviced by the DRAM and cache interface.

Disabled

All read and write cycles to this area are ignored by the DRAM and cache interface. These

cycles are forwarded to PCI for termination.

Each PAM Register controls two regions, typically 16-KByte in size. Each of these regions have a 4-bit field.

The four bits

that control each region have the same encoding and are defined in Table 3.

Table 3. Attribute Bit Assignment

I-‘tBeItsZ[:\;:]d Ca:::: [Esr,?;]ble w::?ésﬁile ReBai;sé:l’:I]:Ie Description
X X 0 0 DRAM Disabled, Accesses Directed to PCI
X 0 0 1 Read Only, DRAM Write Protected, Non-
: Cacheable
X 1 0 1 Read Only, DRAM Write Protected,
Cacheable for Code Accesses Only
0 1 0 Write Only
X 0 1 1. Read/Write, Non-Cacheable
x 1 1 Read/Write, Cacheable
NOTE:

To enable PCI master access to the DRAM address space from C0000h to FFFFFh the MEMCS # configuration registers of
the ISA or'EISA bridge must be properly configured. These registers must correspond to the PAM Registers in the PCMC.

As an example, consider a BIOS that is implemented on the expansion bus. During the initialization process
the BIOS can be shadowed in main memory to increase the system performance. When a BIOS is shadowed
in main memory, it should be copied to the same address location. To shadow the BIOS, the attributes for that
address range should be set to write only. The BIOS is shadowed by first doing a read of that address. This
read is forwarded to the expansion bus. The CPU then does a write of the same address, which is directed to
main memory. After the BIOS is shadowed, the attributes for that memory area are set to read only so that all
writes are forwarded to the expansion bus.
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Table 4. PAM Registers and Associated Memory Segments

PAM Reg * Attribute Bits Memory Segment Comments Offset
PAMO[3:0] R CE WE RE | 080000h-09FFFFh | 512K-640K 58h’
PAMO[7:4] R CE WE RE OF0000h-OFFFFFh | BIOS Area 59h
PAM1[3:0] R CE WE RE 0C0000h-0C3FFFh | ISA Add-onBIOS | 5Ah
PAM1[7:4] R CE WE _RE 0C4000h-0C7FFFh | ISA Add-onBIOS | 5Ah
PAM2[3:0] R CE WE RE 0C8000h-0CBFFFh | ISA Add-onBIOS | 5Bh
PAM2[7:4] R CE WE RE 0CC000h-0CFFFFh | ISA Add-on BIOS | 5Bh
PAM3[3:0] R CE WE RE 0D0000h—-OD3FFFh | ISA Add-on BIOS | 5Ch
PAM3[7:4] R CE “WE RE 0D4000h-0D7FFFh | ISA Add-on BIOS | 5Ch
PAM4[3:0] R CE WE RE 0D8000h-0DBFFFh | ISA Add-onBIOS | 5Dh
PAM4[7:4] R CE WE RE 0DC000h-ODFFFFh | ISA Add-on BIOS | 5Dh
PAM5[3:0] R CE WE RE 0E0000h-0E3FFFh | BIOS Extension 5Eh
PAM5[7:4] R CE WE RE O0E4000h-OE7FFFh | BIOS Extension S5Eh
PAM6[3:0] R CE WE RE 0E8000h—0EBFFFh BIOS Extension 5Fh
PAM6[7:4] R CE WE RE OECO000h-0EFFFFh | BIOS Extension 5Fh

DOS Application Area (00000h-9FFFh)

The 640-KByte DOS application area is split into two regions. The first region is 0-512-KByte and the second
region is 512-640 KByte. Read, write, and cacheability attributes are always enabled and are not programma-
ble for the 0-512 KByte region.

Video Buffer Area (A0000h-BFFFFh)

This 128-KByte area is not controlled by attribute bits. CPU-initiated cycles in this region are always forwarded
to PCI for termination. This area is not cacheable.

Expansion Area (C0000h-DFFFFh)

This 128-KByte area is divided into eight 16-KByte segments. Each segment can be assigned one of four
Read/Write states: read-only, write-only, read/write, or disabled Memory that is disabled is not remapped.
Cacheability status can also be specified for each segment.

Extended System BIOS Area (E0000h-EFFFFh)

This 64-KByte area is divided into four 16-KByte segments. Each segment can be assigned independent
cacheability, read, and write attributes. Memory segments that are disabled are not remapped elsewhere.
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System BIOS Area (FO000h-FFFFFh)

This area is a single 64-KByte segment. This segment can be assigned cacheability, read, and write attributes.
When disabled, this segment is not remapped.

Extended Memory Area (100000h-FFFFFFFFh)

The extended memory area can be split into several parts: ;

® Flash BIOS area from 4 GByte to 4 GByte-512-KByte (aliased on ISA at 16 MBytes—-15.5 MBytes)
¢ DRAM Memory from 1 MByte to a maximum of 192 MBytes

e PCl Memory space from the.top of DRAM to 4 GByte —-512-KByte

o Memory Space Gap between the range of 1 MByte up to 15.5 MBytes

® Frame Buffer Range mapped into PCl Memory Space or the Memory Space Gap.

On power-up or reset the CPU vectors to the Flash BIOS area, mapped in the range of 4 GByte to 4 GByte —
512-KByte. This area is physically mapped on the expansion bus. Since these addresses are in the upper
4 GByte range, the request is directed to PCI.

The DRAM memory space can occupy extended memory from a minimum of 2 MBytes up to 192 MBytes. This
memory is cacheable.

The address space on PCIl between the Flash BIOS (4 GByte to 4 GByte — 512 KByte) and the top of DRAM
(including any remapped memory) may be occupied by PCI memory. This memory space is not cacheable.

3.2.20 DRB—DRAM ROW BOUNDARY REGISTERS

Addr ss S,Ql . 5h (82434 TR
% Oﬁ‘ S8 %&g (azm%%)‘%) SN RES
Default Value 02h

Size: 8 bits

Note the address offset for each DRB Register is DRBO=60h, DRB1=61h, DRB2=62h, DRB\3=63h,
DRB4 =64h, DRB5=65h, DRB6 =66h, and DRB7 =67h. ‘

3.2.20.1 82434LX Description

The PCMC supports 6 rows of DRAM. Each row is 64 bits wide. The DRAM Row Boundary Registers define
upper and lower addresses for each DRAM row. Contents of these 8-bit registers represent the boundary
addresses in MBytes.

DRBO = Total amount of memory in row 0 (in MBytes)

DRB1 = Total amount of memory in row 0 + row 1 (in MBytes)

DRB2 = Total amount of memory in row 0 + row 1 + row 2 (in MBytes)

DRB3 = Total amount of memory in row 0 + row 1 + row 2 + row 3 (in MBytes)

DRB4 = Total amount of memory inrow 0 + row 1 + row 2 + row 3 + row 4 (in MBytes)

DRB5 = Total amount of memory in row 0 + row 1 + row 2 + row 3 + row 4 + row 5 (in MBytes)

The DRAM afray can be configured with 256K x 36, 1M x 36 and 4M x 36 SIMMs. Each register defines an

address range that will cause a particular RAS # line to be asserted (e.g. if the first DRAM row is 2 MBytes in
size then accesses within the 0 MByte-2 MBytes range will cause RASO# to be asserted). The DRAM Row
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Boundary (DRB) Registers are programmed with an 8-bit upper address limit value. This upper address limit is
compared to A[27:20] of the Host address bus, for each row, to determine if DRAM is being targeted. Since
this value is 8 bits and the resolution is 1 MByte, the total bits compared span a 256 MByte space. However,
only 192 MBytes of main memory is supported.

Bits Description

7:0 | ROW BOUNDARY ADDRESS IN MBYTES: This 8-bit value is compared against address lines
A[27:20] to determine the upper address limit of a particular row, i.e. DRB — previous DRB = row
size. :

Row Boundary Address in MBytes

These 8-bit values represent the upper address limits of the six rows (i.e., this row - previous row = row size).
Unpopulated rows have a value equal to the previous row (row size = 0). The value programmed into DRB5
reflects' the maximum amount of DRAM in the system. Memory remapped at the top of DRAM, as a result of
setting the Memory Space Gap Register, is not reflected in the DRB Registers. The top of memory is always
determined by the value written into DRB5 added to the memory space gap size (if enabled).

As an example of a\general purpose configuration where 3 physical rows are configured for either single-sided
or double-sided SIMMs, the memory array would be configured like the one shown in Figure 8. In this configu-
ration, the PCMC drives two RAS # signals directly to the SIMM rows. If single-sided SIMMs are populated, the
even RAS # signal is used and the odd RAS# is not connected. If double-sided SIMMs are used, both RAS #
signals are used.

---| DRB7 82434NX
RAS7# —p| SIMM-7Back | SIMM-6Back | [oooo Only
RAS6# —»| SIMM-7 Front SIMM-6 Front
DRB5
RAS5# —p| SIMM-5 Back’ SIMM-4 Back Py
RAS4# —»|  SIMM-5 Front SIMM-4 Front
-| DRB3
RAS3# —p|  SIMM-3 Back SIMM-2 Back [orB2
RAS2# —p| SIMM-3 Front SIMM-2 Front
DRB1
RAS1# —p|  SIMM-1 Back SIMM-0Back | oo
RASO# —»|  SIMM-1 Front SIMM-0 Front
CAST7# T CASS#T CAS3# TCASW T
CAS6# CAS4# CAS2# CASO#
, 290479-9

Figure 8. SIMMs and Corresponding DRB Registers

The following 2 examples describe how the DRB Registers are programmed for cases of single-sided and
double-sided SIMMs on a motherboard having a total of 6 SIMM sockets.

I ADVANCE INFORMATION ' 2-267



82434LX/82434NX 3 inte|®

Exarﬁple #1

The memory array is populated with six single-sided 256-KByte x 36 SIMMs. Two SIMMs are required for each
populated row making each populated row 2 MBytes in size. Filling the array yields 6 MBytes total DRAM. The
DRB Registers are programmed as follows:

DRBO = 02h populated

DRB1 = 02h empty row, not double-sided SIMMs

DRB2 = 04h populated

DRB3 = 04h empty row, not double-sided SIMMs

DRB4 = 06h populated

DRB5 = 06h  empty row, not double-sided SIMMs, maximum memory = 6 MBytes.

Example #2

As an another example, if the first four SIMM sockets are populated with 2 MBytes x 36 double-sided SIMMs
and the last two SIMM sockets are populated with 4 MBytes x 36 single-sided SIMMs then filling .the array
yields 64 MBytes total DRAM. The DRB Registers are programmed as follows:

DRBO = 08h populated with 8 MBytes, %, of the double-sided SIMMs

DRB1 = 10h the other 8 MBytes of the double-sided SIMMs

DRB2 = 18h populated with 8 MBytes, 1, of the double-sided SIMMs

DRB3 = 20h the other 8 MBytes of the double-sided SIMMs

DRB4 = 40h populated with 32 MBytes

DRB5 = 40h empty row, not double-sided SIMMs, maximum memory = 64 MBytes.
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3.2.22 ERRCMD—ERROR COMMAND REGISTER
Address Offset: 70h

Default Value: .00h
Attribute: Read/Write
Size: 8 bits

The Error Command Register controls the PCMC responses to various system errors. Bit 6 of the PCICMD
Register is the master enable for bit 3 of this register. Bit 6 of the PCICMD Register must be set to 1 to enable
the error reporting function defined by bit 3 of this register. Bits 6 and 8 of the PCICMD Register are the master
enables for bits 7, 6, 5, 4, and 1 of this register. Both bits 6 and 8 of the PCICMD Register must be set to 1 to
enable the error reporting functions defined by bits 7, 6, 5, 4, and 1 of this register.
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Bits Description

7 SERR# ON RECEIVED TARGET ABORT: When this bit is set to 1 (and bit 8 of the PCICMD
Register is 1), the PCMC asserts SERR # upon recelvlng a target abort. When this blt is setto 0, the
PCMC is disabled from asserting SERR # upon receiving a target abort.

6 SERR# ON TRANSMITTED PCI DATA PARITY ERROR: When this bit is set to 1 (and bits 6 and 8
of the PCICMD Register are both 1), the PCMC asserts SERR # when it detects a data parity error as
aresult of a CPU-to-PCl write (PERR # detected asserted). When this bit is set to 0, the PCMC is
disabled from asserting SERR # when data parity errors are detected via PERR #.

5 82434LX: RESERVED :

‘\mmﬁwaermmﬁ,mwmm%m Gt

R # ON PCI ADDRESS PARITY ERROR: Wheh this bitis'

MMWW his:bit is set lo %PC!#C} disabléd:

L2 CACHE PARITY ENABLE This bit mdncates that the second Ievel cache |mplements parity. When
this bit is set to 1, bits 0 and 1 of this register control the checking of parity errors during CPU reads
from the second Ievel cache. If this bit is 0, parity is not checked when the CPU reads from the
second level cache (PCHK# ignored) and neither bit 1 nor bit 0 apply.

SERR# ON DRAM/L2 CACHE DATA PARITY ERROR ENABLE: This bit enables/disables the
SERR # signal for parity errors on reads from main memory or the second level cache. When this bit
is set to 1 and bit O of this register is set to 1 (and bits 6 and 8 of the PCICMD Register are set to 1),
SERR# is enabled upon a PCHK # assertion from the CPU when reading from main memory or the
second level cache. The processor indicates that a parity error was receivéd by asserting PCHK #.
The PCMC then latches status information in the Error Status Register and asserts SERR #. When
this bit is 0, SERR # is not asserted upon detecting a parity error. Bits[1:0] =10 is a reserved
combination.

0=Disable assertion of SERR# upon detecting a DRAM/second level cache read parity error.
1=Enable assertion of SERR # upon detecting a DRAM/second level cache read parity error.

MCHK ON DRAM/L2 CACHE DATA PARITY ERROR ENABLE: When this bit is setto 1, PEN# is
asserted for data returned from main memory or the second level cache. The processor indicates -
that a parity error was received by asserting the PCHK # signal. In addition, the processor invokes a
machine check exception, if enabled via the MCE bit in CR4 in the Pentium processor. The PCMC
then latches status information in the Error Status register. When this bit is 0, PEN # is not asserted.
Bits[1:0] =10 is a reserved combination.
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3.2.23 ERRSTS—ERROR STATUS REGISTER
Address Offset: 71h

Default Value: © . 00h
Attribute: Read/Write Clear
Size: 8 bits

The Error Status Register is an 8-bit register that reports the occurrence of PCl, second level cache, and
DRAM parity errors. This register also reports the occurrence of a CPU shutdown cycle.

Bits Description
7 RESERVED

6 PCI TRANSMITTED DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a data
parity error (PERR # asserted) as a result of a CPU-to-PC]| write. Software resets this bit to 0 by
writinga 1 toiit. .

5 82434LX: RESERVED

4 82434LX: RESERVED

3 MAIN MEMORY DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a parity error
from the CPU PCHK # signal resulting from a CPU-to-main memory read. Software resets this bit to 0
by writing a 1 to it.

2 L2 CACHE DATA PARITY ERROR: The PCMC sets this bit to a 1 when it detects a parity error from
the CPU PCHK # signal resulting from a CPU read access that hit in the second level cache. Software
resets this bit to 0 by writing a 1 to it.

RESERVED

0 SHUTDOWN CYCLE DETECTED: The PCMC sets this bit to a 1 when it detects a shutdown special
cycle on the Host Bus. Under this condition the PCMC drives a shutdown special cycle on PCl and
asserts INIT. Software resets this bit to 0 by writing a 1 to it.
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3.2.24 SMRS—SMRAM SPACE REGISTER
Address Offset: 72h

Default Value: 00h
Attribute: Read/Write
Size: 8 bits

The PCMC supports a 64-KByte SMRAM space that can be selected to reside at the top of main memory,
segment AO000-AFFFFh or segment BOO00-BFFFFh. The SMM space defined by this register is not cache-
able. This register defines a mechanism that aliows the CPU to execute code out of the SMM space at either
A0000h or BOOOOh while accessing the frame buffer on PCl. The SMRAM Enable bit in the DRAM Control
Register must be 1 to enable the features defined by this register. Register bits[5:3] apply only when segment
A0000-AFFFFh or BO0O00-BFFFFh are selected.

Bits Description

7:6 | RESERVED '

5 OPEN SMRAM SPACE (0SS): When OSS =1, the CPU can access SMM space without being in
SMM mode. That is, accesses to SMM space are permitted even with SMIACT # negated. This bit is 2
intended to be used during POST to allow the CPU to initialize SMRAM space before the first SMI #

interrupt is issued.

4 CLOSE SMRAM SPACE (CSS): When CSS=1 and SMRAM is enabled, CPU code accesses to the
SMM memory range are directed to SMM space in main memory and data accesses are forwarded to
PCI. This bit allows the CPU to read and write the frame buffer on PCI while executing SMM code.
When CSS =0 and SMRAM is enabled, all accesses to the SMRAM memory range, both code and
data, are directed to SMRAM (main memory).

3 LOCK SMRAM SPACE (LSS): When LSS =1, this bit prevents the SMM space from being manually
opened, effectively disabling bit 5 of this register. Only a power-on reset can set this bit to 0.

2:.0 | SMM BASE SEGMENT (SBS): This field defines the 64 KByte base segment where SMM space is
located. The memory that is defined by this field is non-cacheable.

Bits[2:0] SMRAM Location  Bits[2:0] SMRAM Location

000 Top of main memory 100 Reserved
001 Reserved 101 Reserved
010 A0000-AFFFFh 110 Reserved
011 B0000-BFFFFh 111 Reserved

. 3.2.25 MSG—MEMORY SPACE GAP REGISTER
Address Offset: 78-79h

Default Value: 00h
Attribute: Read/Write
Size: 16 bits

The Memory Space Gap Register defines the starting address and size of a gap in main memory. This register
accommodates ISA devices that have their memory mapped into the 1 MByte—15.5 MByte range (e.g., an ISA
LAN card or an ISA frame buffer). The Memory Space Gap Register defines a hole in main memory that
transfers the cycles in this address space to the PCI Bus instead of main memory. This area is not cacheable.

The memory space gap starting address must be a multiple of the memory space gap size. For example, a
2 MByte gap must start at 2, 4, 6, 8, 10, 12, or 14 MBytes.
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NOTE:
Memory that is disabled by the gap created by this register is remapped to the top of memory. This
remapped memory is accessible, except in the case where this would cause the top of main memory
to exceed 192 MBytes (or 512 MBytes for the 82434NX).

Bits Description

15 MEMORY SPACE GAP ENABLE (MSGE): MSGE enables and disables the memory space gap.
When MSGE is set to 1, the CPU accesses to the address range defined by this register are
forwarded to PCI bus. The size of the gap created in main memory causes a corresponding amount
of DRAM to be remapped at the top of main memory (top specified by DRB Registers). If the Frame
Buffer Range is programmed below 16 MBytes and within main memory space, the MSG register
must include the Frame Buffer Range. When MSGE is reset to 0, the memory space gap is disabled.

14:12 | MEMORY SPACE GAP SIZE (MSGS): This 3 bit field defines the size of the memory space gap. If
the Frame Buffer Range is programmed below 16 MBytes and within main memory space, this
register must include the frame buffer range. The amount of main memory specified by these bits is
remapped to the top of main memory. ’

Bit[14:12] Memory Gap Size

000 1 MByte
001 2 MBytes
011 4 MBytes
111 8 MBytes

NOTE:
All other combinations are reserved.

11:8 | RESERVED

7:4 MEMORY SPACE GAP STARTING ADDRESS (MSGSA): These 4 bits define the starting address
of the memory space gap in the space from 1 MByte—16 MBytes. These bits are compared against
A[23:20]. The memory space gap starting address must be a multiple of the memory space gap
size. For example, a 2 MBytes gap must start at 2, 4, 6, 8, 10, 12, or 14 MBytes.

3.0 RESERVED

3.2.26 FBR—FRAME BUFFER RANGE REGISTER
Address Offset: , 7C-7Fh

Default Value: 0000h
Attribute: Read/Write
Size: 32 bits

This 32-bit register enables and disables a frame buffer area and provides attribute settings for the frame
buffer area. The attributes defined in this register are intended to increase the performance of the frame buffer.
The FBR Register can be used to accommodate PCI devices that have their memory mapped onto PCI from
the top of main memory to 4 GByte-512-KByte range (e.g., a linear frame buffer). If the Frame Buffer Range is
located within the 1 MByte—16 MBytes main memory region where DRAM is populated, the Memory Space
Gap Register must be programmed to include the Frame Buffer Range.
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Bits

Description

31:20

BUFFER OFFSET (BO): BO defines the starting address of the frame buffer address space in
increments of 1 MByte. This 12-bit field is compared directly against A[31:20]. The frame buffer
range can either be located at the top of memory, including remapped memory or within the memory
space gap (i.e., frame buffer range programmed below 16 MBytes and within main memory space.
When bits [31:20} = 0000h and bit 12=0, all features defined by this register are disabled.

19:14

RESERVED

13

BYTE MERGING (BM): Byte merging permits CPU-to-PCl byte writes to the LBX posted write buffer
to be combined into a single transfer on the PCI Bus, when appropriate. When BM is set to 1, byte
merging on CPU-to-PCl posted write cycles is enabled. When BM is reset to 0, byte merging is
disabled.

12

128K VGA RANGE ATTRIBUTE ENABLE (VRAE): When VRAE =1, the attributes defined in this
register (bits [13, 10:7]) also apply to the VGA memory range of AO0O0Oh—BFFFFh regardless of the
value programmed in the Buffer Offset field. When VRAE =0, the attributes do not apply to the VGA
memory range. Note that this bit only affects the mentioned attributes of the VGA memory range
and does not enable or disable accesses to the VGA memory range.

11:10

RESERVED

NO LOCK REQUESTS (NLR): When NLR is set to 1, the PCMC never requests exclusive access to
a PCl resource via the PClI LOCK # signal in the range defined by this register. When NLR is reset to
0, exclusive access via the PClI LOCK # signal in the range defined by this register is enabled.

RESERVED

TRANSPARENT BUFFER WRITES (TBW): When set to a 1, this bit indicates that writes to the
Frame Buffer Range need not be flushed for deadlock or coherence reasons on synchronization
events (i.e., PCl master reads, and the FLSHBUF # /MEMREQ# protocol).

When reset to 0, this bit indicates that upon synchronization events, flushing is required for Frame
Buffer writes posted in the CPU-to-PCl Write Buffer in the LBX

6:4

RESERVED

3.0

BUFFER RANGE (BR): These bits define the size of the frame buffer address space, allowing up to
16 MBytes of frame buffer. If the Frame Buffer Range is within the memory space gap, the buffer
range is limited to 8 MBytes and must be included within the memory space gap. The bits listed
below in the Reserved Buffer Offset (BO) Bits column are ignored by the PCMC for the
corresponding buffer sizes.
Bits[3:0] Buffer Size Reserved Buffer Offset (BO) Bits

0000 1 MByte None

0001 2 MBytes [20]

0011 4 MBytes [21:20]

0111 8 MBytes [22:20]

1111 16 MBytes  [23:20]

NOTE:
(all other combinations are reserved)
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4.0 PCMC ADDRESS MAP
The Pentium processor has two distinct physical ad-

dress spaces: Memory and 1/0. The memory ad-

dress space is 4 GBytes and the |/O address space
is 64 KBytes. The PCMC maps accesses to these
address spaces as described in this section.

4.1 CPU Memory Address Map

Figure 9 shows the address map for the 4 GByte
Host CPU memory address space. Depending on
the address range and whether a memory gap is
enabled via the MSG Register, the PCMC forwards
CPU memory accesses to either main memory or

PCl memory. Accesses forwarded to main memory .

invoke operations on the DRAM interface and ac-
cesses forwarded to PCl memory invoke operations
on PCl. Mapping to the PCl Bus permits PCl or
EISA/ISA Bus-based memory.

"The main memory size ranges from 2 MBytes-
192 MBytes for the 82434LX and 2 MBytes-
512 MBytes for the 82434NX. Memory accesses
above 192 MBytes (512 MBytes for the 82434NX)

are always forwarded to PCI. In addition, a memory

gap can be created in the 1 MByte-16 MBytes

intgl.

region that provides a window to PCl-based memo-
ry. The location and size of the gap is programma-
ble. Accesses to addresses in the gap are ignored

. by the DRAM controller and forwarded to PCI. Note

that CPU memory accesses that are forwarded to
PCl (including the Memory Space Gap) are not
cacheable. Only main memory controlled by the
PCMC DRAM interface is cacheable.

4.2 System Management RAM—
SMRAM

The PCMC supports the use of main memory as
System Management RAM (SMRAM) enabling the
use of System Management Mode. This function is
enabled and disabled via the DRAM Control Regis-
ter. When this function is disabled, the PCMC mem-
ory map is defined by the DRB and PAM Registers.
When SMRAM is enabled, the PCMC reserves the
top 64-KBytes of main memory for use as SMRAM.

SMRAM can also be placed at AO000~AFFFFh or
B0000-BFFFFh via the SMRAM Space Register.
Enhanced SMRAM features can also be enabled via
this register. PCl masters can not access SMRAM
when it is programmed to the A or B segments.

4GB
PCI Memory
192 MB (82434LX) Main Memory
512 MBytes (82434NX) \ Upper lelt
16 MByte |— — Main Memory |
Memory Space Gap End
k Memory Space Gap '
Memory Space Gap Base (8 Mbyte Max)
Main Memory
1024 kB Main Memory
or PCI Memory
. (PC Compatibllity Range
512 KB ¢ patibilty Range)
Main Memory
0 (PC Compatibility Range)
290479-11

Figure 9. CPU Memory Address Map—Full Range
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However, PCI masters can access SMRAM when
the top of memory is selected.

4.3 PC Compatibility Range

. The PC Compatibility Range is the first MByte of the
Memory Map. The 512 KByte-1 MByte range is sub-
divided into several regions as shown in Figure 10.
Each region is provided with programmable attri-

82434LX/82434NX

butes in the PAM Registers. The attributes are Read

Enable (RE), Write Enable (WE) and Cache Enable

(CE). The attributes determine readability, writeabili-

ty and cacheability of the corresponding memory re-

gion. When the associated bit in the PAM Register is

set to a 1, the attribute is enabled and when set to a

0 the attribute is disabled. The following rules apply

for cacheability in the first level and second level

caches:

1. f RE=1, WE=1, and CE=1, the region is
cacheable in the first level and second level
caches.

2. If RE=1, WE=0, and CE=1, the region is
cacheable only on code reads (i.e., D/C# =0).
Data reads do not result in a line fill. Writes to the
region are not serviced by the secondary cache,
but are forwarded to PCI.

1024KB  oppppen
Planar BIOS Memory Programmable
050 KB OF0000h (64 KBytes) Attributes: RE, WE, CE
OEFFFFh BIOS Extension Memory
Setup and POST Memory Programmable :
PCi Development BIOS Memory | Attributes: RE, WE, CE
0E0000h (64 KBytes)
896 KB  oprFFFn
ISA Card BIOS & Buffer Memory | Programmable
0C8000h 96 KBytes Attributes: RE, WE, CE
800KB  oc7FFFR
Video BIOS Memory Programmable
0C0000h (32 KBytes) Attributes: RE, WE, CE
768 KB ogrFFEh
PCI/ISA Video Buffer Memory Read/Write Accesses
0A0000h (128 KBytes) torwarded to PCI Bus
640KB  o9rrFEh
Host/PCI/EISA Memory . Programmable
080000h (128 KBytes) Attributes: RE, WE, CE
512KB  o7pFFFR
Host Memory Fixed Attributes:
0 (512 KBytes) RE, WE, CE
290479-12
Figure 10. CPU Memory Address Map—PC Compatibility Range
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The RE and WE bits for each region are used to
shadow BIOS ROM in main memory for improved
system performance. To shadow a BIOS area, RE is
reset to 0 and WE is set to 1. RE is set to 1 and WE
is reset to 0. Any writes to the BIOS area are for-
warded to PCI. B

intal.
4.4 1/0 Address Map

170 devices (other than the PCMC) are not support-
ed on the Host Bus. The PCMC generates PCl Bus
cycles for all CPU I/0 accesses, except to the
PCMC internal registers. Figure 11 shows the map-
ping for the CPU |/O address. space. For the
82434LX, three PCMC registers are located in the
CPU 170 address space—the Configuration Space .
Enable (CSE) Register, the Turbo-Reset Control
(TRC) Register, and the Forward (FORW) Register.

64 KB ) FFFFh
PCI I/O Space '
(12 KB)
e oo
PCI Configuration Space For
Access Mechanism #2 _| c100h
C000h
48 KB BFFFh
PCI /0 Space
(45KB)

. 0D00h
CONFDATA Reglster OCFFh
(3K-3)B (Note 1) 0CFCh
(3K-4)B | PMC Register 0CFBh
(3K-5)B | FORW Register Cg;':::z” 0CFAh
(3K-6)B | TRC Register (Note 2) 0CF9h
(3K-7)B | CSE Register OCF8h
(3k-8)8 0CF7h

PCI /O Space

(3K-8 Bytes)

0 Oh
290479-13
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Except for the 1/0 locations of the above mentioned
registers, all other CPU 1/0 accesses are mapped to
either PCI 1/0 space or PCI configuration space. If
the access is to PCl 1/0 space, the PCl address is
the same as the CPU address. If the access is to PCI
configuration space, the CPU address is mapped to
a configuration space address as described in Sec-
tion 3.0, Register Description.

If configuration space is enabled via the CSE Regis-

ter (access mechanism #2), the PCMC maps ac-.

cesses in the address range of C100h to CFFFh to
PCl configuration space. Accesses to the PCMC
configuration register range (CO00h to COFFh) are
intercepted by the PCMC and not forwarded to PCI.
If the configuration space is disabled in the CSE
Register, CPU accesses to the configuration ad-
dress range (C000h to CFFFh) are forwarded to PCI
1/0 space.

5.0 SECOND LEVEL CACHE
INTERFACE

This section describes the second level cache inter-
face for the 82434LX Cache (Section 5.1) and the
82434NX Cache (Section 5.2). The differences are
in the foliowing areas:

1. The 82434LX supports both write-through and
write-back cache policies. The 82434NX only
supports the write-back policy.

2. The 82434LX timings are for 60 and 66 MHz and
the 82434NX timings are for 50, 60, and 66 MHz.
Note that the cycle latencies for 60 and 66 MHz
are the same for both devices.

3. When burst SRAMs are used to implement the
secondary cache, address latches are not need-
ed for the 82434NX type SRAM connectivity.
However, a control bit has been added to the
82434NX that permits address latches for
82434LX type SRAM connectivity. .

4. A low-power second level cache standby mode
has been added to the 82434NX.

5. There are new or changed cache control bits as
indicated by the shading in Section 3.0, Register
Description. For example, the 82434NX supports
zero wait-state cache at 50 MHz via the zero
wait-state control bit.
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NOTE:

e Second level cache sizes and organization
are the same for the 82434LX and
82434NX.

e The general operation of the second level
cache write-back policy is the same for the
82434LX and 82434NX. For example, the
Valid and Modified bits operate the same
for both devices. In addition, snoop opera-
tions are the same for both devices, as
well as the handling of flush, flush ac-
knowledge, and write-back special cycles.

5.1 82434LX Cache

The 82434LX PCMC integrates a high performance
write-back/write-through second level cache con-
troller providing integrated tags and a full first level
and second level cache coherency mechanism. The
second level cache controller can be configured to
support either a 256-KByte cache or a 512 KByte
cache using either synchronous burst SRAMs or
standard asynchronous SRAMs. The cache is direct
mapped and can be configured to support either a
write-back or write-through write policy. Parity on the
second level cache data SRAMs is optional.

The 82434LX contains 4096 address tags. Each tag
represents a sector in the second level cache. If the
second level cache is 256-KByte, each tag repre-
sents two cache lines. If the second level cache is
512-KByte, each tag represents four cache lines.
Thus, in the 256-KByte configuration each sector
contains two lines. In the 512-KByte configuration,
each sector contains four lines. Valid and modified
status bits are kept on a per line basis. Thus, in the
case of a 256-KByte cache each tag has two valid
bits and two modified bits associated with it. in the
case of a 512-KByte cache each tag has four valid
and four modified bits associated with it. Upon a
CPU read cache miss, the PCMC inspects the valid
and modified bits within the addressed sector and
writes back to main memory only the lines marked
both valid and modified. All of the lines in the sector
are then invalidated. The line fill will then occur and
the valid bit associated with the allocated line will be
set. Only the requested line will be fetched from
main memory and written into the cache. If no write-
back is required, all of the lines in the sector are
marked invalid. The line fill then occurs and the valid
bit associat